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Editorial

Preface
Honesty, responsibility and accountability in all facets of research and university 
education are the foundations of society’s faith in science and technology. These 
principles serve as the foundation for academic independence and the highest 
ethical and integrity standards. Therefore, “Technology for People” is the uni-
versity’s mission statement. We want to transform what is technologically feasi-
ble into what is desirable from a human-centered perspective. Innovative goods, 
services and procedures ought to make the world a better place to live in terms 
of compassion and social responsibility. TU Wien has made significant financial 
investments in multidisciplinary research carried out in doctoral colleges to ad-
dress urgent societal concerns to further this purpose and uphold the highest 
standards of science and ethics. The doctoral college “Trust in Robots”, led by 
Sabine Koeszegi & Markus Vincze, was established in 2018 to understand how 
we can build disruptive robotic and artificial intelligence (AI) technologies that 
people trust. Robotics and AI have the potential to help us overcome several 
problems, including the aging population crisis and climate catastrophe. The doc-
toral college “Trust in Robots” addresses this area of friction and bargains over 
the compatibility of technology and moral principles.

“Trust in Robots” has been set up as a transdisciplinary doctoral college in 
which postgraduate students and professors of various academic disciplines col-
laborate to understand the same phenomenon from different perspectives. From 
an institutional standpoint, the College’s setup has been difficult because the 
systems and policies currently in place are not appropriate for admitting students 
with different academic backgrounds into the same study program for transdisci-
plinary research. However, the success of this doctoral college proves that this is 
how we must perform research in the future to overcome the existing silos of dis-
ciplines. The college has inspired certain changes that have been implemented 
in the Doctoral School of TU Wien and can serve as a model for future research 
projects. The introduction of the lecture “Responsible Research” for all doctoral 
students at TU Wien is one of the Trust Robots Doctoral College’s most import-
ant accomplishments from our perspective. In this lecture, we consider ethical 
standards and the societal effects of innovation and science while preparing our 
students with morally sound design and trustworthy research techniques.

The doctoral college “Trust in Robots” is an unqualified success for TU Wien. 
The results of a four-year project at TU Wien are summarized in the twelve chap-
ters of this book, which we are happy to release to the public. 

      Kurt Matyas (Vice Rector for Academic Affairs) 
Johannes Fröhlich (Vice Rector for Research and Innovation)





vii

Editorial

Editorial
Robots are gradually becoming a part of our daily lives, populating our living and 
working spaces. We hope that robots will come to relieve us from chores and 
dangerous, dull, or dirty work. We believe that they can make our lives more 
comfortable, easier, and even more enjoyable by providing companionship and 
care. Hence, robots will change how we collaborate and assign tasks to human 
and machine agents and even—more fundamentally—how we live and perceive 
ourselves and our roles in society. Although we believe we have control over the 
machines we have built, this belief may fade as devices become more significant, 
autonomous, and influential. The independent actions of robots can be frighten-
ing. Thus, developing technology for people requires that we are—at all times—in 
control of the technology or that we can rely on the good intentions and safety of 
autonomous systems over which we have no control. Therefore, building trust in 
(autonomous) robot systems is necessary.

Trust has been an essential issue in automation and technology research 
since the 1980s. According to studies on interpersonal trust, trust as an attitude 
develops into reliance and so plays a crucial role in technology acceptance and 
appropriate use of automation. Furthermore, research indicates that the same 
social heuristics used in human–human interactions may apply to human–robot 
interactions (HRIs) because robots trigger similar social attributes as humans. 
Although previous research revealed disparities between trust in and reliance on 
technology and trust among people, this difference may become more blurred as 
robots increasingly mimic human interaction patterns and exhibit anthropomor-
phic appearance and behavior.

This problem is reflected in the title of this book, “Trust in robots—Trusting 
robots,” which carries different notions and unifies various research areas. While 
“Trust in robots” addresses the subject of how to develop technology that users 
are willing to rely on, “Trusting robots” focuses on the process of establishing a 
trusting relationship with robots, thereby extending previous research. This latter 
interpretation of trusting robots—although still to a great extent futuristic—poses 
the question of how to develop artificial intelligence and robotic technology that 
allows a robot to exhibit trusting skills when interacting with humans. It considers 
that humans may develop relationships with robots that go beyond technology 
acceptance and reliance. Thus, trust in this context does not only refer to the 
one-sided confidence of users toward robots but also to users’ need to be as-
sured that robots incorporate notions of the meaning of objects and social norms, 
including biases, and have an understanding of scenes and situations to be ca-
pable of interacting with users socially. However, the mere possibility that we may 
develop bonding and emotional attachment to machines raises several ethical 
questions and concerns. Is it ethical to design devices that trigger trust and rela-
tionship building? Should robots simulate trustworthy behavior to start reciproca-
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tion by their users? Does trust in robots increase the vulnerability of users? How 
can we increase transparency regarding the capabilities of robots to ensure that 
users understand what robots can and should do? Should robots mimic other 
human qualities—such as empathy or emotions—to enhance trust?

These questions and topics have been the core of the “Trust Robots” doctoral 
college at TU Wien. The main aim was to comprehensively analyze trust in the 
context of robotic technology from various perspectives. The book presents the 
results of the 4 year endeavor of doctoral students—from fall 2018 to fall 2022. 
Before summarizing their contributions, let us briefly discuss the critical scientific 
challenges in transdisciplinary research.

Scientific Challenges and Transdisciplinary Research

On the one hand, building trust in robot systems entails endowing robots with 
capabilities and skills to perceive and understand human communication and 
behavior (for example, through natural language processing, by recognizing fa-
cial expressions, voice, gestures, and emotions); to recognize and ideally predict 
human intentions; and to adequately respond to all of these stimuli. Furthermore, 
any robot reaction must guarantee users that they are safe at all times and that 
human rights are respected and ensured. On the other hand, humans must per-
ceive robots as safe and reliable. Since it is impossible to foresee or enumerate 
all possible situations, autonomous (social) robots must respond securely to un-
expected and unforeseen encounters. They must be able to learn and adapt, as 
they will be tasked with making independent decisions that go far beyond the pre-
programmed security rules and algorithms. In such a context, robots are ascribed 
and will have (social) agency.

To address these research issues, researchers from different disciplines must 
collaborate to pool their expertise, methodologies, and knowledge. The envi-
sioned assistance from robots to improve the quality of life and work can only be 
realized responsibly when the issues associated with this technology are con-
sidered appropriately. Consequently, there is a need to discuss and understand 
possible future scenarios from different perspectives: technological (i.e., imple-
menting aspects of trust on robots), human (i.e.,., deployment of trustworthy ro-
bots in work and social contexts), and societal (i.e., legal, ethical, political, and 
sociocultural aspects).

Our research is based fundamentally on the sociomateriality paradigm, which 
holds that sociocultural processes and technology and its applications are inher-
ently entangled and cannot be analyzed separately.

Furthermore, since industrial and social robots are intelligent, autonomous 
machines that lack moral capacity, scientists and developers must assume re-
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sponsibility for ethically aligned design from the outset. Hence, ethical robotics 
begins with R&D rather than mitigating the adverse effects and harm caused by 
new technologies after they are introduced. Therefore, our research is guided by 
the principles of the responsible robotics paradigm and focuses on the ethical 
concerns associated with the incorporation of robots into society.

The faculty and students of the doctoral college are truly interdisciplinary: they 
have backgrounds in the philosophy of science, design science, labor science, 
economics, social science, psychology, computer science, mechanical engineer-
ing, and electrical engineering, and they have worked on 12 different topics arch-
ing from a principle design-perspective on sociotechnical systems over joint at-
tention and motion planning to adaptive task sharing in human–robot collaboration 
and a general reflection of trustworthy robots in society. Figure 1 shows an over-
view of the transdisciplinary research at the doctoral college.

Figure 1 Transdisciplinary fundamental technical and applied research on 
implementing aspects of trust in robots

This work completed in the doctoral college is genuinely transdisciplinary. 
Students from different disciplines collaborated to develop implementations on 
robots, design experiments and demonstrations, analyze data, and draw con-
clusions from the findings for the field of HRI and their core disciplines. This 
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has led to the profound understanding that studying robots requires considering 
the entire sociotechnical system and context. This comprehensive perspective 
allows for designing meaningful and ethical robotic technology that will meet our 
expectations of making our lives easier and more enjoyable.

Summary of Results

The collection of articles in this book presents the highlights of the work on trust-
worthy robotics. We divide the summary into five sections: designing trustworthy 
robots, discussing trust and plausibility, implementing aspects of faith in robots, 
proposing that trustworthy robots must be viewed in the work context, and sug-
gesting that trustworthy robots should be regarded in society.

Designing of Trustworthy Robots

In the first chapter of this book, Frijns & Schürer analyzed the contributions and 
importance of design work in the field of HRI research. They proposed that how 
interaction is conceptualized fundamentally impacts the design space and hence 
has to be considered in robotics research. Frijns et al. convincingly argued that 
the design space(s) for HRI must be extended beyond the individual aspects 
of humans and robots and encompass the sociotechnical system for which the 
robot is built. They make significant contributions to HRI through these design 
practice lenses.

Trust and Plausibility

The practical value of trust is founded on previous research findings that trust 
facilitates technology acceptance. Hannibal, Weiss & Purgathofer expanded on 
the perspective of “Trusting Robots” by providing a systematic identification of sit-
uational, robot-specific vulnerabilities in HRI. Hence, Hannibal, Weiss & Purgath-
ofer shifted our focus to the contextual setting in which HRI occurs, challenging 
the prevalent negative association between interpersonal trust and vulnerability 
from both a theoretical—philosophical—and empirical perspective.

Based on the same fundamental idea of the relevance of context for HRI, Pa-
pagni & Koeszegi argued that for robots to be accepted within society, nonexpert 
users must find them valuable and trustworthy. They proposed to design robots 
that explain their decisions and actions to nonexpert users within the context of 
everyday interactions. Furthermore, they propose a model in which the plausi-
bility of explanations resulting from contextual negotiations between the parties 
involved determines the understanding and supporting trust.

Bauer & Vincze applied this plausibility of explanations to the concrete sce-
nario of scene interpretation, a core element of robots interacting in the world 
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and with people. It first presents the technical approach to creating an object 
hypothesis using learned methods and then employs a verification process to 
obtain relationships between objects in the scene. The work shows that such 
scene-level information should be used to estimate object poses. Their primary 
assumption is that all object hypotheses concerning their visual observation and 
the physical scene in which they reside must be plausible. These scene interpre-
tations are then employed in reasoning strategies to explain to the user what the 
robot perceives during HRI.

Implementing Aspects of Trust in Robots

The following studies focused on how to implement these various aspects of trust 
in robots and trusting robots into technology.

Stoeva & Gelautz presented a framework for a human–robot imitation sys-
tem and examined the system requirements imposed by different interactions 
for communicative, functional, artistic, or abstract movements. The analysis 
identifies open challenges for designing and developing human–robot imitation 
systems, such as the difficulty of observing and accurately replicating human 
motions and how to transfer human to robot motions given different embodiments 
(correspondence) and even measuring the deviations. The study also addresses 
ethical issues, such as keeping privacy, not deceiving interactants, and correctly 
employing the robot system as intended and agreed upon.

Following the interpretation of human gestures, the robot might contact the 
human, as in a hand-over scenario. Beck & Kugi investigated motion planning 
specifically for such trustworthy human–robot collaboration, emphasizing the 
significance of ensuring human safety and comfort during the interaction. Con-
cerning comfort, the study emphasizes fluency (a high level of coordination be-
tween humans and robots, resulting in accurately timed, and efficient sequences 
of action), legibility (a measure of how well the robot conveys its intent), and 
human-like motion. The study introduces a receding horizon trajectory optimiza-
tion approach to achieve such behavior, where the requirements for safety and 
comfort during the interaction are formulated in objective functions.

Another critical aspect of fluent interaction is for the robot to understand the in-
tention of the human user and to build a mutual understanding of the subsequent 
actions. Koller, Weiss & Vincze studied this joint attention perspective using a 
robot and human gaze behavior during collaborative actions. The study reviews 
research on joint attention and the theory of mind as foundational elements for 
the success of collaborative tasks in human–human interaction. The authors em-
ploy the research approaches of roboticists to provide robots with a joint attention 
capability or at least the technically feasible equivalent. The idea is that mechan-
ical gaze behavior, which humans can easily comprehend, will improve the inter-
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action capability of a social robot. This is evaluated in an already established HRI 
joint action benchmark scenario of collaboratively building a tower out of different 
blocks.

Finally, it would be great if robots could continue to learn from humans in ev-
eryday life scenarios. To achieve this, Hirschmanner & Vincze proposed using a 
grounded language learning approach to connect words and references in social 
spaces, such as objects. The authors presented a Pepper robot-based incre-
mental word learning system. Then, they introduce how to learn specific low-level 
activities through demonstrations. Furthermore, they present systems with an 
industrial robotic arm and a dexterous robotic hand as concrete examples. Addi-
tionally, they address the role of the teacher in the learning process, determining 
which human factors are essential to facilitate the learning process.

Trustworthy Robots in Work Contexts

As previously stated, developing trustworthy robots requires considering the sys-
tem’s context. Thus, we must also study the context in which robots are deployed. 
The imagination of the role of robots is often driven by technology and top–down 
ideological agendas, without regard for the practical realities of everyday life 
and work contexts. Schwaninger, Weiss & Fitzgerald explored bottom–up HRI 
research in the context of home environments and robot support for older adults. 
Furthermore, the study presents an overview of assistive technology for home 
environments, the building blocks for HRI research in these contexts, and the 
issues of elderly support and care.

Zafari & Koeszegi addressed questions regarding the extent to which robots 
are accepted in work settings, as well as the impact human–robot collaboration 
has on workers and their perceptions of their own and the robot’s role, agen-
cy, and efficacy. They show how agency is ascribed to nonhuman entities and 
present two experiments that analyze this impact. Zafari et al. provided valuable 
recommendations for both the design of artificial agents and organizational strat-
egies in terms of which social practices and changes in the working context must 
provide opportunities for a successful collaboration.

Schmiedbauer & Schlund addressed another essential aspect of successful 
human–robot collaboration: how to allocate tasks between humans and robots. 
Instead, of automating all that can be automated and leaving the rest to humans, 
they employed a human factors approach and focused on the needs and capa-
bilities of workers and economic targets at the center of analysis. They designed, 
developed, demonstrated, and evaluated a model for adaptive task sharing be-
tween humans and cobots (collaborative robots) and showed avenues for further 
development based on their insights.
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Trustworthy Robots in Society

Finally, DePagter provided a macrolevel analysis, i.e., an analysis of the process 
of building trust in robots on a societal level. They proposed a narrative approach 
and argued that robots are a prominent example of a technology that has caught 
many people’s imagination of the future. The analysis of these future imaginaries 
of robots provides a deep understanding of how technology is perceived by the 
general public, what fears and hopes are associated with this technology, what 
roles are given to robots, and what challenges are associated with them. This 
narrative approach provides avenues for policymakers and developers to shape 
future imaginaries of robots.

Sabine T. Koeszegi, Markus Vincze
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