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Kurzfassung

Diese Diplomarbeit ist den Korn Ungleichungen gewidmet, die eine wichtige Rolle in den
Beweisen von zahlreichen Existenzresultaten von Variationsmodellen in der Theorie der Elas-
tizitdt und Bruchmechanik innehaben. Auf der einen Seite befassen wir uns mit der klas-
sischen Theorie der Korn-Ungleichungen in den LP-Raumen, die, historisch gesehen, in enger
Verbindung zur Theorie der elastischen Materialien steht. Auf der anderen Seite untersuchen
wir Korn Ungleichungen in GSBDP(S), die ein aktuelles Thema im Bereich der Variations-
rechnung sind. In diesem Raum sind Korn Ungleichungen ein essenzielles Werkzeug um
unterschiedliche Resultate wie Approximationssitze (vgl. [CC119]), Existenz von Extensions-
operatoren (vgl. [Cag+21]) und Existenz von Minimierern der Griffith Energie (vgl. [CCI19])
zu zeigen. Aufbauend auf der Arbeit von F. Cagnetti, A. Chambolle and L. Scardia (vgl.
[CC522]) und vorausgegangenen Resultaten ist es unser Ziel die verschiedenen Aspekte dieser
Ungleichungen zu beleuchten.
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Abstract

This thesis is dedicated to Korn inequalities, which play a crucial role in the existence results
of many variational models derived from elasticity theory and fracture mechanics. On the
one hand, we are interested in the classical theory of Korn inequalities in LP-spaces, which is
historically deeply connected to the theory of elastic materials. We have gathered the results
scattered over the literature and revised the originally intricate proofs through modern tools.
On the other hand, we investigate Korn inequalities in GSBDP(Q)), a very recent topic in
calculus of variations. Korn inequalities in this space are essential for proving a variety
of results like approximation theorems (cf. [C/CT19]), existence of extension operators (cf.
[Cag+21]) and existence of minimizers for the Griffith energy (cf. [CCI19]). We aim to
elucidate such aspects by elaborating on the work of F. Cagnetti, A. Chambolle and L.
Scardia (cf. [C(C522]) and related previous results.
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1 Introduction

The mathematical modelling of elastic bodies is a classical topic in continuum mechanics.
However, the elasticity theory does not allow it to encompass a series of phenomena, such as
plastic slips, damage, and fracture mechanics, which frequently occur in numerous settings.
Despite being well known from physical observations that some materials exhibit non-linear
behaviour, applications need to have linearized models since they are often easier to handle
from a numerical point of view. In the variational formulation of such models, there is a
differential operator which is indispensable to the theory. Consider a body €2 C R™ and let
y : 2 — R" be a deformation of 2. Denote with u := y — idq the displacement where idg is
the identity on 2. Then, the symmetric gradient of u is defined by

e(u) == Vu+ (Vu)" = (0;u; + O0jui); j=1-

Here, V denotes the gradient and 9; the i-th partial derivative of u. In this setting, we usually
require ) to be open, bounded and with boundary of sufficient regularity. In elasticity and
fracture mechanics the two main examples of variational problems associated with e(u) are
the minimization of the total elastic energy and the so-called Griffith energy. These are given
by

g;(éﬂdd@)mo, (1.1)

and

iﬁ(/W@@DM+H”%%0, (1.2)
ueyY 0

where J, is the jump set of a function u which will be introduced in more detail in chapter 4
of the thesis, H"! is the (n — 1)-dimensional Hausdorff measure, and X and Y are a space
of (measurable) functions for which a suitable symmetric gradient can be defined. In these
problems, a typical density W : R2X"™ — R is given by

sym

1

(M : CM)P/?
p

W(M)
for some p € (1,00) where C is a symmetric fourth order tensor such that for a C' > 0 the
definiteness condition

|M|> < C(M : CM) (1.3)

holds for all M € R™*™. We will discuss the connection between the minimization of the
total elastic energy and the classical boundary value problem of elasticity in the first section
of chapter 3.
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1 Introduction Korn inequality

To solve the variational problems above, the choice of the underlying spaces X and Y is
crucial. Consider, for instance, the space X and the problem (1.1). In practice, we would
prefer maps u € X to satisfy certain boundary conditions. Naturally, we would also like
eligible functions from C'*°(€2) to be a subset of X. We can limit ourselves to functions u € X
with e(u) € LP(2) since all other functions do not contribute to the minimization problem:
indeed, if e(u) is not p-integrable then condition (1.3) implies that [, W (e(u)) dz = co. Now,
suppose that a minimizing sequence {ux} € C*(Q2) N X exists for problem (1.1). A priori,
we only know that the LP-norm of {e(uy)} is uniformly bounded due to (1.3). Here is where
a Korn inequality comes into play. It asserts that if the symmetric gradient of a map w is
LP-integrable, the gradient of w is also LP-integrable. In a more concrete form: there exists a
constant K > 0 such that

IVull ooy < K lle(w)ll o) (1.4)

for all u € C°°(€2) which satisfy some given boundary data. This has far-reaching conse-
quences. For instance, LP-integrability of the gradient Vu implies that u € LP(Q2) because of
the conditions imposed on 2. So, we can infer {uy} C WHP(Q). At this point, one notices
that W1P(Q)) has the right compactness property. Indeed, since the gradients of {uy} are
uniformly bounded in LP, the Poincaré inequality yields that {u} is a uniformly bounded
sequence in W1P(Q). Then, one can extract a weakly converging subsequence and prove
that problem (1.1) has a solution via the direct method of calculus of variations. The lower
semi-continuity required to apply this argument is given due to the convexity of W. For
more details, we refer to section 2.2 of the thesis. There, a summary of the direct method of
calculus of variations can be found.

Korn inequalities are the central topic of interest in this thesis. Commonly, we refer to an
inequality as a Korn inequality if it is of a similar form to

lull z < lle(w)llw

where Z, W are (different) normed function spaces. The main application of such inequalities
is to transfer uniform bounds of the W-norm of minimization sequences to uniform bounds
in the Z-norm. We have already seen an application of this in the last paragraph. The
first mention of this inequality can be attributed to the physicist A. Korn around 1900. In
particular, the two inequalities (1.4) and

IVl < K(llull o) + lle(w)ll o)

go back to this time. These are called Korn’s first inequality and Korn’s second inequality
respectively. However, it was not until 1981 that both were rigorously proven by J.A. Nitsche
(cf. [Nit81]). Generally, the inequalities that branched out from these two have been exten-
sively studied over the second half of the last century. In the second part of chapter 3, we
have gathered results related to Korn inequalities in Sobolev spaces which are scattered over
the literature and presented them in a compact, modern form. Furthermore, we discuss the
boundary cases p € {1,000} where most Korn inequalities fail, most notably (in the case of
p = 1) due to Ornstein’s famous non-inequality (cf. [Orn62]).

Up to this point, we have discussed Korn inequalities in conjunction with Sobolev spaces.
However, such functional setting is unsuited for models that feature inelastic phenomena like
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Korn inequality

the Griffith energy (1.2). Indeed, from a modelling perspective, Sobolev functions turn out
to be too regular since they are absolutely continuous along almost every line parallel to the
coordinate axes and they ‘do not jump’. To be more precise, the second property amounts to
the vanishing of the second term in (1.2). Another mathematical difficulty can be encountered
when considering the boundary case p = 1 in the variational models (1.1) and (1.2). Neither
Korn’s first inequality nor Korn’s second inequality hold in L' () as mentioned above. Partly,
the reason for this is the lack of reflexivity of L!(Q). This problem naturally carries over to
WH(Q). In particular, since W11 () is not reflexive it does not have the right compactness
properties that are usually sought after when choosing a function space. However, if we have
a minimizing sequence {ug} C C°°(Q) for the variational problem (1.1), we can then derive
additional information from the fact that {e(u)} is uniformly bounded in L!(2). Indeed, we

can use that
<B - / le(ug)| dx)
B

is a finite Radon measure to extract a subsequence {uy,} such that for some finite vector
valued Radon measure E' € M;(Q, R"*™)

e(ug,) ~" E

holds in M (2, R™*™). A short synopsis of Radon measures can be found in section 2.3. It
turns out that this is sufficient to conclude that there exists a u € L'(€) such that

/u@chda::—/godE
Q Q

holds for all ¢ € C*°(Q). So E can be seen as the distributional symmetric gradient of a L!
function. With this in mind, we denote the measure E by Eu. The space of all such functions
is called BD(Q2), the space of functions with bounded deformation. In contrast to Sobolev
spaces, jumps occur in this larger space in a non-negligible way. Chapter 4 is dedicated to
the space BD(). We first discuss the results that can be carried over to this space from
the Sobolev spaces. However, since L' is not reflexive, the classical Korn inequalities need
to be handled by a different approach. To set up the discussion for Korn inequalities in this
space the second part of this chapter deals with the fine properties of functions with bounded
deformation. Most importantly, we will discuss the structure of the measure Eu.

Let us now observe problem (1.2) in this space. Notice that the Griffith energy can be split
into an elastic part and a jump part. But we have a problem: W is only defined pointwise.
We need to properly describe how the elastic part behaves with respect to the measure Eu.
For this, we denote with Eu the density of the absolutely continuous part of Eu (with respect
to the Lebesgue measure). Eu is called the approximate symmetric gradient. One can then
formulate the variational problem associated with the Griffith energy as follows:

inf /WE d H"—1J>, 1.5
et o ([ wew dos w2 (15)
where SBD() is a suitable subspace of BD(£2). We will postpone the definition of SBD(£2)
and the discussion of this space to chapter 4 and 5, but we remark that we can reduce ourselves
to the case of the approximate symmetric gradient being p-integrable with p € [1,00). It turns
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1 Introduction Korn inequality

out that a Korn inequality again is essential to show the existence of minimizers. However,
in this setting, it takes the form

[Vu — va’HLQ(Q\w) <C HSUHLP(Q) (1.6)

where w C € is a ‘relatively small’ set and a : R® — R™ is a rigid displacement, i.e., it
is of the form a(x) = Az + b with A € R™*" being a skew-symmetric matrix and b € R".
‘Relatively small’” will be made precise in the last chapter of the thesis. Notice that Vu on
the left-hand side may not seem well justifiable a priori, since functions in BD(2) do not
necessarily admit a weak derivative in the form of a LP-function or a measure. But it turns
out that the gradient of u € BD() exists in a measure-theoretical sense. To be more precise,
there exists Vu € L(€, R"*") such that

T

1 uly) —u(z) — Vu()(y —=)| ,
/B " dy=20

for H" '-a.e. = € Q. Such gradients are called approzimate gradients.

The proof to (1.6) is highly non-trivial. Over the last years, it has turned out that the right
spaces to investigate results related to Korn inequalities in BD(2) are the inherently larger
spaces GBD(Q)) and GSBD(S2). The reason for this is the slicing method developed to show
results for BD(2). It relies on the theory of one-dimensional functions of bounded varia-
tion. One can draw a comparison to Sobolev spaces. They are absolutely continuous along
lines parallel to coordinate axes as mentioned before. In a similar spirit, one can think of
BD(Q) functions to be of bounded variation along lines (with a small modification). The
space GBD()) further generalizes the idea. It also has the right compactness properties.
Indeed, historically, the space was developed since it turned out to be the natural relaxation
for many variational problems (for instance (1.5)).

Chapter 5 is dedicated to Korn inequalities in GSBD(Q2). It deals with the recent develop-
ments in the theory related to these inequalities. To introduce the setting we first present
a collection of important theorems regarding GBD(Q2), GSBD(Q2) and GSBDP?({?) from
[Dall3]. In particular, we focus on the results needed to prove Korn inequalities. Then, we
discuss a Korn inequality on the unit cube which will be the starting point to prove (1.6).
This is based on the work of [CC'18]. The Korn inequality that holds on cubes then implies
several approximation results. These are the cornerstones in showing (1.6). In particular,
the works of [CCT19] and [CCS22] are presented. This chapter aims to compactly present the
proof to (1.6) and to expand on the theory related to the theorems involved.

We had two main goals with the thesis: Firstly, we wanted to gather the information available
on Korn inequalities in LP-spaces and BD over the many different sources and present them in
a modern way. The focus is on delivering proofs of the classical Korn inequalities based around
short high-level arguments which were, historically, developed in the 90s and illuminating the
connections between the different known inequalities. Secondly, we want to contribute to
the understanding of Korn inequalities in GSBD(2) which is a recent topic in calculus of
variations. We have elucidated some aspects of the theorems. In particular, we used the work
of F. Cagnetti , A. Chambolle and L. Scardia (cf. [CCS22]) and related previous results (cf.
[Dall3], [CCEF14], [CCI19]) as basis for the last part of the thesis.
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2 Preliminaries

In this chapter, we will introduce the notation used throughout the thesis and recap some
basic concepts in calculus of variations and measure theory.

2.1 Notation

Let Q@ C R", n € N. We denote the interior of 2 by int(£2), the closure by Q and the topo-
logical boundary by 0€2. We remark that in most cases throughout the thesis we assume {2
to be bounded and that 02 is Lipschitz. We denote the ball with radius » > 0 and center
x € R" by B,(z). The balls centered around 0 with radius » > 0 we will just denote by B,
the unit sphere by S"~! = 9B; and the volume of the unit ball by 7,. We denote a sequence
with values in a set X and index set I by {z;},c;. For convenience, we abuse the notation
and often write {x;} if the index set is clear.

For continuously differentiable functions the standard notation is used (k, N € N):

CF(Q,RY) = {go :Q — RY | ¢ is k-times continuously differentiable} ,
CF(Q,RY) = {go e C*(Q,RY) | Vo € N", |a| < k : 9% has a continuous extension to ﬁ} ,
C’?(Q,RN) = {go IS C’k(Q,RN) : supp(¢p) is compact} .
Here 0% denotes the usual differential operator dg!---0g" for a multi-index o € N" and
supp(p) = {x € Q : p(z) # 0} is the support of a function ¢ : @ — RY. If it is clear in which

space the values are we just write C*(€2), etc. We further denote the space of test functions
with

D(Q) = C=(Q).

The topology on D(2) can be introduced over the convergence of sequences: For a sequence
{or} we say ¢r — ¢ in D(Q) if and only if there exists a compact K C € such that
supp(pr) € K for all k > ko for some kg € N and ||[D%(¢r — ¢)|l — 0 for all & € N
Similarly, we say pr — ¢ in C.(Q2,R™) if and only if there exists a compact K C Q such
that supp(¢r) € K for all n > ko for some ng € N and ||(¢x — ¢)||,, — 0. The dual space
of D(Q), i.e., the space of distributions, is denoted in typical fashion by D’'(£2). Some general
knowledge regarding distributions is assumed to be known. Otherwise, we refer to [Hor0g]
for an introduction to this topic.

Throughout the thesis, we denote with A" the Lebesgue measure on R™ and with H® the
s-fractional Hausdorff measure. For convenience, we sometimes write |A| := A\"(A) for a A"-
measurable set A C R”. For a measure p and a py-measurable set A we write ‘Statement S
holds for p-a.e. x € A’ if S holds for all x € A\ N with some N C A and u(N) = 0. For
the set of all Borel sets, we usually write 3. The Lebesgue spaces LP(£2,R") and Sobolev
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2 Preliminaries Korn inequality

spaces WHP(Q, RV) are denoted as usual, and their norms by || - |, respectively || - |, , with
1 <p<ooandkeN. Weset WOP(Q,RN) := LP(Q,RYN). For k > 1 the Sobolev spaces are
defined by

wEP(Q,RY) = {u € IP(Q,RY) | Va € WY, |af < k: 0% € LP(Q,RY)}

where ‘0% € LP(Q,R™)’ means that the distributional derivative ®u can be identified with
a p-integrable function and |a| = Y ;" «; is called the order of the multi-index. The Hilbert
spaces WF2(Q, RY) are denoted by H¥(Q,R"). We also remind the reader that

WhP(0,RY) = CRELRY)
Wy (@ RY) = CEQ.RY)
holds for p € [1,00). We recall that the inclusion
WP (Q) — LP(Q)

is compact by the Rellich-Kondrachov theorem. In particular, every bounded sequence in
WLP(Q) has a subsequence converging in LP. Furthermore, we denote the usual trace operator
for p € [1,00) by

loa : WEP(Q) — LP(0Q, H™ 1)
where H"! is the (n — 1)-dimensional Hausdorff measure. For function u :  — RY a
set-valued function p : P(Q) — RY and a set w C Q we denote the restriction of v and p to
w as usual also by ul, : w — RY resp. ply, : P(w) — RY. Here, P(X) denotes the power set
of a set X. As it is well-known, in the case of u € C(Q) N WHP(Q) the two notions of trace
and restriction coincide.
We denote the space of real (n x m)-matrices by R"*™. We write R resp. R for the
subspace of symmetric and skew-symmetric matrices. Furthermore, the square matrices with
positive determinants are denoted by R’*". We identify the tensor a ® b with its matrix
representation ab’ for a,b € R"™. The symmetric tensor product ® is defined by

1
aOb=(a®b+b®a).

We define the indicator of a set w

(2) 1, ifzxew,
x) =
Ao 0, otherwise.

2.2 Overview of the direct method of Calculus of Variations

Let X be an arbitrary topological space and F : X — R U {400} be a functional on X. The
basic problem in calculus of variations is the existence of minima of a functional. A way to
guarantee the existence of a minimizer is to impose the following two requirements onto F:

o Compactness: Sublevel sets are sequentially relatively compact. This means that for any
sequence {xy} € X such that {F(x)} is bounded from above there exists a subsequence
that converges in X.
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Korn inequality 2.2 Overview of the direct method of Calculus of Variations

o Semicontinuity: F is sequentially lower semi-continuous.

Indeed, suppose that these conditions hold for F and that {zj} is a minimizing sequence of
F,ie.,
lim F(zg) = inf F(z).

If F # +oo then inf,ex F(x) < 4+00. We can assume that F(xp) # oo for all & € N.
Furthermore, we notice that { F'(xy)} is uniformly bounded from above. By the first condition
we can now assume (after extracting a subsequence) that {x} converges to some z € X. By
the lower semi-continuity of F we now know that

. - <l _ ‘
xlél)f( F(x) < F(z) < hkrggng(xk) mlg)f( F(x)

Therefore, F attains a minimum at x. This is called the direct method of calculus of variation.

A typical example where the direct method can be applied is the following. Let X = {u €
WLP(Q,RN) : ulgq = glaa} for some fixed g € WIP(Q,RY) (p € (1,00)) be equipped with
the weak topology. Suppose that

Flu) = /Q F(z, u(z), Vu(z))de

where F': © x RN x RV*" 5 R is called the Lagrange function. To ensure that F is well
defined on X we require F'(x, z, M) to be a Caratheodory integrand, i.e., Lebesgue measurable
in z for all (z, M) and continuous in (z, M) € RY x RN*" for \"-a.e. x € Q, and to fulfil the
growth condition

|F(z, 2, M)| < C(1+ |z|P + |M|P) (2.1)

for some C' > 0 and for all z € R”,z € RY and M € R™¥,

To establish the compactness needed for the direct method we also require the condition
F(x,z, M) > a|MP — (2.2)

to hold for some «, 8 > 0 and all z € R?, z € RY and M € R™*¥ . Indeed, suppose that {ug}
is a sequence s.t. {F(ux)} is bounded. Then (2.2) ensures the boundedness of the gradients
{Vug} in LP. By the classical Poincaré inequality we then have:

ullyy < llue —glly, + gl
< Cp ||V (uk = g)ll, + llglly
< (Cp+ DUV (), +llg

1,p)'

This implies the boundedness of {u} in WP(Q,RY). By the classical Banach-Alaoglu the-
orem, we know that uj possesses a subsequence which converges weakly to some element
u € WHP(Q,RY). Since X is convex and closed in the norm of W1P(Q,RY) we also know
that X is weakly closed which implies u € X.

The question of what conditions are suitable to guarantee the lower semi-continuity of F is
closely related to the convexity of F' in the last variable. More generally, we introduce a
weaker notion of convexity:
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2 Preliminaries Korn inequality

Definition 2.2.1. A locally bounded Borel measurable function f : RV — R is called

quasiconvex if
1

f(M) < /\(31(0))/31(0)(M+v£p) dx

for all p € Wy ™°(B1(0),R™) and M € RN,

A way to now set up the second condition for the direct method is the following result which
essentially goes back to L. Tonelli (cf. Theorem 5.20 in [Rinl&]).

Theorem 2.2.2. Suppose that the Carathéodory integrand F' fulfils (2.1) and is quasiconvex
in M. Then the functional F is lower semi-continuous with respect to the weak topology on

Wie(Q,RY).

So, the two growth conditions (2.1) and (2.2) together with quasiconvexity in the last variable
are enough to ensure the existence of a minimizer in a minimization problem over X.

2.3 Short introduction to Radon measures

We start with the general definition of a Radon measure:

Definition 2.3.1. Let u be a (signed) measure on the Borel sets B of an open 2 C R™.
We call u:

e inner regular if

w(B) =sup{u(K): K C B, K compact}
holds for every Borel set B C ().

o outer regular if

wu(B) =inf {u(O) : B C O, O open}
holds for every Borel set B C ().
o locally finite if p(K) < oo for every compact K C .

We call p regular if it is both inner and outer regular. If i is regular and locally finite then
we call p a (signed) Radon measure. Furthermore, we denote the space of all Radon measures
by M(Q) and the space of all finite Radon measures by M; ().

It is a well-known fact that M;(Q2) is a Banach space if endowed with the total variation
norm

[l g, = |12 (€2)

where
k k
|| (E) = sup {Z |u(B;)| : B; € B pairwise disjoint, U B; = E} (2.3)
i=1 i=1

is the total variation measure of a Radon measure p. Similarly, one can introduce the
spaces of vector-valued (finite) Radon measures M(Q,R™) := (M(Q))™ (and My(Q2,R™) :=
(Mp(£2))™). By using (2.3) the total variation measure can also be introduced in these spaces.

10
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Korn inequality 2.3 Short introduction to Radon measures

Not surprisingly, M (€2, R™) then becomes a Banach space if endowed with the total variation
norm. It is immediately apparent that M (2, R"™) C C.(£2,R™)" and M(2,R™) C Cp(2, R™)’

holds via the identification
po (f > /Q I du)

where [ f-dp:=>" |o fi du;. The famous representation theorem of Riesz, Markov and
Kakutani then asserts that indeed every bounded functional on C.(£2,R™) can be written in
terms of a Radon measure:

Theorem 2.3.2 (Riesz-Markov-Kakutani). Let @ C R? open. Consider a bounded linear
functional T : C.(2,R™) — R. Then there exists a unique Radon measure |u| and g €
L (Q,R™, |u|) such that

o T(f) = Jo £ g dlul holds for all f € Co(R",R™),
o |g| =1 holds |ul]-a.e.
We call v := g|u| the polar decomposition of |u|.

The proof of this particular version can be found in Chapter 4 in [Magl2]. As an immediate
consequence it can be shown that Cp(Q, R™)" = M,(Q2, R™) holds. Furthermore, by a typical
characterisation of Radon measures we have

Iillag, =swp{ [ 5o € CL@RM, gl <1}
on My(2,R™).

We now recap the notion of weak-* convergence for measures:

Definition 2.3.3. For a sequence {u;} € M(,R™) we say pp —* p if and only if

| fdi— [ £ d

for all f € C.(Q). Analogously, for a sequence {ur} € My(2,R™) we have pr —* p in

My(£2,R™) if and only if
[ -due [ f-an
Q Q

for all f € Cp(2).

If we have a sequence of finite vector-valued Radon measures pp € M(Q,R™) then the
weak-* convergence in M (€2, R™) implies the weak-* convergence in M (£, R™). The reverse
is true under the additional assumption of uniform boundedness of the total variations of the
sequence:

Lemma 2.3.4. Let {ur} be a sequence in My(Q,R™). Then pup —* p in Mp(Q2,R™) if and
only if e —* 1 in MO, R™) and supyer el g, < -

11
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3 Korn inequalities in LP-spaces

Around 1900 the physicist A. Korn first mentioned an inequality for ¢ € C°(2,R?) on a
bounded, connected subset @ C R? of the type

L tedz s [196P <0 ([ loPdot [ jeto)Pas).
Q Q Q Q

where e(p) denotes the symmetric gradient %(Vgp + VT). While some call the original proof
of Korn doubtful (cf. [Nit&1]), this marked the start of the research into this type of inequality.
The inequality above is known today as Korn’s second inequality.

In this chapter, we introduce the basic concepts related to this inequality. We will discuss
an application of a Korn inequality (namely in the classical boundary problem of elasticity)
in section 3.1. In section 3.2, we will then summarize the most important aspects of Korn-
type inequalities in the LP spaces and give short modern proofs based on the lemma of J. L.
Lions for p € (1,00). Lastly, we will discuss why Korn inequalities fail in the boundary cases

p € {1,00}.

3.1 The boundary problem of elasticity and its relation to Korn
inequalities

Continuum mechanics is a rich source for many mathematical theories. Especially nowadays,
mathematical elasticity is a lively field with many researchers continuously contributing to
its development. In this section, we will study a simple form of the boundary problem of
elasticity. The aim is to observe the role of a Korn inequality which will guarantee solutions
to the linearized problem. This section follows chapter 5 and 6 in [(ia88]. For a variational
point of view, we refer to [DNP02].

Consider 2 C R? open, bounded, connected and with Lipschitz boundary. We call this the
reference configuration of some body in the three-dimensional Euclidean space. We say that
a deformation ¢ is admissible if ¢ € C1(Q,R3) and it is injective on Q with det(V¢y) > 0.
One possible formulation of the boundary value problem of elasticity for an elastic material
is the following: We search for an admissible deformation ¢ such that

e(x) = po(z) on Iy, (3.1)
T(z,V(e(@)))v(z) = g(x, V() on T,
where the following quantities are given:

e T'g,I'; € OQ are a relative open subsets of the boundary of  such that H?(9Q \ (I'g U
I'y))=0.

13
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3 Korn inequalities in LP-spaces Korn inequality

T:Qx Ri’_xg — R3*3 is the response function for the first Piola-Kirchhoff stress of the
material.

f: QxR - R3and g: T x RiX?’ — R3 are density functions of applied body and
surface forces.

Yo € Cl(Fo,RS).

e v is the outward unit normal on 9f).

This is called a displacement-traction problem. To proceed, we simplify the problem. We
assume that f, g are dead loads (they do not depend on ¢), the material is homogeneous (the
response function 7' does only depend on V(z)), frame-invariant, isotropic, compressible
and o = idr, where idr, denotes the identity on I'y. For a comprehensible analysis of
these notions, we refer to chapters 2 to 4 in [Cia88]. Writing the PDE (3.1) in terms of the
displacement u = ¢ — idg and setting $(Vy) = Ve 1T (Vy) (called the response function
for the second Piola-Kirchhoff stress) paired with the fact that ¥ can be written as function
of the Cauchy stress tensor V! Vo (cf. Theorem 3.6-2 in [(ia88]) the above equations read
as

—div[({ + Vu)X(E(u))]=f in Q,
u=0 on I, (32)
(I +Vu)X(E(u)n=g on I'y.

Here E(u) = 3(Vu+ Vul 4+ Vul'Vu) is the Green-St. Venant strain tensor. If the material
is assumed to be in a natural state (meaning 3(0) = 0 holds) one can compute the following
Taylor expansion around 0 (cf. section 3.8 in [(ia88])

S(E) = Atx(E)I + 2B + o | E])
with A, 4 > 0. Now, consider the non-linear operator
A(u) = —=div[({ + Vu)X(E(u))] .

If some regularity assumptions are imposed onto X such that ¥ can be considered as a function
from W1P(Q) to LP(Q) for p > 3 then A is well defined on W?2P(€). As a remark, we note
here that it is natural to observe the problem in the space W2P(Q) for p > 3 since it can
be continuously embedded into C'*(Q2) due to Sobolev embeddings. While injectivity of ¢
and the assumption det(Vy) > 0 are dropped at this point they can be verified a posteriori.
(cf. section 5.6 in [Cia88]). We notice now that the Green-St. Venant strain tensor can be
considered as a non-linear operator E : W2P(Q)) — W1P(Q) with

E(u) = e(u) + o([ull, ,)-

As a consequence, we have that A is well-defined operator from W2P(Q) into LP(Q). Fur-
thermore, we compute

A(u) = A(0) = —div(A(tr(e(u)))I + 2u(e(u))) + o(llull,)
which implies that the Fréchet derivative of A at 0 is nothing else than
A'(0)v = —div(A(tr(e(v)) ] + 2u(e(v))).

14
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Korn inequality 3.1 The boundary problem of elasticity and its relation to Korn inequalities

Applying the same line of arguments to the boundary condition operator
B(u) = (I + Vu)X(E(u))n
on I'; we can linearize the boundary value problem (3.2) the following way:

—div(A(tr(e(v))) +2u(e(v))) = f in Q,
u=70 on Iy, (3.3)
[A(tr(e(v)))] + 2u(e(v))]n = g. onI'y.

Since the condition 3(0) = 0 implies that (3.2) is solvable for f, g equal to 0 the idea is to
apply the implicit function theorem to the non-linear problem or to be more precise to the
operator

{u e W2P(Q) : ulp, = 0} — (LP(Q),C(00Q))

A, B):
) {U = (—=div(A(tr(e(v)))] + 2u(e(v))), [A(tr(e(v))I + 2u(e(v))]n).

To apply the theorem one needs to show that the Frechet derivative in 0 is regular, i.e., the
linearized problem has a unique solution for all f, g. If the boundary of € is now sufficiently
regular we only look need to analyse the problem (3.3) in Hf, () = {u € H'(Q) : u|p, = 0}
which is a closed subspace in H!(Q). This is due to the Sobolev embeddings which hold under
these assumptions (for a detailed analysis of this we refer to section 6.3 in [Cia88]).

The weak formulation of the linearized problem (3.3) then reads as follows:
/ e(v) : Ce(w)dr = / f-wdzr +/ g+ w dH? holds for all w € Hf (),
Q Q I

where (Cjjp) is the symmetric fourth order tensor associated with M : CN = A tr(M)tr(N)+
2i(M : N) for all M, N € R3X3. Now, define the following quadratic form by

sym*

B(v,w) = /Qe(v) : Ce(w)dx

and set
F(w):/f‘wda:—i- g-w dH>.
Q I

Observe that M : CM > 2|M|? holds for arbitrary M € R‘:’;n?; Therefore, we generalize our
analysis and consider arbitrary symmetric fourth-order tensors (C;;;) which are also positive
definite, i.e., (M : CM) > K|M|? holds for some constant K > 0. Assume now that Iy has
non-vanishing area. By a classical result, the weak problem is uniquely solvable if B is a
continuous, symmetric bilinear form such that for all v € Hf, (Q)

B(v,v) > L||Voll3

holds for some L > 0 and F' is a continuous linear form. At this point, Korn’s first inequality
comes into play. It guarantees that

le(w)lly = L[Vull,.

15
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3 Korn inequalities in LP-spaces Korn inequality

for some L > 0. We will discuss the validity of this inequality thoroughly in the next section
(cf. Theorem 3.2.5). Korn’s first inequality now ensures the coercivity of B since

2 T 2
B(v,v) > K [le(v)ll; > KL* |Vl

holds for every v € H%O (©). Therefore, we know the linearized problem is uniquely solvable
which in turn implies we can employ the implicit function theorem which gives us local
solutions around O.

3.2 Korn inequalities in [’-spaces

After our introductory example in the last section, we will now concentrate on the proof
techniques which are used to show a variety of different Korn-type inequalities. We will first
concentrate on Korn’s second inequality in WP (Q) for p € (1, 00). Furthermore, we are going
to discuss how the validity of this inequality implies the existence of many different Korn-type
inequalities. In the end, we discuss the edge cases p = 1, 00 where we will observe the lack of
such inequalities.

We start by formulating Korn’s second inequality for 2 open, bounded with Lipschitz bound-
ary. It states that there exists a constant C' > 0 so that

lully, < Clull, + lle(w)ll,) (3-4)

holds for all u € WLP(Q,R") with p € (1,00). Different approaches to the proof of this
inequality can be found for instance in [0592; Nit&l; DD21] and the references therein.
However, we choose to discuss the particularly elegant method presented by P. Ciarlet in
[Cial0]. To start, we recap a well-known result from functional analysis:

Theorem 3.2.1. Let X,Y be Banach spaces and L : X — Y a bijective, linear operator. If
L is continuous then the inverse L1 is also continuous.

With this theorem in mind, we present the key steps in the proof of (3.4). We start with the
following lemma;:

Lemma 3.2.2. Let

XP(Q) :={u e LP(Q,R") : e(u) € LP(Q, R} (3.5)

sym

where ‘e(u) € LP(Q,REIN)" means that the distributional symmetric gradient of u can be

identified with a LP-function. If we endow XP(Q) with the norm
[ullxp = llull, + lle(w)ll, ,
then XP(Q) is a Banach space.

Proof. Indeed, to see that (XP(Q), ||-|| y») is complete let {u;} € XP(£2) be a Cauchy sequence
with respect to [||| y»(q)- By definition of ||-[| x,(q) we have that {uy} and {e(uy)} are Cauchy
sequences in LP(Q,R™). Therefore, they respectively converge to some u € LP(Q,R™) and

16



Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar

The approved original version of this thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

Korn inequality 3.2 Korn inequalities in LP-spaces

e € LP(Q,R2") with respect to the LP-Norm. Since e = V + V7 is a linear differential

sym
operator it is continuous on D’'(2, R™). We have

/

Lr D’ D
Up —> U = Uy — U = e(up) — e(u)

and
LP D’
e(up) — e = e(u,) — e

Hence, e = e(u) in D'. Since e,e(u) € LP(Q, Ry ) we conclude that e = e(u) has to hold in

LP(Q,RXM). 0

sym

Now, observe that the inclusion ¢ : (H' (2, R"), [ll,5) = (XP, ||| x») is trivially injective and
continuous. Assume that ((H!(Q,R")) is closed in (X?, ||| x»). Then, by Theorem 3.2.1 we
have the continuity of ¢ =1 : (.(H1(Q,R™)), ||l x») — (H1(2,R™), [[[l1,,)- This is equivalent to
(3.4). We will see that the above assumption ‘¢(H'(£2,R")) is closed’ trivially holds since ¢ is
surjective. To show this, we first observe the following:

Let f € LP(2,R™) and ¢ € (1, 00) with % + % = 1. Since

[ fuds <151, Nl

and

1,q

[ fou do <11, lu

hold for all u € Wh4(Q) and all i = 1,..,n we know that the distributions f,d;f can be
extended to elements of W~14(Q). In short:

feLP(Q) = f0,f e W H(Q).

The astounding fact whose discovery is attributed to J. L. Lions is that above implication is
an equivalence. More generally, the following holds (cf. also [GSN&6]):

Lemma 3.2.8. [CMM 18, Theorem 1.1] For m > 1 and any q € (1,00) we have
feD(Q) and Vf e W ™Q) = feW ™ThiQ).
With these two facts we can now give a simple proof for (3.4):
Proof of Korn inequality (3.4). As discussed above, it is enough to show that the embedding
v (HY QR ) = (XPQ), [l xe)

is surjective. Therefore, let u € XP(§2). By definition, we have e;;(u) = %(aiuj +0ju;) € LP(Q2)
for all ¢,j = 1,...,n. Now, notice that

Opu; € WH(Q)

for i,k = 1,...,n since u; € LP. We want to show that dyu; € LP(€2) holds. For this we are
going to employ Lemma 3.2.3. We observe that

0j(Oku;) = Ojei(u) + Okeij(u) — diejr(u)

17
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3 Korn inequalities in LP-spaces Korn inequality

holds in D'(Q2) for all j = 1,...,n. From e;;(u) € LP(Q) we infer Ve;;(u) € W—h4(Q, R™*™)
for all ¢,j = 1,..,n. But this implies

V(Opu;) € WH(Q, R™™)

for all i,k = 1,..,n. Therefore, we can apply Lemma 3.2.3 to conclude dyu; € LP(Q2) for each
i,k =1,...,n. Consequently, we deduce u € WP(Q). O

Before we can talk about a variety of different types of Korn inequalities which are a con-
sequence of this result we need a specific property of e, namely the structure of its kernel.

Theorem 3.2.4. Let e : WIP(QR") — LP(Q,RE5T) be the symmetric gradient e(u) =
$(Vu+ VuT). Then

kere = {u € WHP(Q,R") | 3A € R} b € R" : u(x) = Az + b holds for \"-a.e.x € Q}.

skew?

nxn

A skew-symmetric displacement is a mapping of the type u(x) = Ax + b with A € RI)" and
b e R™

The proof will be postponed to the next chapter (cf. Theorem 4.1.10). Similarly, one can also
show that

ker E = {u € W'P(Q,R") : u +idq is equal to a rigid deformation \"-a.e.}

holds, where E(u) = £(Vu + Vu® + Vu) is the Green St. Venant tensor (cf. section 3.1). A
rigid deformation is a map of the form Oz + b with O € O(n) and b € R™. For proofs of this,
see for instance Theorem 1.8-1 in [Ciag8].

As a consequence of Theorem 3.2.4 and (3.4), we can now prove Korn’s first inequality which
we have already seen in section 3.1:

Theorem 3.2.5. Let I' C 9Q with H*~1(T') > 0
WEP(Q,R™) = {u € WHP(Q,R™) : ulr = 0}.

Then
IVaull, < Clle(u)],
holds for some constant C' > 0 and all u € Wll’p(Q,R").
Proof. The proof is a classical argument by contradiction. Suppose that there exists no such
C > 0. Then, there exists a sequence (uy,) € Wll’p(Q,]R”) with

IV, =1 and e(un,) 0.

Since Wll’p(Q,R”) is closed in W1P(€,R") and V|, is equivalent to [|-[|; , due to Poincaré
inequality, we have the boundedness of (u,,) in W1P(€,R"). Rellich-Kondrachov theorem
now implies that (without renaming the particular subsequence)

LP
U — U

18



Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar

The approved original version of this thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

Korn inequality 3.2 Korn inequalities in LP-spaces

for a u € WpP(Q,R™). This in turn means

e(Um,) CiN e(u).
But, by assumption we also have
D/
e(upm,) — 0.
Therefore, e(u) = 0 in D’ which implies e(u) = 0 in LP. By Theorem 3.2.4, we know that
there exists A € R" " ‘b € R" such that u(z) = Az +b a.e. for x € Q. We sloppily write u(z)

skew’
for Az + b, i.e., we choose Az + b as the representative of the function class u € LP. Since the

rank of a real skew symmetric matrix can only be even we have that the kernel of A either
has dimension equal to n or lower than n — 1. In the case of dimker A = n we get A =0 and
ulp = b = 0 since T has positive "~ *-measure. Hence u = 0.

If dimker A < n — 1 we have that u~*(0) lies in an (n — 2)-plane and therefore its H"~!-
measure equals 0. Notice, that u|r = 0 implies I' € u~!(0) since the trace of a continuous
function (class) corresponds to the (class of the) usual restriction. This contradicts with
H" 1 (u=1(0)) = 0, so dimker A < n — 1 cannot happen. So we have shown that e(u) = 0
implies © = 0 in Wll’p (©,R™). In turn, this now contradicts

IVull, = tim [V, = 1.

which concludes the proof. O

The proof to Theorem 3.2.5 also shows another way to formulate the above theorem in a more
general way:

Theorem 3.2.6. Let V be a closed, convex subset of W1P(Q,R™) with
V Nkere = {0}.

Then
[Vull, < Clle(u)l,

holds for some constant C >0 and all u € V.
With this we can formulate Korn’s inequality in a different way:

Lemma 3.2.7. Let _
Wl’p(Q,]R”) = Wl’p(Q,R")/(ker e).

Then there exists a constant C > 0

lully, < Clle(wl,

for all i € WHP(Q,R™) where |||, denotes the usual factor norm on WhP(Q,R")/(kere).

Proof. First of all notice that e is well defined as a function from W12 (Q, R") to LP(€, M. sym)-
Since ker e has finite dimension we know that there exists a closed subspace M C W1P(Q, R")
with

WP(Q,R") = kere @ M.
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3 Korn inequalities in LP-spaces Korn inequality

By the last theorem, we know that there exists a constant C' > 0 such that
IVoll, < Clle(v)ll,

for all v € M. If we now write u = r + (v — vg) with r € kere,v € M and set

V() = ! /vdx
2T N(Q) Jao

we observe with the Poincaré inequality that

a7y < llv =vally, < Cp Vol < Clle@)l, = Clle(w)],

holds with Poincaré constant C),, and C = C,C. L]
As an immediate consequence we have

Lemma 3.2.8. Let P: W'P(Q) — kere be the projection onto kere. Then

lu = Pully, = [lully, < Clle(w)l,

holds for all u € WHP(Q,R™).

After discussing the case of p € (1,00) it is natural to ask if Korn inequalities of the type
presented in the above sections can hold for p € {1,00}. In both cases, however, we lose the
reflexivity of the Sobolev spaces which in turn implies that we cannot apply the compactness
arguments used in the sections above. In fact, in neither of the boundary cases, we can hope
to achieve Korn-type inequalities as one can construct explicit counterexamples which we are
going to present in this section. For a discussion about which conditions are sufficient so that
a Korn inequality has to hold in a broad class on ’LP’-like function spaces including the usual
Sobolev spaces (namely Orlicz spaces), we refer to [BD12].

We start with the discussion of the case p = 1. We first give the definition for homogeneous
differential operators.

Definition 3.2.9. Let p € Rz, ..., z,] be a polynomial in n variables. The associated linear
differential operator p(D) € D'(Q) is called homogeneous if p is homogenous. p is called the
symbol of p(D). Linear differential operators p1(D), ..., pi(D) are linearly independent if their
corresponding symbols are linearly independent as elements of R[x1, ..., zy].

The construction of a counterexample in the case of p = 1 goes back to 1962 when D.
Ornstein proved that a variety of integral inequalities regarding homogeneous differential
operators cannot hold (see [Orn62]). The idea for this proof came from the question if the
Riesz inequalities

191l 1 < Cll APl L (3.6)

for 4,7 = 1,..n can hold for ¢ € C§°((0,1)"). Interestingly, one way to prove the Korn
inequalities discussed in this section depends heavily on these (cf. for instance Chapter 7 in
[DD21]). We now state the theorem which is generally refereed to by Ornstein’s L' non-
inequalities:
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Korn inequality 3.2 Korn inequalities in LP-spaces

Theorem 3.2.10. [Orn62, Theorem 1] Suppose B, Dy, ..., Dy, are homogeneous, linear dif-
ferential operators on R™ of order m which are linearly independent. Then, for any K > 0
there exits a f € C5°((0,1)") such that

/ \Bfldz > K
0.1

and

/ Diflde < 1
[0,1]™
for everyi=1,..,n.

Proof sketch. The proof of this result is rather constructive. Ornstein starts with a polynomial
p which fulfils Bp = 1 and D;p = 0, ¢ = 1,..,L which can be found due to the linear
independence of the differential operators. He then sets

0 otherwise.

fa) = {p(m) for x € [0,1]",

Clearly f fulfils

f[071]7L ledl'

< € 3.7
f[O,l]" de:c ( )

for i = 1,..,L and € > 0 fixed. But f does not vanish at the boundary by definition. To fix
this Ornstein introduced algorithmic machinery that works as follows: It takes f and turns
it and every partial derivative up to some order m — 1 into some function in C*°(R" \ P)
where P is a collection of hyperplanes parallel to the n-th coordinate axis while retaining that
f still vanishes outside of the unit cube and the inequality (3.7). Then this process can be
repeated with respect to the (n — 1)-th coordinate axis while preserving the differentiability
along x,, gained in the first step and so on. After repeating this process n times we have a
C*°(R™)-function which vanishes outside the unit cube and fulfils (3.7). O

Ornstein also gave an explicit construction of a counterexample to the aforementioned Riesz
inequalities (3.6) in two dimension [Orn62]. Rather than using a polynomial as a starting
point like in the more general case of Theorem 3.2.10 he constructs a more graphic example.
For each [ € (0, 1) he introduces a sequence of weighted indicator functions p,, taking constant
values on a square partition of [—1,1]? such that

x oy
Pz, y) ::/1/1pn(jvg) didy
for n large enough satisfies the conditions

1
/ Var, (9, ) dA = C,
—1

/ |0y Pn| dX? > nT
[—1,1]2
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3 Korn inequalities in LP-spaces Korn inequality

for a constant T' > 0 and
1
/ Var, (0, Py,) d\ < 21 / |0y Pr| N2
—1 [0,1]2

Here Var, is the pointwise variation along the z-axis for fixed y and, analogously, Var, is
the pointwise variation along the y-axis for fixed z. After a suitable convolution/redefinition
around the lines of discontinuity, P, can be assumed to be differentiable enough while retaining
the above inequalities that in turn imply that the inequality (3.6) cannot hold. Assume
otherwise. We could choose I < (4C)~! where C is the constant in (3.6). On the one hand,
we then have

|AP,| d)\? < 1022 Pr| + |0yy Pp|dN?
112 112 "
< /[_1 0P FICENG
1

<= |AP,|+ C.
2 J-1,1)2

But on the other hand

nT g/ 10y P dN? < é/ AP,
[—1,1]2 [—1,1]2
holds. This is a contradiction.

To conclude this chapter we now shortly discuss Korn inequality for the case p = oco. For
simplicity, we consider an example on Q = B;(0). Suppose M € RI" and let u(z) :=

Mz In(|z|). Notice that u vanishes on the boundary of the unit ball and is bounded. We can
compute the gradient and the symmetric gradient explicitly by

1

Vu(x) |x|2Mx ® x + M In(|z|)

and
1

One immediately sees that Vu is unbounded, but e(u) is bounded. With the notation in
(3.5) we therefore deduce that W1°°(2) is a proper subspace of X*°(€). This means that
embedding in Theorem 3.2 is not surjective. With a suitable argument (for instance by a
series expansion of the logarithm) we can also approximate u by functions in W1°°(Q) with
respect to the norm on X°°(£2). In particular, we see that W1°°(2) is not closed in X>°(Q)
which implies directly that a Korn inequality like (3.4) cannot happen.
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4 The space BD((})

In the previous chapter, we discussed Korn inequalities in the setting of Sobolev spaces. To
motivate this discussion we have drawn inspiration from the theory developed to investigate
elastic materials. If however materials deform to the point where their internal structures
are undergoing permanent changes (for instance if cracks appear) then a theory in Sobolev
spaces is too ‘smooth’.

Take for instance the space I/Vlicl (R). As it is well-known, this space only contains absolutely
continuous functions. If one wants to model anything where jumps appear on a function space
with values in R then this is not the right choice. Let us now have a look at the classical
example of the Heaviside function. We set

H := xp+.

Since H is not continuous (and cannot be made continuous if changed on a set of measure
zero) it is no element of any Sobolev space. However, we have H € D’(R) and its distributional

derivative can be computed by
H, = 507

where dp is the Dirac delta distribution (¢ +— ¢(0)). Observe that Jp can be identified as the
probability measure with its mass concentrated at 0. With this heuristic example in mind, the
‘natural’ approach to model cracks or jumps would be to require the distributional derivative
of a function to be a measure. In fact, due to Sobolev functions being absolutely continuous
along lines (cf. section 4.9 in [EGG15]) in higher dimensions, it is generally reasonable to relax
assumptions made on the distributional derivatives so that discontinuities such as jumps can
appear.

With this line of thought as a motivation, we will devote this chapter to those L'-functions
whose distributional symmetric gradient is a (finite) Radon measure, the so-called space of
functions of bounded deformation. This space is denoted by BD(2). First, we will discuss
some fundamental results in section 4.1 which can be carried over from the Sobolev set-
ting. Afterwards, we present some of the fine properties of the distributional derivative; most
notably, the structure theorem. These properties will set up the discussion about a Korn
inequality in a larger space in chapter 5.

4.1 The fundamentals of BD(f2)

Before starting our discussion we will fix notation as follows: Until now, we denoted the (sym-
metric) gradient of some function v with Vu (e(u)) and we did not differentiate if Vu (e(u))
exists pointwise, as an LP function or a distribution. To avoid confusion, we now denote the
(symmetric) gradient with Vu (e(u)) only if it exists pointwise. Furthermore, we denote the
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4 The space BD(f) Korn inequality

distributional gradient by Du and the distributional symmetric gradient %(Du +Du”) by Eu.

Now we turn our attention to u being in L} (Q,R") C D'(Q,R") = (C°(Q,R"))". In this
setting, Eu is well defined as a distribution. As this space of distributions often lacks the
properties required for applications, one wants to strengthen the assumptions on Eu. A
natural approach is to require the distribution to be identifiable with a function, but, as seen
in the introduction to this chapter, this approach does not necessarily lead to desired results.
Another idea would be to require Eu to be an element of (C.(Q,R™*™))" C (C°(Q,R™*™))".
By the Riesz-Markov-Kakutani Theorem 2.3.2 this means Eu is identifiable with a matrix-
valued measure. This will be the standing assumption throughout the rest of the chapter.
For a short overview of the needed measure theoretic basics, we refer to section 2.3.

Definition 4.1.1. We define the space of functions of bounded deformation as
BD(Q) :={u € L'(Q,R") : Eu € M,(Q, R}
and the space of functions of locally bounded deformation by

BDlOC(Q) = {u € Llloc(Q7Rn) cEBu e M(QaRnxn)}

sym
Moreover, we denote the (ij)-th component of Eu by E;;u.
Notice that we denote with Eu the measure, but also its corresponding distribution. Further-

more, we observe here two important properties:

nxn

sym ) since

¢ The usual divergence theorem holds for ¢ € CL(Q, R
1 T 1 T _
(Eu, p) = §<Du +Du’,p) = §<Du, (p+ ¢ )) = (Du,p) = (u,dive). (4.1)
o BD(Q) can be defined equivalently by requiring the distributions
z - ((Eu)z) = Z ziz;Eiju

ij=1

to be in M,() for all 2 € R™. Notice that 2 - Mz = - Mz holds for each x € R™ and
M € R™ ™, In other words the kernel of the functional M +— - Mz includes R7,\" . In

skew*
particular, we have

z - ((Bu)z) = x - ((Du)x). (4.2)

While this seems not important at first this serves as the starting point to the theory
presented in section 4.2.

We now turn our discussion to the relevant topologies on BD(2). If BD(f) is endowed with
the norm

[ullgp = llully + [[Eull o, -

the corresponding normed space is complete, i.e., it is a Banach space. The proof of this is
essentially the same as the one of Lemma 3.2.2.
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Korn inequality 4.1 The fundamentals of BD(f2)

Here, we also note that there is a strong analogy between the space BD(Q2) and the space of
functions of bounded variation

BV (Q) := {u € L'(Q,R™) : Du € My(Q,R™)},
which is endowed with the norm

[ull gy = l[ully + [IDull o, -

For a detailed analysis of BV functions see [AFP00].

Most of the fundamental properties of BD functions are reminiscent of the ones that hold
in Sobolev and BV spaces. We present an overview in the next paragraphs. We start our
discussion with the embedding theorems which hold for BD. Similarly to Sobolev and BV
spaces we attain higher integrability by knowing that the symmetric derivative is a measure.
More specifically, the following theorem holds:

Theorem 4.1.2. We have the following continuous embedding:
BD(R") — L™ (R"),
where n' = 15 is the Holder conjugate of n.
This theorem is essentially based on a Gagliardo-Nirenberg-Sobolev type inequality first shown
by Strauss M.J. in 1973 (cf. [Str73]):

[ull gy < C lle(w) |l ppgny

for all w € C*(R™). In the case of a bounded © with Lipschitz we even have a Rellich-
Kondrachov type result:

Theorem 4.1.3. [Tem85, Theorem 2.4] Let Q C R™ be bounded, open with 0 being Lips-
chitz. Then the embedding
BD(Q) — LP(Q)

is continuous for 1 <p <n'. For 1 <p<n' it is also compact.

In many application one often wants to specify the behaviour of v on the boundary of a
bounded, open €2 with Lipschitz boundary. As for Sobolev and BV -functions this can be
achieved in BD by means of a trace operator:

Theorem 4.1.4. [Bab15] Let Q C R™ be bounded, open with Lipschitz boundary. Then there
exists a unique linear and continuous mapping

v : BD(Q) — LY(09, R™; 1" 1)
such that
Y(u) = ulag
holds for every u € C(Q,R"™). Moreover, the following Gauf-Green formula holds for every
0 € CHQ):
/ u® Vo dx+/ ¢ d(Eu) :/ Y(u) O v o dH"
Q Q o0

where v is the outer unit normal of 9S).
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4 The space BD(f) Korn inequality

As a consequence of the trace theorem we see that BD(€)) can be continuously embedded
into BD(R™) if the boundary of €2 is well-behaved. Indeed, define the extension on R™ of
some u € BD(Q) by

u = lqu.

Then, we have [|a| ;1 gny = [[ull 11(q) and, since by Theorem 4.1.4

/Q(ﬁ © Vo)ijdr = /Q(U © Ve)ijdr < [Eijul(Q2) + [v(w)ll 1 a0

for all p € CL(R™) with [|¢||, < 1, we infer that the total variation of every component
of the distributional derivative is bounded. Therefore, E4 can be identified with a bounded
measure, i.e., & € BD(R").

We now consider the relevant notions of convergence for a sequence {uy} C BD(Q):

o Weak-* convergence: We write up, —* u in BD(Q) for the convergence with respect to
the weak-* topology. By Lemma 4.1.9 this holds if and only if

up —* win L' and Eup —* Bu in Myp(Q). (4.3)

We will later see that for an open, bounded 2 with Lipschitz boundary BD(2) can be
characterized as a dual space (cf. Lemma 4.1.9) and therefore can be naturally endowed
with a weak-* topology. The weak-* convergence introduced here corresponds with the
natural one. By Theorem 4.1.6 the embedding of BD(f2) into L(Q,R") is compact.
Therefore, (4.3) is equivalent to

up — u strongly in L' and Euj, —* BEu in M, (Q).

o Strict convergence: We say that uy — wu strictly in BD(Q) if and only if

up —" uwin BD(Q) and |[|[Eugl| y,, — [[Eull y, -

o Strong convergence: We write up, — u in BD(Q) if uy converges to u in the norm
topology associated with || - || zp-

As an immediate result we have that:
strong convergence = strict convergence = weak-* convergence.

Strict convergence can therefore be seen as an intermediate type of topology. One can verify
that it corresponds to the convergence in BD endowed with the metric

d(w,v) = u— vl + |[Bull vy, = [Eoy,

The reason we consider this type of convergence is that the convergence in the norm sense
is often too strong and weak-* convergence too weak. For instance, while we can observe

that C°°(€2) densely embeds in BD(2) with respect to weak-* convergence we cannot hope

to achieve this for the norm topology since the closure of C'*°(€2) with respect to the norm is
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Korn inequality 4.1 The fundamentals of BD(f2)

WH1(Q). However, for many types of results, one wants to show the continuity of some linear
operator T : BD(Q2) — X with a normed space X. A typical approach is to show that

IT()lx < Cllullpp

holds for some constant C' > 0 and all u € C*°(2), and then the conclusion would follow by a
density argument. But the norm || || 5 is only lower semi-continuous with respect to weak-*
convergence. Strict convergence solves this dilemma since we have the following result:

Theorem 4.1.5. C*(Q2) N BD(Q) is dense in BD(Q2) with respect to the strict topology.

The proof is done via a classical mollification argument (cf. Theorem 3.2 in [Tem&5]). Most
notably this method is applied in the proofs of Theorem 4.1.3 and Theorem 4.1.4 which also
implies that the trace operator and embeddings are continuous with respect to the strict
convergence.

Suppose now for a moment that we want to enlarge BD({2), in the sense, in wider generality,
we consider distributions u € D'(2,R™) such that e(u) € M (2, R™*™). For instance, an initial
idea could be to study spaces with u € M(,R™). From the following regularity result for
distributions (cf. Theorem 2.3 [Tems5]), however, we infer that such an enlargement is not
possible, in this sense, BD({2) is maximal.

Theorem 4.1.6. Let Q C R™ be bounded, open with Lipschitz boundary and u € D'(Q,R™).
If Bu € M(,R™ ™), then u € L'(9).

Similarly we could also ask what conditions should a matrix valued (bounded) measure E
fulfil so that it can be written as the symmetric gradient of some u € L'(2). The following
two lemmas characterize some conditions.

Lemma 4.1.7. Let T = (T;5) € D'(R",R"*"™) be such that T;j = Tj; for all i,j = 1,..,n.
Then the following statements are equivalent:

i) There exists u € D'(R™,R"™) such that
Eu="T.
ii) For any test function ¢ € D(R", Ry ") with div ¢ = 0 we have
(T, ) = 0.
iii) T satisfies the Saint-Venant compatibility relations in D'(R™):
0Ty + 0 Ti — 0Ty, — 0Ty = 0
foralli,j,k,1=1,..,n.

Proof.

i) = i1): Suppose T' = Eu for a distribution u € D'(R™). From (4.1) we can deduce ii).
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4 The space BD(f) Korn inequality

i1) = ii1): Take any ¢ € D(Q) and fix 7, j,k,l = 1,..,n. We set

0 p for {a,b} = {i, k},
a’zk@ for {a7 b} = {.]7 l}7

Pab = | —0q¢  for {a,b} = {j, k},
—0jpp for {a,b} = {i,1},
0 otherwise.

Notice that per definition ¢ € D(R™,R?%"). We also observe that div ¢ = 0 holds. By

sym
assumption we therefore derive

2(0 Tk, + O T1 — 0uTsr — O Tu, @) = (T, ) = 0.
i11) = i): For the last implication we follow the proof of Theorem 4.1 in [Cial0]. We set
hiji := 053 — OiTjk.
The assumptions imply
Orhiji = Ophiji

for all 4, j, k,l. Therefore, the Poincaré lemma for distributions (cf. for instance Proposition
9 in [Hor60]) tells us that for each i, j there exist p;; € D'(R™) such that

Okpij = hiji
holds for each k. Hence, we observe that
D(pij + pji) = 0.
After changing p up to a constant we therefore can assume p = —p’. We set now ¢ = T + p.
After computing
Okdij = ;i
for all i, j, k we can again apply the Poincaré lemma to derive the existence of u € D'(R"™, R™)

such that
Du=T+p.

By construction we have

Bu= > (T+T"+p+p") =T.

N

This concludes the proof. O

Notice that the distribution associated to a finite measure u € M;(€2) is extendable to D' (R™).
Therefore, in combination with Lemma 4.1.6 we can derive the following result:

Proposition 4.1.8. Let Q C R™ be bounded, open with Lipschitz boundary and T = (T;;) €
Mp(Q,R™™) such that Tyj = Tj; for all i,j = 1,..,n. Then the following statements are
equivalent:

i) There exists u € L*(Q, R™) such that

i.e., u € BD(Q).
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Korn inequality 4.1 The fundamentals of BD(f2)

it) For any test function ¢ € D(Q,RZX") with div ¢ = 0 we have

sym

As an immediate consequence of either Theorem 4.1.6 or Proposition 4.1.8 one can now derive
that BD(2) can be written as a dual if the boundary is Lipschitz.

Lemma 4.1.9. BD(Q) can be identified as the dual of X/Xoy endowed with the quotient
topology where

X = C.(R") x Ce(Q,RE)
and

Xo:={(g9,h) € X : g=divh}

are endowed with their respective product topology. Here we set div h := (E?zl Ojhij);.

Proof. We will show that BD(Q) is isomorphic to the annihilator X3 = X/X,. The iso-
morphism can be given explicitly by T := (u + T,) where for v € BD(2) we set T, as the
map

{X —R
(g,h) — (u,g) + (Eu, h).

Notice, naturally T;,, € X’ and T,, € X holds. Furthermore, notice that T,, = 0 implies u = 0
because of Riesz theorem, so T' is one-to-one.

Conversely, let now be (1, 1) € Xg- € X' = M,(Q,R") x Mp(Q,RE77). For f e C2o(,RET)
we have (div f, f) € X and therefore

<E:U’a f> = *<,U,,din> = <7]af>

In particular, the distributional symmetric gradient is a measure which implies 1 € L*(£2, R"?)
by Theorem 4.1.6. We have shown: T, = (u,n), i.e., (u +— Ty) is onto. Naturally, we also
have

1Tullxr < llullpp -

This means 7T is a continuous bijection. From Theorem 3.2.1 we derive that T is also a
isomorphism. O

In the last chapter we saw that a Korn inequality of the type
lu = Pully,, < Clle(w)]l,

holds for u € WHP(Q,R")/ker E with P being the projection onto ker E C W1P(Q,R") (cf.
Theorem 3.2.8). We have seen that the kernel of the symmetric gradient on Sobolev spaces
can be characterized as the space of rigid displacements. More generally, we can identify the
kernel of the symmetric gradient on the space of distributions:

Lemma 4.1.10. Let 2 be open and connected. The kernel of the symmetric gradient on
D'(Q,R™) is the space of distributions that can be identified with a rigid displacement.
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4 The space BD(f) Korn inequality

Proof. We present the elegant proof from Lemma 2.1 in [DR19]. Let T € D'(2,R") with
ET = 0. Define the skew-symmetric part of the gradient by

w(T) = %(DT _ (D7),

Notice now that

20k (w(T))ij = Ok T; — OniT
= 8j<ET)ik — Gi(ET)kj
—0.

In particular, D(w(7"));; = 0. This now implies that w(T") can be identified with a constant
C € R™", Therefore, DT = ET +w(T) = C. As a consequence, T' can be identified with an
affine transformation Cz + b for some b € R™. Since 0 = ET = £(C + CT) holds we also have
that C = —C7', i.e., T can be identified with a rigid displacement. O

This now in turn implies that we can identify the kernel of the symmetric gradient on BD({2)
with the space of rigid displacements like in the LP case. With this we can now show a
Korn-Poincaré type inequality.

Theorem 4.1.11. Let Q be bounded, open with Lipschitz boundary. Then we have
lu— Pull g < C [Eull (4.4)
for allu € BD(2). P denotes the projection onto ker E.

Proof. The proof of this is similar to Lemma 3.2.8. The only difference: we cannot show that
the factor norm of BD(2)/ ker E is equivalent to the total variation norm via Korn inequality.
By Lemma 4.1.10, however, we know that

lullpp = [Eull u,

induces a norm on BD(Q2)/ker E. We will therefore use a strategy similar to the original
proof of Korn inequality (3.4). First we argue that BD(2)/ker E endowed with the total
variation norm is complete.

Take a Cauchy sequence {u,, } with respect to the total variation norm in BD(2)/ ker E. Then
{Eu, } is a Cauchy sequence in M;(€2, R?yﬁf) and by the completeness of My it converges to
some F. Now we notice

Eu,, 2 E = Eu, ~* E = Eu,, 2 E.

Notice that the distributions Eu,, fulfil the condition i) from Proposition 4.1.8. These are
preserved under convergence in D’ and therefore also hold for E. From this we infer that there
exists u € BD(f2) such that Eu = E. Notice that u is unique up to a rigid displacement, i.e.,
w is a unique element in BD(Q)/ ker E.

We now notice that by definition of the factor norm || || the inclusion

(BD(Q)/ker E, || [[L) = (BD(Q)/ ker E, || |[5p)
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Korn inequality 4.2 Fine properties of BD(f2)

is continuous. Therefore, we can apply Theorem 3.2.1 to deduce the continuity of the inverse.
From this we can infer that there exists a constant C' > 0 such that

lull o < ClEul

which in turn implies (4.4). O

4.2 Fine properties of BD({2)

All of the statements we have presented up to now are results which originated from the study
of BV (Q). The proof structures of their counterparts in BD(f2) version are very similar to
the original ones. We now want to discuss some of the fine properties of BD(2). The result
that we are mainly interested in is the structure theorem. Its equivalent in BV (€2) has been
known for a long time. However, in this case, the approach heavily relies on the BV-coarea
formula (cf. Theorem 3.40 in [AF'P00]). This cannot be replicated since no coarea formula
holds in BD(2). However, most of the parts of this famous theorem have been recovered
by now via a different method, namely via a slicing argument. We will now first state the
definitions of the terms used in the structure theorem for BD(2). Then, we shortly discuss
the concepts behind the proof.

Definition 4.2.1. The jump set J,, is the set of all points x € € such that (different) one-sided
Lebesgue limits exists, i.e., there exist u®(z) € R with u*(z) # u~(z) and v,(z) € S*!
such that

where BE(z) = {y € B.(x) : (y — ) - vu(x)}. We call v,(z) the (measure theoretic) unit
normal at x. Furthermore, we set [u] :=ut —u~.

Notice that the triplet (u™(z),u™(z),vy(x)) is unique up to a sign change of 1, (z) and a
permutation of u*(z) and u~(x). When talking about approximate normals and tangent
planes we also need to introduce the concept of H" !-rectifiable sets:

Definition 4.2.2. Let B € B a Borel set. It is called countable H" !-rectifiable if and only
if there exist countable many f; € C*(R"~1, R") such that

1B\ U fi(R"TY) =0.
1€N
For more detailed analysis about rectifiable sets we refer to chapter 10 in [Mag12]. The most

important feature about them is the existence of approximate tangent planes, i.e., if B is
countable H"!-rectifiable then for H" '-a.e. « € B there exists a hyperplane 7 such that

r’._[nfl’M Uk r}_[n71|7r
T

for r — 0. As a consequence, we have that

n—1
lim (BQB{(”“")) =1, (4.5)
r—0+ Vn—17""

for H" l-a.e. € B (cf. Theorem 10.2 [Mag12]). We now state the structure theorem for
BD(Q) (cf. [ACDI7] and Theorem 1.1. in [DR19]):
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4 The space BD(f) Korn inequality

Theorem 4.2.3. Let u € BD),(Q2). Then we have
Eu = E% + Elu + Eu
where

o E%u is the absolutely continuous with respect to the Lebesgque measure . Its density
with respect to A" is a L}, function and we denote it by Eu. Furthermore, for \"-a.e.
x € Q we have

L ) (@) - 2) - Eule)y -2 (- 2)]
tmy 55,y y—aP R

o Flu is called the jump part of Eu. Moreover, Elu is concentrated on the jump set J,
which is countable H" -rectifiable and we have

E]u = [u] @ VJanilL]u?
where v and v are the functions from Definition 4.2.1.
o ECu is called the Cantor part. It vanishes on every H" ' o-finite set.

Sketch of the proof. The strategy is the following: by the Lebesgue-Besicovitch differentiation
theorem the measure Fu can be decomposed into

Eu = E% + E’u

where E%u is the absolutely continuous part with respect to the Lebesgue measure and E?
is the singular part. Furthermore, the approzimate symmetric gradient Eu is well-defined

A-a.e. by
_ o [Eu(B ()
£ = 20 3B ()

Formula (4.6) can then be shown for all x € € which are Lebesgue points of both v and Eu
(cf. Theorem 4.3 in [ACD97]).

The singular part of Fu can now be further decomposed into
Esu = E/u + Eu

where we set E/u := E®ul;, and E¢u := Esu\Q\Ju. One can show that the jump set J, is
countable H"!-rectifiable. To show this, one generally wants to prove that the set of points
with (n — 1)-dimensional density

{xEQ:limsupMM >0}

r—07t el
is H"~lrectifiable (cf. Proposition 3.5 in [ACD97]) since this set contains .J,,.

Now one observes the following: For a Lipschitz (or C*) hyper surface S C € we can consider
2\ S. Since the now discussed property is local we can assume that S cuts €2 into two distinct
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Korn inequality 4.2 Fine properties of BD(f)

g

Figure 4.1: Slicing method (4.7) applied to a Borel set B.

open sets Q. Q7. By the trace theorem there exist traces u™ and u~ such that for every
p € ()

/ u@chdaz—}—/ god(Eu):/u+@V5g0d’}-ln_1
Qt ot S

and
/ u® Vo dr +/ ¢ d(Eu) = / u” O (—vs) @ dH" !
- Q- S

hold with vg being the unit normal pointing in QF. Adding both terms together and since
/u@Vgp da:—i—/ ¢ d(Eu) =0
Q Q
holds, we then have
—/ ¢ d(Eu) = /(u+ —u7) Ovs @ dH" L.
S S

By a density argument we conclude Euls = [u] ® v dH""!. Since J, is countable H"~!-
rectifiable a covering argument can be employed to see that

Efuljy, = [u] ©v dH" .

Before discussing the last point we turn now to the slicing method generally used in the
discussion around BD(Q2) in [ACD97]. For a Borel set B C 2, y € R™, £ € R™\ {0} denote

BS:={teR:y+1t€ B}
B :={xem: BS#0} (4.7)

where ¢ denotes the hyperplane {¢}+ (cf. Figure 4.1). For a function u :  — R™ we then
define

ug(t) = u(x 4 t€) and ﬂg(t) =& u(z +t§)

on the segment Qg Since w € BD(Q) C L'(©2,R™) Fubini’s theorem tells us that these
restriction on segments are well defined as elements of Ll(Qg) at least for H" t-a.e. y € Q5.
The following theorem asserts that the structure of Eu is inherited by these one-dimensional
restrictions (cf. Proposition 3.2. and Theorem 4.5 in [ACD97]):
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4 The space BD(f) Korn inequality

Theorem 4.2.4. [ACDY7] Let u € BD(R) and £ € R™\ {0}. Then the following holds:

o For H" '-a.e. y € Qf we have ﬂg € BV(Q) and

¢ (Bu) = [ Da§ an ()

and
€ ®u)e = [ IDas| ().
o We have a one to one relation between absolute continuous, jump and Cantor parts of
¢ (Eu)§ and Du’g
¢ Bule = / (Dag)” a1 (y),
Q

€ Butgl = [ 1(Da5)"] a(w),

(93

etc.

o For H" l-a.e. y € QF
& Euly +1)§ = V(1)

holds for A'-a.e. t € Qg

o Let
JS={z e J,: € [u)(zx) #0}.
Fory € Q° H" '-a.e. we have (J§)5 = Joes
Yy

& ut(y +1€) = ()" (1)
and
&u (y+1€) = (a5) (1)
holds for t € (JS)g AM-a.e. The normals are oriented such that vy,(y +t€) - € > 0 and
ve(t) = 1.
Yy

Here,

o Das, dH™ (y)

denotes the measure
p(B) = [ Das(B5) an ).

As an immediate consequence, we have that for a Borel set B C 2
H I (B)=0 = |¢- (Bu)¢|(B) =0 for every £ € R" = |Eu|(B) =0

holds, i.e., |Eu| < H" 1. As a consequence the last point of the Theorem 4.2.3 holds true.
(cf. Proposition 4.4 in [ACD97]). O
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Korn inequality 4.2 Fine properties of BD(f2)

Note that it is well-known that the set of all singular points S, for v € BV (£2), so the points
which are not Lebesgue points can be seen to fulfil (cf. Theorem 3.78 [AFP00])

H (S, \ Ju) = 0.
If this result holds in BD(£2) is still an open question. But it is known that
H (S, \ Ju) =0
for any € > 0 (cf. Remark 6.2 in [ACD97]) and
[Ev|(Su\ Ju) =0
for all v € BD(Q).

To conclude this chapter, we will now shortly discuss the approximate differentiability of w.
For each € > 0, u € L{ _(Q,R) and 2 € R" we set

QO ={y € Q:|uly) — z| > €}
If the density of 27 with respect to A" vanishes at z € R", i.e.,

"N B
L A% 0 By(1))

S B )

holds for all € > 0, we define the approzimate limit of u at x

ap lim u(y) = z.

y—T
Furthermore, we say that u € LIIOC(Q,]Rm) is approximately differentiable at x € R™ if there

exists M € R™*" with v
o i [10) = 0(2) = 2y = )

y—x ly — x|

= 0.

Vu(x) := M is called the approzimate gradient at x. We abuse notation here and also denote
the approximate gradient with V.

Observe that from Ornstein’s non-inequality (cf. Theorem 3.2.10) we can infer that the in-
clusion BV (Q) < BD(Q) is strict. Fascinatingly, we can still say that a function in BD(2)
admits an approximate gradient (cf. Theorem 7.4 in [ACD97]):

Theorem 4.2.5. Let uw € BD(R"™). Then for \"-a.e. x € R" the approzimate gradient exists.
Moreover,

1 lu(y) —u(z) = Vu(z)(y — )]
/Br(:w =0

r

holds for \"-a.e. x € R™. Additionally, for some C > 0 (which does not depend on ) the
weak L' type estimate

AN'({z e R" : |Vu(z)] > t}) <

c n
?’Eu\(R )

holds for every t > 0.
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5 Korn inequalities in GSBD(())

In the previous chapter, we have already seen that a Korn inequality of the type (cf. Theorem
4.1.11)

lu ~ Pull s g < Cllu— Pull gy < C [Bully, (5.1)

holds for all uw € BD(2). However, to apply such an inequality for existence results in some
specific variational models which depend on so-called Griffith energy

/ EuPdr + H (),
Q

we would rather have the right side only depend on the absolutely continuous part of Fu.
Since the Cantor part of the derivative is hard to control this naturally leads one to consider
the space special functions of bounded deformation

SBD(Q) = {u € BD(Q) : Bu® = 0}.

It turns out that we can still derive such an inequality for v € SBD(Q) if we cut out a
set w C Q on the left-hand side of (5.1) which is relatively small compared to the jump
set. However, while studying the particular setting surrounding the Korn inequality and
BD(Q) it turned out that the many results can be transferred to a larger space called the
space of generalized function of bounded deformation GBD(2) and GSBD(S2). This space is
based on the slicing methods from section 4.2. In section 5.1, we will introduce the theory
about these spaces where we will present results from [Dall3]. One important feature of a
function u € GBD(f) is the existence of an approximate symmetric gradient, i.e., a function
Eu € LY(Q,R™X") such that

sym

1 ) @) —2) - Eu@)y—2) =)
s oy | PEFE =% 62

holds for A\"-a.e. x € 2. This leads to consider inequalities of type

llu— a”LP(Q\w) <c ||5U||LP(Q) (5.3)

with p > 1 and a suitable rigid displacement a. We will discuss this inequality for {2 being
a cube in section 5.2 where we will present the original proof from [CCF14] for SBD(Q2)
adapted to GSBD(2). As a consequence of this Poincaré-Korn inequality, we will derive a
approximation result (cf. Theorem 5.3.5) in section 5.3 based on the work of [CCI19]. This
result will serve as the starting point when discussing the main theorem of this chapter which
we will formulate for SBD(2) for now (cf. Theorem 4.5 in [CCS522]):

Theorem 5.0.1. Let n € Nyn > 2, p € (1,00), and Q C R™ be bounded, open, connected
with Lipschitz boundary. Then there exists a constant C > 0 only dependent on n, p and §2
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5 Korn inequalities in GSBD() Korn inequality

such that for any u € SBD(Q) with Eu € LP(Q) exists a set of finite perimeter w C Q with
HH9*w) < CH"1(J,) and an affine function a such that

IVu — Val ooy < C l€ul oy - (5.4)
Here, Vu denotes the approzimate gradient of a BD function u.

In section 5.4 we will discuss the preliminaries to this theorem. More specifically, we follow
along the work of F. Cagnetti, A. Chambolle and L. Scardia in [CC522] where this Korn
inequality is first proved.

5.1 The spaces GBD(S2) and GSBD(S2)

At the end of the last chapter, we presented results which can be proven purely by means of
slicing arguments. This raises the question of whether these results can be extended to a larger
function space defined in terms of slicing. Suppose, for instance, that we have a Lebesgue
measurable function u : 2 — R"™. We now apply the slicing approach, i.e., we consider ﬁg on
the ray Qg for a slicing direction ¢ € S* ! and y € n¢. Assume that ag € BVloc(Qf,)- The
situation now is comparable to the one from theorem 4.2.3. At this point, the question is
raised what additional conditions are sufficient to transfer and extend the results to functions
of this type. It turns out that it is crucial that there exists a A € M;"(Q) such that for all
directions ¢ € S"~! and all Borel sets B C € we have

/£ DA (BS\ J) + HOBS N L) dH" () < A(B)

where J} = {x € J, : |[v](z)| > 1} with |[v](z)| = |vT(2) — v~ (z)] being the jump height of a
Lebesgue measurable function v at its approximate jump points x € J,,. Due to the structure
theorem 4.2.3 u € BD(2) naturally fulfils this condition with A = |Eu| (also compare remark
4.5 in [Dall3]). This line of thought is fundamentally the motivation for the definition of the
spaces GBD()) and GSBD(). Before defining GBD(2) we state the following theorem :

Theorem 5.1.1. [Dall3, Theorem 3.5] Let Q@ C R™ be open, u : Q — R be Lebesgue measur-
able, £ € R™\ {0}. We set

T = {7‘ ect <R, [—;, ;]) .7 e O(R, |0, 1])}

For )\ € MBL(Q) the following two conditions are equivalent:
1. For every T € T we have D¢(7(u)) € My(Q2) and
| De(7(w))[(B) < A(B)
holds for every Borel set B C ().

2. For H" '-a.e. y € ¢ we have ug € BVEOC(%) and
[ DI a2+ B8 01 7) ) <

holds for every Borel set B C ().
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Korn inequality 5.1 The spaces GBD() and GSBD(f)

Definition 5.1.2. The space of generalized functions of bounded deformation GBD() is
the space of all Lebesgue measurable functions u : 2 — R” for which there exists a positive,
bounded Radon measure A € M, (2) such that for every directions £ € S"~! one of the two
equivalent conditions of theorem 5.1.1 holds for @ := u - £ with direction ¢ € S*~ 1.

By the second condition of 5.1.1 we have ag = ug & € BVj,, for every € € S*~1. We can

therefore define the space of generalized special functions of bounded deformation by
GSBD(Q) = {u € GBD(Q) | V¢ € 8" 1 @ € SBVioe(Q) for H" '-ae. y € me ).

Similarly, one can define the spaces GBV (2) and GSBV (Q2) by requiring the conditions of
theorem 5.1.1 of u to hold for every direction & € S"~1. For completeness, note that BD(Q)
can also be defined similarly by a slicing argument:

Proposition 5.1.3. [AC'D97, Proposition 3.2] Let 2 be open. Suppose that u € L'(Q2) and
that for all € € S"~' and H" '-a.e. y € m¢ we have ug € BVZOC(Qg) and

/ﬂg | DUE|(©5) dH™ () < +o0

holds. Then u € BD(S).

We now list various results regarding the jump set, the existence of traces and approximate
derivatives which are analogous to the ones from the last section. We first start with a well-
known local trace theorem similar to the result for functions bounded deformation in section
4.1:

Theorem 5.1.4. [Dall3, Theorem 5.1] Let £ € 8", B C m¢ be a relative open ball in the
plane, a,b € R, a < b, and 1) : B — (a,b) be Lipschitz continuous. Furthermore, define the
open sets U,V C R™ by

U={y+t:yeBa<t<y(y)},
Vi={y+t&:ye B,t € (a,b)}.

Now let v € L' (Q) with Dev € My(R), set

M :={y+¢(y)¢:y e B}

and let v the outer unit normal to M. Then, there exists a trace vyy € LY(M;H™ 1) such
that for every ¢ € CL(V) the generalized Gauss formula

/ vD¢p dx —|—/ @ d(Dev) = / o€ v dH" !
U U M

holds. We also have for H" '-a.e. x € M

and for H* t-a.e. y € e
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5 Korn inequalities in GSBD() Korn inequality

For © C R™ with Lipschitz boundary we can apply this theorem (locally) to v = 7(u - &)
with u € GBD(RQ), € € 8" ! and 7 € T. This guarantees the existence of a trace for v.
Choosing a suitable 7 € T such that 7 is invertible this trace theorem can then be transferred
to GBD(Q) (cf. Theorem 5.4 in [Dall3] for more details regarding this argument):

Theorem 5.1.5. [Dall3, Theorem 5.5] Let Q C R be bounded with Lipschitz boundary and
v be the corresponding outward unit normal. Then for every u € GBD(Q) and for H" -a.e.
x € 00 there exist a H" t-measurable function

upQ - oQ — R"
such that
ap lim u(y) = upa(z). (5.5)
y—x
yeN

Moreover, fix any € € S"~! and denote with o : 9 — {—1,0,1} the sign of £ -v. We have
Jor " -a.e. y € m¢ and every t € (95

ap lim ug(s) = upo(y + t&) - .
s—t
o5 (t)(s—)>0

As a direct consequence we will present a helpful lemma about glueing two GBD(2) functions
together:

Lemma 5.1.6. Let Q1,9 C R"™ be open, bounded with Q1 NQs = () and v C 001 UOQ, being
Lipschitz. Set
u, in €y,
w =, in o,

arbitrary,  on .

Suppose the following two conditions hold:
o Forall& € 8" and for H" 1-a.e. y € ¢ the set 75 is discrete.
o H"1(v) < +00.

Then for w € GBD(Q1) and v € GBD(Q2) we have w € GBD() with € := Q1 U Qo U~y.
This holds also true if GBD s substituted with GSBD.

Proof. Let { € 8", By assumption we have u§ € (S)BVZOC((Ql)g) and v§ € (S)BViee((22)5)
for H" !-a.e. y € me. Furthermore, notice that (€1)§ and (Q2)§ are each a collection of open
intervals with (€21)5 N (Qg)g = 0. Also by assumption, for H" '-a.e. y € m, we have that
is discrete and by Theorem 5.1.5 @5 and 195 admit a trace at z € 'yg . This means there only
occur additional jumps when glueing fag and ®§ together along ’yf, which implies that we have
wg € (S)BVZOC(Qg) with Jwg - Jaf, U J@§ U 75 for H" 1-a.e. y € me. Now define

Aw = Ay + Aolo, +2H" Y,
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Korn inequality 5.1 The spaces GBD() and GSBD(f)

with A, A, being the respective measures for u and v from Definition 5.1.2. We observe now
that for a Borel set B we have by the area formula

/ HOBSN T ) dH™H(y)
7'('5 wy
s Uy ’Uy

= [ HU(BNnW)5N Jig) +H(BNQ)5N Jjg) dH" (y) + H"H (BN ).

s
Consequently,
/ﬂ5 [Dul(B§\ JLe) + HO(BS N TLe) dH" ()
< [ IDuSI(B N @05\ k) + D35 (BN Q) \ %)
+H(By ng) + 1By N J L) dH(y)
Y

<A(BNQ) + X(BN Q) +2H" Y (BN ),

i.e., we have shown (5.1.1) holds for A\, and therefore w € (S)GBD(). O

With the trace theorem available one can generalize results for the jump set J, from the
previous chapter. At this point, we observe that for a Lebesgue measurable function the
jump set is contained in

{reQ|3¢eS™ ! aplim u(y) exist and are not equal }.
y—T

+(y—x)-£>0

We have a similar result to the results for the jump set in the structure theorem of BD({2)
4.2.3 (cf. Theorem 6.2 and 8.1 in [Dall3]):

Theorem 5.1.7. The jump set of a function v € GBD(Q) is countably H" '-rectifiable.
Furthermore, for & € S™1 let

JS =A{z € Ju: [u](z) € #0}.

For H" 1-a.e. y € e we have
()5 = Ja

Y

and for every t € (Ju)g

uE(y +t€) - € = (a5)F ().

The normals to J, and Jag are oriented such that & - v, > 0 and Ve =1
Y Yy

Analogously to the discussion in the previous section the H"~!-rectifiability of .J, guarantees
the existence of traces u™ - ¢ and a (measure-theoretic) unit normal v along .J,. The remark-
able statement of this theorem is that the traces can be restricted to the one-dimensional
slices ¢ and then still correspond to the one-dimensional traces along this slice of u - £ (at
least for H" !-a.e. y € m,) and vice versa.
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5 Korn inequalities in GSBD() Korn inequality

We now turn our discussion to the approximate symmetric gradient. For u € BD() we
have seen that an approximate symmetric gradient u € L'(€2, RE) exists and it coincides
with the density of the absolutely continuous part of the measure Eu. It is a priori not
clear in what form this carries over to the setting of u € GBD(2). The following theorem,
however, guarantees that not only does such an approximate symmetric gradient exist, but
(analogously to the result in BD(2)) it corresponds to the one-dimensional (approximate)

gradient if u is restricted to any slice:

Theorem 5.1.8. [Dall3, Theorem 9.1] Let w € GBD(Y). Then there exists a function
Eu € LY(Q,R2X") such that for \"-a.e. x € )

sym
(uly) — u(@) — Eu(z)(y — =) - (y — x))

ap lim 5 =0.
Yy—T ’y — 1"
Additionally, for every & € R™\ {0} for H" '-a.e. y € m¢ we have
(Eu)sé - & = Vi (5.6)

n Ll(Qg). Here, Vﬁg is the density of the absolutely continuous part of the measure Dﬁg.

To conclude this section we will talk about compactness in GBD(2) and GSBD(2). The
next two results presented are the main reason why these spaces are relevant in calculus of
variations. For instance, if minimizing sequences for the Griffith energy are considered in
SBD(f) this space is too small to derive the existence of minimizers in this space. Similar,
to the theory inspired by the Mumford-Sha functional, one would have to impose conditions
like equiboundedness of the L>-norm of sequences to stay in this space (cf. chapter 7 and
8 in [AFP00]). These are rather strong conditions. It turned out that relaxing the Griffith
energy to the larger space of GSBD(£2) solved this problem.

To formulate the first compactness result we first introduce the measure [i,, for a function
u € GBD(f?) as the smallest measure A which can be used in definition 5.1.2. Such a fi,, does
exist and can be written down explicitly by (cf. proposition 4.17 in [Dall3])

k
f(B)=sup sup > A5 (By)
moge(SmThH™ =1
BeB™

where

i) = [

e

| Da§|(BS \ Jig )+ H(BSN Jii ) dH"
for a ¢ € "' and a Borel set B € B. We now state a very general compactness theorem for
GBD(Q):

Theorem 5.1.9. [AT22, Theorem 1.1] Let Q@ C R™ be an open bounded and {uy}ren C
GBD(Q). Suppose now that

Sup fly, < +00

keN
holds. Then, there exists a subsequence {uy,} such that

o A:i={zxeQ: |up(x) ’H—OO> +oo} has finite perimeter,
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Korn inequality 5.1 The spaces GBD() and GSBD(f)

o up — u pointwise for \"-a.e. x € Q\ A and some uw € GBD(QY) with u=0 in A,
e we have

H" (0 A) < lim liminf H" (J7 )

0—00 k—o0
where e {z € Jy, : |[ur(2)]| > o}

While the theorem is most certainly useful for extracting pointwise converging subsequences
it does not necessarily tells us how the approximate symmetric derivative and H" !(.J,)
behave. However, in GSBD(2) we can extract this information when additional conditions
are imposed:

Theorem 5.1.10. [C'C'18, Theorem 1.1] Let Q@ C R™ be bounded and {uy}reny € GSBD(Q).
Suppose there exist M > 0, ¢ € C(RT,R") non-decreasing with superlinear growth at infinity,
i.e.,

¥(t)

lim —= = 400,
t—oo t
such that
/sz(]é’uk]) de+H"(Ju,) < M (5.7)

for all k € N. Then, there exists a subsequence {uy;} such that
o A={z€Q:|u(z)| = +oo} has finite perimeter,
o uy, — u pointwise for v € A\ A \"-a.e. for some u € GSBD(QQ) with u =0 in A,

e we have
Eup; — Eu in LY(Q\ A),

and
H (T, Ud*A) < liminf H" 1 (J,,).

k—o0

If we are in the situation of Eu, € LP(Q) with p € (1,00) and condition (5.7) of Theorem
5.1.10 is fulfilled with ¢ = ()P then we can also assume

Eup, — Euin LP(Q\ A). (5.8)
Indeed, since Euy; is equibounded in LP(Q2) C LP(Q2\ A) by the Banach Alaoglu theorem we
can extract a subsequence (without renaming) such that uy, — E in LP(Q\ A) for some

some E € LP(Q). But since L®(Q\ A) C L¥' (2 \ A) we have Eup, = E in L'(Q\ A) and we
can deduce ' = Eu.
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5 Korn inequalities in GSBD() Korn inequality

5.2 The local Poincaré-Korn inequality for GSBDP((—1,1)")

In this section we will consider the following Poincaré-Korn inequality:

lu = all pp\wy < Cll€ullppqy

for w € GSBD((), a suitable affine transformation and w C Q. Since we are mostly interested
in the case of the right-hand side being finite we will introduce the following definition:

Definition 5.2.1. For p € [1,00) we define the space
GSBDP(Q) :={u e GSBD(Q) : Eu € LP(Q)}.
Notice that GSBD(Q) = GSBD(Q) holds by theorem 5.1.8.

Before presenting the proof of this inequality we will state a result from convex geometry
which we are going to need in the proof:

Lemma 5.2.2. Let Q = (—1,1)" and z9 € Q. Suppose there exists t € RT such that
zi =20 +te; € Q.

For an arbitrary y € Q there exist ig € {0,..,n} such that for I :={0,..,n} \ {io} the matric
Y € R™™ with columns (y — z)icr fulfils

n

detY| > .
[det Y] 2 Ty

Moreover, we have

S
|det Y|

with a constant C' > 0 only depending on n. As a consequence,

Yy <

" |det Y| n
< < < — ). .
Cln 1)1 o] < —F— el < Y| < Z:O (y — z) - 2| (5.9)

for all z € R™.

With this we will now present the precise formulation of the inequality with its proof.

Proposition 5.2.3. [C'CF1/, Proposition 2] Let p € [1,00) and u € GSBDP(Q). Then there
exist

e a constant C > 0 (only depending on n and p),
e a set w C Q with \*(w) < CH" Y(J,), and
o a rigid displacement a : R™ — R"

such that

/ lu—alf do < C/ |Eul? du. (5.10)
Q\w Q
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Korn inequality 5.2 The local Poincaré-Korn inequality for GSBDP((—1,1)")

Proof. Throughout the whole proof we denote with C' a generic (changing) constant. First
notice that we can assume

1
n—1 < .
H ) < 555 (5.11)

if we take C' > 2"32n3 since for every u € GSBD(Q) with H"1(J,) > 32% we can just take
w = @ and an arbitrary rigid displacement a.

Suppose for a moment that we have an absolutely continuous u € AC(Q,R"™). By the funda-
mental theorem of calculus and (4.2) we have for any direction ¢ € S"1

1 1
a8 (1) — a5(0) = € - (u(z + t€) — u(z)) = t/o ¢ Vulz + ste)¢ ds — t/o ¢ Eulz + t)E ds.
(5.12)

For an arbitrary v € GSBD(Q) we say that (5.12) holds on the segment [z,z + t£] C @ if
as € W0, (so Joe N (0,t) = 0), formula (5.12) holds and we have (5.6) H'-a.e. along
the line segment (x +I[O,t]§) N Q. Notice that in this case £ - Eu(x + st&)€ exists for M-a.e.
5 € [0,1] (cf. theorem 5.1.8). Now, we introduce an indicator on R x S"~! x R by setting

1, ifxe@, x4+t €@ and (5.12) does not hold,

) (5.13)
0, otherwise.

T(x,&,t) = {

The main idea for the proof is to choose a ’good’ simplex (zo, (20 + t+€;)f;) with ¢, € (0,1]

and zp € (—1,0)" =: ¢ such that the following four conditions hold (we write z; := 2o + t«€;):
1. t, € (1/2,1) and (5.12) holds on all edges [z, z;], 0 < i < j < n.

2. Set n
F(zp) := Z |Eu| dH!

1,j=0 [24,25]

which is well defined by the first condition. Then
Flz0) < 4/2(n + 12| €ull 1 ) - (5.14)

i.e., the L'-norm along the simplex edges of the approximate symmetric gradient is
comparable with the L'-norm taking over the whole cube.

3. For each i = 0,..,n we have

/ 1 / T(z,€,1) dt dH < 161" 1(S™ Y (n + 1)2H™ (). (5.15)
Sn=1JR
4. Set g = |Eulxq. Furthermore, define

H(z) =Y / / 920+ 1) dH (D)dy.
i=0 (72’2)n [7€i]

We have

H(z) < 8Vn(n+ 14" [|€ull}, o) - (5.16)
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5 Korn inequalities in GSBD() Korn inequality

We first show that we can find a zy and suitable simplex fulfilling the sought-after require-
ments before choosing a and w. In the end we bring everything together.

1st condition: Observe that for a chosen direction £ € S"~! and for H" !-a.e. y € m¢ we have
& ug = ﬂg € SBVIOC(QS) and (5.6). We distinguish two cases:

. Jﬂg = (): In this case @ is A\"-a.e. equal to an absolutely continuous function on
(y + RE) NQ, ie., we have T(y,t,£) =0 for \"-a.e. t € R.

. Jﬁg # (): By Theorem 5.1.7 we have (y + R¢) N J, # 0.
Now let P¢ be the orthogonal projection onto 7¢ and set
we={reQ :x+RENJ, # 0} = (Pe(Ju) +RE NQ.

By Fubini we have
el = [ [ xeely ) at a1 y)
U3

= [, ety i)
c\Ju

<[ A+RONQ) ()
Pe(Ju)
< 2v/nH" ! (Pe( )
< 2nH ().
Notice also here that
/R T(z,¢,t)dt < diam(Q).

With this and the aforementioned case distinction we have
/ / T(z,¢,1) dt do = / / T(x,6,t) dt do < |we2v/m < dnH"(],). (5.17)
n JR we R

To choose a suitable zy € ¢ we now use the following trick: Define the function

G(Zo,t) = ZT(Zo,ei,t)—l— Z T(Zo-f-tei,ej_ei,ﬁt) .

i=1 1<i<j<n V2

Notice that G(zp,t) = 0 implies
e — e
T(zp,€;,t) =0and T <z0 + te;, %, \@t) =0
for all 1 < i < j < n which is exactly the 1. condition we want of our simplex. So we want to

find a t, € (1/2,1) and a 29 € ¢ such that G(zo,t.) = 0. To argue that such values do exist
we use a trick. We integrate G over (1/2,1) x ¢ and notice that:

1 n 1 e: — e;
G(z0,t) d dt</ / T(x, e t) + — T(,’ 1,t> dt d
/§/<1 (z0,t) dzp dt < nR; (z,ei,t) 7 Z T 7 x

1<i<j<n

4n2(n — 1)

+ - 7
2V2

< An*H" () H L (T)

< AndH" ()
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Korn inequality 5.2 The local Poincaré-Korn inequality for GSBDP((—1,1)")

due to (5.17). At this point we fix ¢, € (1/2,1) such that

/ Glz0,t0) dzo < 8HPH™ (). (5.18)
q

We can argue the existence of such a t, by contradiction as follows: Suppose no such t, exists.
Then

/ G(z0,t) dzo > Sn3H""1(J,,)
q

must hold for all ¢ € (1/2,1). Therefore, we have

1
AP HP(T) < / / Gz, 1) dzo dt < AnPH™ (),
5 74

2

which is a contradiction.

Now observe that the assumption (5.11) in combination with (5.18) implies

=

[ Gt dzo <
q
Since G(zp,tx) # 0 implies G(zp,tx) > 1 we have

{20 € ¢ : Gz, t.) # 0] < i

The proof for this claim is exactly of the same method via contradiction as for the existence
of the ¢, in (5.18). Moreover, this means

Hzo0 € ¢ : G(z0,tx) =0} >

=~ w

So we have ’three quarters of ¢’ available to choose an eligible zg which then induces a simplex
((zi)i—o) (with z; = z¢ + t«e;) that fulfils the first condition.

2nd condition: We now show:

N | =

{z0 € ¢ : G(20,t+) = 0 and (5.14) holds }| >
To be more precise, we show

{z0 € ¢ : G(20,t:) = 0 and (5.14) does not hold }| < (5.19)

| =

The proof is again done via contraction: Suppose (5.19) does not hold. Set

G ={z20 € q:G(2,t:) =0}
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5 Korn inequalities in GSBD(S) Korn inequality

which is the set where F' is defined. Then, for each zy € ¢ with G(zp,t+) = 0 we observe with

Fubini

VB + 17 [Eull gy < | Flzo) day

< Z // |Eu| dH dz

’L] =0 Z)Zj

= Z // ’gu‘ ZO + tye; + 3( ))’61 — ej‘ ds dzg

1,7=0
<v2 / / |Eu|(20) dzo ds
Z]ZO *] g+tse;+s 3]761))
<\/§Z/ /|€u| 2p) dzg ds
it

1,7=0

< \fz(n+1)2/Q|guy(zo) dzo.

This is a contradiction.

3rd condition: We combine the methods for the first and second condition. We show:

1
{z0 € ¢ : (5.15) does not hold }| < 7

Notice we do not require G(z,&,t) = 0 here. Define the auxiliary function

é(zo, 3 t) = Z T(z’w 3 t)'
=0

Notice that due to (5.17) and Fubini we have

// /é(zo,g,t) dt dH" () dzo < (n+ DYH" (S VdnH"1(],).
qJS"1JR

Now we argue exactly like in the proof for the second condition to see that

/ / Cilz0,6,8) dt dH™ (&) < A(n + 1)y H"(S™ Y dnH™ " (J,)
sn-1 JR

holds for at least three quarters of zyp € ¢. This then again implies (5.15) for these values

since

forall ¢ =0, ..,

T(Zi,g, t) < é(ZOv ga t)

n by construction.

4th condition: We argue again like before. This time, however, we want to show
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Korn inequality 5.2 The local Poincaré-Korn inequality for GSBDP((—1,1)")

We only observe
/ H(z) dzo < /( | /[ ] / 9@+ 1) dz dH' (H)dy < va(n + DA™ ()], o,
q i—0 —2,2)" J|y,e; "

and then argue by contradiction as before. Putting all these results together we have shown

that
1

§7
i.e., we have shown that there are an abundance of choices for zy. Therefore, we now fix a
zo € q such that all conditions hold.

[{z0 € ¢ : all four conditions hold for the induced simplex (z;)i, }| >

Choice of w C QQ: For each i =0, ..,n we define the set
wi={yeQ :y=z+tfand T(z;,&,t) =1}

which is the set of all points y € @ which are reachable from z;, but the fundamental theorem
of calculus (5.12) does not hold along [z;,y]. Due to the third condition (5.15) we have

il = [ o) do
R’I’L
_ / / 17, (2 + €) dt de
Sn—1.J(0,00)
— [ TG drd
sn1 Jo2vm)
< CH" ().
We set .
w = U Wi,
=1

and by the above we have
lw| < CH™(T,).

Choice of a: For a we first choose an affine interpolation of u along the simplex vertices, i.e.,
we define the affine mapping through

a(zi) = u(z)
for each i = 0,..,n. Notice, that by the first condition

1
(e —€j) - (u(z:) —u(z))] = V2 Jiz

< V2F(2)
< C ngHLl(Q)

(ei —ej) - (Eu)(e; — ej) dH?

holds for all 7,57 = 0, ..,n. This implies

[(Va)ii| < 2t.(Va)ii| = 2e; - (a(z0 + tei) — al20)))] < C|€ull 1)
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5 Korn inequalities in GSBD() Korn inequality

and consequently we have

[(Va)i; + (Va)ji| < 2t.(|(Va)i; + (Va)ji — (Va)ii — (Va)j;| + [(Va)i| + [(Va) ;1)
< 2t(ei — €5) - (a(zi) — alz))| + C [[Eull 11 (g
< Cll&ullprg) -

Putting this together, we derive
le(a)] < Cll€ull gy < CllEull Lo - (5.20)

Notice here that e(a) does not vanish. However, (5.20) guarantees that we can substitute a
at the end with a suitable rigid displacement.

Combining everything: We set w = u— a. For y € Q\ w we observe that by construction, due
to lemma 5.2.2 (more concretely (5.9)), (5.20) and the linearity of £ we have:

I<CZ| — z) w(y)]
—OZ| — i) - (w(y) — w(=))|

:C’Z\y—zil |Ew|dH!

Y.z
<C <Z/ |EuldH + HEuHLP(Q)) :

Notice that C' is not dependant on ¢, since we have t, > 1/2. In combination with Holder’s
inequality, we can therefore derive

(Z /y Jeul i’ + |ygu\|§p(Q)> .

Integrating over @ \ w we observe

L dy<0(2 fo el dy+rsuuzp@)>.

We still need to estimate the first term on the right-hand side. With the function g = |e(u)|xqg
introduced in forth condition we can derive

S o[ jeurant ay- Z/ / Eul? dm" dy
i—0 Y Q\w J[y,2i] (Q\w)— [z0+y,2i]
< x) dH (z) dy
Z/ 2,2)n /zo+y,zl]g ( )
Z / / g(z0 + ) dH' () dy
i=0 2,2)" Jy, e,]

— H(z
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Korn inequality 5.2 The local Poincaré-Korn inequality for GSBDP((—1,1)")

So by (5.16):
p P
[ P dy < UG + [l ) < C el g

Due to (5.20) we have
= a+ e(@ll o < 1t = all o + @] < ClIEuE, g -

Therefore, we can substitute a with a — e(a)x to get e(a) = 0 while retaining the inequality
(with a small increase of the constant C') to conclude the proof. O]

Note that for » > 0 we can extend the result from Proposition 5.2.3 to @, = (—r,r)" by
scaling. The condition for w then reads as

A" (w) < CrH™(],,)
and the right-hand side (5.10) additionally depends on 7P. We have

/ |lu —al? dx < C’I“p/ EulP dx.
Qr\w Qr

Observe that the constant C' obtained from 5.2.3 does not change if @ is dilated. We will
now state an important consequence of this Korn-Poincaré inequality which states that if the
jump set of a GSBDP(Q2) function vanishes we have a Sobolev function.

Proposition 5.2.4. Let n > 2, r > 0 and u € GSBDP(Q,). Suppose that H"~*(J,) = 0.
Then u € WHP(Q,).

Proof. Theorem 5.2.3 scaled to @, guarantees that v € LP(Q2) with Q = @,. Now, observe
that in this case also

/5 Das| () dH" (y) = /5 IDASI(5\ Je) + HOBS N L) dH™(y) < +oo

for every direction ¢ € S"~! so u € SBD() by Proposition 5.1.3. Notice, that the approxi-
mate symmetric gradient coincides with the distributional symmetric gradient, i.e., we have
Eu € LP(Q) by definition of GSBDP(2). We have already seen in section 3.2 that v € LP(Q)
and Eu € LP(2) then implies u € WP(Q). O

At the end of this section, we note that in [CCEF14] a Sobolev-type inequality is also shown.
This provides higher integrability of u —a over @\ w. More specifically, we have the following
result (cf. also Proposition 3 in [CCF14]):

Proposition 5.2.5. [('C119, Proposition 3.1] Let 0 < 6" < 0" < 1, r > 0. Let Q =
(—=r,m)™, Q" = (=0, 0'r)", Q" = (—0"r,0"r)",p € [1,00),u € GSBDP(QY). There exist ¢, > 0
only depending on p,n and ¢ > 0 only depending on n,p and a given mollifier p with the
following properties:

o Then there exists w C Q" and an affine function a : R™ — R™ with e(a) = 0 such that
w| € carH™ () (5.21)

and

n

n n(p—1) n—1
[ -l s et ( / ygu\p> 1 (5.22)
o Q
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5 Korn inequalities in GSBD() Korn inequality

o Ifp>1 then there exists p > 0 such that for p, € CX(Bg_gny,), pr(x) =1""p (%) the
Junction v = uxgn, + axw fulfils

n—1 p
/// le(v*pp) —e(u) * pp|Pde < C (W) /Q |Eu|Pd.

5.3 A local approximation result

In this section, we will discuss an approximation result for GSBDP((2) functions. It essentially
says that we can substitute a u € GSBDP(Q) with a @& € GSBDP(Q) N C®(Q) where ) C Q
and dis‘c(fl7 0%) is reasonably small. In doing so we only increase the jump set and the LP-
norm of the approximate symmetric gradient by a small amount. The idea is to employ a
classical Whitney covering theorem and then use the results from the previous section to
derive a suitable approximation of u. We start by stating the precise covering theorem which
we are going to use:

Lemma 5.3.1. [Gral0, J.1] Let Q C R™ be an open, proper subset. Then there exists a
countable family of closed (dyadic) cubes (Q;)jen such that

1. Ujen @5 = .
2. int(Q;) Nint(Qr) = 0 for all j, k € N.
3. We have for all j € N
diam(Q;) < dist(Qj,09) < 4diam(Q);).

4. If Qj and Qy, touch each other for some j,k € N, i.e., 0Q; N OQ # (0, then
L dum@)
4 — dlam(Qk) -
5. Each Q; only has at most 12" — 4" neighbours.

6. Let 6 € (1,5/4). Denote with Q;- = 0Q); the cube with the same center as Q;, but with
its length scaled by 0. Then Q; only overlaps with finitely other cubes. In particular,
we have

> xg <120 —4" 4 1
jeN
Before stating the main result of this section, we will now present some technical, helpful

lemmas. The first one is based on [CF115, Theorem 4.3], but we have adapted the proof for
orthotopes:

Lemma 5.3.2. Let w C @ C R"™ where Q is an orthotope (i.e., Q = [[i-[a:, bi] for ai,b; € R)
and € € (0,1/2). Suppose that

w| < €lQ). (5.23)
Then for all affine functions ¢ we have

Q) HSDHLoo(Q,Rn) <c H‘PHLl(Q\w,Rn) : (5.24)

for some constant C > 0 which only depends on n and e.
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Proof. Notice that (5.23) and (5.24) are invariant under translation and stretching in one
coordinate. In particular, we can assume w.l.o.g. that ) is the unit cube. We write p(z) =
Az 4+ b with A € R™™ and b € R™. First we choose d € (0,1 — 2¢). Notice, that for every
1 =1,..,n we have
(1-8)IQ| = 1Q N (Q + der).
In particular, this implies with Q; := ((Q \ w) N (Q \ w + de;))
(1-0)|Q| = 2¢[Q| = |Q N (Q + dei)| — 2Jw]| < |Ql.

We also have due to the triangle inequality

1Qill el = [ lp(@) — oo~ de)ldo <2 [ Jplda.
Q Q\w

i

Putting these together we derive
(1= 2¢ = 6)31QI | Al o) < S1Qi] 142 e gy < 01Q:] max [ Aes] < 21|l 11 g

Since |Q| =1 we have
8
[ Az Loo () < (=22 el L1 (@\w)
for 6 = % To conclude the proof, we just observe that

Q| 1
||b||Loo(Q) = [b] = W|Q\w||b| = W HbHLl(Q\w)

1
< — — .
< 1oy (e = ¢l + 19l@w)

holds since b = ¢(0) and Az = p(z) — ¢(0). O
Lemma 5.3.3. [C'/CI19, Lemma 3.3] Let a; > 0 and b; > 0 with

and

for some k € N and A, B > 0. Then there exists a iy € {1,..,k} such that

2
< —A
a; < ¢
and 5
b; < —B.
Tk
Lemma 5.3.4. [Per95, Theorem 6.2] Let 0 < s < oo, A C R"™. Suppose that A is H*-

measurable and H*(A) < oo holds. Then
(AN B,
lim s He( (x))

s
r—0t r

=0.

holds for H®-a.e. v € R™\ A.
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5 Korn inequalities in GSBD() Korn inequality

We now state the approximation theorem which is the main result of this section. The original
theorem and proof [CCI19, Theorem 3]) were written for Q = (—1,1)". Via a Whitney
covering we have adapted the arguments for arbitrary open, bounded sets with Lipschitz
boundary. For convenience, we set

Qp = {z € Q: dist(x,0Q) > Rd}
where d = max,eq dist(z, 09).

Theorem 5.3.5. Letn > 2, p € [1,00) and Q@ C R™ be bounded, open with Lipschitz boundary.
Then there exist two positive constants n,C > 0 such that for every uw € GSBDP(Q) with

0= H”fl(Ju)% < 1 there exist R € (0,+/3) and i € GSBDP(Q) with the following properties:
1. ae C®Q_ ), t=uinQ\ Qg and H" "' (J, NIQR) = H"1(Jz N OQR).

2. H (g \ Ju) < CVEH" (T N (Q\Q,_ s5))-

3. We have:
/|e(ﬂ)|pdaj§ (1+058)/ le(u)Pda.
Q Q

Proof. We start by taking n < (4C(8,/n)")~! with C' being the maximum of all constants
obtained from Proposition 5.2.3 resp. Proposition 5.2.5. Furthermore, choose 1 small so small
that we can assume 0Qg has Lipschitz boundary for every R € (0,/8). For § = H"fl(Ju)%
we set N := LK%SJ for a fixed K which will be determined later. The strategy will be to find
a strip such that the LP-norm of the approximate symmetric gradient and the jump set along
the strip are comparable to LP-norm and jump set along 2\ Q, 5 Then we cover the strip
with cubes and filter out the ones that contain a (to the diameter) disproportionate amount
of the jump set. On the rest of the cubes, we then will apply the results from the previous
sections.

Choosing R: Now, define
Q= Q(N—i)KS

for i = 1,...,N — 1. Since (0Qr)r>0 covers ) we have that H"~1(0Qr N J,) # 0 for only
countable many R > 0. In particular, we we will assume H" (99" N .J,) = 0. Otherwise we
choose €¢; > 0 small enough and substitute (N — i) K¢ with (N —i)KJ + ¢; in the definition
of Q. As a consequence, we have that H" '-a.e. x € 9 does not belong to the jump set
of u. With an analogous argument, we can also assume that almost every point in 0 is a
Lebesgue point of Eu.

Now we set C; := Q% \ Q"+ and Cy_1 := QV~!. Observe that

K1\/5J73
Z / le(u)[Pdz < 2 1 Je(u)Pdr <2 le(u)[Pdx (5.25)
i=1 JCiUCin Qn\Q KVe N5
holds since (N — (Lﬁj —1))K6é > 1 — /4 and analogously
g8

S HTH TN (CrUCi) < 2H T (0 (@0 QLR T < om0 (20 9, ),

i=1
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Korn inequality 5.3 A local approximation result

Hence, we can now apply Lemma 5.3.3 with a; = fCiUCiJrl le(u)|Pdz, b; = H"1(J, N (C; U
Ciy1)) and k = Lﬁj — 3 to derive the existence of an ig € {1, .. LWJ — 3} such that

4
/O Ui le(u)|Pdz < LKli le(u)[Pdx < S\f/ (u)|Pdx (5.26)

—\/SJ -3 Joo-vs Q\Q!- f

and similarly
H" (TN (Cig U Cigg1)) < 8VEH™ (T, N (Q\ Q,_5)). (5.27)

Notice here, that Q% will serve as a starting point to construct @, i.e., we will set R :=
(N —ip)0.

Introducing a suitable covering of cubes: To define @ in Q% we first cover Q% with cubes
(Qj)jen given by the Whitney Lemma 5.3.1 and construct a partition of unity with respect
to these cubes. We choose 1 < ¢/ < ¢” < 0" =2 < 2 (where §” and ¢’ are to be determined
later) and define Q’, Q7, Q7" as the cubes with the same center, but scaled by ¢',6" and 6"

respectively. Now, set

1
Sk = {:L’ e Qo WKéd < dist(z, 90°) < 2kKéal}

for k € N. Notice that by construction
0 __ ' . io+1
Q0 = UkeNSk U Qo
We now observe the following: Assume that for any k,j € N

SpNQj#0and SpaNQj #0

holds. This immediately implies

diam(Q;) < dist(Q;, 992) < WKM

Consequently, we see that for x € Q;,y € S, N Q; and z € Sp42 N Q; we have

dist(x, 9Q°) < |z — z| + dist(z, 0Q0) < diam(Qj) + dist(z, 9Q)

) = Kodgs

+ 9k+2

<K6d<

9k+2 2k+1

But this contradicts S N Q; # 0. Hence, it cannot happen that @; intersects with more than
two Si. Moreover, denote with P the orthogonal projection onto the cube ;. We observe
that for any z € Q'

dist(z, 002°) > dist(Px, 0Q"°) — |z — Pux|
> dist(Q;, 99°) — (6" — 1) diam(Q;)
> %dist(Qj, o)
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5 Korn inequalities in GSBD() Korn inequality

and

dist(z, 9Q°) < dist(Q;, 90) + diam(QY') < dist(Q;, 0927°) + 6" diam(Q;)
< (14 0")dist(Q;,09%°) < 4dist(Q;, 9N).

For a cube @); with Q,C%Kéd < dist(Q;, 00%0) < Q%Kéd for some k € N we can deduce from
that that Q' only intersects with at most seven S.

Now, we divide the cubes into two categories. We say @); is 'good’ if

/Hn—l(Q;{/ N Ju) < nd?jl—l
with d; = diam(Q;) and ’bad’ if this does not hold true. Notice here, that Q; N Q0+ £ () for
some j € N implies

Adiam(Q)) > dist(@, 900°) > 70

since in this case only Q; NSy # () can happen for k = 0,1. Consequently,

1 n—1
H QY N Jy) < HPH(J,) = 6" < oL < (KED nd ", (5.28)

At this point, we choose K = 16/d to ensure that all cubes which intersect Q©+! are good
cubes. In particular, it follows that all bad cubes are in the strip Cj,.

We now use the fact that the cubes given by the Whitney covering lemma are dyadic as
follows: First observe that we have seen that for each cube Q; Q; N Ot £ () we have

5 < d;.

We now decompose every cube with diameter bigger than § naturally into smaller dyadic
cubes with all having the same side length 27 = 27%+1 with

2}/ﬁ<5<2\/ﬁ:2\/ﬁf::i

2k+1 - - 2k

Notice that in doing so we only decompose good cubes into smaller good cubes since naturally
(5.28) still holds for cubes with diameter greater or equal than §. Moreover, although the new
covering does not fulfil the third property in the Whitney lemma, we notice that all other
properties still hold for the covering. Also, we now have that all cubes @Q); with @; NQio+l £ ()
have a constant diameter d. Lastly, since we did not change the bad cubes Q; of the covering
we still can compare their diameter to the distance of the cube to the boundary, i.e., we have

d; < dist(Q;,00%) < 4d;.

Furthermore, we observe that all bad Q7 are in Cj, U Cip+1. Indeed, for x € Q' with
Q; N QP! =) we have by triangle inequality

dist(z,00) < |z — Pz| + dist(Px, 0Q%°) +ig K6 < ((0” — 1) + 1+ ig)Kd < (ig + 2) K.
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Korn inequality 5.3 A local approximation result

Let Aj denote the number of bad cubes which have a non-empty intersection with Si. Set
S = UEIZ_G S C Ciy UCjy11 where we set Sy, := Cj, 41 for negative integers k. Observe that
by the above, the second and the last point of lemma 5.3.1

Ké§d\"! _
Agn <2k+2> < Y n4d)"!
Q;NSk#0
Qj is bad
< 4n—1 Z an—l(Q;//m Ju)
QNS #D
Q; is bad

<4mHI2" — 4"+ DHMHS N ).

For k € N we set B, as the union of all bad cubes with S, N Q% # 0. We can estimate the
perimeter of By by

Hn—l(a*Bk) S Z Hn—l(an>

Q;NSk#0
Q; is bad

<c Y a7t

QNS #0D
Q; is bad

Kod\" !
<o ()
n—1
< C?—[ (SNJy) .
n
Denote now the union of all bad cubes with B. We observe

/Hn—l(a*B) < Z/Hn—l(a*lgk)
k=0
X H L (SE N )

<13C )

k=0 N
H" 1 (Ciy U Cig11)
n

<C

< O\f’ﬂnluu N2\ Q_ ), (5.29)

where the last inequality follows from (5.25). Analogously, we can show a bound for the
volume:

1By| < ciH”—l(s N Jy).

Consequently,
3

o2
n
For convenience, we enumerate the cubes so that all cubes Q); with Q; N Q0 £ () are in the
index range {1, .., No} for some Ny € N and all others have indices greater than Nj.

|B| < C Hn_l(Jum(Q\Qlf\/S))'

o7
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5 Korn inequalities in GSBD() Korn inequality

Constructing a partition of unity with respect to the Whitney cover: For each good cube @Q;
we now first choose p; € C2°(Q; [0, 1]) with

C
¢;j =1on Q; and |Vp,| < 5. on Q;
j

where C is independent of @; (only dependent on 6’). Now, we define
_ P
>_keN Pk

on Q; \ B. Notice that the sums >,y @ and consequently >,y ¢ are locally finite due to
@ only intersecting with finitely many other cubes @}.. Furthermore, we have by construction

p; € C¥(Q\B), Xjenw; = 1in Q\Band [Vy| < dgj (with a larger C' only depending on n.).

)

Application of local estimates onto good cubes: By applying Proposition 5.2.3 and 5.2.5 onto
Q7 and Q7' for each good cube Q; we find a set w; C Q7 and a rigid displacement a; with

wi| < Cd;H" ' (Ju N QJ) < Cndy, (5.30)
and with r; := 2%

/ lu—a;Pdr < C’rﬁ-’/ |Eu|Pdx (5.31)

Qj\w; QY

np _ np=1) n—1
/ lu—aj[»=1dx < Cr;"™" / |Eu|Pdx . (5.32)
Q\w; Q
Furthermore, let p be a symmetric mollifier with support in B (here fix §” = % and
18

0 = 19). Notice that Lr; = (0" — 0')r; = L720""r;, 0"'r; is half of the side length of Q"'
and p,; € C*°(B(gr_g);). In particular, Lemma 5.2.5 tells us that for

Uj = Pr; * (UXQ;-/\WJ‘ + anwj) € COO(Q;,aRn)

we have that

J,

with C being the maximum of all constants appearing in Proposition 5.2.3 and Proposition
5.2.5 which only depend on p,n and p and some p > 0. Observe that for any affine mapping
Az + b we have

(pry + (Ay+0)(@) = [ (Al =) +b)pr, (9)dy = Av+b— [ A@w)or, (y)dy = Av -+

n—1
Ty

~ anl Ju N 1\ P
le(uz) — e(u)  py, [Pdz < & ( (a0 Q; )> / EulPda (5.33)
Q;//

/.
J

(5.34)
because of the symmetry of p. As a first consequence we infer
45 = aillriq) o2 ) pr; * (U — aj)xXQnw,;
! 7 NLe (@)
< H(u — 4)XQ"N\w, @)
(5.31)
< Crj ng||LP(Q9’) . (5.35)

o8
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Korn inequality 5.3 A local approximation result

Suppose now that two good cubes @); and Qi touch each other. We can derive

s = a5l o@ynapsany < 118 = aillmigpuy + It = akllr g
(5.35)
< C(r ”guHLP(Q;”) + e [ €ull Logpr)-
In particular, since the side lengths are comparable with a factor of 4 we have

||ai - aj”Lp(Q;/ﬂQg\(ijwk)) < CTJ ||5u||LP(Q;~”UQ;€”) . (536)

Furthermore, we also can estimate

QM@ > o max{[Qy],1Qul} (537)

Indeed, observe that the intersection of Q;-’ and @} is an orthogon with side lengths greater
of equal than (6 — 1)2(r; + i) = 2(rj + rg). It follows with r; > %rk that

2 " 5 "
Swapping roles of j and k gives estimate (5.37). In particular, we derive
lwj Uwg| < 2max{|w;|, |wg|} < 207 max{d?, T}
A n (5:37) 1 1"
= 207(Vn)" max{|Q;],|Qkl} < 715N

Notice that at this point the choice of the constant 7 is motivated. Now we apply Lemma
5.3.2 paired with Holder inequality and (5.36) to derive

" -
llaj — akHLﬁ(Q;,nQ,, Q) N Qi g k|l L (@rnayp)
2 ClRI N @y k= ||a] k|| 11 (Qrm@p\ (w; Uion)
n=1_q,p-1
< C|Q” N Q”| " Haj @k:HLp(Q;'ng\(wquk))
1
= Cr; ™ llag = akll Lo(@rmap wyuen)
(5.36)  1__L
np
< Cry ||5u||LP(Q;.”qu’) (5.38)
since ”n—_pl -1+ 1%1 = —nip. Analogously, we have
||CL] — ak”L”(Q;’ﬁQg) S CT] ||8U”LP(Q;//UQ;€//) . (539)

Definition of 4: Now we define 4 the following way

- Y jeNUjpj, in Qio\ B
u in Q\ QP UB.
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5 Korn inequalities in GSBD() Korn inequality

Since p; € C*(Q\B) and u; € C>(Q7,R"™) we have @ € C>(Q\ B, R"™) which, in particular,
implies & € C*(Q,_ s5) (remember that Q, 5 C Qio+t1) " Also observe that v := 9B N Q%
has Lipschitz regularity with fyg being discrete for H" l-a.e. y € my and every § € Sl
Additionally, we have H"1(Q% N~) < +oo by (5.29). Therefore, we can apply Lemma 5.1.6
to infer u € GSBD(Q"). Furthermore, we can compute the symmetric gradient in Q \ B by

e(@) =Y e(uj)pj + D u; © (Vj). (5.40)

jEN jEN

We will estimate each term separately on the right-hand side of (5.40). For this, we first
introduce the following relation on the index set of good cubes:

j~k & Q;ﬁQ;#OandJﬁék.
Since ey ¢ = 1in Q% \ B we have
Voj=—> Vg
ok
which implies

Z U © (Vgok) =u; © VQD]‘ -+ Z U © (V(pk)
keN ok

=—u; O (Y Ver) + > up © (Ver) = D (up — 1) © (Veoy)
ok ks ok

in Q.

Estimating e(@) on Q% (minus a small set): Let Qj, Q) be two good cubes with j ~ k,

d,k < No (so @Q; N QT =£ () and Qp N QL £ (). They then have the same diameter d
(and consequently 7 = r; = 7). We have due to the generalized Hélder inequality, (5.31) and
(5.38)

luy — “kHLp(Q;,m%)

S HUXQ;/\UJ] - ,U’XQ;C/\UJ]C + akak - anUJj

Pr; * (UXQ;/\“;J- + anw]-) + Pry, * (UXQg\wk - akak) LP(Q'NQ")
i <k

LP(QUNQY)

= H(u - aj)ka\wj + (U - ak)ij\wk) + ((Ik - aj)XWjka

Lr(@n@))
1 1
< . np — .| np
< u GJHLﬁ%%(Qy\wj)kuk\ 7+ lu akHLﬁ%%(QZ\wk)\ab\ ?
1
+—”aj-akHng%(Qmeg)kukLJaU|np

(5.31),(5.38) R 1 1 11 1
= ca([€ullpogon lwrl™ +lIEull pogpry lwil ™) + T [[Eull o gurugyy lwr U ws|

_p—1 1 1
<Crv» (HEUHLP(Q;”) || P + ”‘SUHLP(le) |ws| ™) (5.41)
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Korn inequality 5.3 A local approximation result

Now we set for an open U C ()

Us == QN (U + (—36,36)").
For any cube with Q;NU # () we infer @}’ C Us for k ~ j since 2 ( ) < 3and d; <. Now,
set € == Q0+ \ ;o y, Q). We observe

No

< Z lur © (VSDk:)HLp(Qka)
Lr(Qnu) k=1

- ¥

> ur© (Ver)
=

> (ur —uj) © (Veor)

Q' CUs,k<Ny ||j~k LP(QNQy)
< Z IVorll oo Z [ (u HLP(QﬂQk)
QY CUs,k<No Jrk
(5.41)
<o ()Tl leullgpuap
Q) CUs,k<No JNk’
(5.30) 1 nt1
S C Z (d) Zd np ||8U”Lp Q///UQ///)
QZIQU6:k<N0 Jrk

= C Z dnp Z ngHLp(Q”/UQ/N)
Q' CUs,k<No jrk

~1
= € |€ull vy (5.42)

We also notice now that also Zjv L¢; = 1on UNQ. In combination with (5.33) we can
estimate the L? distance on U N € from e(@) to p; * Eu by

le(@) — pr = gu”Ll’(QﬂU)

No No
= 1D elug)es + D u; © (Veg) = D (o7 * Eu)e;
Jj=1 JEN Jj=1 Lr(UNG)
No
< Z — prx Eu)p; Z“ﬂ'@(v%’)
= LrUn)  lI7EN LP(UNQ)
(5. 42) No
Z (e — P ¥ SU)SDJHLP wn) T Cd"” ||5u||Lp (UsnQ2i0)

S
< Z [[(e(uj) — pr = 5“)“”(@;) + Cdre Hg“HLP(Uino)

Q'CUs i< No
P
(5.33) H (T, Q) » 1
<C (Q > ( P ’ ngHLP(Q;.”) + dw |Eul| o 0o
1 CUs,j<No
(5.30)

B oL s
<0 (08 +8% ) leulawgoam) ) < CF Ieullaqpiraoy
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5 Korn inequalities in GSBD() Korn inequality

with s := min{g, nip} We used here that d < 4y/nd. As a consequence, we have

le(@l oy < lor * )l puwngy + e(@) — pr * (@)l ooy

< He(U)HLp(Uino) + C6° He(U)HLp(Uino) :
Estimating the remaining terms: Now, we just need to control £& on U N (% \ (QU B)) since

1€l Lo ey = €6l Lo sy + €@ Lo wn@io@usy) + 1@ | Lo @) + €Ul Lo wn@\io)) -

Hence, due to (5.31),(5.39) and (5.40) we have

1e(@) | 2o o @os)) < k;v (He(uk)”LP(Q;C) - Z;c Vsl Lo (s gy ws = “k”mcz;ncz;))
0 J~

1
<C Z l[e(ur — ak)”LP(Q;C) + Z i lJuj — ajHLP(Q’.)
Q}l'CUs,k>No gk !

1 1
+ d? laj — ak”Lp(Q;CmQ;_) + dr llar — uk’”U’(Qk))

<Cc > (He(Prk * ((u = ar)XxQpw)) m@ney He(u)HLp(Qg/)>
J

QY CUs,k>No
IVoll L1 (mn)

<C _

co oy (Tl

Q' CUs k>N

<C Z ||€(U)||Lp(Qg/)
QY CUs,k>No

llu— ak”Lp(Qg\wk) + He(u)HLp(Qg’)>

S C ||e(u)||LP(U§Q(C¢OUCI'O+1)) .
By the choice of ig and since u = @ on B we see the that
le@ ounoay < Cle@llie, ey < CVa @i, -
Consequently, we have for U = Q and s < %
||€(7~7)HLP(Q) = ”e(U)HLP(Q\Qio) + He(ﬁ)HLP(Qio)

< He(U)HLp(Q\Qio) + He(U)HLp(Qino) +Co° He(u)HLp(Qio) +CV§ |’e(u)HLP(Q17\/6—)
< (1+C6°) lle(u)l oo -

Now we notice that (1 + C§%)P < 1+ pC(1 + C)P~16° as long as 7 is chosen small enough to
derive the third point in the theorem.

Showing H"1(Jz N 0QR \ Ju,) = 0: We are left with showing that the inner trace @ and u
coincide on 90 = 90 at least H" ' almost everywhere. Notice that with Lemma 5.1.6
we can derive & € GSBDP(Q) if @ is extended outside Qr with u. Therefore, due to (5.27)
we are left with showing J; \ N is a subset of .J, U 9* B with some H" !-negligible set N to
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Korn inequality 5.3 A local approximation result

conclude the proof of the first and second point of the theorem. For this we first estimate the
LP-norm of the difference of u and @ on Q\ w with w := Ug; is gooa wj \ B

17—l ooy < || Do (ugie5 —up))
Q; is good Lr(Q\w)
< Z ||uj80j - U@jHLP(Qj\wj)
Q; is good
< >y —ullpg,
: J
Q; is good

< Z (”“J - a/jHLp(Q;-\UJj) +lla; — u””’(@}\%‘))
Q; is good

(5.31),(5.35)
< Co Z HgUHLp(Q;//)
Q; is good

=0 ngHLP(Q)
Analogously, we can estimate the difference on B, (y) for y € 0Qg and v > 0 small enough,

i.e., so small that all cubes @Q; with Q; N B, (y) # 0 fulfil d; < dist(Q;, 9Q%) <

> (ujeps —u;)

Q; is good

1% =l Lo, 0

LP(By(y)\w)

B Z llujop; — U‘PjHLp(Q/,\wj)
Q; is good !
By (y)NQ}#0

Z (H’U,] — aj“Lp(Qj\wj) + ”aj - UHLP(Qj\wj)>
Qj is good
B, (y)NQ) #0

(5.31),(5.35)

< Cd; Z HSUHLP(Q;//)

Qj is good
By (y)NQ;#0

< CvllEull oy, (y)) -

IN

Analogously, we can derive

wNBy(y)l= >  |lwnQyl
Q; is good
By (y)NQ;#0

<C Y lwjl

Q; is good
By ()NQ!/#0

<C Y. dGH" NN QY)
Qj is good
By (y)NQY#0

< CyH™ (Jy, N B3y (y)).
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5 Korn inequalities in GSBD() Korn inequality

From these last inequalities, we infer for an arbitrary ¢ > 0

{la —ul > e} Byl _ wnd{la—ul>e} nBy(y)l | [t —ul> e} N (By(y) \w)|

" " h
@ N B,y (y)| i
<BoSWl, - 12 = ul Lo (s, m)\w)
H' L (JuNBsy(y) 1
<o (MO 4 el

By construction, H" '-a.e. y € Qg is not a jump point of u and a Lebesgue point of Eu.
Consequently, the first term of last line above vanishes for v — 0 because of Theorem 5.3.4
and the second since for p = 1

. 1 .
hfjﬁp po I€ull L1 (B, (y)) = ap lim Eul.
Therefore, we have shown

ap lim @ = ap lim u.
for H" 1 a.e. y € O, i.e., the (inner) trace of @ and u coincide. This means there are no
additional jumps (up to a negligible amount) occurring at 9Qp for @ which concludes the
proof. ]

5.4 The Korn inequality in GSBDP(Q)

In this section, we will discuss the main result of this chapter: the Korn inequality in
GSBDP(Q) (5.4). For this will first present the approximation theorems which lead to this
result. Similarly to Theorem 5.3.5, they are based on a covering argument in combination
with applying the results from the previous sections. Heuristically, they state that functions
in GSBDP(2) which have a very small jump set are nearly Sobolev functions.

The coverings used to show these results are only partly based on the Whitney Lemma 5.3.1.
In particular, for the first approximation theorem will need a consequence of the Besicovitch
covering theorem (cf. for instance Theorem 5.1 in [Magl2]):

Lemma 5.4.1. [Mag12, Corollary 5.2] Let F be a family of closed, non-degenerate balls in
R™, n > 1. Denote their set of centers with C. Suppose C is bounded. Then, for each outer
measure ji there exists a countable, disjoint subfamily F' of F with

p(C) <& pCnB)
BeF’
where £ € N only depends on the dimension n.

Before giving the proof of the approximation theorem we will start with observing the follow-
ing: Similar to section 4.2 where we obtained a result for the cube (—1,1)" and then extended
the results to arbitrary cubes via scaling (and translation) we can do the same for Theorem
5.3.5. First, we apply the theorem to the unit ball B;. Then, we scale and translate the results
and assumptions to B,(z) for some arbitrary « € R". In doing so the constant obtained from
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Korn inequality 5.4 The Korn inequality in GSBDP(Q)

the theorem for B; does not change. We will denote this constant by d. Since we can assume
§ to be arbitrary small we require it to be smaller than 7,1 := H"'(S"~'). The only lines
that changes are the involved with the term H" !(.J,) due to scaling, i.e., for instance we
need H"~1(J,) < 6"p"~! to hold for u € GSBDP(B,(z)). We write this requirements with
< instead of < like in Theorem 5.3.5 by choosing ¢ a little bit smaller. With this in mind, we
state the approximation result:

Theorem 5.4.2. [C'CS522, Theorem 8.1] Let n € Nyn > 2, p € (1,00), € > 0 and o € (0,1).
Then there exists a constants T > 0 only dependent on n, p, € and o and C' > 0 only dependent
onn, p and € such that for any p > 0 and any uw € GSBDP(B,) with H"~1(J,) < 7p" ! there
exists a set of finite perimeter w C B, with H"~1(9*w) < CH" "1 (J,) and w € WP(B(_y),)
such that uw = w in B, \ w,

/ |EwPdz < (1+ e)/ |EulPdx
Q Q
and

HH(Jw) < H T TL).

Proof. We will choose 7 > 0 smaller and smaller during the proof. The aim is to iteratively
construct a sequence of {wy} € GSBDP(Q2) by applying Theorem 5.3.5 on 'good’ balls such
that the jump set successively decreases and the sequence converges pointwise to a function
w. With the help of the compactness Theorem 5.1.10 we will then derive w € GSBDP(Q).
For the start, we first fix a € (0, 1) where the exact value will be determined later. The role
of « is to ensure the convergence of wg. We define the sequence inductively such that the

following properties hold for all k£ € N:
(i) H" N (Juwy N By,) < mi(skpr)" ",

(i) H (Jueyr) < H 7wy

(iif) s, = AFso,

(iv) = Aeno,

(v) pe = pILi=1 (1= Nso).

A > 0 will be determined at a later point in the proof and depends on the constant obtained
from the classical Besicovitch Theorem, i.e., the constant £ from Lemma 5.4.1, and sy which
will be chosen at the induction start. We begin the induction by setting

wo :==u, o= (ad)",  po=p.

e ((H:;Z%“) ) ) |

Notice that choosing such a sg is possible by assumption and we then have

Then we choose any

H"(Juo N Bpg) = 1" (Ju) < mo(poso)™ "
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5 Korn inequalities in GSBD() Korn inequality

Constructing a suitable covering: For the induction step we are given wy, € GSBDP(B,),
sk € (0,1), pr < p and n < 6" such that properties (i) to (v) hold. We will now construct a
covering B, (v;) of a large part Jy, N B(_s,),, Which fulfils

an—l(ka N By, (zi)) = 77197“?7%
H (N By, (7)) > mper™ L for all v <1y, (5.43)
H" (T, N OB, (x:)) = 0.

Here, we notice that the jump set J,, is H" !-rectifiable and therefore (4.5) holds for H"~!-

a.e. T € Jy,. Let us denote the set where (4.5) holds with C' C J,,, N B, (1_,). Notice, that
H"H(C) = H" M (Jw, N By, (1—s;))- For z € C, we define the function

n—1 T
o) o= W I 1 B

on (0, sgrg). From (4.5) we know lim, g+ ¢(r) = v,—1. However, also observe that ¢(sgpr) <
ne by assumption. Now set A := {r € (0, sgpx) : ¢(r) < nr} and

7y = Inf A.
Since H" | Ju,, is inner regular we have the left continuity of ¢. By

n—1 ~(x
lim ¢(r) = ¢(7) + i (J“;’;l [‘PBT< ) > ¢(F) (5.44)

r—it

we know that ¢ is also lower semi-continuous. Being left continuous paired with ¢(skpr) < 7k
means that A # (). Furthermore, the lower semi-continuity together with lim,_,o+ ¢(r) =
Yn—1 > Mk implies 7, > 0. By construction ¢(r) > ny for all » < r, and therefore ¢(r,) > g
by left continuity. In particular, r, ¢ A which means that r, is an accumulation point of A.
This implies
M < Gre) < lim ¢(r) < g,
reA

so ¢(rz) = nk. By (5.44) we also have
H" L (Jy, N OB, (2))

ot

=0.

Now, we apply Lemma (5.4.1) to the family F = {B,, : © € C'}. We can therefore extract
countable many {z;}iey C C such that with r; :== r;, and B; := B,,(z;) we have

H N, 1 By 1) = ' H(C) < €D M HCNBY) =€) H"H(Juy, N B)
=1 i=1

for some £ > 1. Observe that by (5.43) we also have

H*  (Juwy N Byypi—sp)) < €Y H" N (Juw, N By). (5.45)
i=1
Definition of wii1: Set
_ 2%
1+2¢

66



Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar

The approved original version of this thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

Korn inequality 5.4 The Korn inequality in GSBDP(Q)

When defining w41 we distinguish two cases. Either
H* (Juwe N Bi—spp) < OH" " (Jw, N By,)

holds or the opposite inequality, which implies

H" ! (Juy 0 (B \ Bla—spyp) < (1= O)H" H(Ju, N By,). (5.46)
In the first case, we just set w1 := wg. Notice that by assumption

H N (Juwe O Bli—sp)p) < Omi(skpr)™ "
In the second case, we have by construction
H (w0 By) = gt < 8L

We can therefore apply Theorem 5.3.5 to B; anld wg|B, to get an approximation wy; €

GSBDP(B;) with corresponding radius Ry ; € (77", 1). At this point, also notice that the &
in Theorem 5.3.5 is nothing else than

(H"—l(ka N Bi)> "

n—1
T

-

<.

We now set
_ {wk s in B, \ (Ujew Bi),
Wh41 =4 . .
Wi , 11 Bz"

To see that wg+1 € GSBDP(Q) we argue via the compactness theorem for GSBD. We define
the approximation sequence

W ,: Wi ; in BP\( é:o Bi)a
h Wi ,inB;fori=0,.,L.

Since this piecewise defined function fulfils the assumption to apply Lemma 5.1.6 we have
wh., € GSBD(B,) for all | € N. Since Ul_y Bi and B, \ U\, B; are open with

v (0(yn)) -

Swl .. = Ewg , in By )\ (Uizo Bi),
ko Ewy; , in B; fori=0,..,1[.

we further have

Since by Theorem 5.3.5

n—1 B. % s
/ (Edn P di < <1+C<H (Ju, N ”) )/ Ewy| dz < (1+cn,g>/ Ewg|? do
B T, B; B;

4 )

holds we have wfc_H € GSBDP(B,) with

J,

]Sw5€+1|p drx < (1 +C77,§) /B |Ewg|P dx.
P

P
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5 Korn inequalities in GSBD(S) Korn inequality

Notice that J,

Wr+1
Wiyl = wé 41 = Wg; on B;. So we will use the terms interchangeably when talking about
quantities in B;.

NnB; = ka“ N B; = Jg,, N B; for i = 1,..,] since B; is open and

Now, set B = B( and B} = Bg, . By the second result of Theorem 5.3.5 we

1—77,1/(2”’) v

can now derive
a1
H' (g \ Jwy) N Bi) < Cn2 M (T, 0 (B \ By)). (5.47)

By the first result of Theorem 5.3.5 we observe Wy ; € C*°(B}) and (Jg, ; \ Ju,) € (B} \ B})
consequently

H N Jwpy NB) =0 and  H" ' (Ju,,, \ Juw,) N (B \ B)) =0.
In particular, this means we can derive

H" (T, O Bi) = H" N ((Juyrr) N (Bi \ BY))
= Hn_l((ka+1 \ ka) n (Bi \ Bz/)) + Hn_l(‘]wk N (Bi \ B;))
= H""H (s \ Jup) 0 (B \ B))) + H" " (Ju, N (Bi\ BY))

(5.47) 1
< (L4 O YH ™ (Juy, N (Bi\ BY)).

We can estimate further

1 1
(1+ Cn2 YH"  (Juy, N (Bi \ BY)) = (1+ Cy2" ) (M (Jw, 0 By) = H" " (Ju, N BY))
(5.43) F FI
< (X4 Cng )™ = (L= m2™)ra)" ™)

1 1
=(14+Cn)1—(1- n,?")"_l)nkrf_l
(5.43) ﬁ ﬁ n—1\qm—1
=T (L O ) (L= (L= )" (w0 Bi).

If § is chosen small enough such that

(14 053)(1— (1 - dm) ) <
we can infer
1
H" H(Jupyy N Bi) < 57{”*1(% N B;). (5.48)

Notice now that

l l
H ! (me no (U B; \ B;/>> =H"! (ka no (U B; \ Bg'>> =0,
=0

=0

wfﬂ_l = w}, on Uﬁ-zo(Bi \ BY) and

l
dist ({x € B, wh () # wi(z)},0 <U BZ>> > 'I_niank’i.

. 1=V,..
i=0 IR}
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Korn inequality 5.4 The Korn inequality in GSBDP(Q)

This means approximate limits along the boundary of Ué:o B; only consider values of wy
and we can infer that no additional jump set is generated along 0 (Ué:o Bl-) for wl 41- In
particular, we can now derive

H T, ) <H " (Jw,)-

Wk 41

We have checked the assumptions that we can apply the compactness Theorem 5.1.10 to the
sequence {w}};. Since wfﬁ_l converges pointwise to wy1 we have wy11 € GSBDP(B,)
with w] ,; — wi41 in LP(B,) by (5.8). Notice that the set A obtained from the compactness
theorem is empty. By Theorem 5.1.10 we also have

M (Tug) < lipind WO (T ) < HY ()

and from the weak convergence of the approximate symmetric gradients in LP (cf. (5.8)) we
infer

/ |Ewpp1|P dx < liminf/ |Ewh 4P da < <1 —}—C’n,f)/ |Ew|P dx.
B, l=oo JB, B,
Now, notice that

/Hn_l(‘]wkﬂ N BPk) < an—l(ka N Bpk) - /Hn_l((‘]wkﬂ \ ka) N Bpk)

<H M T O Bp) = S H ™ (s \ Jun) 11 Bi)

€N
< Hn_l(ka N Bﬂk) - Z(Hn_l(kaJrl NB;) — Hn_l(JWk N B;))
€N
(5-48) n—1 1 n—1
< H" (N Bp) = 5 S H N (Juw, N By)
€N
(5.45) 1

< H T (Jwe N Bp) = 51" (N B

2€

n— 1\
=H I(ka N (Bpy, \ B(I*Sk)Pk)) + (1 - ) H 1(ka N B(1*Sk)pk)

2€

(5.46) 0 .

< (1 - 2§> H 1(ka N BPk)

= O0H" " (Ju, N B,,) (5.49)

As an immediate consequence, we have

(5.49)
H" N Ty N Ba—spp) < OH" ' (Juy, N By) < Omie(sipr)" ™"

A= <(1_§0)n1>i < ((1_Tf11)n_1>n7]0.

By choosing 7 so small that
1
1 -
<> 0 <1
(1—7n-1)n1

Now set
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5 Korn inequalities in GSBD(S) Korn inequality

we can ensure \ < o < 1. Here, we define
Prr1 = (1= 8p)pr, Mky1 = Mg, and  spy1 = Asp.
We observe that

an—l(kaH N B(l—sk)pk) < enk(skpk)n_l

0 _
= W%H (Sk+1PK41)" '

< N1 (Sk41pr41)" "

With this, we conclude the induction step.

Pointwise convergence of wg: We will now show that wj converges pointwise A"-a.e., more
specifically, we will see that wy is A"-a.e. pointwise eventually constant. Set wy := U;en Bi
(notice that B; is dependent on k by the construction above). Due to the lower semi-continuity
of the perimeter, we can estimate

’H"_l(a*wk) < ZH"_I((?Bi) = Yn_1 Zr;‘fl
ieN ieN
= LN 4 (0 By)
M Gen
< Y (0 By,)
Nk

< Yn—1(skpr)™ 1.

In particular, we have for [ € N

H ! (8*( U wk)) <Y HH (O wy)

k>l k>l

< A1 (swpr)™
k>l

<1y (At
k>l

= Y1 (sip)" 1Y _(ATH
k>l

1

= ’Yn—l(slpl)n_lm-

. . . l—00
Consequently, since p; is a decreasing sequence and s; —— 0 we have

H | o7 U Wik H—OO> 0
k>l
which implies
Uwrl 20 (5.50)

k>l
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Korn inequality 5.4 The Korn inequality in GSBDP()

by the isoperimetric inequality (cf. Theorem 14.1 in [Mag12]). Observe now that
{z € B, : wi(x) # w1 (x)} C wy
which implies

{x € B, : there exists some k € N with w;(z) # wg(x)} C U W
k>l

From this, we can infer

(limsupwy)® C {z € B, : wy(x) is eventually constant }.
k—o0

Since |limsupy,_, ., wi| = 0 by (5.50), i.e., {x € B, : wg(x) is eventually constant } has full
measure, we know that wy is \"-a.e. eventually constant and therefore converges pointwise
A-a.e. to some function w.

Show w € GSBDP(Q2): We now want to again deploy Theorem 5.1.10. We have already seen
that

/ Ewpir| do < <1+cn,§>/ Ewy| da
Bi Bz’

and consequently using induction we can infer

k-1 .
[ tewatar <] (140 ) [ leul do
By j=1 By
k-1 B
< (1+C)\7n0)/ |Eu| dx
j=1 By

AN
3

(1 + C')\%sng) /B,, |Eu| dx

<.
Il
—_

IN
=2

exp(C)\j?sng)/ |Eu| dx
By

<.
Il
-

= exp(CUOZ/\jWS)/ |Eu| dx

Jj=1 Bo
= exp( C”'?os> / |Eu| dx.
1—-X»/ /B,

Since 79 = ad and A < O at this point we can choose o small enough that for the given € > 0

we have -
exp ( CUOS ) < exp Cai <1+e.
1—An» 1—0n2

/ |Ewg|P dr < (1 —1—6)/

B, B

Therefore, we have

|EulP dx (5.51)
P
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5 Korn inequalities in GSBD() Korn inequality

for all k € H"! and since by construction H" ! (Jy,,,) < H" (Jy,) holds we also have
inductively
H T () < HTH ()

We have shown that the prerequisites of Theorem 5.1.10 are fulfilled with (¢) = tP. We can
therefore extract a subsequence wg; such that wg; — @ pointwise A"-a.e. on B, \ A for a
w € GSBD(Q)) with

A={zeQ: |wkj(x)| — +00}.

But since

{r € Q: |wy,; ()| = +oo} C limsupwy,
k—o0

we have |A| = 0, in particular, wg,; — W pointwise A"-a.e. on B,. But since also wy — w
pointwise A\"-a.e. on B, we have @ = w at least \"-a.e. which in particular implies that
w € GSBDP(). By Theorem 5.1.10, we also have

H () < liminf H" (T, ) < H" ()

k—o0

and Ewy, — Ew in LP(B,) from which we further derive

Js

Show w € WhP (B(i—¢)p): First, observe that in the first case of the induction step we have
naturally

|Ew|Pdx < liminf/ |Ew|Pdr < (1 + 6)/ |Eu|Pd.
k—oo JB, B,

P

%n_l(‘]wk—o-l N Bpk) < Hn_l(']wk N Bpk)
Together with (5.49) this implies that

H" (Jw, N Bp,) < H" ™ (Ju, N By,) < H"™ ! (Juy, N Bp,) < mi(swpr)" ™

holds for all 4,j € N with i < j < k. We can use the same line of argumentation as for (5.51)
to derive

/ |Ew|Pdx < (1 + 6)/ |EulPd.

Pk Pk

Now, we can apply the same compactness method we used for w; on B, to derive
'Hn*l(Jw NB,,) < nk(skpk)"fl. (5.52)

Now let p' = limy_, o pr which exists due to the monotonicity of the sequence {py}. By (5.52)
derive

H" N Jw N By) < mi(sppr)" "

for all k& € N and with k — oo we have H"(J, N B,) = 0. By covering B, with cubes
(for instance with Lemma 5.3.1) and applying Proposition 5.2.4 to each cube we derive
w € Wl})’cp(Bp/). Since Ew € LP we can infer w € WP(B,) with the help of Korn in-
equality (cf. Lemma 3.2.8).
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Korn inequality 5.4 The Korn inequality in GSBDP(Q)

We are left to show that p’ > (1 — o)p if 7 is chosen suitable small. Now, we use the known
inequality

(1 —zy) > (1 —y)*
for z,y € (0,1) to show

1

o =pTI(1=Nso) > p [T(1 = 50)¥ = p(1 = s0) 2™ = p(1 = 50) ™ > p(1 — 50)1=77.
JEN JEN

Since sg — 0 for 7 — 0 we can choose 7 small enough to ensure
1
p(1—s0)1- Y2 > p(1—0)
which concludes the proof. O

Note at this point that B, can be substituted with (—p, p)" and the proof would exactly work
the same way. When comparing Theorem 5.3.5 and Theorem 5.4.2 the most notable feature
of the approximation theorem in this section is that the jump set indeed decreases when using
this kind of approximation. This can be used to prove a global version of this theorem:

Theorem 5.4.3. [C'CS22, Theorem 4.1] Let n € Nyn > 2, p € (1,00) and let Q@ C R™ be
open, bounded with Lipschitz boundary. Then there exists a constant C > 0 only dependent
onn, p and 2 such that for any w € GSBDP(Q) ezists a set of finite perimeter w C Q with
H Y (0%w) < CH Y(Jy) and v € WIP(Q) such that u = v in Q\ w and

/ EofPde < C / EulPda (5.53)
Q Q

The proof of this theorem is very similar to the already discussed proof of Theorem 5.3.5.
More concretely, one uses a Whitney-type covering and distinguishes the cubes into ‘good’
and ‘bad’ ones. Then, the approximation happens similarly by using a suitable partition of
unity with respect to the cube covering. The only notable difference is that the ‘bad’ set w
is not only the union of the ‘bad’ cubes. For each cube one rather cuts out a cone-like set
which depends on the cube and the Lipschitz boundary. In this sense, the proof relies more
on the particular structure of a Lipschitz boundary than the proof of Theorem 5.3.5.

Now, an important consequence of Theorem 5.4.3 is the existence of approximate gradients
in Q\ w. Indeed, for v € GSBDP(Q)) with the assumptions of Theorem 5.4.3 fulfilled and a
corresponding v € W1P(Q) we have for z € Q \ w which is a Lebesgue point of Vv and € > 0

|u(y) — u(z) — Vo(z)(y — z)|
=] > e}ﬂBr(:v)

lim sup ye:

r—0t M ‘{

. 1 uly) — u(@) — Vo(z)(y — z)| . . w

ghﬂzlipiwr(x” {yEQ. P > }ﬂBr( )N (2 )‘
: |Br(z) Nw|

T B, @)

Since u = v A"-a.e. and x is a Lebesgue point of Vv the first term of the last two lines
vanishes (cf. Theorem 4.2.5) and Lemma 5.3.4 guarantees that the second term vanishes for
A-a.e. x € Q\ w. In particular, we have that the approximate gradient of u does exist in
2\ w and is equal to Vv almost everywhere. We are now in the position to prove the main
result of this chapter:
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5 Korn inequalities in GSBD(S) Korn inequality

Theorem 5.4.4. [C'CS22, Theorem 4.5] Let n € Nyn > 2, p € (1,00), and let Q C R" be
bounded, open, connected with Lipschitz boundary. Then there exists a constant C' > 0 only
dependent on n, p and Q such that for any w € GSBDP(Q) exists a set of finite perimeter
w C Q with H* 1 (0*w) < CH"L(J,) and an affine function a such that

Vu = Val ooy < CllEU Loy -
and
IVu — va”Lq(Q\w) <C H‘SUHLP(Q)

with ¢ < np—fp ifp<mn,q<ooifp=mn, and ¢ < oo if p > n. Here, Vu denotes the
approzimate gradient of u in Q\ w.

Proof. We will apply Theorem 5.4.3 to u. Let v € WP(Q) be the function provided by the
approximation theorem. By Theorem 3.2.8 we find a rigid displacement a with

(5.53)
lo = allwragy < ClEvllm@ < C €l -
Now, we have
IVu = Vall oo\ = Vo = Vall gy < llv = allyprng) < Cll€ullprg)
and due to the Sobolev embedding W1P(Q) < LI(Q2) we infer
= all gy = 0 = all ooy < Clo = allrogy < C l1€ull oy
for ¢ fulfilling one of the assumptions. O

As a conclusion to this section, we note that although the existence of the approximate
gradient is ensured in  \ w by Theorem 5.4.3 this result can even be extended. As long
as (1 is a set of finite perimeter and the conditions of Theorem 5.4.3 are fulfilled, then the
approximate gradient of a function in GSBDP({) exists globally (cf. Theorem 5.2 in [CC522]).
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