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Kurzfassung

DER FELDEFFEKT-TRANSISTOR hat sich seit seinen Anfängen als bescheidenes gerade
so funktionierendes Bauteil im Jahre 1947 zu einem unverzichtbaren Basisbaustein un-

serer modernen Technologie entwickelt. Nach fünf Jahrzehnten konstanter Weiterentwicklung
und Verkleinerung mit unzähligen neuen Transistortypen und Anwendungen sind erstmals die
physikalischen Grenzen in die nahe Zukunft gerückt. Dennoch ist das Gebiet der Feldeffekt-
Transistoren noch immer nicht ausgereizt, jede neue Transistorgeneration weist verbesserte
Eigenschaften auf und viele aufregende Möglichkeiten des Feldeffekt-Konzeptes sind noch immer
unerforscht.

Das äußerst vielfältig einsetzbare Feldeffekt-Konzept eröffnet ein weites Feld an möglichen Ein-
satzgebieten. In dieser Arbeit werden vier vielversprechende und interessante Aspekte der Gate-
Stack-Modellierung aufgegriffen und genau erläutert. Zu Beginn erfolgt die Beschreibung der
Materialien, welche eine hohe Dielektrizitätskonstante aufweisen (high-k), wie sie in modernen
CPUs zum Beispiel von Intel oder IBM Anwendung finden. Das Augenmerk liegt dabei auf
Gate-Stack-Strukturen, wie sie für Schalttransistoren und in nicht flüchtigen Speicherzellen An-
wendung finden. Dabei wird im Speziellen das Flash-Gate-Stack mit möglichen alternativen
Gate-Stack-Strukturen verglichen, die weitere Transistorgenerationen ermöglichen. Danach er-
folgt ein Überblick über die wichtigsten Technologien, die es erlauben die Ladungsträgerbewe-
glichkeit trotz kleinerer Transistorabmessungen zu erhöhen, indem sie den Kanal des Transis-
tors mechanisch verspannen. Weiters folgt die Beschreibung des ferroelektrischen Gate-Stacks
als vielversprechende Alternative zu dem weit verbreiteten Flash-Gate-Stack und eine kurze
Einführung in elektrolytische Grenzflächen und den darauf basierenden biologisch sensitiven
Feldeffekt-Transistoren.

Anschließend wird zuerst auf die mathematische Beschreibung von mechanischer Verspannung
und Verformung im Allgemeinen und danach auf Halbleiterstrukturen und Quantisierungseffekte
in Dünnschicht-Feldeffekt-Transistoren im Speziellen eingegangen. Dies erfolgt mit Hilfe der
k·p Methode und der Annahme eines einschränkenden Potentialtopfs. Das daraus resultierende
Modell ermöglicht eine sehr gute Beschreibung der Bandstruktur für verspanntes Silizium bis
etwa 0.5 eV und ist in der Lage, Vorhersagen für die effektiven Massen der ∆ und ∆′ Subbänder
zu treffen. Der wesentliche Vorteil gegenüber vergleichbaren Methoden besteht darin, dass das
verwendete Modell numerisch wesentlich weniger aufwändig ist.
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KURZFASSUNG

Zum Abschluss wird das sich noch in den Anfängen befindende Gebiet der biologisch sensitiven
Feldeffekt-Transistoren (BioFETs) vorgestellt. Diese erlauben die Messung von biochemisch-
en Vorgängen auf durchgehend elektronischem Wege. Die wichtigsten Ionentransporteffekte in
Elektrolyten und ihre mathematische Beschreibung werden erläutert, gefolgt von Beispielen von
Simulationen zu verschiedenen Anwendungsgebieten mit jeweils zugehörigen mathematischen
Modellen.
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Abstract

THE FIELD-EFFECT TRANSISTOR has evolved since its advent in 1947 from a humble
barely working proof of concept device to an innumerable and indispensable basis for modern

technology. After five decades of constant improvement and miniaturization, enabling new
devices and applications, one can see the physical limits in the near future. However, the field-
effect devices are still improving every generation cycle and many exciting possibilities of the
field-effect concept are still uncharted.

The very powerful field-effect concept enables a vast area of possible applications. In this work
four promising and interesting aspects of gate stack modeling are presented and described in
detail. First with high-k materials utilized by modern CPU manufactures like Intel or IBM
are reviewed. Special emphasis is layed on the description of the gate stacks for switching
transistors and for non-volatile memory applications. Thereby, flash gate stacks are compared
with alternative gate stack structures, which are able to facilitate the next technology node.
Then an overview of different commonly employed strain techniques which enable one of the
major mobility boosts in state of the art devices, is given. The discussion of ferroelectric gate
stacks for non-volatile memory applications follows as a promising candidate for a flash gate
stack replacement. Thereafter, a short introduction to electrolytic interfaces and the biologically
sensitive field-effect transistor (BioFET) is presented.

Starting with the concept of stress and strain in general, a focus on the mathematical descrip-
tion of strain in semiconductors and thereafter on quantization effects in ultra-thin body FETs
follows. This is realized by a two-band k·p model and the assumption of a confinement poten-
tial. The resulting model is able to predict the band structure in strained silicon up to about
0.5 eV quite well and delivers effective masses for the primed and unprimed subbands. The
big advantage of the employed model compared to other available methods lies in the reduced
computational effort.

Finally, the still young field of biologically sensitive field-effect transistors (BioFETs) is pre-
sented. These devices enable the sensing of biochemical processes from start to finish via elec-
tronic means. At first all the major effects of ionic transport in electrolytes and their math-
ematical modeling, is given, followed by examples of simulations for various applications, and
their corresponding mathematical models.
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Chapter 1

Introduction

THE International Roadmap for Semiconductors (ITRS) [6] is an indicator, where the indus-
try is now and where it should go to keep up in the race for technological progress. Now,

after four decades of constant improvement, predicted by the ITRS, we are at the introduction
of the 32 nm node [7, 8]. The development for the following 22nm node has started and will be
even more demanding than the nodes before [6, 9].

Depending on the gate stack of the field-effect transistor many different applications can be
realized, for instance, the well known transducer which amplifies electrical signals (starting with
silicon dioxide as gate oxide due to its excellent interface properties [10] and shifting now to high-
k dielectric materials due to scaling issues [8, 11]). However, today’s probably most important
application as a switch enables incredible complex digital devices like modern CPUs [12, 13],
PDAs, mobile phones, mp3-players, cameras etc. By storing charge in the gate stack one is
able to facilitate cheap, robust, high density, commodity storage like memory cards (CF™, SD™,
Memory Stick™, XD™ etc.) or solid-state disk for all kinds of portable devices, thus, enabling
application areas and designs which were impossible some years ago. Even though the concept
of flash memory is very popular today, in future due to scaling limits alternative concepts will
be needed (FeRAM,MRAM,PCRAM,RRAM [14, 15]). There are new applications emerging,
extending the field of established electrical engineering. Exchanging the polysilicon/metal gate
structure with a biofunctionalized gate oxide surface, the realization of various biochemical
sensors is feasible, starting with a simple pH sensor [16] for a native gate oxide, spanning over
to detecting DNA snippets with DNAFETs [17].

In this work I study some selected gate stacks with emphasis on the engineering and modeling
point of view. In Chapter 2 there is a general overview regarding the different types of gate
stacks in use. Also the working principle and the most important properties of these devices
are examined. Chapter 3 reviews strain-influenced gate stacks and how they can be exploited
to change the band structure in order to boost the transport. The k·p method is used for this
purpose. Chapter 4 specializes on the electrolytic gate stacks and their mathematical description
combined with simulation results. Chapter 5 provides a summary and a conclusion.
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Chapter 2

Gate Stack Overview

THERE ARE NUMEROUS gate stack types currently in use. Their classification can either
be done by their application (e.g. digital switch, RAM, amplifier, BioFET, DNAFET) or

by their material properties (ferroelectric, magnetic, electrolytic).

In the following there will be four selected gate stack types treated, namely, high-k, strained
interface, ferroelectric, and electrolytic gate stacks. At first an introduction into high-k gate
stacks for amplification and switching purposes will be given. Then, gate stack architectures for
storage devices are described. Due to their rising importance over the last years flash-type FETs
will be explained in more detail, followed by an examination of techniqes able to introduce strain
into the device arcitecture in order to boost the device performance. Afterwards, an introduction
into ferroelectric materials and their properties is shown and last electrolytic interfaces and their
exploitation in BioFETs will be taken care of.
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GATE STACK OVERVIEW 2.1 High-k Gate Stacks

2.1 High-k Gate Stacks

MOORE [18] PREDICTED THE NUMBER of transistors to double on a chip every two
years. To be able to keep that exponential growth the components on the chip have to

shrink accordingly every chip generation. However, it is not sufficient to reduce only the gate
length and width. It also involves a reduction of all other dimensions including the gate/source
and gate/drain alignment, the oxide thickness, and the depletion layer widths. Scaling of the
depletion layer width also demands a corresponding adjustment of the substrate doping concen-
tration [19].

At the 45nm node the so called geometric scaling or classic scaling is strongly impeded. For
instance, the gate oxide thickness in 2009 was 7.5 Å according to the ITRS [20]. At this thickness
the scaling of about ∼ 0.7 per generation is hindered due to the few atom layers of SiO2 left
and the gate leakage caused by tunneling. So instead of scaling the oxide thickness down, the
material has to be exchanged. Therefore, the oxide thickness is exchanged by the Equivalent
Oxide Thickness (EOT) with respect to SiO2. The material is actually thicker than silicon
dioxide requires, but exhibits at the same time a much higher k-value. Thus, the gate leakage
can be surpressed, while maintaining control over the channel.

The switch to high-k + metal gate states one of the major cuts since the advent of CMOS
technology. Over 40 years SiO2 was the material of choice as gate insulator. The first high-k
+ metal gate transistors in a high volume manufacturing process were reported in [21]. They
showed a working 153 Mb SRAM array with good process yield, performance, and reliability.
The transistors were manufactured with a hafnium-oxide gate dielectric (EOT 1.0 nm), dual
workfunction metal gate electrodes, enhanced channel strain, ultra shallow junctions, and nickel
silicide.

Mistry et al. [21] employed a high-k first and metal gate last process. The processing until
the salicidation is analog to their 90 nm and 65 nm node [22, 23], with the exception of atomic
layer deposited hafnium-based high-k dielectric instead of SiO2. After the interlayer dielectric
deposition, the poly dummy gates are opened by polishing and subsequently removed, followed
by deposition of PMOS workfunction metal and a patterning process removing the PMOS metal
from NMOS areas and deposition of the NMOS workfunction metal. The gate ranches are filled
with aluminum for low gate resistance and planarized by a metal polishing step. Finally, the
contact etch stop layers are deposited. The resulting 45 nm high-k + metal gate transistors
incorporate third geneartion strained silicon and feature a 25× reduction for NMOS and 1000×
reduction of gate leakage for PMOS as well as an average drive current improvement of 32 % at
the same voltage and Ioff compared to the 65 nm node.

Recently Jan et al. [11] presented a 32 nm System-On-Chip (SOC) platform technology with a
second generation high-k + metal gate and three transistor architectures. This technology is the
successor of the previously presented 45 nm technology by Jan et al. [8]. In order to meet the
requirements for the different functional circuit blocks of SOC applications the three transistor
types offer a logic (High Performance (HP) or Standard Performance/Power (SP)), an ultra
Low Power (LP), and a high voltage I/O design, which can be employed simultaneously but
optimized independently. The short time ago expensive to implement triple gate architecture
has become feasible due to the extremely low gate leakage of the high-k dielectric, allowing a
much simpler gate implementation by sharing the same high-k dielectric layers for the logic
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GATE STACK OVERVIEW 2.1 High-k Gate Stacks

Figure 2.1: Scheme of a high-k gate stack. By exchanging the SiO2 gate-dielectric
with HfO2 the critical oxide thickness of ≈ 2 nm for tunneling can be
met while keeping control over the channel.

and the low power transistors. The I/O transistors feature an additional pre-patterned thermal
oxide layer underneath the high-k layer to improve the stress tolerance related to high voltage.
Furthermore, strained silicon technologies have been employed in the form of tensile contact
strain, compressive metal gate fill for NMOS, embedded high Ge SiGe, and reduced proximity
raised source/drain. Overall, this architecture features logic transistors with extremely high
drive currents and low leakage in a single chip.

Packan et al. [24] showed a high performance 32 nm logic technology featuring also 2nd genera-
tion high-k/metal gate and 4th generation strained silicon transistors. He reported a 28 %/19 %
improvement in Idsat and a 35 %/20 % enhancement in Idlin over the 45 nm technology for
PMOS/NMOS, respectively. The utilized replacement metal gate flow allows to place stress
enhancement techniques before the poly gate is removed and has been shown to further increase
strain. Furthermore, the variation of the employed 32 nm devices is equivalent to the previous
45 nm technology, which is an important criterion for the required minimum operating voltage
for Static Random Access Memory (SRAM) and register file circuits. Good Vccmin and the
highest reported SRAM density for 32 nm or 28 nm technology were reported. Fully functional
32 nm processors exploiting this technology were demonstrated in January 2009 and are now in
volume production.

Further scaling demands an even smaller EOT (32 nm → 8 Å and 22 nm → 6 Å). One possible
solution to this problem is to switch from HfO2 with kHfO2 ≈ 25 to oxides with higher dielectric
constants. Frank et al. [25] studied two different metal gate/high-k gate stacks with gate first
integration schemes. The first scheme employs a highly nitrided bottom interfacial layer Fig. 2.1
below the hafnium-based dielectric, thus increasing its overall dielectric constant, while the
other scheme replaced the hafnium-based dielectric with “higher-k” titanium dioxide (kT iO2 ≈
30 − 170 depending on the crystal structure and orientation) and optional barrier layers to
impede undesirable oxygen migration [26, 27, 28]. Good results for the Si3N4 interfacial layer
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were reported. Amazingly, no adverse effects like reduced mobility or a negative threshold
voltage shift due to positive fixed charges were observed. Frank et al. found an EOT of ∼ 6.2Å,
which is suitable for the 22nm technology node and renders highly nitrided bottom interlayers
attractive for scaling hafnium-based gate stacks. The titanium dioxide approach experienced
some difficulties in preventing the diffusion of oxygen from TiO2 to the high-k/channel interface.
Some of the problems were growth of SiO2 and up-diffusion of oxygen to the poly-Si/TiN
interface, forming SiO2 and creating an additional path for degradation and disintegration.
The down diffusion of oxygen can be decreased, but not supressed, by a combination of HfO2

and Si3N4 as bottom barrier layer. Furthermore an aluminum oxide bottom and top barriers
are only insufficiently blocking oxygen migration [29]. Therefore, in order to allow further
scaling more suitable barrier layers and/or metal electrodes which are less susceptible to oxygen
in-diffusion are needed.

Another important parameter is the threshold voltage Vt. There are three ways to tune Vt:
channel engineering, choosing the right metals (near band edge for high performance applications
or slightly off band edge for low standby power applications), and using capping layers in the
dielectric. Tseng et al. [30] studied the last method and showed the relevance of the interfacial
layer. The threshold voltage is controlled via a dipole induced shift in the effective workfunction.
The dipole is formed at the interface between the high-k oxide and the SiO2 interfacial layer
[31, 32, 33]. Tseng et al. proposed that the Vt tuning is due to the net dipole moment of the
Hf −O and RE −O (rare earth) bonds at the high-k/SiO2 interface. This is supported by the
correlation between dopant electronegativity, ionic radius, and Vt.

While the above mentioned gate stacks are for use in a switching device in e.g. SRAM (volatile
Random Access Memory (RAM)), there is also a huge demand for Non-Volatile Random Access
Memory (NVRAM). The most common NVRAM type today is NAND flash memory. Over the
last few years the Silicon-Oxide-Nitride-Oxide-Silicon (SONOS) gate stack attracted interest, as
a possible candidate for flash devices. Therefore I will review both device types and compare
them subsequently.

2.1.1 Flash Memory

Flash memory was invented by Dr.Fujio Masuoka [34] in 1980 at Toshiba. Flash memory can
be divided into NOR- and NAND-based memory1 [35]. NOR-based flash memory provides high
read performance and enables full address and data bus access: Thus, it supports eXecution
In Place (XIP), which allows applications to run directly from the flash memory instead of
reading the program into the system RAM first. The disadvantages are extremely slow write-
and-erase cycles and a bigger cell size compared to NAND-based flash memory, which makes it
cost effective in low-capacity data storage which rarely needs to be updated, like in computer
BIOS or the firmware of set-top boxes. NAND flash memory has about half the cell size of
NOR flash memory and is an ideal solution for high-capacity data storage. It offers fast read
and write performance, but lacks the easy memory access of NOR flash memory. Data must be
read serially in blocks. Typically block sizes range from hundreds to thousands of bits. This
feature disables the use of NAND flash memory as a drop-in replacement for program Read Only
Memorys (ROMs), because most microcontrollers and microprocessors need byte-level access.
Therefore, NAND flash memory is used in the category of other secondary storage devices like

1due to their operation as logic NAND and NOR
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hard disks or optical media (e.g. CD, DVD). It is utilized as mass storage such as memory cards
and USB flash drives. Due to the extremely high packing density it was possible to release a
new generation of memory card formats exhibiting extremely small feature size. For instance,
the microSD™ card has an area of about 1.5 cm2, with a thickness of less than 1 mm and offers
presently up to 16 GB [36] of storage capacity at the same time.

2.1.1.1 Working Principle

Flash memory is made out of memory cells which are placed in an array. Every memory cell
contains one floating gate transistor allowing to store at least one bit (Fig. 2.2). Single-Level
Cells (SLCs), are able to store one bit of information, while Multi-Level Cells (MLCs) allow to
store more than one bit per cell, by choosing between multiple levels of electrical charge in the
floating gate of a cell.

Figure 2.2: Basic scheme of a flash memory cell. Depending on the charge stored in
the floating gate one bit SLC or multiple bits MLC can be saved.

Figure 2.3: Schemes of the basic circuits for NAND and NOR flash memory devices.
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2.1.1.2 NOR

In NOR gate flash memory each cell consists of a standard MOSFET with two gates instead of
one. The top gate is the so called Control Gate (CG), which is used like a normal MOSFET
gate. The second gate below is called Floating Gate (FG) Fig. 2.2. The FG is insulated by a
surrounding oxide. Electrons in the FG are trapped and will retain in there for many years,
if there is no manipulation from outside. A charge stored in the FG will (partially) screen
the electric field from the CG. Thus the threshold voltage Vt of the cell is modified. During
the read-out, a voltage, sufficiently low to preserve the amount of charge in the FG, but high
enough to distinguish between a charged and uncharged FG is applied to the CG. Depending
on the amount of charge in the FG the MOSFET will stay insulating or become conducting at
the chosen CG voltage. The current through the channel is sensed as binary information and
represents in combination with the other cells the stored data. In cells which are able to store
more than one bit, instead of just sensing if there is current, the amount of current is mapped
to a corresponding bit pattern.

This flash type is called ”NOR flash“, because it behaves like a NOR gate Fig. 2.3. If one of the
word lines is brought high, the related floating gate transistor pulls the output bit line low. SLC
NOR flash cells are in their default state logically equivalent to binary ”1“, because by applying
a moderate voltage to the control gate current will flow.

The following steps are needed to write or program a NOR flash cell to ”0“:

• applying an elevated voltage to control gate (typically above 5 V)

• assuming an NMOS transistor, the channel is now turned on so electrons can flow from
the source to the drain

• if the source to drain current is sufficiently high, there will be some high energy electrons
able to jump from the channel through the insulating layer into the floating gate. This
process is called hot-electron injection.

• now there is charge trapped in the floating gate and thus the threshold voltage Vt is shifted
due to the partial cancelation of the electric field from the control gate.

Erasing a NOR flash cell, setting it to logically ”1“, works as follows:

• a large voltage of the opposite polarity is applied between gate and source

• the generated large electrical field pulls the electrons out of the floating gate via quantum-
mechanical tunneling.

Up-to-date NOR flash chips split their memory into erase segments (also known as blocks or
sectors). Erasing can only be performed on a block-wise basis, while the write procedure can be
performed on a single byte or word at a time basis.

2.1.1.3 NAND

In a NAND flash memory the transistors are connected in series (Fig. 2.3). Only if all word lines
are pulled high (above the transistors Vt), the bit line is pulled low. This resembles a NAND
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Figure 2.4: Scheme of a SONOS gate stack.

gate. These groups are connected via some additional transistors to a NOR-style bit line array.
For reading, all word lines except the one to read, are set to a voltage above Vt of a programmed
bit, while the bit line for reading is set just over the Vt of an erased bit. The series group will
conduct only (and pull the bit line low), if the selected bit has not been programmed. Regardless
of the aditionall transistors, NAND flash allows a denser layout, due to the reduced bit lines
and ground wires. Additionally, NAND flash is usually allowed to exhibit a certain number of
faults, while NOR flash is expected to be fault free (e.g. for use in a BIOS ROM).

NAND flash writing operates with tunnel injection and tunnel release for erasing.

2.1.2 Comparison Between Floating Gate and SONOS

While flash memory cells store their charge in a polysilicon layer sandwiched between two oxide
layers (ONO), SONOS devices store the charge in a non-conductive nitride layer with a high
density of deep charge trapping sites, which are able to hold an electrostatic charge (Fig. 2.4). In
theory this approach has several advantages. The gate stack is thinner (up to ∼ 50%), because
the floating gate polysilicon must be fairly thick to provide an acceptable coupling ratio between
the floating gate and the control gate, which does not apply to SONOS gate stacks. Thus, step
coverage is alleviated and the number of necessary masks and processing steps can be reduced
in comparison to floating gate cells. Another limiting factor for floating gate cells is the height
of the ONO gate stack (reduction of the tunnel oxide leads to an increased leakage from the
polysilicon). The estimated scaling limit for floating gate cells is at the 30 nm technology node,
due to electrical interference between adjacent cells, caused by the electric field of the electrons
stored in the ploysilicon layer [37].

SONOS gate stacks offer a higher quality charge storage due to the smooth homogeneity of the
nitride film compared to the polycrystalline film of floating gate stacks and are less prone to oxide
defects. Because of the insulating nature of the nitride film, an occurring leakage path is locally
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confined and only able to empty a few traps. Therefore, Stress Induced Leakage Current (SILC)
should not be a big issue, (i.e. the generation of traps within the oxide’s band gap, enabling
trap-assisted tunneling and leading to a discharge of the floating gate. [38]). In comparison to
floating gate technology, SONOS is not susceptible to drain turn-on and floating gate interference
and also insensitive to SILC, when the bottom oxide layer is thinner than in the floating gate
technology, thus, enabling faster programming and lower write/erase voltages. However, there
are also disadvantages: The trap related reliability issues are not fully understood and there is
an erase saturation which can lead to a permanent logic ”1“ state, rendering the cell useless.

2.1.3 Scaling of Floating Gate and SONOS

In the present floating gate technology node, the control gate wraps around the floating gate,
which serves as the necessary electrical coupling for the operation of the device. Applying an
external voltage at the CG induces a voltage drop between the tunnel dielectric and the Si
substrate. Depending on the amount of the applied voltage, the charge stored in the FG can
be sensed (read out) or electrons can tunnel through the dielectric (program/erase) at higher
voltages.

Further scaling of the feature size will lead to a modification of the device structure due to the
lack of physical space between neighboring cells. This will cause a planarization of the device
and a degradation of the coupling factor. To compensate the loss of the coupling capacitance
of the sidewalls two approaches are considered. Firstly, by exchanging the Inter Poly Dielectric
(IPD) with a high-k material the gate coupling factor is increased and secondly, by replacing the
flash ONO gate stack by a SONOS charge trapping gate stack, facilitates a thinner gate stack.
For charge trapping devices also high-k materials are needed as Blocking Oxides (BOs) between
the trap layer and the control gate (Fig. 2.4). Both applications require high-k materials with
large band gaps and band offsets, limiting the materials to choose and restricting the k-values
in the moderate range from ∼ 9 to 20 [39]. Due to the charge retention specifications for flash-
based memory (∼ 15 years) very low leakage through IPD or the BO is needed. Therefore, the
trap density of the high-k dielectric should be as low as possible.

Al2O3with (k ∼ 9) is a possible candidate for replacing SiO2as IPD and BO in the near future. A
substantial improvement in device characteristics for crystalline Al2O3 compared to amorphous
Al2O3 has been reported [40]. At ∼ 850C◦ Al2O3 crystallizes into the γ−Al2O3 phase, increasing
its band gap and band offsets, and localizing its defects in a horizontal band between 1.7 eV and
2.0 eV. However, the properties of the Al2O3 films (crystallization, texture, and microstructure)
have been found to depend strongly on the deposition technique and parameters.

While for the next technology node Al2O3 with a TiN metal control gate may be sufficient,
future generations demand higher even k-values. Therefore, several dielectrics with higher k-
values (12 − 30) are under investigation. The improvement in k-values must not be at the
expense of a reduced band gap or increased trap density. Promissing candidates are aluminates
and scandates. For instance, the rare earth scandates DyScO and GdScO feature higher
k-values compared to Sc2O3 , while maintining at the same time the band gap (6 eV) and band
offset (∼ 2 eV with respect to Si) over a wide range of compositions. Aluminates such as
HfAlO and rare earth aluminates REAlO (e.g. LaAlO ) inherit a band gap of ∼ 6 eV for
their amorphous phase, and are close to amorphous Al2O3 for a wide compositional range, but
exhibit a lower than crystalline Al2O3 . Also their band offsets remain independent over a wide
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compositional range and stay close to amorphous Al2O3 . Additionally, the permittivities of
amorphous HfAlO and LaAlO vary approximately linearly with composition (∼ 14 for LaAlO ,
and ∼ 16 for HfAlO at an 1 : 1 ratio) [39].

However, also for floating gate devices the interfacial properties are of great importance. Govore-
anu et al. [41] investigated various top gate materials (TiN , TaN , and n+-poly-Si) and different
processing procedures and found for the used SiO2-HfAlO IPD (1 nm and 12 nm respectively)
the SiO2 layer as a limiting element for the achievable program window, due to shallow traps
and their interaction with the HfAlO as parasitic Variable Oxide Thickness (VARIOT) gate
stack.

Potentially better suited to build ultra-scaled devices are approaches like storing the information
in a silicon nanocrystal layer instead of a nitride layer [42, 43]. Silicon nanocrystal memories
show no erase saturation for small tunnel oxide thickness, deeper electron storage traps (∼ 3 eV),
extra local field effects as well as Coulomb blockade (essential to superior Fowler-Nordheim erase
characteristics compared to SONOS). The device variability due to the variation of crystal size
and distance is not critical due to partial selfordering [44]. Ohba [45] demonstrated a 10 nm bulk-
planar SONOS type memory with a double tunnel junction, exhibiting good scalability while
offering low write/erase voltages and excellent charge retention characteristics at the same time.
There are additionally FinFET architectures in SONOS and nanocrystal devices, indicating a
promising path way [46], and investigations for quantum dot materials different to silicon [47].
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2.2 Strained Interfaces

The end of scaling has often been predicted [48], but until now, always been proven wrong. For
instance, end of scaling at ∼ 400 nm due to the limit of spatial resolution by lithography [49,50]
and at 3 nm oxide thickness as a result of increasing gate leakage current [51, 52] has been
predicted, but by brilliant engineers circumvented. Presently the physical scaling of the Si gate
oxide thickness has been halted [48] and the improvement through material properties became
state of the art. As a result of the higher vertical fields (constant voltage scaling), in down
scaled MOSFET devices, the mobility tends to lower values. Hence, at the 90 nm technology
node strain techniques have been introduced [53,54].

First investigations of strain on the intrinsic mobility took place in the 1950’s [55, 56]. In
the 1990’s the concept of enhancing mobility with strain gained interest again [57]. Welser
et al. [58, 59] found a 70% higher effective mobility µeff compared to the value in unstrained
substrate’s. In the following years many different technologies to introduce strain into the
channel of a MOSFET have been developed.

Strain techniques can be classified into two main categories. There are global strain techniques,
where strain is introduced across the entire substrate, and local strain techniques, which insert
strain locally at certain places. An overview of widespread strain technologies is depicted in
Fig. 2.5. In the following chapter several common strain technologies are reviewed.

Figure 2.5: Overview of common strain techniques.

2.2.1 Global Strain

Mechanically compressing and/or stretching of the Si crystal lattice introduces strain and can
be realized by various means (c.f. Fig. 2.6). In the beginning research was concentrated on
biaxial global strain accomplished by a thin epitaxially grown Si layer on a relaxed SiGe virtual
substrate [58, 59]. Due to the lattice mismatch between Si and SiGe, the Si lattice is biaxially
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1.) 2.) 3.)

Figure 2.6: Scheme for different global strain techniques: 1.) strained silicon layer
on SiGe on bulk wafer; 2.) strained silicon layer directly on insulator
(SDGOI); 3.) strained silicon layer on SiGe substrate on insulator (SS-
GOI).

tensile strained along the interface plane. For instance, Rim et al. [53] showed a mobility
enhancement of 110 % for electrons and 45 % for holes in the strained silicon layer for {001}
oriented substrates on < 100 nm strained Si MOSFETs.

Layer transfer and wafer bonding techniques allow integration of global strain on SOI substrates.
Comparable to wafers without insulating layer electron and hole mobility enhancement has
been demonstrated for ultra-thin Strained silicon layer on Silicon-Germanium On Insulator
(SSGOI) [60,61,62,63] and Strained Silicon layer Directly On Insulator (SSDOI) [64,65].

Ultra thin SSGOI is of special interest, due to the removal of the SiGe layer before transistor
fabrication. Thus, process-integration problems caused by the SiGe layer can be overcome.
Some of these problems are:

• Ge up-diffusion from the SiGe layer reduces the thermal budget window for SiGe on
insulator [60].

• A high density of defects is inserted into the neighboring Si layer by SiGe strain relaxation
[57].

• SiGe exhibits an enhanced dopant diffusion rate (e.g. B, As) [66].

• SSGOI devices possess lower thermal conductivity, induced by the SiGe layer, and there-
fore suffer significant device self-heating [67].

Alternatively, the strain can be introduced after the wafer has completely been processed [68,69].
This is realized by thinning the wafer to less than 10µm and transferring it to a polymere
film. After this, mechanically straining the Si membrane allows uniaxial and biaxial strain
parallel to the substrate surface without inducing defects, e.g. interstitials or vacancies, in the
Si layer. The mechanically strained wafer can be bonded to a final substrate safely, as long as
the strain level stays within the elastic limit. At ultra-low strain levels (∼ 0.052%), mobility µeff

improvement of 18.4% and in saturation current of 18.05% was found for n-channel MOSFETs,
and 14.35% (14.56% at saturation current) for p-channel MOSFETs (at 0.031%) [68]. Despite
it’s cost effectiveness there are also yield and reliability issues which hinder the full-scale IC
manufacturing application [70].
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The major disadvantage of global strain techniques is that they facilitate only one type of
strain. Due to the fact that the effective mobility µeff behaves differently for electrons and
holes at compressive/tensile strain only one of the mobilities can benefit, while the other is
degraded (e.g. compressive biaxial strain can raise the mobility for p-channel MOSFETS, while
degrading the mobility of n-channel MOSFETs). This obstacle can be circumvented by local
strain techniques which enable different strain types for n-channel and p-channel MOSFETs.

2.2.2 Local Strain

There are manifold processes that can be utilized to generate strain in the transistor channel
(Fig. 2.5). The subsequently described techniques induce strain in the MOSFET channel locally
and therefore are often adressed as local strain techniques.

Beginning in the late 1990’s the influence of local stress induced by various process steps on the
MOSFET performance was studied. The following process steps were identified to introduce
stress into the transistor channel:

• Shallow Trench Isolation (STI) [71,72]

• silicidation at the source/drain region [73]

• nitride Contact Etch Stop Liner (CESL) [74,75]

In spite of initially lower strain levels compared to global strain techniques, local strain tech-
niques feature three main advantages:

• strain can be individually customized to the needs of n-channel and p-channel MOSFETs
at the same time

• local stress techniques are compatible and cheaper with standard CMOS technology [76]

• the threshold voltage shift is smaller in uniaxially stressed MOSFETs [77]

A key issue is the optimization of process modules towards maximization of beneficial effects from
stressors while minimizing negative side effects. A downside of process-induced strain techniques
is their less predictable behavior at scaling due to their strong device geometry dependence [78].

The following chapters are devoted to four relevant stress-transfer techniques: CESL, Stress
Memorization Technique (SMT), Selective Epitaxial Growth (SEG) of source and drain regions
(SEG), and STI.

2.2.2.1 Contact Etch Stop Liner - Gate Stacks

The contact etch stop liner technique (CESL) is realized after wafer silicidation by uniformly
depositing a highly stressed liner on top of the gate stack. Dependent on the thickness and
material properties of the liner different stress conditions are realized [74]. Yang et al. [79]
showed an 11 % enhancement of the saturated drive current of n-channel and 20 % for p-channel
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MOSFETs. Applying one single liner limits to one type of stress for n-channel and p-channel
MOSFETS. Accordingly, only the mobility of one transistor type is enhanced, while the other
eventually is deteriorated, similar to global strain techniques. As a consequence, two types of
stress liners have to be introduced, in order to improve the performance of n-channel and p-
channel MOSFETs. This is implemented by a Dual Stress Liner (DSL) process with a highly
tensile nitride deposited on top of the n-channel MOSFET gate stack, while a highly compressive
nitride is deposited on top of the p-channel MOSFETs gate stack [79,80].

More than 2.0 GPa tensile and 2.5 GPa compressive stress have been shown for Si3N4 layers.
This correlates to a stress level of more than 1 GPa in the MOSFET channel [81] and competes
in magnitude with the stress induced by selective epitaxial growth (2.2.2.3).

2.2.2.2 Stress Memorization Gate Stack

For this technique, first a tensile stressor capping layer is deposited and then a spike anneal
for dopant activation is performed [76, 82, 83, 84]. Regardless of removing the stressor nitride
layer before the silicide process, the stress is transferred from the nitride to the channel during
annealing. The stress memorization takes place via re-crystallization of source, drain, and the
poly gate amorphized layer. Up to 15 % on-current enhancement for n-channel MOSFETs is
achieved by this technique [85].

2.2.2.3 Selective Epitaxial Growth

Selective growth of a local epitaxial film in the source and drain regions of a transistor is able to
introduce uniaxial strain in the channel. Arising from the mismatch in lattice constants between
source/drain regions and the channel region, one is able to generate large uniaxial stress. This
is accomplished by etching the source and drain regions and forming recess areas. Then, these
pockets are filled with epitaxy.

However, it is also possible to grow the epitaxial film directly on top of source and drain without
etching these regions in advance [86]. Depending on the lattice constant mismatch and epitaxial
layer thickness the induced stress varies. For instance, in order to create uniaxial compressive
stress in p-channel MOSFETs epitaxially grown SiGe is used [78, 87, 88], while tensile stress in
n-channel MOSFETs can be achieved via Si1−xCx stressors with a molefraction of ∼ 1% [89].
Chui et al. [90] showed a drive-current improvement of up to 50% at a gate length of 50 nm for
n-channel MOSFETs with Si0.987C0.013 incorporated in the source and drain regions.

2.2.2.4 Shallow Trench Isolation

Mechanical stress induced from Shallow Trench Isolation (STI) can not be neglected in the sub-
micron regime at small active areas [91]. STI is able to generate large stress parallel to the
channel (lateral) and in the direction along the width of the transistor (transversal). Reducing
the transistor width boosts the compressive stress in the channel by the shallow trench effect
and has been found to enlarge the hole mobility [92].
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Figure 2.7: Combining selective epitaxial growth in source and drain regions and a
stress liner to introduce tensile uniaxial stress for n-channel MOSFETs
and compressive uniaxial stress for p-channel MOSFETs.

2.2.2.5 Strain Technologies in High Volume Production

The local strain approach proved to be more appropiate for industrial exploit. Therefore, the
first strain technologies in high volume production evolved on the basis of uniaxial process-
induced strain. Intel [87], IBM [88], Freescale [93], and Texas Instruments [86], integrate selective
epitaxially growth techniques at their 90 nm technology node.

Stress levels in the range from 500− 900 MPa are achieved, depending on the Ge content of the
SiGe compound and the distance to the channel [94], enabling a saturation drain current increase
up to 20%−25% for p-channel MOSFETs [87,93] and up to 10% for tensile uniaxially stressed n-
channel MOSFETs [87]. AMD and IBM developed in a joined effort a less complex technique [79].
Together with epitaxial films in the source and drain regions tensile and compressive capping
layers on top of the transistors are used as local stressors [95, 80].

Si3N4 is able to exhibit compressive or tensile strain depending on the deposition conditions.
First, a highly tensile Si nitride layer is deposited via thermal Chemical Vapor Deposition (CVD)
over the whole wafer. Afterwards the layer is etched away selectively for the p-MOS active
areas. Then, a compressive Si3N4 layer is deposited via plasma assisted CVD. Afterwards
the compressive nitride layer is etched away at the n-channel MOSFET active areas, yielding
n-channel transistors under tensile and p-channel transistors under compressive uniaxial strain.
Drive current enhancements of 11%/20% for n/p-channel MOSFETs have been shown for this
dual stress liner technique [79]. Today, strain techniques are mandatory to sustain the pace in
scaling. Joining two or more strain techniques in one device (Fig. 2.7) is a logical consequence
when increasing strain levels even further. For instance, n-channel MOSFEETs uniaxial tensile
strained via cap films and p-channel MOSFETs with selective epitaxially grown films, providing
compressive stress, have been demonstrated by [96]. Horstmann et al. [84] showed a nice example
of how to combine different strain techniques on SOI CMOS. They demonstrated an optimized
stress integration scheme, combining an embedded SiGeprocess and a compressively stressed
liner film for p-channel MOSFETs, while a stress memorization process and a tensile stressed
liner film are used for n-channel MOSFETs. After optimization, p/n-channel saturation drive
current enhancements of 53%/32% were obtained, demonstrating the process compatibility and
strain additivness of the manufacturing approach.
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2.3 Ferroelectric Gate Stacks

Ferroelectric materials are vital for a huge field of applications. In form of thin-films, fer-
roelectrics, or in a more general sense polar materials, have been exploited in RF devices,
non-volatile memories, various sensors and actuators, and for tunable microwave devices [97].
The development of ferroelectric films dates back to the late 1960s and early 1970s triggered
by progress in integrated silicon devices and thin film processing techniques raising interest in
ferroelectric thin films for non-volatile memories [98, 99,100].

2.3.1 Ferroelectric Materials

Ferroelectricity is the effect of spontaneous electric polarization of a material, which can be
reversed by application of an electric field [101, 102]. The term ferroelectric has been chosen
in analogy to the permanent magnetic moment exhibited by ferroelectric materials. Valasek
[103, 104] discovered the first ferroelectric material, namely Rochelle salt, in 1920. At this time
ferromagnetism was already known and therefore the prefix iron relates to ferromagnetism and
not to actually iron, thus resolving the contradiction caused by the missing iron atoms in most
ferroelectric lattices. Unfortunately, the industrial exploitation is rather limited, since Rochelle
salt is only ferroelectric for a certain composition and slight variations already lead to a loss of
ferroelectricity. Therefore, for several decades it remained as an interesting physical effect, until
1945, when ferroelectric behavior was found for BaTiO3 [102].

BaTiO3 material belongs to the stable perovskite type, which represents one of the fundamental
crystal lattice structures. This discovery initiated investigations of perovskite type materials.
Soon other perovskites with ferroelectric properties were discovered, thus opening the path to
industrial application. Perovskites are still the most important ferroelectric materials.

Initially Lead Zirconate Titanate (PZT) was the material of choice for Ferroelectric Random
Access Memory (FRAM) applications. The properties of PZT depend strongly on the compo-
sition of the alloy. Currently Ti/Zr ratios of 60/40 and 70/30 are employed, offering clearly
defined switching and high switchable polarization.

Strontium Bismuth Tantalate (SBT) (SrBi2Ta2O9) is another ferroelectric material of layered
pervoskite type. It posseses a smaller remanent and switchabel polarization compared to PZT,
but does not show polarization fatigue like PZT due to repeated switching with platin elec-
trodes. Furthermore, it exhibts two more processing disadvantages: due the to biaxial nature
of the polarization vector the occuring crystal growth direction can lead to ferroelectric films
with unwanted switching directions regarding to the externally applied field. The processing
temperatures for high quality SBT films are higher (100 − 250◦C) than for PZT.

While for the polarization fatigue feasible solutions exist [105], the time and temperature depend
development of preferred polarization orientations, also known as imprint, concerns all of the
thin film ferroelectric materials [106,107,108].

Park et al. [109] presented an alternative material based on Bi4Ti3O12 in 1999. They substituted
lanthanum and neodymium into the A site of bismuth titanate, resulting in materials known as
Bismuth Lanthanum Titanate (BLT) and Bismuth Neodymium Titanate (BNT). These mate-
rials exhibit larger remanent polarization and lower processing temperatures compared to SBT
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in conjunction with an increased coercive field.

Commonly ferroelectric materials are integrated as polycristalline films, but also ferroelectrics
epitaxially grown on silicon show good results [110].

2.3.2 Applications

Due to the dedication of this work to gate stacks for field-effect transistors, I will concentrate on
the applications of ferroelectric gate stacks for non-volatile RAM applications. There are several
design concepts taking advantage of these materials. The initially developed FRAM exhibits a
similar design concept as Dynamic Random Access Memory (DRAM), and therefore is exploited
as an analogy to a capacitor and not as a gate stack material. The Ferroelectric Field-Effect
Transistor (FeFET) utilizes the polarization of the ferroelectric material within the gate stack.

2.3.2.1 Ferroelectric Thin-Films in FRAM

Non-volatile FRAM is based on the polarization reversal by an externally applied electric field
of metal-ferroelectric-metal capacitors [111, 112]. The logic states of 1 and 0 are mapped to
the positive and negative remanent polarization state, respectively. The destructive readout
procedure is realized by the displacement current. FRAM is appealing due to its write and
read cycle times in the sub-100 ns regime and low power consumption, in comparison to other
non-volatile memory technologies. Ferroelectric memory integrated in silicon CMOS was shown
in 1987. The chip contained only 256 bits, and each bit contained two PZT capacitors forming
a non-volatile shadow RAM. Although the cell size was large and the density low, it initiated
further higher density test chips and ferroelectric random access memory products [113, 114].
Despite the quite successful demonstration of ferroelectric memories utilizing PZT, difficulties
to reach read/write cycles above 1012 started the investigation of other ferroelectric thin-film
materials [115]. Relevant alternative materials are SrBi2Ta2O9 (SBT) [116], (BiLa)4 Ti3O12

[117], BaMgF4, Bi4Ti3O12 [118], and Pb5Ge3O11 [119]. The target of these investigations was
to find a ferroelectric material exhibiting little or no degradation of the switchable ferroelectric
polarization caused by typicall read and write operations. Among the alternative ferroelectric
materials, Bi-based compounds showed the biggest improvement in read-write cycle endurance,
but only SBT has reached the market in FRAM products [120].

Another approach in order to increase the read-write endurance is to utilize Non-Destructive
Readout (NDRO) for the ferroelectric capacitor polarization state [118]. Since many memory
applications demand more read than write operations, a NDRO will reduce the wear of the
ferroelectric capacitor. Unfortunately, all proposed NDRO ferroelectric memories seem to exhibit
a common data disturb problem raised by partial back switching of the remanent polarization
state during the each read cycle, resulting in a long term degradation of the read signal margin
(loss of data state retention) [121].

Since the advent of FRAM, efforts on PZT capacitor process development and Destructive
Readout (DRO) design for reliability yielded FRAM products with almost unlimited read-write
endurance (> 1015) and 10 years of data retention for industrial temperature range specifica-
tions of −40 to 85◦C [122, 123]. Several commercial FRAM devices feature a Two Transistors
Two Capacitors (2T2C) cell with 0.5µm minimum Complementary Metal Oxide Semiconductor
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(CMOS) gate length [124]. The ferroelectric capacitors of these devices are built on top of a
field oxide in a way that the accompanying transistors are neighboring and each component of
the cell exhibits a uniquely defined area. This so called Capacitor Over Field Oxide (COFO)
architecture requires a relatively large cell size (60F 2, F denotes the metal half-pitch) for the em-
ployed 2T2C devices. In order to increase the memory density also significantly smaller cell sizes
(33F 2) incorporating One Transistor One Capacitor (1T1C) designs have been developed [125].
Applications for these FRAM devices span from electrical power meters, printer configuration
memories, and data loggers to video games and toy watches. Due to the success of FRAM mass
production at 0.5µm and 0.35µm and the appealing application for various stand-alone and
embedded applications, several companies have strengthend their efforts on continued scaling
for FRAM to benefit from higher capacity and higher density [126, 127, 128, 129, 130]. Further
scaling efforts led to a change in the FRAM cell design, reducing the cell size to 18F 2. This is
realized by building the ferroelectric capacitor on top of a plug that connects it to the underlying
access transistor. The Capacitor On Plug (COP) architecture has been demonstrated for 4 and
64 Mbyte memories [131,132].

2.3.2.2 Ferroelectric Field-Effect Transistors (FeFETs)

Despite the successful application of FRAM in commercial products, the need for ever increasing
packing densities, due to scaling, demands more space efficient designs. A FeFET represents a
1T cell and consists of a Metal Oxide Semiconductor Field-Effect Transistor (MOSFET) whose
gate dielectric has been replaced by a ferroelectric. Additionally to the smaller cell size, the read
operation is non-destructive. Unfortunately, these devices exhibit only short retention times as
non-volatile memory [133, 134, 135]. The concept of the FeFET was presented by Ross in the
form of a patent [136]. Despite the huge research efforts on FeFETs including diverse material
combinations and layouts, FeFETs were not able to reach maturity for a commercial product.
Nevertheless, the brilliant concept of the FeFET is still quite appealing and its advantages and
disadvantages will be discussed in the sequel.

At first, one has to note that the CMOS integration issues for a FeFET are are a bit different to
the FRAM case. A FRAM capacitor is about 100 nm or more afar from the MOSFET, so both
devices are physically independent. For an ideal FeFET, the ferroelectric is in direct contact
with the drain to source channel of the transistor (see Fig. 2.8(a)). Therefore, the ferroelectric is
an active part of the transistor and the performance is hugely affected by its interface properties.
This is also one of the most serious problems for FeFETs. The localized states and impurities
at the interface strongly influence the transistor properties like threshold voltage, saturation
voltage, and the C-V curve of the gate stack. Another potential problem of FeFETs is the
inter-diffusion between the ferroelectric and the Si. This is analog to the interface problems for
native SiO2 and high-k dielectrics in high performance MOSFETs (q.v. Section 2.1). The basic
challenges for FeFETs are found in the enhancement of the retention time and the supression
of parasitic effects like the charge traps at the Si-ferroelectric interface.

A possible solution in order to circumvent the problematic interface is to employ an insulating
buffer layer between the Si and the ferroelectric as shown in Fig. 2.8(b) resulting in a Metal
Ferroelectric Insulator Semiconductor (MFIS) structure [135, 134]. Various buffer layers such
as SiO2, CeOx, and Si3N4 have been studied. HfO2 and HfAlO show auspicious results.
For a gate stack built from Pt/SBT/HfO2/Si layers a retention time of 30 days has been
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Figure 2.8: Schematic views for the different FeFET designs.

shown [135,137].

Additionally to a low density of interface states the band offset between silicon and the ferro-
electric or the buffer must be large enough to impede electron injection during programming.
For instance, despite the quasi perfect growth of the high-k SrT iO3 on Si by Molecular Beam
Epitaxy (MBE), the small band offset of SrT iO3 on Si causes strong current injection and
a compensation of the ferroelectric boundary charge by electrons [138, 139, 140]. Also more
complex gate stacks have been studied such as the Metal Ferroelectric Metal Insulator Semicon-
ductor (MFMIS) gate structure (as depicted in Fig. 2.8(c)) [133,135]. The benefit of these gate
stacks lies in the already available optimized metal-ferroelectric-metal process from FRAMs.
Furthermore, it is possible to match the charge between the ferroelectric and the buffer layer by
adjusting the area ratio. A smaller area of the MFM structure in comparison to the IS structure
below results in a lower field strength in the buffer. The maximum charge density of SiO2 is
3.5µC/cm2 and relates to an electric field of 10 MV/cm, which is pretty close to the breakdown
field of of SiO2. Typical complex oxide ferroelectrics posses more than ten times higher po-
larization densities. Therefore, often subloops are utilized to avoid electrical breakdown of the
buffer [135].

Ferroelectricity is not restriced to complex oxides and can be found in several material classes.
For instance, Polyvinylidene Fluoride (PVDF) copolymers posses ferroelectric properties [141].
The incorporation of ferroelectric polymers as gate oxides is an interesting approach. It has
the advantage of negligible inter-diffusion due to its processing at room temperature and the
probably superfluous buffer layer. Successfull research has been carried out on Si substrates
[142,143,144] as well as on entire field-effect transistors [145,146,147]. This opens up the prospect
of cheap and flexible non-volatile memory. One has to note that the experienced switching times
are significantly lower than those for oxide FRAMs, and thus the field of application will be
different.
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2.4 Electrolytic Interfaces

A typical workflow for detecting a certain Deoxyribonucleic Acid (DNA) complex is like this: At
first the concentration of the DNA sample has to be increased either by Reverse TRanscription
(RT) or Polymerase Chain Reaction (PCR). Then there would be a step to mark the DNA with
a so called label, enabling the detection of the DNA via radiation or light, followed by applying
the sample to a microarray. Microarraies contain an array of spots. Every single spot exhibits
a different chemical reaction and is therefore able to detect a different type of molecule. After
the reaction took place the array is read by an expensive microarray reader.

State of the art technologies to detect pathogens, antigen-antibody complexes, and tumor mark-
ers are timeconsuming, complex and expensive [148,149].

Thus, the field-effect transistor comes into play. By replacing the optical sensing mechanism
with an electrical signal detection several benefits arise. Firstly, the expensive readout device
becomes superfluous. Additionally, using field-effect transistors allows to integrate analyzing and
amplifying circuits on the same chip, enabling a further cost reduction due to cheaper equipment.
The exceptional development of semiconductor process industry enables mass production of
such devices in conjunction with reducing the price per device dramatically. Reams of reaction
pairs are attainable and studied: for instance, detecting DNA [17, 150, 151], cancer markers
[152], proteins like biotin-streptavidin [153, 154, 155, 156], albumin [157], and transferrin [158].
These papers show the diversity of device types and materials which where investigated. Even
though much promising research has been carried out about BioFETs, they are still in their
commencement and many unresolved questions remain.

The BioFET concept is extremely powerful. Literally, every molecule which exhibits a charge
within the solute and can be bound to the surface layer of a BioFET can be detected. The
devices become smaller, cheaper, and easier to use, so it could enable a family doctor to screen
for diseases on his own and decide faster which treatment is the best for a patient, choosing the
medication that offers the best results depending on the patients genetic profile. This is one
aspect of the so called Point Of Care (POC) applications, which aim to offer help right there
where it is needed without much effort. A typically POC application, which is commonly used
today, is the blood sugar measurement. The devices are affordable, small, easy to use, and can
be applied by the patient. A tiny drop of blood is enough to check the blood sugar level and
enables the patient to decide how to proceed. There is also the vision to control the spread of
diseases within a population or monitor environmental pollution with such devices.

The effort to integrate a BioFET into a chip environment is not very high. Either by isolating
the surrounding areas by a thick oxide or polymere or by putting a microfluidic channel above
the functionalized gate of the BioFET the chip can be turned into a mini-laboratory also known
as Lab On Chip (LOC). This concept improves the control over environmental parameters like
local pH or detecting the amount of a special protein, and it facilitates local measurements (e.g.
how a cell reacts to stimulus), thus offering a complete LOC. However, there are still many
obstacles to circumvent and a lot more of research is needed.

Park et al. [159] presented a CMOS compatible albumin FET-type sensor for diagnosing nephri-
tis. Nephritis is the inflammation of a kidney and caused by an infection or an autoimmune
process. Due to the infection the microscopic filters in a kidney are damaged or closed. This
leads to an extraction of important proteins from the blood. Therefore, the characteristic symp-
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toms of a nephritis are called proteinurea. Albumin was identified as a potential candidate to
diagnose nephritis. The regular device represents a differential setup and consists of a BioFET
able to detect albumin and a reference transistor measuring the background noise. The channel
region measured 100µm in length and 20µm in width. In human urine an albumin concen-
tration of < 10 mg/l is considered as normal, while a concentration above 30 mg/l in urine is
an indicator of nephritis. The device shows a linear response from 30 mg/l to 100 mg/l. This
competes with the established method (urinary stripes), which detects albumin above 100 mg/l
really good.

Fritz et al. [150] showed a DNAFET with a Poly-L-Lysine (PLL) immobilization layer able to
distinct a single mismatch in a 12-mer oligonucleotide. An oligonucleotide is a short nucleic acid
polymer, typically with twenty or fewer bases. They used a differential setup with two sensors in
parallel to surpress thermal fluctuations, drift, and non-specific binding. Each sensor exhibited
a 50 × 50 − µm2 sensing area and was prepared with a different type of oligonucleotide (A and
B differ with one mismatch). Injecting complementary to A (cA) into the system only the FET
functionalized with oligonucleotide A was able to hybridize and become more negatively charged
compared to the FET with oligonucleotide B which could not hybridize. Then complementary
to B (cB) was injected and only the FET with B was able to bind the oligonucleotides. Thus,
the difference in surface charge vanished again and the differential signal faded out.

2.5 Working Principle of a BioFET

A BioFET contains the following parts: a semiconductor transducer, a dielectric layer, a bio-
functionalized surface, the analyte, and a reference electrode (the gate in FET terms) as shown
in Fig. 2.9. The semiconductor transducer is realized by a conventional field-effect transistor.
The dielectric layer is an oxide (e.g. SiO2) and has two tasks the first is to isolate the channel

Figure 2.9: The working principal of a BioFET. If charged, sample molecules attach
to the receptors at the biofunctionalized surface and the potential within
the semiconductor changes. This causes a change in the resistance of the
field-effect transistors channel.
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of the FET from the liquid and the second is to electrostatically couple the surface layer charge
into the channel. On top of the dielectric is a biofunctionalized layer which exhibits immobi-
lized biomolecule receptors able to bind the desired molecule. The analyte is a solution which
contains the dissolved sample molecules. The reference electrode allows to adjust the device
so its sensitivity will be maximized (the optimum lies around moderate inversion [160]). If the
target molecules bind to the receptors, a change in the surface charge density occurs. This
change alters the potential in the semiconductor and thus the conductivity in the channel of
the field-effect transducer. The chemical reaction of the sample and receptor molecules takes
place at the Angstrom length scale, while the BioFET is in the micrometer length scale. This
points out the importance of a proper mathematical description of the solution/semiconductor
interface.
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Chapter 3

Physical Influence of Strain on the
Semiconductor Properties

AFTER AN OVERVIEW of the process side of strain in manufacturing an introduction into
the physical description of strain in semiconductors will be given in the following chapter.

At first, a general description of the strain and stress tensors in semiconductors is derived.
Then, there will be a small introduction to crystall structures and band structures, due to the
important properties which can be derived from the band structure, followed by an overview of
methods to calculate the band structure. Finally a more detailed view on the k·p method is
given.

3.1 Strain

First a basic set of expressions to describe strain in semiconductors is introduced [161,162,163].
The orthonormal vector set ~x, ~y, and~z is the basis of the unstrained solid. ~x′, ~y′, and~z′ represent
the distorted vectors under a uniform deformation,

~x′ = (1 + ǫxx) ~x+ ǫxy ~y + ǫxz ~z,

~y′ = ǫyx ~x+ (1 + ǫyy) ~y + ǫyz ~z, (3.1)

~z′ = ǫzx ~x+ ǫzy ~y + (1 + ǫzz)~z,

where ǫij are the deformation coefficients of the system.

Assuming a uniform deformation, a point located at ~r = x~x + y ~y + z ~z will be shifted to
~r′ = x~x′ + y ~y′ + z ~z′, which leads to the displacement ~R defined as
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~R ≡ ~r′ − ~r =x (~x′ − ~x) + y (~y′ − ~y) + z (~z′ − ~z)

=(ǫxx x+ ǫyx y + ǫzx z)~x+

(ǫxy x+ ǫyy y + ǫzy z)~y+

(ǫzx x+ ǫzy y + ǫzz z)~z . (3.2)

Further generalization leads to a description for non-uniform deformation, introducing a position
dependent vector function ~u(~r),

~R(~r) = ux(~r) ~x+ uy(~r) ~y + uz(~r)~z (3.3)

Restricting to small displacements from ~r, the displacement function ~u(~r) can be developed into

a Taylor series and truncated after the linear term at ~R
(

~0
)

= ~0, leading to a relation between

the local displacement tensor and the displacement function,

ǫxx = ∂ux
∂x ǫyx = ∂ux

∂y ǫzx = ∂ux
∂z

ǫxy =
∂uy
∂x ǫyy =

∂uy
∂y ǫzy =

∂uy
∂z

ǫxz = ∂uz
∂x ǫyz = ∂uz

∂y ǫzz = ∂uz
∂z

.

Therefore, the displacement can be expressed as εij =
∂uj
∂ri

. Frequently, the displacements εij are
expressed via the strain tensor ǫij to describe the deformation of a body in three dimensions.
In the limit of small deformations, the strain tensor is known as the Green tensor or Cauchy’s
infinitesimal strain tensor,

εij =
ǫij + ǫji

2
. (3.4)

The relative length change in the ~xi direction is described by the diagonal coefficients εii, while
the off-diagonal elements εij (i 6= j) denote the angular distortions by shear strains.

Also very common are the engineering strains eij , which are linked with the strain tensor as
follows:







exx exy exz
eyx eyy eyz
ezx ezy ezz






=







εxx 2εxy 2εxz
2εyx εyy 2εyz
2εzx 2εzy εzz






. (3.5)

The Voigt notation uses the six indipendent components of the strain tensor in a more compact
vector form

(εxx, εyy, εzz, γyz, γxz, γxy) = (e1, e2, e3, e4, e5, e6) . (3.6)
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Figure 3.1: Scheme of stress components and how they act on an infinitesimal cube.

3.2 Stress

In mechanical equilibrium, all forces acting on a body must sum up to zero. In a more general
and sophisticated formulation, within a body forces which an enclosed volume imposes on the
remainder of the body, must be in equilibrium with the forces upon it from the remainder of the
body. Cauchy was the first that formulated this principle and enabled a way to calculate stress.
Considering a small element of the body enclosed by the area ∆A and looking at the forces ∆~F ,
which act on this element, the stress at this point can be determined. The stress vector ~σ is
then defined as the limit of the following expression for an infinitesimal small area:

~σ = lim
∆A→0

∆~F

∆A
=
d~F

dA
. (3.7)

Therefore, for a given plane the stress vector can be decomposed in a force perpendicular to
the plane and two orthogonal in-plane vectors. The force normal to the surface is called normal
component and the forces that act in-plane are the shear components. These three forces in
combination with the three main planes (x, y, and z) form the nine components of the stress
tensor Fig. 3.1:

σ̄ =







σxx σxy σxz
σyx σyy σyz
σzx σzy σzz






. (3.8)

Due to the moment equilibrium for every plane, the shear stress components across the diagonal
are identical

σxy = σyx, σyz = σzy, σxz = σzx . (3.9)
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3.3 Stress-Strain Relation

Within the elastic limit of a material Hooke’s law is a good approximation for relating stress
and strain The generalization of Hook’s law for three-dimensional elastic bodies leads to

σij = Cijkl εkl . (3.10)

The elastic stiffness tensor Cijkl is of fourth order and contains 81 (34) elements. Introducing ad-
ditional symmetry considerations, the number of needed components can be reduced [162]. Cubic
semiconductors like Si, Ge or GaAs are characterized by only three constants (c11, c12, and c44).



















σxx
σyy
σzz
σyz
σxz
σxy



















=



















c11 c12 c12 0 0 0

c12 c11 c12 0 0 0

c12 c12 c11 0 0 0

0 0 0 c44 0 0

0 0 0 0 c44 0

0 0 0 0 0 c44



















·



















εxx
εyy
εzz
γyz
γxz
γxy



















(3.11)

If the strain, instead of stress, is the quantity of interest, it can be calculated by inversion of the
elastic stiffness tensor (3.10)

εij = Sijkl σkl , (3.12)

or in matrix form



















εxx
εyy
εzz
γyz
γxz
γxy



















=



















s11 s12 s12 0 0 0

s12 s11 s12 0 0 0

s12 s12 s11 0 0 0

0 0 0 s44 0 0

0 0 0 0 s44 0

0 0 0 0 0 s44



















·



















σxx
σyy
σzz
σyz
σxz
σxy



















(3.13)

The stiffness constants are normally denoted as cij , while the compliance constants are named as
sij . The compliance constants can be calculated from the stiffness constants with the following
relations:

s11 =
c11 + c12

c211 + c11c12 − 2c212
,

s12 =
−c12

c211 + c11c12 − 2c212
, and

s44 =
1

c44
. (3.14)
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3.4 Miller Index Notation

The position of a crystal plane is determined by three independent non-collinear points. If these
points reside on independent crystal axes, the plane can be characterized in units of the axes.
However, it is more convenient to describe the planes location via Miller indices [164,162]. The
Miller indices are a triplet of integer values (hkl), which denote the ratio between the points
that intercept the plane and the chosen crystal axes. The Miller indices can be found as follows:

• Define three lattice vectors ~a1,~a2, and ~a3. In the case of a cubic crystal, the lattice vectors
are chosen along the edges of the crystallographic unit cell (unit cube).

• Identify the intercepting points ~a1,~a2, and ~a3 between the plane and the lattice vectors,
and express them in units of the lattice vectors ~a1,~a2, and ~a3.

• Calculate the reciprocal of the ~a1,~a2, and ~a3 and choose the smallest three integer values
(hkl) that have a greatest common divisor of one.

Negative indices are denoted by a bar above their value 3̄ or h̄. If there is no interception
between an axis and the plane, the Miller index is 0 (they intercept in infinity). Depending on
the brackets used, their meaning can be further distinguished:

• (hkl) · · · round brackets denote a certain plane or the vector perpendicular to the plane

• {hkl} · · · curly braces stand for all planes that are equivalent to (hkl) due to the symmetry
of the crystal.

• [hkl] · · · these brackets mean a given direction in the crystall.

• 〈hkl〉 · · · angle brackets describe all directions that are equivalent to the direction [hkl].

(210) means that the plane intersects the axis vectors at 1
2~a1 and at ~a2. Additionally, the

direction vector [hkl] is always perpendicular to the plane (hkl), for cubic crystal structures.

3.5 The Influence of Strain on the Bulk Band Structure

The band structure expresses the allowed energy states in the crystal momentum space for
electrons and holes. Many important electronic and optical properties are destined by the band
structure.

The energy surfaces of the six conduction band valleys in unstrained silicon have a prolate
ellipsodial shape. Their semi-axes represent the longitudinalml and the transversal electron mass
mt. There are three valley pairs with coinciding minima along the three equivalent directions
〈100〉.
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3.5.1 Deformation Potential Theory

Bardeen and Shockley [165] originally developed the deformation potential theory. Herring
and Vogt [166] generalized this theory. Bir and Pikus [161] studied various semiconductors via
group theory and showed how to calculate strain effects on the band structure with deformation
potentials. A short introduction into the deformation potential theory is given subsequently.

The deformation potential theory introduces an additional Hamiltonian H(ε̄), that is attributed
to strain and its effects on the band structure. This Hamiltonian is based on first order pertur-
bation theory and its matrix elements are defined by

{H (ε̄)}ij =
3
∑

α,β=1

Dαβ
ij εαβ , (3.15)

Dαβ denotes the deformation potential operator which transforms under symmetry operations as
second rank tensor [167] and εαβ describes the (αβ) strain tensor component. The subscripts (ij)

in Dαβ
ij denote the matrix element of the operator Dαβ. Due to the symmetry of the strain tensor

with respect to α and β, also the deformation potential operator has to obey this symmetry
Dαβ = Dβα and thus limits the number of independent deformation potential operators to six.

In the case of cubic semiconductors the edges of the conduction band and the valence band
are located on symmetry lines. These symmetries are reproduced in the energy band structure
and in the basis states. Furthermore, the symmetry of the basis states allows to describe the
deformation potential operator of a particular band via two or three deformation potential
constants [166].

Although, theoretically the deformation potential constants can be calculated via the empirical
pseudo potential method or by ab initio methods, it is more convenient to fit the deformation
potentials to experimental results obtained by electrical, optical, microwave techniques, or by
analyzing stress induced absorption edges. Even though, theoretical predictions and measure-
ments match quite well, deformation potentials in literature and found by different methods
deviate from each other [168].

3.5.1.1 Strain Induced Conduction Band Splitting

Cubic crystalls exhibit a strain induced energy shift for the non-degenerate energy levels of
the conduction band. Along the ∆ symmetry line it is sufficient to describe the deformation
potential operators Dαβ as scalars by one or two independent constants. The energy shifts of
the conduction band edge of valleys along the 〈111〉 and 〈100〉 directions is determined by two
independent deformation potential constants 1 [169]:

δEvi
0 =Ξvd Tr (ε̄) + Ξvu ~a

T
i ε̄~ai . (3.16)

Ξvu describes the uniaxial- and Ξd
v the dilatation deformation potential constants for valleys of

the type v = L, ∆. ~ai denotes the unit vector parallel to the ~k vector of valley i. The Γ
′

2

1neglecting strain induced splitting of the degenerate conduction bands ∆1 and ∆2′ at the X point
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conduction band minimum valley shift can be determined from a single deformation potential
constant

δEΓ
0 = ΞΓ

u Tr (ε̄) . (3.17)

Via the two relations from above the valley splitting from uniaxial stress along arbitrary direc-
tions can be calculated.

3.5.1.2 Strain Induced Degeneracy Lifting at the X Point

Additionally to strain induced energy shifts of energy levels of the conduction band edges, there
can also be a partially or complete lifting of degeneracy for degenerate bands, caused by the
reduction of symmetry. Due to the special symmetry of the diamond structure (three glide
reflection planes at x = a0/8, y = a0/8 and z = a0/8), the lowest two conduction bands ∆1

and ∆2′ touch at the zone boundary X. Shear strain εxy due to stress along [110] reduces the
symmetry of the diamond crystal structure and produces an orthorhombic crystal. The glide
reflection plane z = a0/8 is removed by the shear strain component and thus the degeneracy
of the two lowest conduction bands ∆1 and ∆2′ at the symmetry points X = 2π

a0
(0, 0,±1) is

lifted [161, 170]. It should be mentioned that in biaxially strained Si layers grown on {001}
Si1−xGex substrates and for uniaxially strained/stressed Si along a fourfold rotation axis 〈100〉
the glide reflection symmetry is preserved.

Bir and Pikus found from k·p theory, that when the degeneracy at the zone boundary X
is lifted, a relatively large change in the energy dispersion of the conduction band minimum
located close to this X point arises [161]. This effect was experimentally proved for Si by Hensel
and Hasegawa [170], who measured the change in effective mass for stress along 〈110〉, and by
Laude [171], who showed the effect via the indirect exciton spectrum.

Therefore, in order to take the lifting of the degeneracy of the two lowest conduction bands ∆1

and ∆2′ at the X points 2π
a0

(0, 0,±1) into account, (3.16) has to be adapted [170]

(

δE0 δE1

δE1 δE0

) (

ξ

ξ̂

)

= δE

(

ξ

ξ̂

)

, (3.18)

where Ξu′ denotes a new deformation potential,

δE0 =Ξ∆
d Tr (ε̄) + Ξ∆

u εzz , (3.19)

δE1 =Ξu′exy = 2Ξu′εxy . (3.20)

The solutions of the eigenvalue problem look like:

δE = δE0 ± δE1 for ξ̂ = ±ξ , (3.21)

which shows that at the X points 2π
a0

(0, 0,±1) the band shifts by an amount of δE0 (like before
in (3.16)) plus an additional splitting of 2 δE1, which lifts the degeneracy. (3.20) shows the
proportional dependence on shear strain εxy for the splitting

(

E∆1 − E∆2′

)

∣

∣

∣

X[001]

= 2δE1 = 4Ξu′εxy . (3.22)
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Figure 3.2: Energy dispersion of the conduction bands ∆1 and ∆2′ near the zone
boundary X point along [001]. For εxy = 0% the conduction bands are
degenerate at the zone boundary. Introduction of shear strain εxy 6= 0
lifts this degeneracy and opens up a gap. The energy separation 2 δE1

between the bands becomes larger with increasing strain εxy. At the
same time the two minima of the lower conduction band ∆1 move closer
to the zone boundary with rising strain εxy, until they merge at the zone
boundary and stay there for further increasing strain.

A value of 5.7±1 eV has been predicted by Hensel for the shear deformation potential Ξu′ [170].
Laude [171] confirmed this value by his measurement of 7.5 ± 2 eV via the indirect exciton
spectrum of Si.

The splitting is already strongly pronounced for shear strain < 1%. Due to the lifting of the
degeneracy the ∆1 conduction band is deformed close to the symmetry points X = 2π

a0
(0, 0,±1)

(Fig. 3.2).

A non-vanishing shear strain component εxy has the following effects on the energy dispersion
of the lowest conduction band:

• The band edge energy of the valley pair along [001] direction shifts down with respect to
the other four valleys along [100] and [010].

• The effective mass of the valley pair along [001] changes with increasing εxy.

• The conduction band minima along [001] move to the zone boundaryX points at 2π
a0

(0, 0,±1)
with increasing εxy.
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Figure 3.3: Energy dispersion of the two lowest conduction bands at the zone bound-
aries X = 2π

a0
(1, 0, 0) and 2π

a0
(0, 1, 0). The band separation of unstrained

Si at the conduction band edge ~kmin = 2π
a0

(0, 0, 0.85) is denoted by ∆.
Contrary to the conduction bands along [001] the conduction bands along
[100] and [010] are not affected by shear strain εxy.

For differing strains (εxy 6= εxz 6= εyz), the conduction band minima along the 〈001〉 axes are
different in their energies, causing a repopulation between the six conduction band valleys. This
kind of effect is not covered with (3.16), due to the negligence of possible degeneracy liftings by
shear strain and by ignoring a possible repopulation of energy states.

The model presented shows no change in the conduction bands near the zone boundaries
X = 2π

a0
(±1, 0, 0) and X = 2π

a0
(0,±1, 0) for a shear component εxy (Fig. 3.3). However, shear

components like εxz or εyz lift the degeneracy at X = 2π
a0

(±1, 0, 0) or X = 2π
a0

(0,±1, 0).

Applying a degenerate k·p theory at the zone boundary X point [161,170] enables an analytical
description for the valley shift along the ∆ direction. Shear strain εxy causes an energy shift
between the conduction band valleys along [100]/[010] and the valleys along [001]. This shift is
described by

δEshear =

{

−∆
4 κ

2ε2xy , |εxy| < 1/κ

−∆
4 (2κ |εxy| − 1) , |εxy| > 1/κ

(3.23)

κ = (4Ξu′) /∆ is a dimensionless parameter and ∆ denotes the band separation between the
lowest two conduction bands at the conduction band edge

∆ =
(

E∆2′
− E∆1

)

∣

∣

∣

~k=~kmin

. (3.24)
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~kmin = 2π
a0

(0, 0, 0.85) denotes the position of the band edge in the unstrained lattice.

3.5.1.3 Strain Induced Valence Band Splitting

Caused by the degeneracy at the maximum of the valence bands the deformation potential is
different than that of the conduction bands. The deformation potential operators Dαβ are no
longer scalars and have to be expressed as 3×3 matrices. Using symmetries the six independent
operators can be described via three independent entries, commonly named l,m, n or a, b, d,
related to the applied set of eigenfunctions [172]. For the basis |x, s〉, |y, s〉, |z, s〉, with s =↑, ↓
denoting the spin state, the perturbation Hamiltonian takes the following form:

H̄ strain =

(

H̄ 0̄ 3×3

0̄ 3×3 H̄

)

| ↑〉
| ↓〉 , (3.25)

H̄ denotes the 3 × 3 matrix

H̄ =







lεxx +m (εyy + εzz) nεxy nεzx
nεxy lεyy +m (εzz + εxx) nεyx
nεzx nεyz lεzz +m (εxx + εyy)







|x〉
|y〉
|z〉

. (3.26)

In the case of the valence band the description of the strain induced shifts of the heavy-hole,
light-hole, and the split-off band are more complex [169].

3.5.2 The k·p Method

The k·p method allows to derive analytical expressions for the energy dispersion and the effective
masses [161]. It enables the extrapolation of the band structure over the entire Brillouin zone
from the energy gaps and matrix elements at the zone center. In addition to the common use of
the k·p method to model the valence band of semiconductors, it is also well suited to describe
the influence of strain on the conduction band minimum.

The k·p method can be derived from the one-electron Schrödinger equation as follows:

HΨn(~r) =

(

~p 2

2m
+ V (~r)

)

Ψn(~r) = EnΨn(~r) (3.27)

V (~r) denotes the periodic lattice potential and H the one-electron Hamilton operator. Ψn

describes the one-electron wave function in an eigenstate n and En the eigenenergy for the
eigenstate n. Due to the periodicity of the lattice potential (3.27) the Bloch theorem is applicable
and the solution can be written in the form of:

Ψ
n~k

(~r) = ei
~k·~ru

n~k
(~r) , (3.28)

The wave function Ψ
n~k

(~r) can be expressed as the product of a plane wave and the function

ei
~k0·~ru

n~k
(~r), which reflects the periodicity of the lattice. n denotes the band index and ~k rep-

resents a wave vector. If the given potential V (~r) only depends on one spatial coordinate (also
called local), (3.28) can be substituted in (3.27).
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Luttinger [173] showed that it is possible to use the eigenfunctions of the ground states as a
complete set of eigenfunctions and that the wave function can be expanded by

χ
n~k

= ei∆
~k Ψ

n~k0
= ei(

~k0+∆~k) u
n~k0

(3.29)

for k0 6= 0. Inserting (3.29) into (3.27) yields:







(

~ ∆~k + ~p
)2

2m
+ V (~r)






Ψ
n~k0

(~r) = E
n~k

Ψ
n~k0

(~r)





~p 2

2m
+ V (~r) +

~

(

~k0 + ∆~k
)

· ~p
m



u
n~k

(~r) =






E
n~k

−
~

2
(

~k0 + ∆~k
)2

2m






u
n~k

(~r) . (3.30)

This way, for any fixed wave vector ~k = ~k0, (3.30) for the unperturbed system, delivers a
complete set of eigenfunctions u

n~k0
, which completely cover the space of the lattice periodic

functions in real space. Therefore, the wave function Ψ
n~k

(~r) at ~k, for the full system, can be
expressed via u

n~k0

Ψ
n~k

(~r) =
∑

n′

Cn,n′(~k,~k0)e
i(~k0+∆~k)·~ru

n′~k0
. (3.31)

As soon as the eigenenergy E
n~k0

and the u
n~k0

of the unperturbed system are determined, the

eigenfunctions Ψ
n~k

(~r) and eigenenergies E
n~k

can be calculated for any ~k = ~k0+∆~k in the vicinity

of ~k0 by accounting the ~~k·~p
m term in (3.30) as a perturbation. This method has been introduced

by Seitz [174] and extended by [172,173,175] to study the band structure of semiconductors.

Due to the ~~k·~p
m term in (3.30) this method is also known as the k·p method. Provided that

the energies at ~k0 and that the matrix elements of ~p between the wave functions, or the wave
functions themselves, are known, the band structure for small ∆~k’s around ~k0 can be calculated.
The entire first Brillouin zone can be calculated by diagonalizing (3.30) numerically, provided a
sufficiently large set of u

n~k0
to approximate the complete set of basis functions is used [172].

The following subsections will explain the effective masses for the non-degenerate conduction
band of silicon and the energy dispersion utilizing a non-degenerate k·p theory. In order to
analyze the effects of shear strain on the two lowest conduction bands ∆1 and ∆2′ , the k·p
method is adapted to enable degeneracy, due to the coincidence of the ∆1 and ∆2′ bands at the
X point.

3.5.2.1 Effective Electron Mass in Unstrained Silicon

The conduction band minima of silicon reside on the 〈001〉 axes at a distance of 0.152π
a0

from
the X symmetry points. By means of non-degenerate perturbation theory and the knowledge
of the eigenenergies E

n~k0
and the wave functions u

n~k0
at the conduction band minima ~k0, the
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eigenvalues E
n~k

at neighboring points ~k can be expanded to second order terms in ki.

E
n~k

= E
n~k0

+
~

2

2m0

∑

i,j

ki δij kj +
~

2

m2
0

∑

ij

∑

n′ 6=n
ki

〈

u
n~k0

∣

∣

∣
pi

∣

∣

∣
u
n′~k0

〉〈

u
n′~k0

∣

∣

∣
pj

∣

∣

∣
u
n~k0

〉

E
n~k0

− E
n′~k0

kj .

(3.32)

Scalar products ~k · ~p are expressed via index notation
∑

i kipi and the matrix elements with
Dirac’s notation

〈

u
n~k0

∣

∣

∣ pj

∣

∣

∣un′~k0

〉

=
1

Ω

∫

Ω

u
n~k0

~

i

∂

∂xj
u
n′~k0

d~r . (3.33)

The linear terms in ki can be set to zero under the assumption that E
n,~k0

is a minimum. The

expression for the effective mass tensor m∗
n,ij can be derived from the dispersion relation (3.32)

1

m∗
n,ij

=
1

m0
+

2

m2
0

∑

n′ 6=n

〈

u
n~k0

∣

∣

∣
pi

∣

∣

∣
u
n′~k0

〉〈

u
n′~k0

∣

∣

∣
pj

∣

∣

∣
u
n~k0

〉

E
n~k0

− E
n′~k0

. (3.34)

The effective mass tensor for the lowest conduction band ∆1 in diamond crystal structures is
characterized by two masses. In the principal coordinate system for the [001] valley the effective
masses can be written as

1

ml
=

1

m0
+

2

m2
0

∑

n′ 6=∆1

|〈u
∆1
~k0

|pz|un′~k0
〉|2

E
∆1
~k0

− E
n′~k0

(3.35)

and

1

mt
=

1

m0
+

2

m2
0

∑

n′ 6=∆1

|〈u
∆1
~k0

|px|un′~k0
〉|2

E
∆1
~k0

− E
n′~k0

. (3.36)

∆1 denotes the band index n of the lowest conduction band. Therefore, the energy dispersion
can be formulated as:

E(~k) =
~

2 (kz − k0)
2

2ml
+

~
2
(

k2
x + k2

y

)

2mt
. (3.37)

From the derived equations follows that due to the coupling between electronic states in different
bands (via k·p term), an electron in a solid has a different mass than a free electron. The coupling
terms are related to the following criteria:

• The bigger the energetic gap between two bands, the smaller is the effect on the effective
mass. The relative importance of a band n′ to the effective mass of band n is controlled
by the energy gap between the two bands.

• All bands n′ with non-zero matrix elements 〈u
n~k0

|~k · ~p|u
n′~k0

〉 can be found via the matrix
element theorem [176] by group theoretical considerations checking all possible symmetries
for u

n′~k0
.

It is possible to calculate numerically all matrix elements and subsequently the effective masses
from (3.34) via the empirical pseudo potential method [177].
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3.5.2.2 The Silicon Conduction Band Minimum’s Dependence on Strain

(3.58) only requires the direction of the ~k vector, indicating the location of the valley, to describe
the shift of the valley minima. Hence, the valley shift is independent of the exact value of the
wave vector ~k and all ~k points belonging to a particular valley experience the same shift. Since
the effective mass is given by the second derivative of the energy dispersion 1

m∗

ij
= 1

~2
∂2E
∂ki∂kj

and

(3.16) does not change the curvature of the energy band, the formula predicts no change in the
effective electron mass due to strain.

However, there is a clear experimental proof that shear strain changes the effective masses of
electrons in the lowest conduction band [170] and the exciton spectrum of silicon [171]. In order
to explain this behavior one has to take the splitting of the lowest two conduction bands at the
X symmetry point by shear strain into account. The lifting of the degeneracy can be calculated
with the deformation potential constant Ξu′ via (3.21). (3.21) is only valid at the X symmetry
point and cannot be used to predict the effect of strain on the valley minima ~kmin. In order to
circumvent this obstacle a degenerate k·p theory has to be applied around the X symmetry
point.

A different approach was adapted in [161]. The Hamiltonian at the X = 2π
a0

(0, 0,±1) points can
be described via the theory of invariants:

H
(

ε̄, ~k
)

= λ1+ σx (A3kxky +D3εxy) +A4 σzkz . (3.38)

where,

λ = A1k
2
z +A2

(

k2
x + k2

y

)

+D1εzz +D2(εxx + εyy) , (3.39)

σx and σz are the Pauli’s matrices and A1 and A2 denote scalar constants

σx =

(

0 1

1 0

)

and σz =

(

1 0

0 −1

)

(3.40)

The scalar constants D1, D2, and D3 are connected to the deformation potential constants Ξu,
Ξd, and Ξu′ through

D1 =Ξu + Ξd , (3.41)

D2 =Ξd , (3.42)

D3 =2 Ξu′ . (3.43)

From (3.38) eigenvalues can be calculated which represent the energy dispersion for the first and
second conduction band

E±(ε̂, ~k) = λ±
√

A2
4k

2
z + (2 Ξu′εxy +A3kxky)

2 , (3.44)

where E− denotes the energy dispersion of ∆1 and E+ that of ∆2′ . Under the assumption that
this description is valid around the X point up to the minimum of the lowest conduction band
at ~kmin = 2π

a0
(0, 0,±0.85), A4 and A1 can be related to each other via

∂E−(ε̂ = 0,~k)

∂kz

∣

∣

∣

∣

~kmin

= 2A1k0 +
A2

4k0
√

A2
4k

2
0

= 0 . (3.45)
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~k0 = 0.152π
a0

describes the distance of the conduction band minimum of unstrained silicon to the
X point. A4 can be determined from (3.45)

|A4| = 2A1k0 . (3.46)

The effect of shear strain on the shape of the lowest conduction band is examined in the following
section.

3.5.2.3 The Conduction Band Minimum of Silicon and its Energy Dispersion under
Strain

Up to now it has been assumed that the conduction band minima are located at ~kmin =
2π
a0

(0, 0,±0.85). This is only valid for small shear strain. The minimum of the conduction band
moves towards the X point in conjunction with an increasing splitting between the conduction
bands, when the shear strain rises (as can be seen in Fig. 3.2). This causes a change in the shape
of the conduction bands and the assumption that the minima lie fixed at ~kmin = 2π

a0
(0, 0,±0.85)

does not hold anymore.

Therefore, a model which is able to cover the effects of shear strain on the effective masses has to
take the movement of the conduction band as a function of strain into account. In the following
a model will be derived that takes this movement of ~kmin(εxy) into account.

Starting with (3.44) and setting kx = ky = 0 the minimum can be found from the dispersion
relation

E− =
~

2k2
z

2ml
−

√

~4k2
0k

2
z

ml
+ 4Ξ4

u′ε
2
xy . (3.47)

The constants A1 and A4 are replaced with the relations (3.46) and (3.37), and ~k0 = 0.15 2π
a0

describes the position of the conduction band minimum measured from the zone boundary X.
Setting the first derivative of (3.47) to zero, ∂E−

∂kz
= 0, and solving for kz results in the desired

relation between ~kz,min and shear strain.

kz,min =

{

k0

√

1 − κ2ε2xy , |εxy| < 1/κ

0 , |εxy| > 1/κ
. (3.48)

Here κ =
4Ξu′
∆ =

2Ξu′ml

~2k2
0

is introduced and represents the ratio between the shear deformation

potential Ξu′ and the band separation between the two lowest conduction bands ∆ at zero shear
strain (Fig. 3.3). (3.48) shows that for strain smaller than 1/κ, the minimum position shifts
towards the Xpoint. At |εxy| = 1/κ, the minimum is located at the X point (kz,min). Increasing
shear strain above εxy > 1/κ does not shift kz,min anymore. The change of shape of the two
lowest conduction bands ∆1 and ∆2′ and accordingly the position change of the minimum with
increasing shear strain can be seen in Fig. 3.2.

The strain dependent longitudinal mass ml(εxy) can be calculated from (3.47) with

1

ml(εxy)
=

1

~2

∂2E−
∂k2

z

∣

∣

∣

~k=(0,0,kz,min)
. (3.49)
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After some algebraic manipulations the strain dependent mass ml(εxy) can be expressed as

ml(εxy) =







ml

(

1 − κ2ε2xy
)−1

, |εxy| < 1/κ

ml

(

1 − 1
κ|εxy |

)−1
, |εxy| > 1/κ

. (3.50)

Accordingly to (3.48) the dependence of the longitudinal masses is different for a strain level
above or below 1/κ. For the derivation of the transversal masses we rotate the principal coor-
dinate system by 45◦ around the z-axis with the following transformation:

kx′ =
kx + ky√

2
ky′ =

kx − ky√
2

kz′ = kz . (3.51)

The energy dispersion in the rotated coordinate system is

E±(ε̂, ~k) = λ±

√

A2
4k

2
z +

(

2 Ξu′εxy +
A3

2

(

k2
x − k2

y

)

)2

. (3.52)

The effective mass in the [110] and [11̄0] directions is defined by

1

mt,x′(εxy)
=

1

~2

∂2E−
∂k2

x′

∣

∣

∣

~k=(0,0,kz,min)
, (3.53)

and

1

mt,y′(εxy)
=

1

~2

∂2E−
∂k2

y′

∣

∣

∣

~k=(0,0,kz,min)
. (3.54)

Applying (3.53) and (3.54) to (3.52) gives for the [110] direction

mt,x′(εxy) =

{

mt
1+η κ εxy

, |εxy| < 1/κ
mt

1+η sgn(εxy)
, |εxy| > 1/κ

, (3.55)

and

mt,y′(εxy) =

{

mt
1−η κ εxy , |εxy| < 1/κ

mt
1−η sgn(εxy)

, |εxy| > 1/κ
, (3.56)

for the [11̄0] direction with the parameter η = mt
2m′ and m′ is defined by

1

m′ =
2

m2
0

∑

n6=∆1

〈∆1 |px|n〉 〈 n |py|∆2′〉
En − E∆1

. (3.57)

As can be seen along the [110] direction the effective mass is reduced (mobility is enhanced) for
εxy>0, while for the [11̄0] direction the effective mass is increased (the mobility is reduced) for
increasing shear strain (εxy < a/κ). For shear strain above εxy > 1/κ the effective mass is a
constant which depends on the sign of the strain.

The analytical valley shift induced by shear strain εxy (given in (3.23)) can now be calculated.
Substituting the expression for kz,min from (3.48) into equation (3.47) delivers the equation for
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shear strain.The shift between the valley pair along [001] and the valley pairs [100] or [010] due
to εxy can be obtained in the form of

δEshear = E(εxy,~kmin) − E(0,~kmin) =

{

−∆
4 κ

2ε2xy , |εxy| < 1/κ

−∆
4 (2κ|εxy| − 1) , |εxy| > 1/κ

. (3.58)
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Chapter 4

Quantum Confinement in UTB Films

MULTI-GATE FinFETs and Ultra Thin Body Silicon On Insulator (UTBSOI) FETs are
considered as perfect candidates for the 22 nm technology node and beyond. Strong size

quantization leads to a formation of quasi-two-dimensional subbands in carrier systems in thin
silicon films. For analytical hole subband structure calculations a six-band k·p Hamiltonian is
commonly employed. The electron subband structure consists of six equivalent minima located
close to the X-points in the Brillouin zone. Close to the minimum the energy dispersion is usually
described by a parabolic approximation with the transversal massesmt and the longitudinal mass
ml. Isotropic non-parabolicity takes into account deviations in the density of states at higher
energies. A more general description is, however, needed in ultra-thin silicon films, especially
in the presence of shear strain [178]. The two-band k·p Hamiltonian accurately describes the
bulk structure up to energies of 0.5−0.8 eV [179]. It includes a shear strain component which is
neglected in the parabolic approximation [161,170,179]. Shear strain is responsible for effective
mass modification and is, therefore, an important source of the electron mobility enhancement
in ultra-thin silicon films [180,178].

4.1 Quantization in UTB Films for Unprimed Subbands

In the following I will concentrate on the analytical analysis of the problem, allowing com-
putationally cheap results, while offering an already detailed characterization of the subband
structure in the Ultra Thin Body (UTB) silicon films behavior under uniaxially strain. However,
the used assumption of a square well potential with infinite walls is only valid as long as the
ground subband energy is much higher than the amplitude of the potential profile in the film. As
soon as this assumption breaks down, a generalized numerical treatment of the k·p Schrödinger
and Poisson equations is required.

The two-band k·p Hamiltonian of a [001] valley in the vicinity of the X-point of the Brillouin
zone in Si must be in the form [161]:

39



QUANTUM CONFINEMENT AND UTB 4.1 Unprimed Subbands

Figure 4.1: Potential in an ultra-thin SOI film of a single-gate MOSFET (left) and
a corresponding model square well potential with infinite walls.

H =

(

~
2k2
z

2ml
+

~
2(k2

x + k2
y)

2mt
+ U(z)

)

1+

(

2 Ξu′ εxy −
~

2kxky
M

)

σx +
~

2kzk0

ml
σz , (4.1)

where σx,z are the Pauli matrices, 1 is the 2× 2 unity matrix, k0 = 0.15× 2π/a0 is the position
of the valley minimum relative to the X-point in unstrained Si, ki with i ∈ {x, y, z} is the wave
vector, εxy denotes the shear strain component in physics notations, M−1 = m−1

t −m−1
0 , and

Ξu′ = 7 eV is the shear strain deformation potential [161,170,179,180].

For a square well potential the wave function is set to zero at the boundaries, which allows an
analytical analysis of the subband structure.

In the two-band model the wave function is a spinor with two components. Therefore, we use
the following ansatz,

Ψ =

(

a(~k)

b(~k)

)

ei
~k·~r , (4.2)

where a(~k) and b(~k) are constants depending on the wave vector ~k. Substituting this ansatz
into the equation system (4.1) delivers the following eigenvalue problem:

(H− E)

(

a(~k)

b(~k)

)

ei
~k·~r = 0 . (4.3)

Taking the determinant of (4.3) and setting it to zero results in the energy dispersion relation
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Figure 4.2: Conduction band profile close to the X-point for η = 0 (solid lines,
η = 0.5 (dashed lines), and η = 4 (dashed-dotted line).

of the system.

E(~k) =
~

2k2
z

2ml
+

~
2(k2

x + k2
y)

2mt
±

√

δ2 +

(

~2kzk0

ml

)2

(4.4)

with

δ =

(

2 Ξu′εxy −
~

2kxky
M

)

. (4.5)

For each energy E there are four solutions for kz. Fig. 4.2 shows that E(~k) is even with respect
to k = 0. Therefore, there are always two independent values kz = k1 and kz = k2 for the wave
vector, which are complemented to four values by alternating their signs. For energies in the
gap the two values are imaginary. The wave function is then a superposition of the solutions
with the four eigenvectors:

Ψ(z) =

(

a(k1)

b(k1)

)

eik1·z +

(

a(−k1)

b(−k1)

)

e−ik1·z+

(

a(k2)

b(k2)

)

eik2·z +

(

a(−k2)

b(−k2)

)

e−ik2·z .

(4.6)

We introduce c(k) as the ratio between b(k) and a(k). c(k) is an odd function with respect to
kz:

c(kz) =
b(kz)

a(kz)
= −

~
2kzk0
ml

~2k2
z

2ml
+

~2(k2
x+k

2
y)

2ml
+ δ − E(kz)

. (4.7)
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Additionally, fulfilling the boundary conditions Ψ(z = ±t/2) = 0 , demands that a(−kz) =
±a(kz) is satisfied. Thus resulting in

Ψ(z) = a(k1)

((

1

c(k1)

)

eik1·z ±
(

1

−c(k1)

)

e−ik1·z
)

+

+ a(k2)

((

1

c(k2)

)

eik2·z ±
(

1

−c(k2)

)

e−ik2·z
)

. (4.8)

After some simplifications the two pairs of independent equations

a(k1) cos(k1t/2) + a(k2) cos(k2t/2) = 0 , (4.9)

a(k1)c(k1) sin(k1t/2) + a(k2)c(k2) sin(k2t/2) = 0 , (4.10)

and

a(k1) sin(k1t/2) + a(k2) sin(k2t/2) = 0 , (4.11)

a(k1)c(k1) cos(k1t/2) + a(k2)c(k2) cos(k2t/2) = 0 , (4.12)

are obtained.

Expressing a(k1) with (4.9) and (4.11) and putting them into (4.10) and (4.12) leads to these
two conditions:

tan(k1t/2) =
c(k2)

c(k1)
tan(k2t/2) , (4.13)

cot(k1t/2) =
c(k2)

c(k1)
cot(k2t/2) . (4.14)

After transforming the equations into dimensionless form

X1,2 =
k1,2

k0
, E0 =

~
2k2

0

ml
, E =

E

E0
, ζ =

δ

E0
, (4.15)

and a few calculation steps found in the Appendix A., the equations can be written in the form:

tan(X1k0t/2) =
X2

X1

ζ ±
√

ζ2 +X2
1

ζ ±
√

ζ2 +X2
2

tan(X2k0t/2) , (4.16)

cot(X1k0t/2) =
X2

X1

ζ ±
√

ζ2 +X2
1

ζ ±
√

ζ2 +X2
2

cot(X2k0t/2) . (4.17)

For the numerical solution it is convenient to reformulate the equations as:

sin(X1k0t/2) cos(X2k0t/2) =
X2

X1

ζ ±
√

ζ2 +X2
1

ζ ±
√

ζ2 +X2
2

· sin(X2k0t/2) cos(X1k0t/2) , (4.18)

cos(X1k0t/2) sin(X2k0t/2) =
X2

X1

ζ ±
√

ζ2 +X2
1

ζ ±
√

ζ2 +X2
2

· cos(X2k0t/2) sin(X1k0t/2) . (4.19)
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Figure 4.3: The right hand side of (4.16) and (4.17) plotted close to the point
√

ζ2 +X2 = 0. It is clearly seen that the sign of the square root must
be alternated at this point.

X1 and X2 coexist in the equations. Therefore, we need an extra relation to re-express X1 as a
function of X2 or vice versa, the derivation of which can be found in the Appendix A.:

X2
1 = X2

2 + 4 + 4
√

X2
2 + ζ2 , (4.20)

X2
2 = X2

1 + 4 − 4
√

X2
1 + ζ2 . (4.21)

Eliminating one of the two X’s with (4.20) or (4.21) in (4.18) and (4.19) allows to calculate X
as a function of strain ζ. Then one can calculate the energy as a function of strain ζ by using
(4.4).

Interestingly, (4.16) and (4.17) coincide with the dispersion relations obtained from an auxil-
iary tight-binding consideration [181]. For ζ = 0 (4.16) and (4.17) become equivalent. For higher

strain values (4.18) and (4.19) must be solved numerically. The valueX2 =
√

X2
1 + 4 − 4

√

ζ2 +X2
1

becomes imaginary at high strain values. In this case the trigonometric functions in (4.16)/(4.17)
or (4.18)/(4.19) are replaced by the hyperbolic ones. Special care must be taken to choose
the correct branch of

√

X2
2 + ζ2 in (4.16)/(4.17) or alternatively (4.18)/(4.19). The sign of

√

X2
2 + ζ2 must be alternated after it becomes zero, as it is displayed in Fig. 4.3.

Fig. 4.4 and Fig. 4.5 show the energies of the subbands as a function of shear strain for two
different film thicknesses. Shear strain opens the gap between the two conduction bands at the X-
point making the energy dispersion non-parabolic [179], which removes the subband degeneracy
and introduces the valley splitting. Fig. 4.6 and Fig. 4.7 show the energy difference between two
unprimed subbands ∆En as a function of strain for the same quantum number n.
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Figure 4.4: Subband quantization energies En (normalized to the ground subband
energy) for a film thickness of 3.3 nm. The valley splitting appears for
non-zero shear strain ζ.
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Figure 4.5: The same as in Fig. 4.4 for a film thickness 6.5 nm. The valley splitting
depends strongly on the film thickness. The valley splitting is maximal
at high strain values.
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Figure 4.6: Difference of the subband quantization energies ∆En (normalized to the
ground subband energy) from (4.18) and (4.19) for a film thickness of
3.3 nm. The valley splitting appears for non-zero shear strain ζ.
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Figure 4.7: ∆En(ζ) for a film thickness of 6.5 nm. The splitting depends strongly
on the film thickness.
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4.1.1 Scaled Energy Dispersion Relation

For the sake of completeness the energy dispersion relation (q.v. (4.4) and (3.58)) after trans-
formation to dimensionless units is given below:

E (X) =

{

X2

2 −
√

X2 + ζ2 + ζ2

2 + 1
2 for ζ < 1 ,

X2

2 −
√

X2 + ζ2 + ζ for ζ > 1 .
(4.22)

4.1.2 Small Strain Values

The valley splitting was shown to be linear in strain for small shear strain values and to depend
strongly on the film thickness [181]. To support these findings we reformulated (4.18) and (4.19)
for the sum and the difference of X1 and X2. First we introduce the transformation rules for yn
and ȳn as,

yn =
X1 −X2

2
and ȳn =

X1 +X2

2
(4.23)

or

(yn + ȳn)
2 = X2

1 and (yn − ȳn)
2 = X2

2 . (4.24)

We only show the derivation for (4.18), due to the similarity with (4.19). Using the above given
transformation and rewriting (4.18) to separate yn and ȳn leads to the following expression.

sin(ynk0t) + sin(ȳnk0t) =
c(X2)

c(X1)
· (− sin(ynk0t) + sin(ȳnk0t)) (4.25)

Further simplification steps result in:

sin(ynk0t) =
c(X2) − c(X1)

c(X2) + c(X1)
sin(ȳnk0t) (4.26)

Now we re-express ȳn as function of yn (Appendix B.) resulting in

ȳ2
n =

1 − y2
n − ζ2

1 − y2
n

. (4.27)

The derivation of the fraction containing c(X1) and c(X2) can be found in Appendix B..

sin(ynk0t) = ±
ζ yn sin

(√

1−y2n−ζ2
1−y2n

k0t
)

√

(1 − y2
n)(1 − ζ2 − y2

n)
(4.28)

For zero stress the ratio on the right hand side of (4.28) is equal to zero, and the standard
quantization condition qn = πn/k0t is recovered. Due to the plus/minus sign in the right-hand
side of (4.28), the equation splits into two non-equivalent branches for ζ 6= 0 and non-parabolic
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bands. (4.28) is nonlinear and can be solved only numerically. However, for small ζ the solution
can be thought in the form yn = qn ± ζ, where ζ is small. Substituting yn = qn into the
right-hand side of (4.28) and solving the equation with respect to ζ, we obtain for the valley
splitting:

∆En = 4

(

πn

k0t

)2 Ξu′εxy
k0t

sin(k0t)

|1 − q2n|
(4.29)

In accordance with earlier publications [182, 183, 184, 185], the valley splitting is inversely pro-
portional to the third power of k0 and the third power of the film thickness t. The value of
the valley splitting oscillates with film thickness, in accordance with [183, 184, 185]. In contrast
to previous works, the subband splitting is proportional to the gap δ at the X-point, and not
at the Γ-point. Since the parameter ζ, which determines non-parabolicity, depends strongly on
shear strain, the application of uniaxial [110] stress to [001] ultra-thin Si film generates a valley
splitting proportional to strain.

4.1.3 High Values of ζ

For high strain values the dispersion relations (4.4) of the lowest conduction band become
parabolic again (shown in Fig. 4.2) and the quantization levels in a square well potential with a
parabolic band must be recovered in this limit. We note that in the limit δ ≫ E0 X2 = 2

√
−ζ

and equations (4.16) and (4.17) take the form [181]:

tan(X1k0t/2) ≈
b(X1)

a(X1)

1√
ζ
, (4.30)

cot(X1k0t/2) ≈ b(X1)

a(X1)

1√
ζ
. (4.31)

For large ζ (4.30) has the solution X1 = π(2n− 1)/k0t, while (4.31) gives X1 = 2πn/k0t, which
results in the well-known quantization result X1 = πn/k0t, n = 1, 2, 3, · · · for subbands in an
infinite potential square well with a single parabolic band. For the difference in energy ∆En
between the two subbands we get ∆En = E1(4n − 1) in the limit of large ζ, which is perfectly
consistent with the results shown in Fig. 4.6 and Fig. 4.7.

Fig. 4.8 shows for several film thicknesses that the unprimed subbands split for non-zero shear
strain. In ultra-thin films already at moderate stress levels the splitting energy is larger than
kBT . In this case the higher subband becomes de-populated, indicating a mobility enhancement
in (001) ultra-thin films strained along [110] direction. For small strain values the splitting is
linear in strain. For large strain the quantization relations in an infinite square well potential
with a single parabolic band are recovered resulting in the largest subband splitting. Uniaxial
stress is currently used to enhance performance of modern MOSFETs, where it is introduced
in a controllable way. Therefore, the valley splitting can be controlled by adjusting strain and
thickness t.
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Figure 4.8: Splitting induced by shear strain for several film thicknesses. As can
be seen for ultra-thin films the splitting is already larger than kBT for
moderate stress levels.
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4.2 Effective Mass of Unprimed Subbands

Fig. 4.9 shows that the effective masses along [110] and [11̄0] become different for decreasing film
thickness. The dependence of the effective masses of the two ground subbands without strain on
film thickness is shown in Fig. 4.10. However, due to symmetry restrictions their subband energy
dispersion relations are not parabolic as demonstrated in Fig. 4.11. For a given kx and ky there is
a subband with a lower energy in the form of the unification of two equi-energy ellipses with the
effective masses m1 and m2 and a subband which is higher in energy given by the intersection
of the same ellipses. The difference between the bulk description and the numerically obtained
thickness dependent result is caused by the growing value of the right-hand side in (4.28), which
cannot be neglected for thin films. The coupling between the two conduction bands in (4.1) is
described via the right-hand side of (4.28) and therefore of great importance for thin films. The
two bands exhibit minima at kz = ±k0 with respect to the corresponding X-point. One can
think of the coupling between the bands as interaction between the valleys. This interaction is
caused by the term ζ 6= 0 and is also responsible for the non-parabolicity of the bulk bands.

Substituting y0
n = qn = πn

k0t
1 into (4.28) and solving for small strain ζ the dispersion relation

for the unprimed subbands n can be obtained:

E±
n =

~
2

2ml

(πn

t

)2
+

(

k2
x + k2

y

)

2mt
±
(

πn

k0t

)2

∣

∣

∣
Dεxy − ~

2kxky
M

∣

∣

∣

k0t

∣

∣

∣

∣

1 −
(

πn
k0t

)2
∣

∣

∣

∣

sin(k0t) . (4.32)

(4.32) illustrates that the subband degeneracy is preserved only in the absence of shear strain
and either kx = 0 or ky = 0. (4.32) shows that the unprimed subbands for thin films are
not equivalent, even without shear strain. Deriving the expression for the effective masses from
(4.32) also reveals two independent effective masses in [110] direction for the unprimed subbands
with the same quantum number n without strain:

m(1,2) =









1

mt
± 1

M

(

πn

k0t

)2 sin(k0t)

k0t

∣

∣

∣

∣

1 −
(

πn
k0t

)2
∣

∣

∣

∣









−1

. (4.33)

This behavior is in agreement with the numerically found effective masses for the two ground
subbands in relaxed thin films shown in Fig. 4.10.

1for small ζ the right-hand side can be of (4.28) ignored and y0
n be found
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Figure 4.11: The two ground subbands as contour plots.
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4.3 Quantization in UTB Films for Primed Subbands

As pointed out before a shear strain component in the [110] direction does not affect the primed
valleys along [100] and [010] direction, except for a small shift of the minimum [186]. However, the
linear combination of bulk bands method gained with the empirical pseudo-potential calculations
[4] and calculations of the primed subbands based on the density functional theory (DFT) [3]
uncover the relationship of the transport effective masses on the silicon film thickness t. Here we
analyze the dependence of the primed subbands effective mass via the two-band k·p Hamiltonian
utilized before (4.1). At first we have to derive analogously to the unprimed subbands an
analytical expression for k1 as a function of k2 and vice versa:

H =





~
2k2
z

2ml
+ ~

2k2
x

2mt
+

~
2k2
y

2mt
− ~

2

M kxky
~
2kzk0
ml

~
2kzk0
ml

~
2k2
z

2ml
+ ~

2k2
x

2mt
+

~
2k2
y

2mt
+ ~

2

M kxky



 . (4.34)

Starting with the transformation to dimensionless form according to:

X =
kx
k0

, Y =
ky
k0
, Z =

kz
k0
, E0 =

~
2k2

0

mt
, (4.35)

and some further rearrangements

E =
E

E0
− mt

ml
Z2/2 − Y 2/2 , ν =

mt

ml
Z , (4.36)

the eigenvalue problem takes the following form:
(

X2

2 − mt
M XY − E ν

ν X2

2 + mt
M XY − E

)

. (4.37)

Setting the determinant of (4.37) to zero allows to obatin X as a function of E

(

X2

2
− E − mt

M
XY

)(

X2

2
− E +

mt

M
XY

)

− ν2 =0 (4.38)

(

X2

2
− E

)2

− m2
t

M2
X2Y 2 − ν2 =0 (4.39)

Like before for the unprimed subbands, the obtained fourth order equation,

X4 − 4

(

E +
m2
t

M2
Y 2

)

X2 + 4
(

E
2 − ν2

)

=0 , (4.40)

can be reformulated into two second order equations:

X2
1,2 = 2

(

E +
m2
t

m2
Y 2

)

±

√

4

(

E +
m2
t

M2
Y 2

)2

− 4 (E 2 − ν2) ,

= 2

(

E +
m2
t

M2
Y 2 ±

∣

∣

∣

mt

M
Y
∣

∣

∣

√

2E +
m2
t

M2
Y 2 +

ν2M2

m2
tY

2

)

,

=

(

mt

M
|Y | ±

√

2E +
m2
t

M2
Y 2 +

ν2M2

m2
tY

2

)2

− ν2M2

m2
tY

2
. (4.41)
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The identities

X2
1 +X2

2

2
= 2

(

E +
m2
t

M2
|Y |
)

, (4.42)

X2
1 −X2

2

2
= 2

mt

M
|Y |
√

2E +
m2
t

M2
Y 2 +

ν2M2

m2
t

Y 2 , (4.43)

allow to introduce a X1, X2 dependence in (4.41) and formulate the problem as X1(X2) and vice
versa

X2
1,2 =

(

mt

M
|Y | ± X2

1 −X2
2

4

(mt

M
|Y |
)−1

)2

− ν2M2

m2
tY

2
,

X2
1,2 =

(

m2
t

M2
Y 2 ±

(

X2
1 −X2

2

)

2
+

M2

m2
tY

2

(

X2
1 −X2

2

4

)2
)

− ν2M2

m2
tY

2
. (4.44)

So X1 as a function of X2 is described by the following equation:

X2
1 =

(

m2
t

M2
Y 2 +

(

X2
1 −X2

2

)

2
+

M2

m2
tY

2

(

X2
1 −X2

2

4

)2
)

− ν2M2

m2
tY

2
. (4.45)

Substituting Υ =
m2
t

M2Y
2 into (4.45) results in:

0 = X4
1 − 2

(

4Υ +X2
2

)

X2
1 +

(

16
(

Υ2 − ν2
)

− 8ΥX2
2 +X4

2

)

, (4.46)

and enables the derivation of X1 as a function of X2

X2
1 =X2

2 + 4Υ + 4
√

ΥX2
2 + ν2 or (4.47)

X2
1 =X2

2 + 4
m2
t

M2
Y 2 + 4

√

m2
t

M2
Y 2X2

2 +
m2
t

m2
l

Z2 . (4.48)

In order to obtain X2(X1) the minus branch of (4.44) is used:

X2
2 =

(

m2
t

M2
Y 2 −

(

X2
1 −X2

2

)

2
+

M2

m2
tY

2

(

X2
1 −X2

2

4

)2
)

− ν2M2

m2
tY

2
. (4.49)

After analogous treatment of (4.49) the relation of X2 as a function of X1 is derived:

X2
2 =X2

1 + 4Υ − 4
√

ΥX2
1 + ν2 or (4.50)

X2
2 =X2

1 + 4
m2
t

M2
Y 2 − 4

√

m2
t

M2
Y 2X2

1 +
m2
t

m2
l

Z2 . (4.51)

The corresponding scaled energy dispersion relation is given by:

Ẽ (X,Y, Z) =
X2

2
+
Y 2

2
+
m2
t

m2
l

Z2 ±
√

m2
t

M2
Y 2X2 +

m2
t

m2
l

Z2 . (4.52)
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Table 4.1: Comparison between the effective masses for the lowest ground subband
obtained with fullband calculations [3], calculations from [4], and the two-
band k·p model. Excellent agreement with the fullband calculations is
achieved.

t[nm] mt(t)
mt

k·p [3] [4]

1.201 2.404 1.547

1.496 2.212 1.418

1.791 2.065 1.330

1.965 1.974 1.871

2.028 1.950 1.272

2.323 1.830 1.228

2.618 1.718 1.194

2.978 1.608 1.578

3.917 1.406 1.111

3.972 1.400 1.399

4.982 1.283 1.289

5.276 1.258 1.075

6.693 1.169 1.058

6.984 1.163 1.174

7.992 1.126 1.048

9.350 1.096 1.040

9.993 1.082 1.100

4.4 Effective Mass of Primed Subbands

Applying the same numerical procedure for the derived relations for the primed as for the
unprimed subbands yields the energy dispersion and the effective masses in the primed subbands.
The results of these calculations are shown in Table 4.1 and exhibit excellent agreement with
the results of the linear combination of bulk bands method with a potential barrier of 3 eV at
the film interface [4]. The results are also consistent with the DFT calculations from [3].

In ultra-thin films the large separation in energy between the primed and the unprimed sub-
bands even without stress leads to a de-population of the primed subbands. Tensile stress in
[110] direction generates a shear component which changes the transport effective masses of
the unprimed subbands and shifts the primed subbands with unfavorable effective masses up
in energy (Fig. 4.11). With decreasing film thickness the decrease of the effective mass along
[110] direction induced by shear strain becomes more pronounced enabling mobility enhance-
ment even in ultra-thin films. Unfortunately, the density of states effective mass in unprimed
subbands increases with shear strain and thus results in higher scattering rates which reduces
the mobility gained due to the thickness-enhanced transport mass decrease at high stress values.
However, the mobility enhancement remains significant [187].
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Chapter 5

Modeling of Electrolytic Interfaces

BERGVELD [188] introduced 1970 the first ion sensitive field-effect transistor. Since then
the field of applications has developed to a versatile and fascinating area. In the sequel the

basic properties of this kind of devices are discussed.

5.1 Electrochemistry of Ionic Soultions

Chemical and biological experiments are commonly carried out in ionic solutions [189]. The
reason is that within polar solutions (e.g. water) the solvent molecules exhibit a non-vanishing
dipole moment. This feature enables the reduction of the electric field between ionic bonds
and allows to break up the initially strong ionic connections, leading to more chemically active
reactants. Fig. 5.1 shows an example for a general structure of an ionic solution. It depicts
a so called 1 : 1 solution [190], which implies that the valences’ absolute value of the anion
(negative ion) and the kation (positive ion) are equal. NaCl and KCl are two examples for a
1:1 solution/salt. The dissolved particles try to minimize the total energy of the system. This is
accomplished by minimizing the repulsive forces between ions of equal charges. Thus, without
external forces the charges are equally distributed across the electrolyte. Each ion is surrounded
by an aggregate of water molecules. The charge of a water molecule is not symmetrically
distributed, which causes a finite dipole moment. Therefore water is a polar solvent, and the
polarity of water molecules enables it to dissolve ionic compounds by reducing the binding electric
field between ions. The water shell around an ion changes the permittivity in it’s vicinity and
renders it less prone to electric fields originating from other ions. In this manner, the ions are
free to move in the solvent, giving rise to a possible conduction path for an electrical current.

Not only the salt ions are dissolved in the solute but also the water molecules themselves can
dissociate into ionic components. This is governed by the following chemical reaction [5]:

H2O GGGBFGGGH+ + OH− . (5.1)

Assuming that the reaction (5.1) is reversible and in equilibrium the law of mass action can be
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Figure 5.1: Most biological and chemical experiments are carried out in an ionic
solution. Polar solutions (like water) can break up strong ionic bonds
and ease chemical reactions. Each ion (red and dark blue) is surrounded
by an aggregate of water molecules. The non-vanishing dipole moment of
the water molecules weakens the electric field binding the ions together.

applied,

Keq =
[H+]

[

OH−]

[H2O]
. (5.2)

Keq denotes the equilibrium constant, [H+] the hydrogen concentration,
[

OH−] the hydroxyl
concentration, and [H2O] the water concentration, respectively. Further, taking the density of
water as constant (1000g

l ) the dependence of the ion concentrations on the equilibrium constants
can be expressed directly:

Keq =
[H+]

[

OH−]

1000g
l · mol

18g

=
[H+]

[

OH−]

55.56M
. (5.3)

In this way we can define the dissociation constant of water as follows:

Kw = 55.56M ·Keq = 1 · 10−14 =
[

H+
] [

OH−] . (5.4)

The dissociation constant of water Kw has a value of 10−14 at room temperature. Due to the
large range for hydrogen and hydroxyl concentrations it is convenient to reformulate (5.4) to a
logarithmic scale:

log10(
[

H+
] [

OH−]) = pH + pOH = 14 . (5.5)

From (5.5) the widely in chemistry as a measure for the acidity of a solution used definition

pH = − log10

(

H+
)

(5.6)
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can be deduced. This is definition complies with the acid definition by Arrhenius, as a substance
that increases the concentraion of hydrogen ions. In Section 5.6 the influence of the hydrogen
concentration on the operation of Ion-Sensitive Field-Effect Transistor (ISFET) devices will be
enlightened by the site-binding model.

5.2 Charge Transport in Electrolytes

The electrical transport mechanisms in ionic solutions differ from that in metals/semiconductors:
instead of electrons the current is sustained by ions. Additionally the ionic charge carriers
are chemically active and able to contribute to chemical reactions at surfaces. Therefore, in
the description of ionic conduction it is not sufficient to treat electrostatic effects solely, and
chemical reactions must be included. Normally, conduction in electrolytes is caused by an
externally applied bias at the electrodes/interfaces from an electronic circuit.

5.2.1 Bulk Transport

In the bulk only the ions are engaged in the charge transport. The charge transfer behaves similar
to that in a resistor. Thus, it is adequate to find an accurate formulation for the resistivity of the
bulk electrolyte in order to fully characterize transport. Often, the conductivity of electrolytes is
expressed via their molar conductivity. Determing the molar conductivity is a delicate task, due
to the many parameters influencing it. The ionic concentration and the valence in the solution
play important roles in determing the conductivity of the bulk electrolyte. Furthermore, the
degree of ionic dissociation also influences the total resistivity of the solution. For instance,
1 M of acetic acid CH3COOH and NaCl exhibit different conductivities. Even though both
solutions posses univalent bonds, their dissociation constants are different. CH3COOH has a
much smaller dissociation constant and, therefore, the number of ions is much smaller than that
for the NaCl solution. Increasing the ion concentration of the solution raises the number of
charge carriers. Increasing the number of charge carries also means increasing the electrostatic
interaction between the ions and thus decreasing the mobility. Kohlrausch’s law covers this
behavior for strong (fully dissolved) and dilute electrolytes [191]:

Λ∞ = Λ+ν+ + Λ−ν− , (5.7)

where Λ∞ denotes the molar conductivity of an electrolyte at infinite dilution. Λ+ and Λ− are
the molar conductivities for positive and negative ions, and ν+ and ν− describe the valences
of the corresponding ions. (5.7) presumes neglible ionic interactions between counterions for
strong, dilute electrolytes and that the overall conductivity can be calculated via the sum of
the positive and the negative molar conductivity weighted with their corresponding ion valence.
The molar ionic conductivity is connected with the ionic mobility through:

Λ+ = q nAµ
+ , (5.8)

Λ− = q nAµ
− . (5.9)

Here, q denotes the elementary charge, nA Avogrado’s constant and µ+/− the ionic mobility
for positive/negative ions. The molar conductivity at infinite dilution Λ∞ preumes that ionic
interactions have not yet started to impede the conductivity of the solution due to the infinite
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distance between the ions. The following law allows an estimation of the relation between the
effective conductivity Λ and the molar concentration [c]1:

Λ = Λ∞ −K
√

[c] . (5.10)

Since, similar forces affect the ions as those affecting electrons in metal resistors, the motion
of the ions can be modeled by a resistor [191]. The value of the resistor can be deduced from
(5.7)-(5.10) under the assumption of known concentrations and mobilities for the contributing
ionic components.

5.2.2 Interface Transport

Despite the fact that the mobile charge carriers in the bulk of an electrolyte behave similar
to the electrons in a resistor, the situation changes at surfaces. At least one metal-electrolyte
interface is present in nearly all electrochemical experiments. The metal contact is usually called
electrode. Compared to the charge transport phenomena in the bulk of the electrolyte or in the
bulk of the electrode, the metal-electrolyte interface exhibits a quite deviating behavior. The
charge carriers from the solute are not able to migrate into the metal and the electrons from
the metal can not migrate into the solute without assistance. The only way to pass an electric
current from the metal into the solute is a charge exchange at the interface via an electron
transfer from the electrode to the ions in the liquid [190, 192]. This exchange can be utilized
with a redox-reaction at the surface of the metal electrode. There are three distinguishable cases
for electrodes [192]:

• Inert Metal Electrodes. One can think of them as ideally polarizeable electrodes. These
metals show high resistance to redox reactions and thus inhibit electronic transfer. This
type of electrode-electrolyte interface does not allow charge transfer between the two phases
and is equivalent to a capacitor.

• Non-Polarizable Electrodes. This type of electrodes do not exhibit any resistance to charge
transfer from the electrode to the solute and therefore do not show charge accumulation
at the interface. This characteristic is modeled with a short circuit or an extremely small
resistor.

• Partially Polarizable Electrodes. These electrodes feature distinct levels of charge hin-
drance to the movement of the charge carriers and require a quite elaborate description of
the interface.

Normally, metal-semiconductor electrodes are neither non-polarizable nor ideally polarized.
Over a range of certain potentials, an interface can posses the properties of an ideally po-
larizable electrode, and outside of these potential intervalls behave completely different [193].
The concept of an equilibrium potential is the key to describe the electric transport through the
electrode interface. Every time an electrode is brought into contact with an electrolyte, redox-
reactions take place and result in a certain amount of net charge in the electrolyte interface
region and on the electrodes interface. This is caused by the two different chemical potentials

1K denotes the Kohlrausch coefficient.
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of the two phases [194]. The charge separation builds up an opposing electric field at the in-
terface, thus blocking further redox-reactions. In conjunction with the excess charge a constant
electrostatic potential will appear between the interface and the electrode, unless an external
circuit or any other means of external charge removing process occurs. This potential can only
be determined indirectly by measuring relative to another electrode. Normally, a standardized
hydrogen electrode is employed as reference electrode and any standard electrode potential is
measured against it [190].

Applying an external bias between the electrode and the electrolyte causes a fraction of the
potential to oppose the built-in electrical potential and the rest of it, the so called overpotential,
enables current transport through the interface. Tafel’s equation [193,192] is a simplified model
for the I − V characteristics:

i =i0 e
ανqVo
kBT . (5.11)

Vo denotes the overpotential value, ν is the valence of the ionic species, α describes a constant
depending on the electrode’s transfer kinetics, and i0 stands for a multiplicative constant related
to the reaction rate and the exposed surface area. This description is only applicable for small
voltages. Exposure to higher biases can open up paths for different phenomena and differing
I − V profiles can be observed [193].

5.3 Insulator Surface Charge: The Double Layer

As mentioned in the Section 5.2.2, either by an externally applied voltage or by the equillibrium
potential, charges gather at the electrode and in the surface area of electrolyte. The plentitude
of charge carriers in the electrode lead to mutual repulsion and therefore all charge carriers
will reside on the electrode surface. On the other hand, in the electrolyte the charge carriers
are ions and these posses a larger radius compared to the charge carriers in the electrode (e.g.
electrons in a metal). Therefore, a single layer of ions will not be able to compensate the surface
charge of the electrode and a diffusive region of ions will form in the vicinity of the electrode
surface. Due to the finite width of charges an electrostatic potential drop will arise in the
diffusive layer. Combining concepts from electrostatic and statistical mechanics the diffusive
layer can be described via the Poisson-Boltzmann equation. The diffusive layer is also known
as Gouy-Chapman layer or electric double layer (depicted in Fig. 5.2). An extensive description
of the Poisson-Boltzmann equation will be given in Section 6.2.1. Here, we will concentrate on
the one-dimensional formulation for a 1 : 1 electrolyte:

d2ψ

dx2
= −1000 q nA

ε0εsol

([

c+
]

−
[

c−
])

. (5.12)

ψ denotes the electrostatic potential, q the elementary charge, nA Avrogado’s constant, and
[c+] , [c−] the charge distributions for the positive and negative ions, in mol

l respectively. As-
suming positive and negative ions in thermodynamical equilibrium with their neighborhood,
their ionic densities can be related to the electrostatic potential by the following Boltzmann
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distributions:

[

c+
]

= c0 e
− qψ

kBT , (5.13)
[

c−
]

= c0 e
qψ

kBT . (5.14)

Joining (5.12), (5.13) and (5.14) leads to the Poisson-Boltzmann equation for a 1 : 1 electrolyte:

d2ψ

dx2
= − q c0

ε0εsol

(

e
− qψ

kBT − e
qψ

kBT

)

,

d2ψ

dx2
= − 2 q c0

ε0εsol
sinh(

qψ

kBT
) . (5.15)

This ordinary non linear second order differential equation can only be solved analytically for
very few cases and has to be treated with numerical methods.

The total charge density in the Gouy-Chapman layer can be calculated by ( [192], derived in
the Appendix C.):

σ0 = ∓
√

8ε0εsolkBTc0 sinh

(

q ψ0

2kBT

)

. (5.16)

5.4 Stern Modification

The potential distribution in the vicinity of the electrode-electrolyte interface can be approxi-
mated by the electrical double layer model. However, experimental data show deviations from
the predicted values for the double layer charge and capacitance [190]. It was observed that the
Gouy-Chapmann model overestimates the interface charge, and thus the capacitance for high-
concentration electrolytes. Stern recognized that the ions in the electrolyte exhibit a certain
ionic radius and, therefore, cannot approach the electrode surface closer than their ionic radius
allows. This distance of closest approach is called the Outer Helmholtz Plane (OHP) [192].
The shell of water molecules around an ion also contributes to the distance of the closest ap-
proach. An extensive amount of energy would be necessary to release the watermolecules from
the aqueous shell of the ion. Therefore, close to the electrodes surface, a zone depleted of ionic
charges will emerge and an additional constant contribution to the total capacitance will evolve.
This so called Stern capacitance has a typical value of 20 µF

cm2 . However, additionally to the
Gouy-Chapmann and Stern contributions to the potential profile, several other effects exist. In
general this effects are small and can be ignored. Some of these effects are (shown in Fig. 5.2):

• Specific Adsorbtion of Ions on the Surface. This is caused by (partially) freeing the ions
from their solvation shell and thus allowing them to be closer to the interface than the
OHP. This new radius of closest approach is called Inner Helmholtz Plane (IHP). The
total model, handling IHP and OHP, is called Gouy-Chapman-Stern-Graham model [191].

• Non-Specific Adsorbtion. Here, the ions keep their solvation shell, but are adsorbed onto
the surface due to distant coulombic attraction.

• Polarization of Solvent. In general, the effects of electric field weakening due to the dipole
moment of the water molecules is handled by adjusting the relative permittivity. This
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Figure 5.2: The different surface effects. The (non-) specific adsorbtion, due to
(partial) release of the solvation shell and conjoint closer approach to the
interface, the so called IHP, is depicted with blue circles. The effect of
surface complexation, due to the high affinity of attracting counter ions,
is shown by the green circle. The Stern layer ends at the OHP, the zone
without counter ions exhibiting their full water shell (depicted with red
circles, surrounded by small light blue circles), and is continued by the
Gouy-Chapman layer.
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works well for the bulk, but in the vicinity of the surface many water molecules are not
able to adjust to the electric field. So the relative permittivity will not be the same as for
the bulk and can cause differences in the results (e.g. potential and charge distribution).
However, at high electric fields, the description of the dielectric constant can become more
complicate, due to dielectric saturation2.

• Surface Complexation. Many charged surfaces exhibit an increased attraction to counter
ions and enable the formation of complex compounds at the surface, changing the potential
in their neighborhood.

5.5 Ionic Activity

It has been shown that chemical reactions are described by their equilibrium constants (q.v.
Section 5.1), which are correlated to the concentrations of the reactants. The concentration
of a certain reactant can differ in one area compared to other areas [196, 197], for which the
before discussed double layer is an example. Many different effects can cause an excess ion con-
centration. Here, only concentration changes caused by electrostatic potentials will be treated.
In areas containing varying concentrations it would be incorrect to describe chemical reactions
by their bulk concentration values. Instead, one must use the local concentration values of the
corresponding reactants at the location of the short-range chemical reactions. The activity of
ions based on their bulk values and related to their local electrostatic potential with respect to
the bulk are:

[

a+
]

= a0e
− qψ

kBT ,
[

a−
]

= a0e
qψ

kBT . (5.17)

(5.17) is exploited, when the site-binding model by Yates et al. [198] is derived (Section 5.6).

5.6 Insulator Surface Charge: Site-Binding Model

The Gouy-Chapman-Stern model describes the main contributions to the electric double layer.
It relates the accumulated charge at the surface of the electrochemical interface to the applied
potential. Despite the accurate description of the electrostatic interactions, there is no chemical
interaction included in the model. Chemical reactions at the interface can lead to a net charge
presence at the insulator’s interface [198]. In this section the site-binding model will be investi-
gated, allowing to include chemical processes at the insulator interface in the description. The
inability of the regular double layer model to predict the correct net charge density in the elec-
trolyte, shows the need for embracing chemical reactions at the interface with the site-binding
model.

Unlike for electrostatic forces which act over long ranges, chemical reactions only occur within
molecular distances. Therefore the assumption that chemical reactions are only possible within
the OHP is chosen. Firstly, ionic species from the dissolved salt hold a water shell and cannot

2Polar fluids experience at high electric fields a non linear decrease in their permittivity [195].
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Insluator Liquid

Figure 5.3: The insulator surface exhibits open binding sites due to the lack of insu-
lator bonding partners at the surface. These binding sites can be either
negatively/positively charged or neutral, depending on the properties
of the liquid covering the surface. The surface charge density depends
on the surface potential ψ0, material properties, and the local hydrogen
concentration [H+]b.

come closer to the interface than the OHP. Therefore, ions cannot contribute to the chemical
reactions at the insulator interface (neglecting the possibility of specific adsorbtion of salt ions).
Secondly, the much smaller hydrogen ions are not blocked by the OHP, due to their much smaller
ionic radius and being not hydrated. They can approach the interface close enough to enable
chemical reactions. As depicted in Fig. 5.3 the surface of an insulator inhabits a huge amount
of unsaturated bonds. Neglecting unspecific adsorbtion, the only ions capable of bonding these
sites are the hydrogen and hydroxyl ions [196,197,198], because they are not shielded by water
layers. The following chemical reactions are dynamically balanced in the membrane, under the
assumption of thermal equilibrium and without any net reaction3:

MH+
2 GGGBFGGGM − OH + H+ , (5.18)

M − OH GGGBFGGGM− + H+ . (5.19)

M denotes the insulator material, for instance, SiO2. The first reaction tends to charge the oxide
surface positively, while the second reaction tends to charge the insulator surface negatively. The
final charge density on the insulator’s surface is defined by the number of initial bonding sites
(also known as amphoteric sites), and by the local density of hydrogen ions. The chemical
reactions can be translated via the law of mass action into the following relations:

3chemical forward- and back-reaction rates are equal
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Ka =
[M − OH] [H+]

[

MH+
2

] , (5.20)

Kb =
[M−] [H+]

[M − OH]
. (5.21)

Calculating the surface charge from (5.20) and (5.21) one has to take care not to proceed with
the bulk hydrogen concentrations. Since the surface potential is different from the bulk potential
and the chemical reactions also take place directly at the surface, the ionic charge population of
hydrogen at the surface is expected to be different from the bulk hydrogen concentration as well.
Therefore, the activity of hydrogen should be used rather than the bulk hydrogen concentration.
If the only affecting forces are of electrostatic nature, the activity of hydrogen can be formulated
like in (5.17) and can be expressed for the positive hydrogen ions as:

[aH+ ] =
[

H+
]

b
e
− qψ0
kBT . (5.22)

(5.23)

Substituting (5.22) into (5.20) and (5.21) facilitates the connection between the surface potential
of the electrolyte and the charge density aggregated on the insulator’s surface by the chemical
reactions. The total surface charge density is given by:

σOx = q
([

MH+
2

]

−
[

M−]) , (5.24)

while the total binding site density is give via

Ns =
([

MH+
2

]

+ [M − OH] +
[

M−]) . (5.25)

Joining (5.20)-(5.25), the surface charge density due to the chemical reaction can be written as:

σOx = qNs

[H+]
b

Ka
e
− qψ0
qkBT − Kb

[H+]b
e
qψ0
qkBT

1 +
[H+]b
Ka

e
− qψ0
qkBT + Kb

[H+]b
e
qψ0
qkBT

. (5.26)

Some parameter sets for the site-binding model are presented in Table 5.1 for several common
materials. Fig. 5.4 shows the relation between the surface charge density and the surface poten-
tial for different gate dielectrica as described by (5.26). The maximum amount of surface charge
is directly proportional to the number of surface sites per unit area and the steepness and width
of the two appearing steps is related to the difference between the reaction rates pKa and pKb.
That this charge accumulation at the surface will influence the charge distribution of the double
layer and in the underlying semiconductor, due to the long range character of the electrostatic
forces. The overall charge neutrality has to be guaranteed by:

σOx + σ0 + σs = 0 , (5.27)

where σOx denotes the charge density per unit area from the site-binding model, σ0 the charge
density per unit area in the electrolytic double layer, and σs the charge density per unit area in
the semiconductor. Adding (5.26) and (5.27) to the system of equations ((5.12) and (5.16)) the
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Table 5.1: Parameters for the site-binding model commonly used for sensing
(pKi = − log10 (Ki) analog to the definition of pH = − log10 ([H+])).

Oxide pKa pKb Ns [cm−2] Reference

SiO2 −2 6 5 · 1014 [197]

Si3N4 −8.1 6.2 5 · 1014 [1]

Al2O3 6 10 8 · 1014 [197]

Ta2O5 2 4 1 · 1015 [200]

Gold surface 4.5 4.5 1 · 1018 [201]

description is able to cover chemical reactions at the insulators surface. However, the aggregation
of charge at the oxide surface can impose serious problems to the design of biosensors. At the
same time, it can be exploited to facilitate very efficient pH sensors [199].

One may have wondered, why the hydrogen distribution is considered via the Boltzmann type
terms at the interface within the site-binding region, while outside the OHP in the electric double
layer the charge distribution of the salt ions is taken into account and the hydrogen distribution
is neglected. This apparent contradiction can be resolved as follows: At the oxide surface the
hydrogen concentration has a strong influence on the equilibrium constants for the reactions
(5.20) and (5.21), while the hydrogen diffusive layer is much smaller than the ion diffusive layer.
In a relatively dilute solution containing 1 mM of NaCl , the salt is completely dissolved into
1 mM Na+ and 1 mM Cl−. Assuming a pH of 7, the hydrogen concentration in the electrolyte
will be about 100 nM. This shows that the concentration difference between the hydrogen and
the sodium is four orders of magnitude. Therefore, the hydrogen diffusive double layer has a
negligible influence on the potential in the Gouy-Chapman layer compared to the site-binding
region of the electrolyte.

5.7 The Potential Diagram of an ISFET Gate Stack

Fig. 5.5 depicts a simplified diagram for the potential profile of an ISFET structure [16]. An
ISFET consists of a regular MOSFET, possessing source, drain and body contacts. However,
as explained in Section 2.5, for a Biologically sensitive Field-Effect Transistor (BioFET)/ISFET
the gate contact is detached from the dielectric and replaced by an electrolytic solution and a
reference electrode. The main purpose of this structure is to provide efficient coupling between
the electrolytic area with the electronic substrate. This kind of structure enables electronic
sensing of chemical and biological processes [202].

One of the major characteristics of a FET device is the flatband voltage, which is a part of the
threshold voltage Vt in a MOSFET transistor. As derived in Appendix E., the flatband voltage
VFB of a MOSFET is related to the workfunction differences between the gate and the substrate
materials, and to the amount of aggregated charge on the dielectric’s surface and inner of the
dielectric. Different circumstances can lead to a rise (or reduction) of the charges at the interface.
This is reflected by the proportionality between the change in the amount of charge and the
adjustment in the threshold voltage Vt. Small changes of charge can be sensed electrically. In
the case of a correlation between a chemical or biological process and the modulation of charge,
the ongoing process can be detected with high efficiency [203].
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Figure 5.4: As illustrated in the panels a.) to d.), the higher the surface site density
Ns is the bigger the maximal surface charge density σ0 will be. All curves
show two distinct steps in the relation between surface charge density σ0

and surface potential ψ0. The larger the difference between the forward
positively charging reaction rate Ka and the negatively charging reaction
rate Kb the more pronounced and steeper are these steps.
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z

1 2 3 4

Figure 5.5: Potential profile in an ISFET structure for a cut along the z-axis.
1.) The potential drop at the electrode-electrolyte interface, caused by
the Gouy-Chapman-Stern double layer (Eref + χsol − χM).
2.)The Gouy-Chapman-Stern double layer at the electrolyte-insulator in-
terface (ψ0).
3.) The potential drop in the insulator (ψox).
4.) The potential drop due to the depletion charges in the semiconductor
(ψs).
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By analogy to the analysis of a MOSFET, the bare ISFET has to be described via equations
relating the occurring current in the channel to the applied voltages at the terminals. However,
in addition a set of equations expressing the amount of immobilized charges via the appear-
ing current, or, equivalently, the amount of immobilized charges via the observed shift in the
threshold voltage, is needed [204].

In the following a one-dimensional model of the electrostatic potential distribution through
the entire ISFET capacitor structure under a bias potential Va is derived. There are several
distinctive potential drops in the structure:

1. The potential drop caused by the Gouy-Chapman-Stern double layer at the electrode-
electrolyte interface.

2. The potential drop caused by the Gouy-Chapman-Stern double layer at the electrolyte-
insulator interface.

3. The potential drop within the insulator.

4. The potential drop caused by the depletion of charges in the semiconductor.

Fig. 5.5 shows the electrostatic potential difference occurring due to the charge diffusion driven
by the differences in work functions. Due to the insulator, there is no current flowing through
the structure under equilibrium conditions. Therefore, the potential drops between the metal
and the semiconductor, and between the metal and the electrolyte, are constant and do not
depend on the applied bias [205]. Additionally the potential drop from the Stern layer was
conjoined with the potential drop across the electrolyte, shown in Fig. 5.5. For a given bias Va

4,
the following electrochemical equilibrium equation arises [204]:

Va = ũM − ũSi = ΦM − uM

q
− ΦSi +

uSi

q
. (5.28)

Here, ũM and ũSi denote the electrochemical potential for the metal and silicon, respectively.
ΦM and ΦSi stand for the inner potentials of the metal electrode and silicon, while uM and
uSi represent chemical potentials. The electrostatic potential drop in the electrode-electrolyte
interface is constant and independent of the applied bias under equilibrium conditions and can
be merged into a reference electrode potential Eref [196]:

Eref = ΦM − Φsol −
uM

q
. (5.29)

This reference potential Eref is fixed for a given salt concentration and a given electrode material.
Substituting the definition of (5.29) into (5.28) yields:

Va = Eref +
uSi

q
+ Φsol − ΦSi . (5.30)

The potential difference Φsol − ΦSi can be split into four different contributions:

4between the reference electrode and the bulk contact
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1. The diffusive double layer (also known as Gouy-Chapman layer) within the electrolyte
interface (ψ0).

2. The potential drop due to the depletion charge in the semiconductor (ψs).

3. The potential drop through the dielectric (ψox).

4. The potential drop due to the different electron affinities between the solution and the
semiconductor.

Taking all these components into account leads to [203,206]:

Va = Eref +
uSi

q
+ ψox + ψs + ψ0 − χsol − χSi . (5.31)

Again, all constant terms can be joined in one expression, analogously to the flatband voltage
in a regular MOSFET structure,

VFB = Eref +
uSi

q
+ χsol − χSi . (5.32)

Without parasitic charges and defects, the externally applied potential Va in the ISFET and the
accumulated potential drop in the electrolyte and the semiconductor can be related via:

Va = VFB + ψox + ψs − ψ0 . (5.33)

In comparison to the standard MOSFET description, there is an extra entry ψ0 contributing to
the overall potential drop across the structure. This potential drop is a function of the applied
bias and cannot be merged into the flatband voltage. It represents the chemical and biological
processes at the insulator-electrolyte interface and every biological or chemical reaction will
be reflected by a modification of the potential drop ψ0. Assuming a constant applied bias,
a modulation in the potential drop ψ0 will cause an adjustment in the semiconductor surface
potential ψs and in the dielectric potential drop ψox, in a way consistent with (5.33). Accordingly
the conductance of the channel will be modulated and a change in the source to drain current
will be observed.

The three potential drops in (5.33) must be linked via two complementary conditions, in order
to solve the equation system for the ISFET. One of these constraints is the charge neutrality
for the whole device:

σ0 + σs = 0 . (5.34)

Supposing, there are no other charges in the system, the charges in the semiconductor side must
be equal to the total charge of the double layer. The semiconductor charge is related to the
surface potential by (7.54), see Appendix D., while the electric double layer charge relation (7.43)
is derived in Appendix C.. Finally, the last condition is gained by the electric displacement field
at the two insulator boundaries. This boundary condition demands a continuous and equal flux
density at both insulator surfaces:

εSi
dψs

dz
= ε0

dψ0

dz
(5.35)
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Combining the expression for the first derivative in Appendix D. and the expression for the
second derivative in Appendix C., a third equation is gained, linking the potentials ψ0, ψs, and
ψox. These three equations can be solved self-consistently (by e.g. an iterative method), and
the potential distribution and channel resistance can be determined.

If the modeled system exhibits a surface with dangling bonds able to bind hydrogen, the site-
binding model (5.26) has to be taken into account. Accordingly, (5.34) has to be modified to
(5.27), so that the charge accumulation due to the open oxide bonds is included.

5.8 The ISFET as a Sensor

The ability of changing the electrolyte surface potential in an ISFET device can be exploited for
various sensor applications. The possible sensor types can be chemically, e.g. a CO2 sensor, as
well as biologically, e.g. detecting the pH change due to cell metabolism, motivated. Depending
on the type of sensor the mechanism changing the electrolytes surface potential varies. Most
methods exploit a change in the charge population in the electrolyte. Commonly, depending
on the nature of the experiment, reactants, or mechanisms leading to the modification of the
charge distribution, ISFET devices are addressed as Chemically sensitive Field-Effect Transistor
(CHEMFET), Enzyme Field-Effect Transistor (ENFET), DNA sensitive Field-Effect Transistor
(DNAFET), or BioFET as a generic term.

There are two major concerns for efficient sensor designs: sensitivity and specifity. Specifity,
is meant in the context of only responding to the selected species without any unwanted cross
interactions. For instance, an ISFET sensor for Na+ must not react to any of Mg++ or Ca++

ions. However, as explained in the previous sections, an ISFET gate stack does not meet these
requirements ad hoc: due to the electrostatic interaction any charge carrier will be sensed by the
FET. There are ways to circumvent this obstacle as will be explained later. Sensitivity, used here
in a chemical and biological context, is the minimum concentration of the target species required
to generate a fair signal level at the sensor’s output. Sensors designed for the same species, but
exploiting different physical phenomena, can show different sensitivities. For instance, mass
spectroscopy with a detection limit of ∼ 10−8 g

ml is less sensitive than electrochemical sensors
∼ 10−13 g

ml [207].

The manifold different techniques for permitting an ISFET gate stack to change its surface
potential, can be divided for two distinct applications: affinity based sensors and catalytic
sensors [199]. For affinity based sensors, the reaction at the surface of the insulator is caused
by chemical and thermodynamic affinity, while for catalytic sensors the reaction is driven by
certain locally constrained catalysts at the surface [208].

5.8.1 Sensing pH with an ISFET

ISFETs facilitate the detection of ions in a relatively easy way, thus, this application is most
commonly used. The device relies on the chemical interaction between the surface binding sites
and the hydrogen ions as explained in Section 5.6. This pH sensitivity was also the initial
application by Bergveld [203]. The change in the flatband voltage per pH change in the solution
determines the sensitivity of the ISFET device. The major criteria of the sensitivity of the oxide
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Table 5.2: Sensitivity of ISFET devices for different gate dielectrics.

Sensitive layer pH range Sensitivity [mVpH ]

SiO2 4 − 10 24 − 36 [210]

Al2O3 2 − 12 54 − 56 [211]

Si3N4 4 − 11 52 − 58 [1]

Ta2O5 2 − 12 56 − 58 [211]

surfaces are determined by the surface binding site density Ns and the forward and backward
reaction constants Ka and Kb (5.26). Table 5.2 shows some sensitivity values for different
commonly used gate dielectric materials. Therefore, one can produce an efficient pH sensor
by utilizing the open surface binding sites for detecting the dissolved protons. However, if
large dissolved ions are desired for detection, due to their water shell, they cannot approach
the interface closer than the OHP and thus the surface binding approach is not feasible. This
problem can be circumvented by preparing a reaction medium in the ISFET gate stack such that
the target species will generate excess hydrogen ions via a chemical reaction and thus change the
pH of the solution. This method is particularly appealing for acid-base reactions, where the pH
of the solution is directly affected by the reaction rate. CO2 sensing in an electrolytic solution
is a good example of this type of mechanism [209]. Carbon dioxide CO2 reacts with water
producing carbon acid and hydroxyl ions. The process is governed by the following reaction:

CO2 +H2O GGGBFGGGH
+ +HCO−

3 . (5.36)

Utilizing this type of reactions enables the ISFET to detect different kinds of ions via the
hydrogen dependent reaction at the empty dangling bonds of the oxide surface. With this type
of sensor the ions are not sensed directly, because they can not interact with the surface. Only
the excess hydrogen ions caused through the chemical reaction at the solvation of the desired
ions will react with the dielectric interface.

Many different ionic sensors are based on their tendency to change the pH of a solution (act as
a base or acid in an aqueous solution). In order to maintain the specifity of the sensor one has
to take care that other eventually present ions do not contribute. Any change in the pH of the
solution must be provoked from reactions concerning the target ions. This can be accomplished
by adding a number of membranes to the ISFET chip, which are only transparent to the desired
target ion [199] (as illustrated in Fig. 5.6). Applying this kind of additional layer, only the target
ions will be able to reach the gate insulator and contribute to the local pH of the solution at the
gate insulator interface.

5.8.2 Sensing via Catalysts

Catalyst-based detection is realized by immobilized catalyst agents on the surface of the insula-
tor. The target is injected in a well prepared environment which only allows chemical reactions
via the catalyst at the interface. The catalytic reaction (e.g. oxidization) yields a release
of charge, which can be sensed by the ISFET. For instance, Kharitonov et al. [212] showed

70



MODELING OF ELECTROLYTIC INTERFACES 5.8 The ISFET as a Sensor

Figure 5.6: Introducing a membrane into the ISFET hinders unwanted ion-species to
diffuse to the insulator interface. Thus, only the selected ion species can
approach the gate insulator, and the selectivity of the ISFET is ensured.

a nicotinamide adenine dinucleotide (NAD+) detector, utilized by a pyrroloquinoline quinine
(PQQ) catalyst. The chemical reaction is written as follows:

2NAD+ + 2H2O
PQQ

GGGGGGGGGBFGGGGGGGGG 2H+ + 2NADH + 2O2 . (5.37)

Catalyst spare the need for a selective membrane impeding diffusion of undesired ions to the
surface area of the ISFET, due to its immobilization at the surface and restriction to the reaction
(5.37). Therefore, such sensors exhibit a high degree of selectivity. However, the predicted and
the measured pH level may slightly disagree due to the catalyst molecules introducing auxiliary
effects at the insulator surface.

5.8.3 Examples for ISFETs as pH Sensor

An ISFET device as depicted in Fig. 2.9 has been simulated for different pH values. The studied
device exhibits a channel length of 15µm and thus fits well into the drift-diffusion regime of
transport. Therefore, the Poisson equation in conjunction with the drift-diffusion model for
current transport has been exploited within the semiconductor, while the Poisson-Boltzmann
model was used in the solute. The experimentally determined voltage shifts per pH decade, are
well reproduced by the site-binding model by Yates [198] without any special adjustments to
the model paramters.

Fig. 5.7 shows the potential profile for a cut perpendicular to the gate dielectric. The predicted
voltage shift per pH step for Si3N4 has been reported in the range 52 − 58 mV

pH (Table 5.2). As
can be seen in Fig. 5.7 the voltage shifts fit quite well the experimental data. Furthermore, the
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influence of the incorporated Phospate Buffered Saline (PBS) depends strongly on its concen-
tration. A decreasing PBS concentration correlates to reduced screening within the solute and
thus results in a longer decay of the potential in combination with saturation at higher pH lev-
els. PBS is a buffer solution commonly used in biological research. This salty solution consists
of sodium chloride and sodium phosphate and in some formulations additionally of potassium
chloride and potassium phosphate. The buffer is normally applied to maintain constant pH and
the osmolarity and ion concentrations of the solution match those of the human body. It is
valuable due to its isotonicity and non-toxicity to cells and therefore is regularly employed for
diluting substances or rinsing container holding cells. In the simulations carried out only potas-
sium chloride was accounted for, because it represents ≈ 90% of the ingredients. Incorporating
the whole buffer would have increased the computational effort without changing the results
significantly.
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Figure 5.7: Potential profile for a cut perpendicular to the surface of the ISFET (be-
ginning at the left border: semiconductor, dielectric, and solute). The
simulations were carried out for a.) 100 mMol, b.) 10 mMol, and c.)
1 mMol phosphate buffered saline (PBS). Si3N4 was utilized as gate di-
electric at different pH values. Simulation results with the paramter set
by Harame et al. [1], fit excellent the experimental values. With de-
creasing buffer concentration the screening is reduced and the saturation
starts at higher pH values. The reduced screening is also reflected in the
prolonged decay of the potential in the liquid.
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Chapter 6

Generalization of the ISFET
Concept

AS long as the chemical reaction is governed by relatively simple equations like (5.36) or
(5.37), the methods described in the previous chapter are quite efficient, but there are

cases where one wants to detect large charged molecules or organic polymers. These so called
macromolecules exhibit certain structures determining their activity and other properties. In
this case, the structure of the molecule is important. Therefore, even if a simple reaction able to
change the pH of the solution is available, it is not effective, because it does not provide a way
to determine the actual structure of the molecule. However, there is a possibility to utilize an
ISFET device to determine the structure of a molecule via the so-called long-range field-effect.

6.1 Sensing via the Long-Range Field-Effect

Since most of the biological polymers are inherently charged, the key of the working principle
is to exploit the intrinsic charges in the macromolecules. Therefore, if one is able to bring
the macromolecule close enough to the surface of the dielectric, the intrinsic charges of the
macromolecules will cause a formation of counter charges in the semiconductor by the field-effect.
Due to the counter screening of the salt ions in the solute and the relatively wide distance (at
least the OHP) compared to the hydrogen charges directly at the oxide interface, the sensitivity
is expected to be lower than for an ISFET exploiting pH changes. Many effects, involving the
ionic counter charge around the molecule and the surface charge of the dielectric, are able to
diminish the field-effect of the macromolecule in the semiconductor. Therefore, it was believed
that the detection of macromolecules like DNA is not feasible [196]. However, many experiments
disproofed this assumption and showed the practicability of such an approach [17, 152, 213].
Fig. 6.1 illustrates the long-range field-effect for large macromolecules e.g. proteins or DNA.

This device type, termed as BioFET, exhibits several advantages compared to currently estab-
lished methods. The biggest advantage against common solutions is the label-free operation of
BioFETs. Instead of labeling the analyte with fluorescent or radioactive probes and a subse-
quent readout step by an appropriate detection technique, the BioFET device allows a simplified
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analyte preparation and a direct readout via an electrical signal, thus, saving time, expenses and
laboratory equipment. Furthermore, the label-free technique, enables near real-time sensing and
a high sensitivity. Exploiting the specifity of a given chemical reaction (“key-lock” principle), the
sensor can be adapted for a wide range of molecule classes via exchanging the functionalization
of the dielectric surface.

6.2 Modeling BioFETs

There exist two main approaches for the simulation in such devices. In the first approach
the system is described via a set of differential equations and proper boundary conditions,
while in the second one every molecule in the solute is described separately and is thus free to
move within the solute, attempting to minimize acting forces (the energy of the system). This
process is simulated via a stochastic Monte Carlo process [214]. The Monte Carlo approach
allows a relatively easy description of the system via the fundamental interactions between
single molecules/atoms, but needs a high amount of memory and offers an accuracy of the
results of only ∼ 1√

N
(N is the sample size). The high amount of memory is caused by the

vast amount of molecules/atoms within the solute. For instance, 1 ml water contains about
≈ 3.35 ×1022 of water molecules. Even, restricting to the simulation of the macromolecules and
describing the water molecules via a permittivity coefficient of ∼ 80, the memory consumption
remains on a high level, since macromolecules easily contain several thousand atoms. There
are further approaches to reduce the memory need, but the overall memory consumption abides
on a high level and the simulation domain is restricted to small volumes. Also the time scale

Figure 6.1: Sensing a macromolecule via the long-range field-effect.
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such simulations can handle are quite small (∼ ps, [215,216]) and not comparable to time scales
needed in real world applications (seconds to hours).

The differential equation approach on the contrary, is less memory and time consuming, but
treats the quantities as continuous. This can cause misleading results for low buffer concentra-
tions as will be shown later.

The difference between these two approaches originate from the different scales of the macro-
molecule and the FET device. Chemical reactions take place at the Angstrom length-scale, while
the ISFET channel gate length is in the micrometer regime. Therefore, depending on the results
to achieve one has to decide which approach is the more promising to conquer the multi-scale
problem for his needs.

In this work the differential equation approach was chosen, because the emphasis was laid on
the device behavior in conjunction with the prefered usage by engineers.

The simulation domain is split into several parts. There are the semiconducting region, the
dielectric region, the Stern layer, the zone where the macromolecules are held, and the region
containing the buffer (shown in Fig. 6.2). The device is in the micrometer regime and it is
therefore possible to model transport in the semiconducting part via the drift-diffusion model
[217,218]. The dielectric is modeled with the Laplace equation, assuming that there is no charge
in the oxide. The Stern layer, ensuring a minimal distance of the charged zone containing the
macromolecules to the oxide interface, is modeled with the Laplace equation and a relative
permittivity of εsol ≈ 80. The presence of charge at the dielectric-electrolyte interface depends
on the preparation of the device. Often the surface is passivated before the macromolecules
are attached to it. The reasons for this are manifold: a need to suppress unwanted charge
accumulation at the open oxide sites which could mask the charges from the macromolecules
during detection, to avoid an unwanted pH dependence, and to prepare the surface in a way
that the macromolecules can be linked (attached) to the surface. The charge density in the
zone containing the macromolecules can either be determined by experimental data or must be
estimated from the macromolecules structure itself derived from a protein data bank (e.g. [2]).
This zone and the remaining electrolytic region are modeled with different approaches, described
in the following sections.

6.2.1 Poisson-Boltzmann Model

The often employed Poisson-Boltzmann model is a good approximation for electrolytes from sev-
eral mMol upwards. Assuming that the dissolved buffer ions are in thermodynamical equilibrium
with their environment and their concentration only depends on the local potential, the charge
contribution from the buffer can be written as sum over all ionic species of the buffer weighted

with Boltzmann type terms e
qψ

kBT and their valences. The Poisson-Boltzmann model has been
already introduced in Section 5.3 and is now generalized to a two-dimensional formulation1:

ε0∇ · (εsol∇ψ(x, y)) = −
∑

ξ∈S
ξ q c∞ξ e

−ξ q

kBT
(ψ(x,y)−ψµ)

+ ρSpace(x, y) . (6.1)

1In general this formulation can be extended to three dimensions, but due to the device geometry two-
dimensional cuts are sufficient.
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Figure 6.2: BioFET: different simulation zones.

kB denotes Boltzmann’s constant, T the temperature in Kelvin, and ξ ∈ S, where S contains
the valences of the ions in the electrolyte. ε0 is the permittivity of vacuum, and q denotes the
elementary charge. ψµ is the chemical potential. c∞ξ is the ion concentration in equilibrium,
while εsol ≈ 80 is the relative permittivity of water. ρSpace represents the average space charge
density in the simulation zone, where the charged macromolecules are held.

6.2.2 Poisson-Boltzmann Model with Sheet Charge

Looking at the region containing the charged macromolecules linked to the surface and not being
dispensed in a gel, one recognizes that its height is typically in the deca nanometer regime.
Thus, it is extremely thin compared to the rest of the device dimensions. Therefore, to save
mesh points, one introduces the average charge density replacing this region with an equivalent
sheet charge σSheet(x) at the surface y0.

ε0∇ · (εsol∇ψ(x, y)) = −
∑

ξ∈S
ξ q c∞ξ e

−ξ q

kBT
(ψ(x,y)−ψµ)

+ σSheet(x) δ(y − y0) (6.2)

6.2.3 Poisson-Boltzmann Model with Homogenized Interface Conditions

A similar but somewhat refined model was derived in [219, 220, 221]. The authors solved the
multi-scale problem by exchanging the fast varying charge distribution at the surface (e.g. Pro-
teins or DNA fragments scattered over the functionalized surface) by two interface conditions.
These interface conditions describe the effects of the charge and the dipole moment of the bio-
functionalized layer, including the charged macromolecules:
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εOxid ∂yψ(0−, x) − εsol∂yψ(0+, x) = −C(x)

ε0
, (6.3)

ψ(0−, x) − ψ(0+, x) = −Dy(x)

εsolε0
. (6.4)

Here, ψ(0−) describes the potential at the dielectric-electrolyte interface from the oxide, while
ψ(0+) denotes the interface potential from the solute. The first equation describes the jump
in the field, while the second introduces a dipole moment which causes a shift of the potential.
C(x) is the averaged (homogenized) charge density at the dielectric-electrolyte interface and
can either be determined by experimental data or derived from first principle calculations via a
data set from a protein data bank [2]. Dy(x) is the averaged dipole moment density and has to
be gained from first principle calculations. For instance, the adaptive Poisson-Boltzmann solver
(APBS) [222, 223, 224] allows to assign partial charges to every atom belonging to the desired
macromolecule, and therefore the calculation of the overall charge and in conjunction with the
relative distances between the atoms also the dipole moment of the molecule. This charge and
dipole moment can be linked to the mean charge and mean dipole moment assuming an average
distance between the macromolecules.

6.2.4 Extended Poisson-Boltzmann Model

The extended Poisson-Boltzmann model [225] incorporates the average closest possible distance
two ions within the liquid can approach. This allows to include the Stern layer within this
formulation without the need to add an ion free zone between the dielectric and the region
where the Poisson Boltzmann model is working. Furthermore, the closest possible approach
between two ions a is in this model a fit parameter and can therefore account for the varying
screening behavior at different ionic concentrations:

ε0∇ · (εsol∇ψ) =2 q c∞0

(

a− (a− 1) cosh( qψ
2kBT

)
)

sinh( qψ
2kBT

)
(

(1 − a) + a cosh( qψ
2kBT

)
)3 . (6.5)

Here, c∞0 denotes the bulk ion concentration for a 1 : 1 salt. In the limit lima→0 the Poisson
Boltzmann expression is recovered. One has to mention that this formulatin is limited to 1 : 1
electrolytes and therefore can not be applied to an arbitrary solute. In Section 6.3 some examples
will be considered.

6.2.5 Debye-Hückel Model

The Poisson-Boltzmann equation constitutes a nonlinear differential equation for the electro-
static potential. Frequently one is interested in a formulation which is numericaly less demand-
ing or even an analytical solution. This has been done by Debye and Hückel [226] in 1923, who
derived a linearized version of the Poisson-Boltzmann equation. Starting with the correspond-
ing thermodynamical potential, they rigorously deduced the Poisson-Boltzmann model and from
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Figure 6.3: The dependence of the Debye length on ion concentration for a 1 : 1
electrolytic solution. Higher salt concentration reduces the repulsion be-
tween complementary DNA strands, and thus accelerates the hybridiza-
tion events, but, at the same time, decreases the Debye length λD and
therefore the device signal.

this their Debye-Hückel equation by Taylor expansion of the exponential terms, neglecting con-
tributions higher than first order. This model is valid only for small potentials in relatively
dilute electrolytes:

ǫ0∇ · (ǫsol∇ψ(x, y)) =
q2

kBT
(ψ(x, y) − ψµ)

∑

ξ∈S
ξ2c∞ξ + ρSpace(x, y) (6.6)

From (6.6) two important properties can be gained. Firstly, the Debye length λD:

λD =

√

kBTε0εsol
q2
∑

ξ∈S ξ
2c∞ξ

or in terms of ionic strength I (~x) (6.7)

=

√

kBTε0εsol
2 q2I (~x)

. (6.8)

The Debye length λD is the characteristic length of the electrolytic system. It is the length at
which the charge density and also the electric potential of an ion atmosphere reduces to 1/e.

The Debye length λD is also an important parameter in the sense of giving a rule of thumb on
how far a charged macromolecule can be away from the dielectric-electrolyte interface without
being completely shielded by the ions in the electrolyte. It is also a measure of how much
of the macromolecule’s charge is actually able to couple to the semiconductor without being
screened for very large macromolecules (e.g. DNA). The Debye length λD affects the double
layer thickness. Increasing the concentration or valence of the counterions compresses the double
layer and raises the potential gradient.
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The second parameter is already introduced in (6.8) and describes the ionic strength of the
electrolyte defined as:

I(~x) =
1

2

∑

ξ∈S
ξ2c∞ξ (~x) (6.9)

The ionic strength of a solution is a measure of the concentration of ions in the solution. The
ionic compounds (e.g salts), dissociate into ions, when they are dissolved in water. Ionic strength
is one of the main characteristics of a solution with dissolved ions, which influences many impor-
tant properties like, the dissociation or solubility of different salts and the double layer thickness.
The ionic strength is utilized to describe the strong deviations from the ideality typically experi-
enced in ionic solutions via the Debye-Hückel theory. It is furthermore related to electrokinetic
phenomena, electroacoustic phenomena in colloids and other heterogeneous systems and linked
to the electric double layer (eq. (6.8)). The Debye length λD is inversely proportional to the
square root of the ionic strength Fig. 6.3.

In order to minimize changes during a titration2 in the activity quotient of solutes at lower
concentrations, media with high ionic strength are employed. Natural waters such as seawater
have a non-zero ionic strength due to the presence of dissolved salts which significantly affects
their properties.

6.2.6 Buffers and Ionic Strength

Normally, the experiment is carried out in a so called buffer solution. There are several reasons
for this. For instance, enzyme reactions are very sensitive to the local temperature, the local
substrate concentration, and also to their chemical environment (e.g. pH). In this case the buffer
fulfills the function of stabilizing the pH of the solution at a certain point and thus keeping the
enzyme activity at its maximum. If DNA is going to be hybridized3, the ions in the buffer gather
around the single DNA strands and screen partially the DNA charge. The repulsion between
the two negatively charged single DNA strands is reduced and they can approach each other
close enough to enable the hybridization reaction.

The utilization of buffers is a path way to control the chemical properties of the environment
in which the chemical reaction is conducted. Therefore, buffers are also a significant ingredient
in the description of BioFETs and a method to calculate the ion concentrations and the ionic
strength for an arbitrary buffer will be given. Beynon and Easterby published a book about
buffer solutions, giving an exhaustive and easy introduction into this topic [5].

6.2.6.1 Temperature Effects on Buffers

pKa = − log10(Ka) is, analogously to the definition of the pH of a solution, for the reaction a.
Since the equilibrium constant of a buffer is determined by the laws of thermodynamics, it has
to depend on temperature. This is described by dpKa

dT , the change of pKa with temperature.

2Titration is an often employed laboratory method of quantitative chemical analysis, used to determine the
unknown concentration of a known reactant.

3Nucleic acid hybridization is the process of joining two complementary strands of DNA
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The logarithmized equilibrium constant depends on the applied buffer and can exhibit positive
or negative values, or even being close to zero. Therefore,

pKa,T = pKa +
dpKa

dT
(T − 298.15 K) , (6.10)

T denotes the temperature and pKa represents the thermodynamic pKa value for 25◦C.

6.2.6.2 Debye-Hückel Relationship

Biological sensors are typically employed at a certain pH. The pH can be adjusted by tritration
and monitored by measurement. Hence, pH is an input parameter for the simulation. Starting
with a given pH, the buffer ion concentrations can be calculated including temperature effects
and the ionic strength of the solution. pK ′

a,T determines the buffer ion concentrations but also
depends on the ionic strength I(~x) and temperature T . Since the ionic strength also depends on
the buffer ion concentration, this nonlinear equation system has to be solved self-consistently.
The effect of the ionic strength I(~x) on pK ′

a can be compressed in one relation (also known as
the Debye-Hückel relationship):

pK ′
a,T = pKa,T + (2 ξa − 1)

[

A
√
I

1 +
√
I
− 0.1 I

]

. (6.11)

pK ′
a,T is termed as modified, working, or practical pKa value, ξa is the charge on the conjugate

acid species and A(T ) is a temperature dependent constant. A is normally around ∼ 0.5 (at
T = 0◦C A = 0.4918 and at T = 100◦C A = 0.6086). Furthermore, pK ′

a,T (~x) is a function of
position, because the ionic strength exhibits a position dependence, while pKa,T is only related
to temperature.

6.2.6.3 Henderson-Hasselbach Equation

The Henderson-Hasselbach equation connects the relative concentrations of acid and base and
the pK ′

a,T of the conjugate acid/base pair to the pH of the electrolyte,

pH = pK ′
a,T + log10

(

[acid]

[base]

)

. (6.12)

On account of the spatial coordinate dependence of all input quantities, the local pH is also
a function of position. In the vicinity of the interface the pH value will deviate from the pH
value in the bulk electrolyte. Remembering that the ion concentrations are also related to the
local potential via the Poisson-Boltzmann equation, further complicates the situation. In order
to include all effects one has to employ a numerical approach and solve the equations in a
self-consistent manner.
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A feasible algorithm works as follows:

1. Define the temperature T and the bulk pH value.

2. Define a buffer. Normally there is already one specified from an experiment. If none is
available, choose a buffer with a pKa near to the required pH.

3. Correct the pKa values to the given temperature T .

4. Calculate the concentrations of the conjugate base and acid via the Henderson-Hasselbach
equation.

5. Calculate the ionic strength I of the buffer, including counter ions.

6. Calculate pK ′
a from pKa,T with the ionic strength from the step before.

7. Return to Step 4 and calculate the ionic strength I again, but this time with the refined
pK ′

a values.

8. Calculate the pK ′
a values again with the new ionic strength from the step before.

9. Repeat Step 7 and Step 8 until convergence is reached. Typically four cycles are enough
to reach a relative error of ∼ 10−3.

6.2.6.4 PBS as an Example

In order to further clarify the procedure, how to calculate the ionic strength and the different
ion concentrations in the buffer, the procedure for a PBS will be presented. PBS contains
orthosphoric acid H3PO4 and exhibits three dissociation reactions:

H3PO4

pK ′
a1,T

GGGGGGGGGGGBFGGGGGGGGGGGH2PO
−
4 +H+

pK ′
a2,T

GGGGGGGGGGGBFGGGGGGGGGGGHPO
2−
4 + 2H+

pK ′
a3,T

GGGGGGGGGGGBFGGGGGGGGGGG PO
3−
4 + 3H+ .

(6.13)

Applying the Henderson-Hasselbach equation to (6.13) and utilizing charge conservation to gain
the sodium concentration leads to the following set of equations:

[H3PO4] =
[PBS]

1 + 10
pH−pK′

a1,T

(

1 + 10
pH−pK′

a2,T

(

1 + 10
pH−pK′

a3,T

)) , (6.14)

[

H2PO−
4

]

= [H3PO4] 10
pH−pK′

a1,T , (6.15)
[

HPO2−
4

]

=
[

H2PO−
4

]

10
pH−pK′

a2,T , (6.16)
[

PO3−
4

]

=
[

HPO2−
4

]

10
pH−pK′

a3,T , (6.17)
[

Na+
]

= − ξ1
[

H2PO−
4

]

− ξ2
[

HPO2−
4

]

− ξ3
[

PO3−
4

]

. (6.18)

Here, ξ1, ξ2, and ξ3 are the valencies of the H2PO−
4 , HPO2−

4 , and PO3−
4 , respectively, and the

concentration of the PBS and the pH value in the bulk electrolyte is kept fixed. The iteration
procedure given before with the values in Table 6.1 yields the ion concentrations depicted in
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Table 6.1: Parameters for the chosen phosphate buffer saline (PBS) [5].

Symbol value unit

pKa1 2.15

pKa2 7.21

pKa3 12.33

dpKa1 0.0044 1/K

dpKa2 −0.0028 1/K

dpKa3 −0.0026 1/K

ξa1 0.0

ξa1 −1.0

ξa1 −2.0

A 0.5114

T 25 + 273.15 K

0 2 4 6 8 10 12 14
pH

0

1

2

3

4

io
n

 c
o

n
ce

n
tr

at
io

n
 /

 i
o

n
ic

 s
tr

en
g

th
  

[m
M

o
l/

l] ionic stregth

Na
+

H
3
PO

4

H
2
PO

4

-

HPO
4

2-

PO
4

3-

Figure 6.4: The dependence of the concentrations for different ionic components and
the ionic strength on the local pH.

Fig. 6.4, which illustrates the buffer ion concentrations and the ionic strength as a function of
pH at 25◦C and 1 mMol

l . The ionic strength rises strongly for small pH values (high [H3O
+]

concentration) and high pH values (high OH− concentration). Furthermore, the influence of the
valence on the ionic strength is very pronounced due to the quadratic dependence in (6.9).
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6.3 Analytical Comparison between the Poisson-Boltzmann, the
Extended Poisson-Boltzmann, and the Debye-Hückel Model

For better comparison between the Poisson-Boltzmann, the extended Poisson-Boltzmann, and
the Debye-Hückel model we study their one-dimensional analytical solutions without any charges
from macromolecules or due to the site-binding effect at the oxide surface. The surface potential
ϕ0 will be chosen in a way that all models exhibit the same charge at the surface and that the
potential ϕ and the electric field E vanish in the limit of infinite distance away from the surface.
In the first step all equations are transformed to dimensionless units.

Reformulating the Laplace term

dϕ2

dz2
= −dE

dz
= E · dE

dϕ
(6.19)

and transforming the equations with

ϕ =
qψ

kBT
and (6.20)

1

λ2
D

=
2q2c0

kBTε0εsol
, (6.21)

leads to the following differential equations:

E · dE
dϕ

=
1

λ2
D

sinh (ϕ) (6.22)

for the Poisson-Boltzmann model,

E · dE
dϕ

=
2

λ2
D

(a+ (1 − a) cosh(ϕ/2)) sinh(ϕ/2)

((1 − a) + a cosh(ϕ/2))3
(6.23)

for the extended Poisson-Boltzmann model and

E · dE
dϕ

=
1

λ2
D

ϕ , (6.24)

for the Debye-Hückel model.

Assuming vanishing potential ϕ and vanishing electric field E for large distances z → ∞, inte-
grating these equations twice results in the following solutions:

ϕ(z) = 2 ln

(

1 − e−z/λD tanh(ϕ0/4)

1 + e−z/λD tanh(ϕ0/4)

)

(6.25)

E(z) =
4

λD

e−z/λD tanh(ϕ0/4)

1 − e−2 z/λD tanh2(ϕ0/4)
, (6.26)
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for the Poisson-Boltzmann model [227],

z(ϕ) = − λD ln

∣

∣

∣

∣

∣

tanh1−a (ϕ
4

)

sinha
(ϕ

2

)

tanh1−a (ϕ0

4

)

sinha
(ϕ0

2

)

∣

∣

∣

∣

∣

, or with only ϕ/2 (6.27)

− λD ln

∣

∣

∣

∣

∣

(

cosh
(ϕ

2

)

+ 1
)a−1

sinh
(ϕ

2

)

(

cosh
(ϕ0

2

)

+ 1
)a−1

sinh
(ϕ0

2

)

∣

∣

∣

∣

∣

, (6.28)

or via E as a function of ϕ

E(ϕ) =
2

λD

sinh(ϕ/2)

1 − a+ a cosh(ϕ/2)
, (6.29)

for the extended Poisson-Boltzmann model [225], and

ϕ(z) = ϕ0 e
−z/λD (6.30)

E(z) = ϕ0/λD e
−z/λD (6.31)

for the Debye-Hückel model [226].

Unfortunately the analytical expression (6.27) is not as handy as the expressions (6.30) for the
Debye-Hückel model and (6.25) for the Poisson-Boltzmann model. As can be seen in (6.27), only
for the position z as a function of the potential ϕ it is possible to write down a compact analytical
expression, while for the inverse function one has to use numerical approaches. However, in the
limit a→ 0 the solution for the Poisson-Boltzmann model is recovered [225].

In the next step we assume an equivalent surface charge σ0 for all three models, in order to
accomplish a better comparison between them. This is realized by choosing an arbitrary charge
at the surface and applying Gauß’s law. This way, a surface potential ϕ0 related to the same
surface charge can be found.

The corresponding surface potentials are:

ϕ0 = ϕ(0) = 2 ln

(

1 − ζ

1 + ζ

)

with (6.32)

ζ =
1

λDσ0

(

2 +
√

4 + λ2
Dσ

2
0

)

, (6.33)

for the Poisson-Boltzmann model [227],

ϕ0 = ϕ(0) = −2 arccosh





(1 − a) a
λ2
Dσ

2
0

4 −
√

1 +
λ2
Dσ

2
0

4 − a
λ2
Dσ

2
0

2

1 − a2 λ
2
Dσ

2
0

4



 , (6.34)

for the extended Poisson-Boltzmann model [225], and

ϕ0 = ϕ(0) = λD σ0 , (6.35)

the Debye-Hückel model, respectively.
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Figure 6.5: Illustrating the different screening characteristica for the Poisson-
Boltzmann, the extended Poisson-Boltzmann, and the Debye-Hückel
model. In the limit of a → 0 the extended Poisson-Boltzmann model
rejoins the Poisson-Boltzmann model, while for increasing closest possi-
ble ion distance a, which corresponds to a decreasing salt concentration,
the screening is reduced and resembles for a = 0.275 the Debye-Hückel
model.

Fig. 6.5 shows a comparison between the Poisson-Boltzmann, the extended Poisson-Boltzmann,
and the Debye-Hückel model. As already mentioned before, one can see that for a → 0 the
extended Poisson-Boltzmann model and the Poisson-Boltzmann model coincide. Increasing the
closest possible approach a between two ions, leads to a reduction in screening and thus higher
surface potential ϕ0. Furthermore, for a = 0.275 the extended Poisson-Boltzmann model aligns
quite well with the Debye-Hückel model. This shows that the extended Poisson-Boltzmann
model is able to cover a wider range of screening behavior than the Poisson-Boltzmann and the
Debye-Hückel model.
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6.4 BioFET Examples

In this section possible surface modifications for a BioFET are demonstrated. Several examples
regarding BioFETs functionalization with single stranded DNA, utilizing the different models
outlined in Section 6.2, followed by a second BioFET functionalized for a biotin-streptavidin
reaction, using a SGFET with different dielectric materials is discussed.

6.4.1 DNAFET

The ability of ISFETs to sense the charge in deoxyribonucleic acid (DNA) can be exploited to
craft biosensors able to detect specific DNA sequences [189,196,208]. This possibility has a vast
impact in many areas, like food and environmental monitoring, development of patient-specific
drugs, and gene expression experiments. Therefore, the simulation of so called DNAFETs is
currently extremely interesting. However, in order to give a better overview about DNAFETs, a
small introduction to DNA and the currently established detection methods will be given prior
to the simulation results.

6.4.1.1 DNA Structure

DNA and proteins are regularly addressed as the main active components in all living organisms
[228]. The DNA stores via molecular sequences in the polymere all genetic information. Watson
and Crick found that DNA consists of a double helix structure. Each helix is a compound of
a repeating structure, containing a sugar polymer, a nitrogen base and a phosphate ion. The
nitrogen base can be one of four select bases. Namely, adenine (A), thymin (T), cytosine (C),
and guanine (G). A DNA strand may consist of several millions of such base pairs and the
specific sequence of bases within the DNA strand allows to encode specific genetic information
concerning an organism. A species signature can be build from particular subsequences of an
organism’s DNA, thus providing a genetic finger print [189, 228]. The two helical strands are
bound together by weak hydrogen bonds formed between the bases. The bonds between A and T,
and between C and G have been found to be thermodynamical favorable. Therefore, only helical
DNA strands with complementary bases will be able to fully bind and form a thermodynamically
stable compound. The process of double helix formation, called hybridization, is a fundamental
part in the life cycle of any living organism, facilitating the multiplication of genetic code.

6.4.2 DNA Hybridization Sensors

6.4.2.1 Studying the Angular Dependence of DNA in Relation to the Surface on
the Device Characteristics

Fig. 6.6a and Fig. 6.6b sketch a DNAFET with a functionalized surface, exhibiting single DNA
strands containing 12 phosphate groups. Every phosphate group possesses one elementary charge
(−1e). Thus, the unbound single stranded DNA is charged with −12 e elementary charges
(Fig. 6.6), while the hybridized DNA strand features −24 e elementary charges.

Here, the Poisson-Boltzmann model with homogenized interface conditions (see Section 6.2.3)
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a.) b.)

Figure 6.6: a.) The unbound single-stranded DNA at the surface of the dielectric.
b.) Single-stranded DNA on the oxide surface. Two iso-surfaces for plus
and minus 0.2kBT

qÅ2
are shown.

has been applied. It allows to introduce the angular dependence of the molecule orientation in
relation to the surface by its mean dipole moment. Starting with a data set from a protein data
bank [2], one can calculate the overall charge and the dipole moment for a single DNA strand.
Since, only the dipole moment perpendicular to the surface enters in (6.4), one hast to calculate
the perpendicular dipole moment for different inclination angles of the DNA. The charge and
dipole moment of the single (unbound) and the double (bound/hybridized) DNA strand can
be related to average charge densities and dipole moments by introducing an average distance
between the macromolecules.

Simulations were carried out for two average distances λ (10 nm and 15 nm). For each mean
distance the potential profiles and output characteristics at different states were simulated. The
states were: the unprepared surface, where no DNA is attached, the prepared but unbound
state, where single-stranded DNA is attached to the surface, and the bound state, when the
single-stranded DNA has been hybridized to double-stranded DNA. Additionally, calculations
for 0◦ (dipole moment perpendicular to the surface) and 90◦ (dipole moment parallel to the
surface) were carried out. 100% binding efficency was assumed. SiO2was chosen as dielectric.
The potential at the reference electrode was set to 0.4 V, setting the nMOS to moderate inversion
as proposed by [160].

Fig. 6.7a illustrates the potential profile in the BioFET including the solute. Fig. 6.7b shows the
potential profile for a cut throughout the middle of the device orthogonal to the interface of the
dielectric, for the unprepared state and the bound state. As can be seen, when the negatively
charged DNA is attached to the interface, the potential in the channel changes. This upward
shift is related to a threshold voltage decrease, and in conjunction with this, an increase in
the channel resistance. Fig. 6.8a shows the influence of the DNA surface concentration on the
output curves for single-stranded DNA (unbound state), while Fig. 6.8b depicts the relation of
the DNA surface concentration to the output curves for double-stranded DNA (bound state).
Comparing these two figures shows that for higher concentrations (smaller λ) the change in the
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Figure 6.7: a.) Potential profile in the whole device for double-stranded DNA per-
pendicular to surface.
b.) Potential profile at the interface (from left to right: semiconductor,
oxide, solute).
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Figure 6.8: a.) Output characteristics before hybridization for a mean distance λ =
10nm and λ = 15nm without dipole moment.
b.) Output characteristics after hybridization for a mean distance λ =
10nm and λ = 15nm without dipole moment.
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Figure 6.9: a.) Output characteristics after hybridization for a mean distance λ =
15nm: without dipole moment, with 0◦, and 90◦.
b.) Potential profile from semiconductor to oxide (left to right).

output curves increases. The unbound state (single-stranded DNA) exhibits −12 e elementary
charges, while the bound state (double-stranded DNA) possesses twice the charge, equal to
−24 e elementary charges. Therefore, the bound state of double-stranded DNA features a larger
negative surface charge, which results in a reduced current. This reduction is more pronounced
for higher DNA concentration as demonstrated in Fig. 6.8a and Fig. 6.8b.

Fig. 6.9 illustrates the influence of the DNA orientation on the output curves of the DNAFET.
It demonstrates that the orientation perpendicular to the surface (0◦) possesses the highest
resistance in comparison to the other curves. Also the DNA orientation parallel to the surface
shows an increased resistance in comparison to the curve without dipole moment. This is caused
by the inhomogeniously distributed charge along the DNA strand and linked to this the non-
vanishing dipole moment. For the orientation perpendicular (0◦) to the surface the threshold
voltage shift is the most negative one, while for the orientation parallel to the surface (90◦) it is
almost absent as compared to the case without dipole moment.

Over several years there was a discussion, wether the orientation of the molecules attached to the
surface affects sensing [229, 230, 231, 232, 233]. Indeed biomolecules exhibit an inhomogeneous
charge distribution and therefore possess a dipole moment. The orientation of the biomolecule
must obey the energy minimization principle and, therefore, there is an orientation that is
preferred over others.

In the works [229,230,231,232,233] the change of orientation has been resolved, optical techniques
to detect DNA were applied. Although extra study is needed, one should mention that for
optical detection techniques it is more important to choose the linking molecule in a way that
the reaction is not impeded by steric effects (receptors blocking each other) or the binding sites
are obstructed or even destroyed by the crosslinker. However, in the case of DNAFETs, a field-
effect as working principle is exploited. Thus it is decisive to provide a linker which is as short
as possible, so that the molecule is closer to the surface. In order to increase the signal to noise
ratio, the linker should have as little charge as possible.
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6.4.2.2 Studying different Models for DNA Sensing with Low Concentrated Buffers
in SGFETs

The experimental data of a suspend gate field-effect transistor (SGFET) have been investigated
via three different modeling approaches. A SGFET is basically a standard MOSFET except
it possesses an elevated gate with a hollow below it. The resulting bare gate-oxide layer is
biofunctionalized with single stranded DNA, which is able to hybridize with a complementary
strand in a subsequent process step. As already mentioned, caused by the intrinsic charge of
the phosphate groups (minus one elementary charge per group) of the DNA, big shifts in the
transfer characteristics are generated. This way, label-free, time-resolved, and in-situ detection
of DNA is possible.

At first, I will take a short review on the experiment carried out by Harnois et al. [234] to
build the basis for a better understanding of the behavior of the system. In their work 60 oligo-
deoxynucleotides (ODN), also known as single stranded DNA, were attached onto a glutaralde-
hyd coated nitride layer. Subsequently, one test run with mismatched ODNs and one test run
with matching ODNs were performed. The test samples with the mismatching DNA sequences
display no relevant change in the output curves, while for the matching single stranded DNA a
big shift in the threshold voltage is observed. The outcome of their experimental series features
two interesting properties. Firstly, they exhibit a threshold voltage shift of about 800 mV be-
tween the probe curve and the target transfer curve and, secondly, the probe transfer curve is
situated in the center between the target and the reference curve. A typical threshold voltage
shift lies within a range from several mV to 100 mV [235], determined by the featured buffer
concentration. Therefore, the 800mV shift is quite big and additionally the Poisson-Boltzmann
regime shows commonly a big shift between the reference and the probe/target (∼ 100 mV), but
a much smaller shift between probe and target curves (10 − 20 mV) [149]4.

In order to reproduce the device behavior, the Poisson-Boltzman model in combination with a
space charge representing the charged DNA (60 base pairs probe and 120 base pairs target), the
Poisson-Boltzman model with a sheet charge describing the DNA, and the Debye-Hückel model
with a corresponding space charge were investigated, trying to match the device tranfer curves.

Fig. 6.10a,b,c illustrate the transfer characteristics for the unprepared SGFET (reference), the
prepared but unbound (probe), and after the DNA has bound to functionalized surface (target),
respectively. The curves of the experiment are indicated by discrete grey dots. As shown by
Fig. 6.10a and Fig. 6.10b, even for the very low salt concentration of 0.6mmol, the shift between
the reference curve and the probe/target is bigger than between the probe and target curves.

This behavior abides with the observations by [149] and is assigned to the nonlinear screening
of the used models. Studying Fig. 6.11 and Fig. 6.12 reveals that doubling the charge at the
interface does not cause twice the potential shift. There is also a bigger shift for the sheet
charge model due to the description of the DNA charge as sheet with infinitely small height
observeable. This is the result of lesser screening compared to the space charge model which
spreads the same amount of charge over 20 nm.

However, it is impossible to fit the experimental data by only decreasing the salt concentration.
On the other hand the Debye-Hückel model shows acceptable agreement for the same paramter

4Due to the strong non linear screening in the Poisson-Boltzmann regime doubling the charge does not lead
to twice the potential shift.
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set as for the Poisson-Boltzmann models (Fig. 6.10). For the Debye-Hückel model, doubling the
charge is reflected in twice the potential shift (Fig. 6.13), due to the linear screening behavior
of the model (6.6).

Understanding the failure of the Poisson-Boltzmann model and the success of the Debye-Hückel
model demands a second look at the models and checking the validity constraints of their
formulation. One can get a feeling for the problem by assuming a single 60 bases DNA strand
contained in a box of 10 · 10 · 20 nm3 at one mmol sodium-chloride bulk concentration. In this
volume there will be only one sodium/chlorine ion on average. Therefore, strong nonlinear
screening is extremely unlikely in such cases. The Poisson-Boltzmann model is a continuum
model, which describes the salt concentration as a continuous quantity. This is the reason why
it overestimates the screening and, therefore, it is not valid for small salt concentrations.

The Debye-Hückel model is derived by expanding the exponential terms into a Taylor series
and neglecting all terms higher than second order [226]. Taking the laws of series expansion
into account, qψ

kBT
≪ 1, thus the potential has to be small compared to the thermal energy.

Furthermore, treating the ions as infinite small point charges leads to a big mean distance
between the ions in the solution and, in conjunction with this, to a low bulk salt concentration.
However, even though only one of the constraints is fullfilled, the Debye-Hückel model is able to
fit the data. One possible explanation is that in this case the extended Poisson-Boltzman model
and the Debye-Hückel model coincide as shown in Section 6.3 (Fig. 6.5) and thus the screening
is controlled by the average closest possible approach.
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Figure 6.10: a.) Transfer characteristics of a SGFET for Poisson-Boltzmann model
and DNA charge modeled via space charge density.
b.) Transfer characteristics of a SGFET for Poisson-Boltzmann model
and DNA charge modeled via sheet charge density.
c.) Transfer characteristics of a SGFET for Debye-Hückel model and
DNA charge modeled via space charge density.
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Figure 6.11: Potential for the Poisson-Boltzmann model with space charge, starting
from the semiconductor (left) and ending in the analyte (right). It can
be seen that doubling the charge does not lead to twice the potential
shift due to nonlinear screening.

Figure 6.12: Potential for the Poisson-Boltzmann model with sheet charge, start-
ing from the semiconductor (left) and ending in the analyte (right).
Here the shift is a bit increased but far away from the values from the
measurement. However, also here doubling the charge does not lead to
twice the potential shift due to nonlinear screening.
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Figure 6.13: Potential for the Debye-Hückel model with space charge, starting from
the semiconductor (left) and ending in the analyte (right). It can be
seen that doubling the charge leads to twice the potential shift due to
the weaker linear screening.
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Figure 6.14: Scheme of the tetrameric protein streptavidin and biotin.

6.4.3 Protein-FET - Streptavidin-Biotin-FET

The chemist Gerhardus Johannes Mulder was the first to describe proteins and Jöns Jakob
Berzelius the first naming them in 1838. Proteins play a key role in living organsims. They are
like other biological macromolecules, such as polysaccharides and nucleic acids, essential parts
of an organism and participate in an endless list of processes within a cell. Numerous proteins
are enzymes catalyzing biochemical reactions and thus vital to metabolism. They also exhibit
structural or mechanical functions, such as actin and myosin in muscles or the proteins in the
cytoskeleton forming a system of scaffolding which maintains the cell shape. Proteins are also
substantial in cell signaling, immune responses, cell adhesion, and the cell cycle.

Proteins are linear polymers and consist of a series of up to 20 different L-α-amino acids. All
amino acids exhibit common strucutral features like an α-carbon bonded to an amino group, a
carboxyl group, and a variable side chain. Their three-dimensional structures were first deter-
mined by Perutz and Kendrew via x-ray diffraction analysis in 1962, awarded with the Nobel
prize in chemistry for their discoveries.

Streptavidin is a tetrameric protein purified from the bacterium streptomyces avidinii and each
subunit is able to bind biotin with equal affinity (Fig. 6.14, Fig. 6.15). It is exploited widely
in molecular biology through its extraordinarily strong affinity for biotin. It also possesses one
of the strongest non-covalent interactions known in nature. Among the most common uses are
the purification or detection of various biomolecules. The strong streptavidin-biotin bond can
be utilized to attach various biomolecules to one another or onto a solid support.

As mentioned before proteins play a major role in a living organism. Therefore, various kinds
of reaction pairs are of interest and have been studied comprehensively, like detection of DNA
[17], [150], [151], cancer markers [152], proteins, e.g. biotin-streptavidin [153], [154], [155], [156],
albumin [157], and transferrin [158].
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Figure 6.15: Biotin-streptavidin complex [2] on the oxide surface. Two iso-surfaces
for plus and minus 0.03 kBT/qÅ

2 are shown.

The biotin-streptavidin reaction pair is modeled with the physics-based bottom-up approach
of Section 6.4.2.1. Here, once more the charge and dipole moment for a single molecule (bi-
otin/streptavidin) (see for example Figure 6.15, [235]) is obtained and extrapolated to the mean
charge density and the mean dipole moment density of the boundary layer, bridging the gap
between the Angstrom length scale of the biomolecules and the micrometer dimensions of the
FET [219], [220], [236]. The x-axis is chosen parallel to the oxide surface, while the y-axis points
into the liquid. ψ(0−) describes the potential in the oxide, while ψ(0+) relates to the potential
in the solute. The first equation (6.3) introduces the jump in the field, while the second (6.4)
describes the dipole moment which causes a shift of the potential taken into account by adjusting
the potential in the analyte.

Three different oxid types were utilized as dielectric. SiO2as a reference, Al2O3 , and Ta2O5 as
possible high-k materials, with relative permitivies of 3.9, 10, and 25 respectively. Sodium
chloride was chosen as solute at pH 7. For each dielectric several simulation runs were performed
such as the unprepared state (only water and salt), the prepared but unbound state (water, salt
and biotin), and the bound state, when the chemical reaction has occured (water, salt, and
biotin-streptavidin). Furthermore, for every dielectric two sets of mean distances between the
molecules (λ = 10nm, λ = 15nm) and two different orientations in relation to the surface (0◦ . . .
perpendicular to the surface and 90◦ . . . parallel to the surface) were considered. The data
for biotin and streptavidin were obtained from [2] and exploited for their charges and dipole
moments. The ProteinFETs output curves were computed for every parameter combination
mentioned before, under the assumption of a 100% binding efficency. The potential of the
reference electrode was set to 0.4V, shifting the FET into moderate inversion as proposed by
[160].
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Fig. 6.16, Fig. 6.17, and Fig. 6.18 show a decrease in the output current for biotin attached to
the surface in comparison to the unprepared surface. This downward shift for the bound state in
comparison to the unbound state is caused by the increase of negative charges at the interface,
which is consistent with the difference between the curves for λ = 10nm and λ = 15nm, since
for 10nm the molecules are more dense than by 15nm.

One can learn from Fig. 6.16, Fig. 6.17, and Fig. 6.18 the bigger the εr of the dielectric the
bigger is the output current. Thus high-k materials enable stronger output signals. However,
according to [237], higher εr dielectric constants may be influenced by higher trap densities and
thus lead to a decreased signal-to-noise ratio. Therefore a compromise between an increased
output signal and a good signal-to-noise ratio has to be found.

Fig. 6.19 illustrates the output curves as a function of dielectric and molecule orientation (0◦

denotes perpendicular to the surface and 90◦ lying flat on the interface) yielding the lowest
output curves for 0◦ followed by 90◦ and the curves without dipole moment for each group.
Fig. 6.20 and Fig. 6.21 display the small signal resistance as a function of dielectric and molecule
orientation, showing smaller values for higher relative permittivity εr. In agreement with the
previous results depicted in Fig. 6.16, Fig. 6.17, and Fig. 6.18, a somewhat larger differential
resistance is observed for the perpendicular molecule orientation. This has to be apprehended
in the sense of the inhomogeneously charged biomolecules and in conjunction to the occuring
dipole moment entering into the boundary conditions (6.4), thus yielding a difference in the
output curves of the BioFET for different orientation angles in relation to the surface.

In order to increase the signal-to-noise ratio, the linker should be neutral or at least possess
as little charge as possible. For instance, in the case of detecting streptavidin, biotin can be
used as a binding agent. So biotin molecules are attached to the surface via a neutral linker.
Streptavidin is then able to bind biotin and form a bound state at the interface. The charge
difference between the unbound state of a single biotin, which is negatively charged with one
single elementary charge and the bound state of biotin-streptavidin, which is negatively charged
with five elementary charges, is large enough for detection. One also has to mention that due
to the tetrameric nature of streptavidin it exhibits four binding sites for biotin as shown in
Fig. 6.14. Thus, the linker for binding biotin to the surface should be short enough to impede
binding several biotin molecules to a single molecule of streptavidin. If one has the freedom
of choice in deciding, if biotin or streptavidin is initially is attached to the surface, I would
recommend to attach biotin in advance of streptavidin. The relative change in charge will be
bigger this way (from minus one elementary charge to minus five elementary charges) leading
to an more pronunced change in the output signal and allows to attach further biotinilated
molecules close to the interface5.

The model shows a strong dependence on surface charges and indicates a detectable shift in the
threshold voltage depending on their orientation related to the surface. It would be interesting
to study an experimental setup introducing an additionall electric field parallel to the surface
(e.g. extra isolated plates on the left and right side wall of the microfluidic), which enables to
bend the molecules out of their equilibrium position into an arbitrary direction allowing the
comparison with the results obtained from the simulations.

5due to the three remaing open binding sites of streptavidin for biotin
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Figure 6.16: Output curve for SiO2 for unprepared, prepared but unbound, and
bound state at λ = 10nm and λ = 15nm, respectively.
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Figure 6.17: Output curve for Al2O3 for unprepared, prepared but unbound, and
bound state at λ = 10nm and λ = 15nm, respectively.
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Figure 6.18: Output curve for Ta2O5 for unprepared, prepared but unbound, and
bound state at λ = 10nm and λ = 15nm, respectively.
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Figure 6.19: Output curves for SiO2, Al2O3 , and Ta2O5 for calculation without
dipole moment, 0◦ (perpendicular to surface), and 90◦ (parallel to sur-
face).
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Figure 6.20: Small signal resistance for SiO2, Al2O3 , and Ta2O5 for calculation with-
out dipole moment, 0◦ (perpendicular to surface), and 90◦ (parallel to
surface) at biotin only.
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Figure 6.21: Small signal resistance for SiO2, Al2O3 , and Ta2O5 for calculation with-
out dipole moment, 0◦ (perpendicular to surface), and 90◦ (parallel to
surface) at bound state (biotin-streptavidin).
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Chapter 7

Summary and Outlook

BEGINNING WITH high-k gate stacks employed in modern CPUs and flash memories, gate
stacks with strained interfaces, in order to boost the carriers mobility, ferroelectric gate

stacks, for novel non-volatile memories, and electrolytic gate stacks, enabling new biochemical
sensors, the versatility of the field-effect has been shown.

An overview of state of the art strained interface gate stacks is given and their mathematical
description with the aid of the k·p method is presented. The description of the influence of
strain on the semiconductor is extended to ultra-thin body FETs with the help of a confinement
potential and a two-band k·p model. The effects on the dispersion relation, energy splitting,
and effective masses for ultra-thin body FETs along [001] for primed and unprimed subbands
with respect to the X−point at different strain levels and body thicknesses are studied. The
utilized two-band k·p Hamiltonian accurately describes the band structure up to energies of
∼ 0.5 eV and incorporates a shear strain component, neglected in the parabolic approximation.
Due to the modification of the effective mass by shear strain it is an important source of mobility
enhancement one has to account for in ultra-thin silicon films.

It is shown that the effective masses along [110] and [11̄0] become different for decreasing film
thickness. In ultra-thin films the large separation in energy between the primed and the un-
primed subbands even without stress leads to a de-population of the primed subbands. Tensile
stress in [110] direction generates a shear component which changes the transport effective
masses of the unprimed subbands and shifts the primed subbands with unfavorable effective
masses up in energy. With decreasing film thickness the decrease of the effective mass along
[110] direction induced by shear strain becomes more pronounced enabling mobility enhance-
ment even in ultra-thin films. Unfortunately, the density of states effective mass in unprimed
subbands increases with shear strain and thus results in higher scattering rates, which reduces
the mobility gained due to the thickness-enhanced transport mass decrease at high stress values.
However, the mobility enhancement remains significant.

Thereafter, a detailed introduction into the modeling of electrolytic interfaces is presented and
its peculiarities like, the double layer, the Stern layer, the site-binding model, and the different
available models for the electrolyte are elaborated. Several examples illustrate the exploitation
of electrolytic gate stacks for pH, DNA, and biotin-streptavidin sensitive devices. The presented
pH sensor (ISFET) was the first device utilizing an electrolytic gate stack. The simulations
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performed show good agreement with the values reported in literature. The examples for de-
tecting DNA predict an angular dependence of the DNA molecule orientation with respect to the
surface and show that for low salt concentrations the commonly employed Poisson-Boltzmann
model can not reproduce the screening of the DNA in the electrolyte correctly, while the Debye-
Hückel model is able to fit the experimental data. This can be explained by the in this work
introduced extended Poisson-Boltzmann model, which is able to adjust the screening behavior
with respect to the average closest possible distance between two ions. Finally, a BioFET for
detecting biotin-streptavidin is analyzed, studying the influence of several dielectric materials,
molecule surface density, and molecule orientation with respect to the surface.

Even though the end of scaling is beginning to rise on the horizon, there are plenty of white spots
on the map of microelectronics and there is more than enough room for further improvements
and fascinating new applications.
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Appendix

A. Re-expressing X1 as a Function of X2

In the first step the Hamiltonian (4.1) and the energy dispersion (4.4) are transformed into
dimensionless units with the expressions:

X =
kz
k0
, E0 =

~
2k2

0
ml

(7.1)

E =
E

E0
, ζ = δ

E0
.

The energy dispersion then takes the following form:

E (X) =
X2

2
±
√

ζ2 +X2 +
ml(k

2
x + k2

y)

2mtk2
0

. (7.2)

Setting the determinant of the dimensionless Hamiltonian to zero allows to express X as a
function of energy E :

(

X2

2
−X − E

)(

X2

2
+X − E

)

− ζ2 = 0

or

(

X2

2
− E

)2

− X2 − ζ2 = 0 . (7.3)

Re-expressing the fourth order equation (7.3) as a second order equation ν2

4 −νE +E
2−ν−ζ2 = 0

by

ν = X2 , (7.4)

we find the solution,

ν =2(1 + E ) ±
√

4(1 + E )2 − 4(E 2 − ζ2) or

ν =2(1 + E ) ± 2
√

1 + 2E + ζ2 . (7.5)
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This formulation preserves all four solutions for X. Embracing two sets of X values in two
separate equations leads to the following expressions:

ν =
(

1 ±
√

1 + 2E + ζ2
)2

− ζ2 (7.6)

X2
1 =

(

1 +
√

1 + 2E + ζ2
)2

− ζ2 (7.7)

X2
2 =

(

1 −
√

1 + 2E + ζ2
)2

− ζ2 . (7.8)

Using the following identities:

X2
1 +X2

2

2
= 2(1 + E ) , (7.9)

X2
1 −X2

2

2
= 2
√

1 + 2E + ζ2 , (7.10)

leads to the desired expressions X1(X2) and X2(X1).

X2
1 =

(

1 +
X2

1 −X2
2

4

)2

− ζ2 , (7.11)

X2
2 =

(

1 − X2
1 −X2

2

4

)2

− ζ2 or (7.12)

X2
1 = X2

2 + 4 + 4
√

X2
2 + ζ2 , (7.13)

X2
2 = X2

1 + 4 − 4
√

X2
1 + ζ2 . (7.14)

The transformation to dimensionless units of the corresponding expression for c(X) is:

c(X) = − X

ζ ±
√

ζ2 +X2
. (7.15)

B. Expressing the Equations (4.18) and (4.19)

In order to write (4.25) as a function of yn the following set of rules is needed:

(ȳn + yn) = X1 , (7.16)

(ȳn − yn) = X2 , (7.17)

or

X1 +X2

2
= yn , (7.18)

X1 −X2

2
= ȳn . (7.19)
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The following identities ((7.11),(7.12)):

(ȳn ± yn)
2 + ζ2 =

(

1 ± X2
1 −X2

2

4

)2

, (7.20)

ȳ2
n + y2

n + ζ2 = 1 +
X2

1 −X2
2

4
, (7.21)

ȳn yn =
X2

1 −X2
2

4
, (7.22)

allow to write ȳn as function of yn,

ȳ2
n + y2

n + ζ2 = 1 + ȳ2
n y

2
n , (7.23)

ȳ2
n

(

1 − y2
n

)

= 1 − y2
n − ζ2 , (7.24)

ȳ2
n =

1 − y2
n − ζ2

1 − y2
n

, (7.25)

and yn as function of ȳn,

ȳ2
n + y2

n + ζ2 = 1 + ȳ2
n y

2
n , (7.26)

y2
n

(

1 − ȳ2
n

)

= 1 − ȳ2
n − ζ2 , (7.27)

y2
n =

1 − ȳ2
n − ζ2

1 − ȳ2
n

. (7.28)

Starting with the fraction of (4.26) in dimensionless form I ≡ c(X2)−c(X1)
c(X2)+c(X1)

, and putting in the

definition of c(X), leads to the term below:

I ≡
X2

(

ζ ±
√

ζ2 +X2
1

)

−X1

(

ζ ±
√

ζ2 +X2
2

)

X2

(

ζ ±
√

ζ2 +X2
1

)

+X1

(

ζ ±
√

ζ2 +X2
2

) . (7.29)

Proceeding by substituting X1 with (7.16) and X2 with (7.17), and using the identity:

√

X2
1,2 + ζ2 = |1 ± X2

1 −X2
2

4
| = |1 ± ȳnyn| , (7.30)

the term (7.29) can be written as a function of ȳn and yn,

I ≡ (ȳn − yn) (ζ ± (1 + ȳnyn)) − (ȳn + yn) (ζ ± (1 − ȳnyn))

(ȳn − yn) (ζ ± (1 + ȳnyn)) + (ȳn + yn) (ζ ± (1 − ȳnyn))
, (7.31)

Expanding the brakets and reorganizing the expression results in:

I ≡ −yn
(

ζ ± 1 ∓ ȳ2
n

)

ȳn (ζ ± 1 ∓ y2
n)

. (7.32)

After substituting
√

1−y2n−ζ2
1−y2n

for ȳn the expression simplifies to:

I ≡
−ynζ

(

1 ± ζ
1−y2n

)

(ζ ± 1 ∓ y2
n)
√

1−y2n−ζ2
1−y2n

, (7.33)
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and can be reformulated to the term used in (4.28):

I ≡ ∓ yn ζ
√

(1 − y2
n)(1 − y2

n − ζ2)
. (7.34)

C. Estimating the Total Charge in the Diffusive Layer

The Poisson-Boltzmann equation can be solved for the total charge in the diffusive layer in
a similar manner the way it is done for the semiconductor surface potential. Beginning with
(5.15):

d2ψ

dz2
=

2 q c0
ε0εsol

sinh

(

qψ

kBT

)

. (7.35)

Reexpressing it via the Debye length,

λ2
D =

kBTε0εsol
2 q2 c0

, (7.36)

leads to the following expression:

d2ψ

dz2
=
kBT

q λ2
D

sinh

(

qψ

kBT

)

. (7.37)

This equation can be rewritten by applying the following identity:

2
dψ2

dz2

dψ

dz
=
d

dz

(

dψ

dz

)2

. (7.38)

Substituting (7.38) into (7.37) leads to a first order differential euqation:

d2ψ

dz2
=

1

2

1

ψ′
d

dz

(

ψ′)2 =
kBT

qλ2
D

sinh

(

qψ

kBT

)

or

d

dz

(

ψ′)2 =
2kBT

qλ2
D

ψ′ sinh

(

qψ

kBT

)

(7.39)

(7.39) can be solved via separation of variables. Under the condition of a vanishing electric field
for z → ∞ the following solution can be derived:

(

ψ′)2 =
2 kBT

qλ2
D

z0
∫

−∞

ψ′ sinh

(

qψ

kBT

)

dz

2 kBT

qλ2
D

ψ0
∫

0

sinh

(

qψ

kBT

)

dψ =
2 (kBT )2

q2λ2
D

cosh

(

qψ

kBT

)

∣

∣

∣

∣

∣

ψ0

0

=

=
2 (kBT )2

q2λ2
D

(

cosh

(

qψ0

kBT

)

− 1

)

(7.40)
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Exploiting the identity 2 sinh2 (x/2) = cosh(x) − 1, the expression for (ψ′)2 can be formulated
as:

(

ψ′
0

)2
=

4(kBT )2 sinh2
(

qψ0

kBT

)

λ2
Dq

2
, (7.41)

ψ′
0 =

±2kBT sinh
(

qψ0

kBT

)

λDq
(7.42)

In the last calculation step Gauß’s law is utilized to express the total charge per unit area in
the Gouy-Chapman layer:

σ0 = −ε0εsolψ′
0 = ∓

√

8ε0εsolkBTc0 sinh

(

qψ0

2 kBT

)

. (7.43)

D. Relation Between Charge Density and Potential Drop in the
MOSFET Channel

The relation between the charge density in the MOSFET channel and the potential drop (as-
suming an n-channel MOS transistor) can be obtained from the Poisson equation using the
prerequisite of the validity of Boltzmann distributed electrons and holes. Interrestingly, this
leads to an equation very similar to the Poisson-Boltzmann model of the electrolyte:

d2ψ

dz2
= − q

ε0εSi

(

p0 e
− qψ

kBT − n0 e
qψ

kBT −NA

)

. (7.44)

Since, the overall charge has to be zero, NA = p0 − n0 must be fullfilled. Substituting NA by
the relation before the following expression is derived:

d2ψ

dz2
= − q

ε0εSi

(

p0 e
− qψ

kBT − n0 e
qψ

kBT − p0 + n0

)

. (7.45)

Now, grouping the expressions containing p0 and n0:

d2ψ

dz2
= − q

ε0εSi

(

p0

(

e
− qψ

kBT − 1

)

+ n0

(

1 − e
qψ

kBT

))

, (7.46)

followed by the relation n0
p0

=
n2
i

p20
and the assumption that NA ≈ p0, (p-doped), we get:

d2ψ

dz2
= − qNA

ε0εSi

(

e
− qψ

kBT − 1 +
n2
i

N2
A

(

1 − e
qψ

kBT

))

. (7.47)

The equation connecting the potential and the doping can now be deduced. The identity:

2
dψ2

dz2

dψ

dz
=
d

dz

(

dψ

dz

)2

(7.48)
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is introduced in order to rewrite (7.47) as a differential equation of first order:

d

dz

(

ψ′)2 = − 2qNAψ
′

ε0εSi

(

e
− qψ

kBT − 1 +
n2
i

N2
A

(

1 − e
qψ

kBT

))

(

ψ′)2 = − 2qNA

ε0εSi

∫ (

e
− qψ

kBT − 1 +
n2
i

N2
A

(

1 − e
qψ

kBT

))

ψ′dz . (7.49)

The boundary conditions are set to ψs at the surface, and 0 for z → ∞:

(

ψ′)2 = −2qNA

ε0εSi

ψs
∫

0

e
− qψ

kBT − 1 +
n2
i

N2
A

(

1 − e
qψ

kBT

)

dψ . (7.50)

After the integration the following relation is gained:

(

ψ′)2 =
2qNA

ε0εSi

(

kBT

q
e
− qψs
kBT + ψs −

kBT

q
+

n2
i

N2
A

(

kBT

q
e
− qψs
kBT − ψs −

kBT

q

))

. (7.51)

Since the electric field is related to the potential via E = −dψ
dz

, the derived expression describes

the dependence of the electric field on the surface potential:

E = ∓
√

2qNA

ε0εSi

√

kBT

q
e
− qψs
kBT + ψs −

kBT

q
+

n2
i

N2
A

(

kBT

q
e
− qψs
kBT − ψs −

kBT

q

)

. (7.52)

Applying Gauß’s law:

E =
σs

ε0εSi
, (7.53)

leads to the desired formultaion, connecting the surface charge density σs with the surface
potential ψs:

σs = −
√

2qNAε0εSi

√

kBT

q
e
− qψs
kBT + ψs −

kBT

q
+

n2
i

N2
A

(

kBT

q
e
− qψs
kBT − ψs −

kBT

q

)

. (7.54)

E. Flatband Potential and MOSFET Properties

Applying a potential between drain and source leads to a charge transport and the thermal
equilibrium distribution under the assumption of Boltzmann statistics is not applicable anymore.
One can evade this hitch by assuming stationary conditions, meaning there is no change in charge
density over time, so the carrier density can be reformulated to:

n(ψ) = n0 e
q(ψ−VCB)

kBT , (7.55)
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where VCB denotes the potential value at a location C in the channel. A procedure analogous
to the one in Appendix D. yields the following expression for the total semiconductor charge:

σs(VCB) = −
√

2qε0εSiNA ·
√

kBT

q
e
− qψs
kBT + ψs −

kBT

q
+

n2
i

N2
A

(

kBT

q
e
− q(ψs−VCB)

kBT − ψs −
kBT

q
e
− qVCB
kBT

)

.

(7.56)

This shows that the charge density depends on the value of VCB within the channel. In order
to calculate the current in the channel, one has to define the channel width W and the channel
length L. The current consists of a drift and a diffusive component:

IDrift(x) = − µnWσI
dψs

dx
, (7.57)

IDiff(x) =µnW
kBT

q

σI

dx
. (7.58)

µn is the channel mobility, while σI describes the inversion charge density. The total current
is given by the sum of the diffusive and drift part and can be calculated by averaging all
infinitesemal contributions along the channel.

I = IDrift + IDiff =
1

L

L
∫

0

IDrift(x) + IDiff(x)dx (7.59)

Unfortunately, the inversion charge density σI and the semiconductor surface potential ψs are not
easyly accessible and in conjunction the integration is not possible without further assumptions.
The charge-sheet model arrogates that the inversion charge is represented by an infinitesemal
thin sheet of charge, positioned at the surface of the channel. Due to its infinitesemal thickness,
it does no contribute to any vertical potential drop. The rest of the charge is embraced as
depletion charge without majority carrier contributions, leading to potential variations defined
by a constant density depletion charge. Furthermore, the depletion layer is postulated to exhibit
a sharp edge. With all these constraints, one can derive a closed form expression for the inversion
charge as a function of the surface potential. The potential drop from the gate to the body,
perpendicular to the MOSFET structure, is given by:

VGB =ΦMS + ψOx + ψs ,

VGB =ΦMS + ψs −
σI + σB

Cox
− σ0

Cox
,

VGB =VFB + ψs −
σB + σI

Cox
. (7.60)
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Now, the descriptions for σI and σB have to be calculated. Applying Gauß’s law on the region
containing only depletion charges, one can see:

d2ψ

dz2
= − qNA

ε0εSi
,

ψs =
qNA

ε0εSi
(Lb)

2 ,

Lb =

√

qNA

ε0εSi

√

ψs ,

σB = − qNALb = −
√

2qNAε0εSi

√

ψs , (7.61)

thus, the charge density σB is linked to the surface potential ψs via a square root dependence.
The expression for the inversion charge density can be written as follows:

σI = − Cox

(

VGB − VFB − ψs +
σB

Cox

)

,

σI = − Cox

(

VGB − VFB − ψs −
√

2qNAε0εSi

Cox

√

ψs

)

,

σI = − Cox

(

VGB − VFB − ψs − γ
√

ψs

)

, (7.62)

where the body effect coefficient is in units of V−1 defined as:

γ =

√
2qNAε0εSi

Cox
. (7.63)

Knowing all needed relations, the integrations for the drain current can be performed. Starting
with the determination of the diffusive part of the current,

IDiff = µn
W

L

kBT

q

L
∫

0

dσI

dx
dx

= µn
W

L

kBT

q
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L

kBT

q
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ψs, source − ψd, source + γ
(

√
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√
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, (7.64)
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and followed by the drift part of the drain current,

IDrift = −µn
W

L

L
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0
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dx
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, (7.65)

one completes the equation system. The surface potentials ψs, sorce and ψs, drain can be deter-
mined by iterating the subsequent equations:

ψs, source =VGB − VFB − γ

×
√

kBT

q
e
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kBT

q
+

n2
i

N2
A

(

kBT

q
e
−

q(ψs, source−VSB)

kBT − ψs, source −
kBT

q
e
−

qVSB
kBT

)

,

(7.66)

ψs, drain =VGB − VFB − γ

×
√

kBT

q
e
−

qψs, drain
kBT + ψs, drain − kBT

q
+
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i
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e
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kBT

)

,

(7.67)

where VSB and VDB denote the source and drain biases with respect to the bulk, respectively.
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Brahim, P. Brissot, and O. Loréal, “Transferrin Electronic Detector for Iron Disease Di-
agnostics,” IEEE Sensors, pp. 474–477, Oct 2006.

[159] K. Park, Y. Sohn, C. Kim, H. Kim, Y. Bae, and S. Choi, “Development of FET-Type
Albumin Sensor for Diagnosing Nephritis,” Biosensors and Bioelectronics, vol. 23, no. 12,
pp. 1904–1907, 2008.
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