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Abstract

The design of the software architecture is a success-critical issue in software engineering. Changes of non-functional requirements (or quality attributes), for example maintainability and modifiability, can have a major impact on repair efforts, project duration and the total project costs. If changes occur late in the development process their impact can be fatal.

Thus, a major goal is to identify possible changes affecting the architecture in the early stages of software development. The identification of future goals and scenarios can support software architects in focusing on most likely changes within a defined time period. Software architecture reviews - embedded within evaluation processes, e.g., the architecture trade-off analysis method (ATAM) - are effective and efficient approaches to explore various software design options and to identify defects and weaknesses early.

Typically, conducting architecture reviews and identifying valuable scenarios depends strongly on the qualification of individual reviewers. To strengthen individual review results, i.e., focus on critical and most likely scenarios, teams can gain benefits through synergy effects during team meetings through discussion and interaction. A major challenge is to identify the effect of team sizes on the quality of scenarios. Based on previous studies in the area of architecture evaluation, the application of nominal teams, i.e., non-communicating teams, seems to achieve better results, i.e., find more valuable scenarios, than real team meetings. One important goal of this thesis is to replicate the previous study with respect to the impact of experience and team size in scenario brainstorming processes.

Replication is a common technique in empirical software engineering to strengthen previous findings with respect to a body of knowledge in architecture evaluation and scenario brainstorming. An important factor is that all parameters must be comparable in the original and replicated study. The results of this thesis (a) can support reviewers in conducting better scenario brainstorming activities, (b) help project and quality managers in assessing better the quality of software architecture according to future changes, and (c) provide a deeper insight in architecture evaluation processes to increase empirical evidence.

The first part of this thesis aims to explore whether the results of both studies are comparable with each other by considering them as a replication. Therefore, all analysis results are repeated using the data collection of the original study. The second, and more extensive part, discusses whether the two studies can be compared on a scientific level, or not. In order to get sufficient answers, three main problem areas are considered:

- The comparability of the focus groups (degree of equality)
- Analyzing the kind of replication used including error finding with the procedure
- Known problems with replication of software studies

The third part of this thesis summarizes the results according to both studies including aspects of replication with respect to gaining empirical evidence on architecture evaluation and scenario brainstorming processes. Regardless whether individuals or teams are considered it turned out that the approach (top-down or bottom-up) of an evaluation process has no impact. Teams lose scenarios but eliminate less-important scenarios. But experience of the individuals does help and teams with the size of three team members are most economic in terms of efficiency.
Kurzfassung

Das Design einer Softwarearchitektur ist ein erfolgskritischer Faktor. Änderungen von nicht-funktionalen Anforderungen (etwa Wartungsfreundlichkeit, Modifizierbarkeit) bzw. von Qualitätsattributen können sich stark auf die Projektdauer, etwaigen (späteren) Reparationsaufwand sowie auf die gesamten Projektkosten auswirken. Entstehen solche Änderungen erst gegen Ende des Entwicklungsprozesses, so sind deren Auswirkungen mitunter fatal.


Replikation ist eine bewährte Methode in empirischer Softwaretechnik um vorangegangene Resultate zu überprüfen. Die Vergleichbarkeit aller Parameter mit der Originalstudie ist dabei ein wichtiger Faktor. Das Ergebnis dieser Thesis kann (a) helfen, Aktivitäten wie Scenario-Brainstorming zu verbessern; (b) Qualitäts- und Projektmanagern helfen, zukünftige Veränderungen in die Softwarequalität besser einzubeziehen; (c) helfen ein tieferes Verständnis für Softwareevaluation zu gewinnen um die empirische Beweislast zu erhöhen.

Der erste Abschnitt dieser Thesis untersucht, ob die Ergebnisse beide Studien vergleichbar bzw. replizierbar sind. Zu diesem Zweck wurden alle Analysen und Berechnungen mit den neuen Datensätzen wiederholt. Der zweite Teil beschäftigt sich damit, ob sich beide Studien auch wissenschaftlich vergleichen lassen. Drei Hauptproblempunkte werden hierfür diskuti-iert, um eine aussagekräftige Antwort zu erhalten:

- Die Vergleichbarkeit der Fokusgruppen (Gleichheitsgrad/Vergleichbarkeitsgrad)
- Die Analyse der Replikation als solche inklusive möglicher Fehler während der Durchführung
- Bekannte Probleme von Replikationen von Softwarestudien

Der dritte Teil dieser Arbeit fasst die Resultate zusammen, auch im Bezug auf die Originalstudie. Der Aspekt dieser Replikation, die empirische Beweiskraft in Sachen Architekturrevaluation und Scenario-Brainstorming, zu erhöhen, wird ebenfalls diskutiert. Im Endeffekt stellte sich heraus, dass die Vorgehensweise (top-down oder bottom-up) keinen Einfluss auf die einzelnen Personen oder Teams hat. Zudem verlieren Teams Szenarien, eliminieren dafür Unwichtige. Zudem ist Erfahrung hilfreich und Teams mit drei Mitgliedern sind höchst ökonomisch.
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1. Introduction

The design of software is the principal focus of software engineering.[9, p.1] Like in any other productive enterprise the design can be interpreted as the plan of the final product. No matter if this is a skyscraper, an automobile or any other manufactured item. Software design contains design related structural issues of the system. The aggregation of them leads to the software architecture. Hence, software architecture is a (specified) form of software design.[10, p.3] Any software architecture evaluation requires a (pre-) defined architecture which can be reviewed.

1.1. Critical impacts of software design

Despite technological improvements the challenges of software design today are quite the same as forty years ago: How to design a set of programs into a complete software system? How to design and build a system robust, tested and well-documented which contains the necessary artifacts to obtain (pre-) defined goals?[9, p.3] Therefore, the software design respectively the software architecture can be seen as success-critical for the whole software project. Three fundamental issues are relevant [10, p.11]:

**Mutual communication between stakeholders**

The software architecture representing the software design is a high-level abstraction of the software system. Most, if not all, system’s stakeholders can communicate with each other, creating mutual understandings and forming consensus by using these design related documents.

**Early design decisions**

The software architecture represents early design decisions of the system. The impact of these bindings on the system’s remaining development, its service in deployment and the maintenance until the end of the life cycle is very high.
Transferable abstraction of a system

The software architecture defines how the system is structured and how the involved components work together. However, this model is transferable across systems especially if they underlie similar requirements. Large scale reuses of proved software design are possible too.

Another way of representing the critical aspects of the software design is trying to express them quantitatively using the costs of a software project.

Impact of software design on software project costs

Due to the famous Department of Commerce's National Institute of Standards and Technology (NIST), errors, bugs or similar software problems created damage costs for the U.S. economy of approximately $59.5 billion dollars in 2002.[11, 12] In other words, software failures add up to extraordinary 0.6 percent of the U.S. gross domestic product. Really astonishing is the fact that over a third of those errors, about $22.2 billion dollars worth, could be avoided through improved testing environments whereby software defects can be identified and removed earlier. A large percentage of those are produced within the development process but nearly half of all of them are not detected during development or beta testing.[11]

However exhaustive testing of all possible features, situations, or paths is impossible for most (large scale) software systems.[13, p.1] Moreover, if a certain level of software refinement has been achieved further efforts spend to increase reliability will increase exponentially. The right timing when to release a software system to the customers and stop testing it is important. Especially when the total software costs as well as all future warranty and risk costs shall be minimized.[13, p.1]

![Image of traditional cost curve of software changes](image-url)

Figure 1.1.: Traditional cost curve of software changes[1]

Among others, decisions dealing with the architecture of a software system are the earliest ones to make. Corrections or error fixing because of wrong or bad decisions dealing with
this matter are most costly.[14, p.1] As figure 1.1 shows, changes and corrections of software systems are getting more and more expensive in the process of time. In many cases those late changes are necessary because of errors and bad decisions made within the early stages of a software development project.[12, p.1]

As more and more components are based on previous work more and more corrections have to be done if a problem made at the beginning of the project is covered up later on. In the run up of software development the major task is to define the software design respectively the software architecture and to ensure that as few mistakes as possible are made.

So, the focus of error avoiding is drawn to the design process. Software architecture evaluation provides effective methods to find architecture related errors at the design stage of a software development process.

1.2. Using scenarios in software architecture evaluation

Main goal is to avoid bad or buggy software architecture design. In order to do so, the involved persons must be able to assess the impact of their decisions on the desired quality objectives respectively the quality attributes of the software by the time they are made.[14, p.1] Examples of such attributes are the performance, the reliability or the functionality.

Software architectures are not intrinsically good or bad.[15, p.7] Instead the architecture has to be evaluated with respect to the requirements of the stakeholders of the software project. An effective way to achieve that is the usage of methods to evaluate the software architecture in terms of design errors and the stakeholder’s requirements. Today a couple of such methods exist. The most important ones are SAAM and ATAM.[15, p.2] Most of them are more or less related to each other. Among many similarities they often use scenarios.

Software architecture analysis is a very cost-effective way to control risks and to maintain the system quality throughout the software life cycle.[16, p.1] Especially important analyzing issues are the software design, the software development and the maintenance work after the software roll-out. Main purpose for scenario usage is to predict the software’s ability to fulfill certain quality objects, so called quality attributes, currently and in the future. They are derived from the requirements of the involved stakeholders.[14, p.2] If the software system does match with the defined quality attributes the risk of cost-intensive changes and/or high maintenance efforts is expected to be rather low. Thus, scenarios are considered as very important import to software architecture evaluation methods. The accuracy of the results is heavily related to the quality of the found scenarios.[16, 17]
1.3. IT-research gaps considering scenario based software evaluation

According to recent research work scenario-based approaches for software architecture evaluation are considered as useful and helpful.[18, p.1] Nevertheless there are still open questions which currently cannot be sufficiently answered. One example is the impact of using change scenario categories. Therefore further research work in IT-science dealing with this topic is necessary. Basically the goal is to find out how more and/or higher quality scenarios can be elicited.

Currently there is only little empirical evidence of the relative effectiveness of scenario elicitation techniques.[17, 19] The approach applied by the stakeholders to elicit these scenarios is also questioned. Either the whole process is done top-down or bottom-up. The first one uses change scenario categorization for guiding the scenario elicitation process whereas the latter approach does not.[17, 19] Another topic questioned in IT-science is the optimal team size for evaluation teams again in terms of effectiveness.[6]

One point of interest is the effectiveness of scenario development meetings in terms of the software architecture evaluation process.[20] This research question involves also the fact that individuals on their own as well as evaluation teams are conceivable for the evaluation process in the industrial world. Setting the focus on individuals and/or teams the impact of experience on the performance is also not quite clear.[6] Do well-experienced persons perform better compared to experienced or less-experienced ones? Or do different scoring systems (frequency-based, participants-based or expert scoring) rate scenarios differently considering whether they are critical or not? Again the impact of experience is expected to affect the people when they rate such scenarios.

1.3.1. Research study replication

During a controlled scientific study performed at the University of South Wales, Sydney, above research topics have been investigated.[20, 17, 19, 6] This study as well as its results are the initial position for this work.

As already mentioned, a lot of research still has to be done in this scientific area. However, IT-researchers have covered up the problem that there is a lack of scientific replication work too.[21] Basically, research results which cannot be proven are not scientifically valid.[22]

Therefore the original study was replicated at the Vienna University of Technology in June 2008. Main purpose was to re-investigate the scientific research questions and statements made there and to probably be able to strengthen them. Like in Sydney, the study replication
was performed at a university observing the performance of IT-students. Again both undergraduate (Bachelor) and graduate (Master) students were mixed. It was decided to repeat the study conditions as exactly as possible in order to achieve similar results.

1.3.2. Research goals

Accordingly this replication is the main objective of this work. The design and preparation work as well as the execution process is described in detail. Afterwards the results and findings are presented. Of course this work refers to the original study as both are connected through the same research purpose.

An important step is to compare and to evaluate the findings of the original with those of this replication. The fundamental question is: “Can the results of both studies be compared at a scientific level?” If the answer is yes, the statements derived from the original study can be evaluated. Depending on the findings of the study replication it is possible to affirm or reject those statements on a higher level. This is because more observed individuals and/or teams worked similar under the same conditions producing larger data sets which provide bigger confidence.

The second purpose of this work is to evaluate in terms of replication research whether both studies can be compared on a scientific level or not. Known replication problems as well as other possible affecting factors are considered. This shall either explain thinkable reasons for different results and/or if research errors have occurred respectively have been made.

1.4. Structure of the thesis

The first part of this work, apart from the introduction, describes and explains the theoretical background of this work. Considered is especially the current state of the art within the IT-science regarding software architecture, scenario-based software architecture evaluation and replication research, especially with reference to IT-studies. Additionally the topics software product life cycle and software quality attributes are covered.

The fundamental issue of this thesis is, of course, the workload produced by the performed study replication including the experiment preparation, the actual performance and data collection, the analysis and calculation of results as well as the findings and conclusions. The whole documentation of this is separated into three main parts.
Research approach and experiment description

Conducting a study or replication requires substantial efforts. The preparation, the execution and the postprocessing tasks create a huge workload. This part describes the research approach as well as the experiment proceedings in detail. The research approach involves the created research hypotheses behind this work. Further the topic of "validity" is discussed.

Within the experimental process the design of the study and the basic procedure are explained. Additionally study-related characteristics concerning the participants are presented in this chapter. Basically the team setting and study groups are terms of interest. Further the classification of the individuals regarding their experience and language skills are explained.

Research activities

The most extensive part deals with the actual research work. Creating the data set and performing the data mining have taken a serious amount of time. This was necessary to correct redundancy and eliminate not usable data. However, these activities do not belong to the study research work and are not described within this thesis.

As the replication can be categorized as an "exact replication", all original calculations had to be repeated based on the new data sets. Additionally further calculations have been done. This resulted from the fact that the replication was executed twice using both times two different software systems - and their architectures - for evaluation. On finishing the calculations the results are summarized and compared with those of the original study.

Comparability

Unfortunately aggregating results of different studies or replications is not that easy to do. In particular the impossibility to achieve equal conditions and environment does provide a lot of problem fields like variability of the results or performance affecting factors. Issues like bias, a shortage of cooperation and communication often come along with them. So the last chapter compares the original study with this replication. The main goal was to find out if and how the results can be aggregated considering whether the findings of both studies are similar and the statements can be affirmed on a wider basis or not.

Finally this work discusses if known replication related mistakes, documented in IT-science, during this research activities have been made. The reason is that through such mistakes probably the results and findings cannot be compared and interpreted together with the original study.
2. Software quality attributes

In several fields of engineering (e.g. civil engineering), quality concerns have a long-term history.[23, p.1] For example, constructing high buildings always involves constant tests of the buildings materials (e.g. concrete, steel) used. Otherwise it would have been impossible to build constantly higher, larger and more complex houses, skyscrapers, bridges, tunnels or else. Safety measures, costs and time schedules forced the planners to develop mechanisms to ensure that the respective quality concerns are matched.

Yet, software development processes differ from manufacturing or civil engineering processes. For example, the daily improvements cannot be seen that clearly whereas when building a wall, the progress can be observed easily. Also defining, controlling and standardizing quality attributes are quite tricky compared to civil engineering. A bridge’s quality attribute could be that it has to withstand weights of 16 metric tons, which is a clear definition and there are practical methods for checking this. By contrast, a software system might have the specification to provide a good handling user interface. Especially in advance, it is hard to make assumptions of what users prefer in terms of user interfaces. However, there are similarities on both sides.

Determining quality aspects, attributes and goals are depends largely on the stakeholders involved in the software development. Unfortunately, discrepancies frequently result from different opinions, wishes, ideas and technical knowhow. Limited resources make it impossible to fulfill all quality aspects. Time, costs and quality are interconnected and manipulating one of them affects the others - positively or negatively.

2.1. Classification of software quality attributes

Ultimately, inspection team meetings as a part of quality management are held to ensure the quality of the software product, whereby the system, respectively its architecture, is of particular importance. Consequently, (pre-) defined quality attributes must match common or additionally requested quality levels. In case of a software system, those attributes can be divided into three categories.[24, p.3]
1. Whether Quality attributes exist, can be observed through the output of an existing system given some test input. Usually they are described by names such as reliability, security, availability et cetera. There are time-dependent ones like performance or data throughput and others which are not.

2. Other qualities can be described by measuring the activities of a development maintenance team. These include maintainability, portability, adaptability, and scalability.

3. Further, the activities of a particular user (or in some cases of another system) in concert with the executing system can be measured and described. Usually, these include usability, predictability and the ability to learn.

This differentiation seems to be rather vague and in fact, it would be very difficult to analyze a software architecture using this categorization system. Yet Kazman states that such a classification turns out to be quite useful. Quality itself is occasionally tricky to measure.

Depending on a certain point of view a quality attribute can be important / unimportant, more or less fulfilled or has a higher or lower priority. For example, certain software is able to run on two different operating systems, but not on a third one. Is the program portable (enough) or not?

What do users on both supported systems think in contrast to the users working on the third operating system? At the present time and for the foreseeable future, no simple (e.g. scalar) universal measurement for attributes such as security or portability does exist. Valid attributes in the past have become obsolete now and today's state-of-the-art attributes will be unusable in the future.

Instead, only context-based or context-dependent measurements exist constantly. Additionally, they are only meaningful in the presence of specific circumstances of execution or development. Looking at the ISO9126 Software Quality Attributes, the following classification is presented:
### Quality Attributes

| Functionality | Suitability  
|               | Accuracy  
|               | Interoperability  
|               | Compliance  
|               | Security  
| Reliability   | Maturity  
|               | Recoverability  
|               | Fault Tolerance  
| Usability     | Learnability  
|               | Understandability  
|               | Operability  
| Efficiency    | Time behavior  
|               | Resource behavior  
| Maintainability | Stability  
|               | Analyzable  
|               | Changeability  
|               | Testability  
| Portability   | Installability  
|               | Replaceability  
|               | Adaptability  
|               | Conformance  

**Table 2.1.:** Quality attributes according to ISO 9126

ISO itself is also subsuming attributes under convenient classifications, though its approach is less vague and abstract and therefore more precise. It should be pointed out that ISO9126 is a standard for software quality attributes and must be adapted to individual cases. But this list accommodates particularly requirements of software architecture quite well. Another example is the categorization of Lundberg et al. [7] which provides only a very limited taxonomy. The reason leading to this was that the authors created it during a specific experiment. Therefore the categorization represents the quality attributes defined for that. Combined with the knowledge about the topic, they were able to reduce the quality attributes needed to a minimum which can solve many discrepancies between the stakeholders.

<table>
<thead>
<tr>
<th>Quality Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
</tr>
<tr>
<td>Throughput</td>
</tr>
<tr>
<td>Response time</td>
</tr>
<tr>
<td>Modifiability</td>
</tr>
<tr>
<td>Maintainability</td>
</tr>
<tr>
<td>Configurability</td>
</tr>
</tbody>
</table>

**Table 2.2.:** Quality attributes due to Lundberg et al.[7]

This subset was exhaustive enough to run the experiment. Although this classification is reasonable, it is not useful for this kind of study. Lundberg et al. dealt with specific programs to test exactly described architectural problems. Similarly, the procedure in our studies used
two software systems. But contrarily, the study related to this work uses scenarios which shall be valid for more or less every kind of software or software architecture respectively. The categorizations discussed so far were only used as examples. Dependent on the selected software system, environmental constraints and other project conditions there is no answer which software architecture classification or which quality attributes shall be defined or used. The decision must be made specifically every time. Due to the limited time period of this replication study, the participants had to learn and handle the software in order to develop scenarios for the predictable future. They had to define their own quality attributes which they wanted to consider.

During the replication study, nearly all possible quality attributes were permitted. Nevertheless, in order to get usable results, scenario categories were provided to the treatment group. So the range of the answer sets of these individuals or teams could be limited. Additionally, the participants needed less time to get into the whole topic of (change) scenario based software architecture evaluation.

### 2.2. Trade-offs of software quality attributes

Throughout the world computer systems use software applications or whole software systems. Many of them are critical, since as failures could have serious consequences involving, among others, danger to lives. Such critical software often has the following characteristics:[25, p.11]

1. The life cycle of these systems may last several years or even decades. Updates or upgrades are of evolutionary kind.

2. Operation of the application / software is required to be almost non-stop.

3. Quality attributes like timeliness, reliability, safety and interoperability are of paramount importance.

Crucial for the success of software (systems) is to identify the requirements correctly. Merely satisfying those to some degree can lead to fatal failures. The quality measure of a software is the degree to which quality attributes or a combination of them are covered by the software system.[25, p.13] Unfortunately, there exist trade-offs between quality attributes. Software developers have to balance them in order to get the best results. To achieve this goal they have to be evaluated. Accordingly, it is one of the ultimate goals to be able to quantitatively measure the trade-offs. The starting point to find quality attributes which can be evaluated this way is a description of the software architecture.[25, p.13]
As shown in the figure right above, quality attributes related to performance, security and dependability must be traded-off. The limiting factor is the software project budget. Therefore, the costs of all three must not exceed this certain amount which forces to balance them.

2.3. Impact of software quality attributes on software architecture evaluation

An important step is to implement the desired software quality attributes of a system into the system’s architecture.[25, p.1] Further it is important that the architecture has to include and consider as many quality attributes required by the stakeholders as possible. The main purpose of the software architecture is to describe the system’s components as well as their connections, their interactions and the interaction of the system and its environment.[14, p. 45] This enables software engineers to make objective decisions in terms of design trade-offs and accurate predictions about the system’s attributes and their quality.

The specific interest of software developers in software architectures emphasizes the importance of the software architecture as a determining factor for the software quality.[14, p.1] Decisions about the software architecture have great impacts on the quality attributes implemented and as a consequence on the complete final software system. Main target of designing a specific software architecture is to be able to quantitatively evaluate and to balance the multiple software quality attributes in order to achieve a better system (quality) overall.[25, p.1]

This explains why bad decisions or errors respectively mistakes during the design of the software architecture can result in very costly fixing work later on. Therefore it is very meaningful to evaluate the software design/software quality during that period and before the system is actually built.
3. Software architecture

The design of application or system software that incorporates protocols and interfaces for interacting with other programs and for future flexibility and expandability. A self-contained, stand-alone program would have program logic, but not a software architecture.[26]

Many definitions of software architecture exist. And actually there exist many different software architectures as well. Principally, the design of the software architecture is one of three major elements of the whole system design.[27, pp.187-188] Modelling interfaces and the data capturing are the two other elements specified. Undeniably, thoroughly planned software architectures are essential for building successful and high quality software systems. As the complexity and size of an application increase, design problems exceed solutions based on algorithms and data structures [28, p.1] and lead to the next level of problems, i.e. specifying an overall system structure. Main issues pertain to organizational arrangements, team coordination, scaling and performance, architectural design, et cetera.

Software architecture is high-level designing.[24, p.2], [29, p.23] Developers are concerned with the configuration and integration of components which create the final architecture of the system. Interfaces between those components are also part of the architecture. Though the word software is used, in the end often software and hardware components provide the functionality desired.

The software architecture defines software elements which are most common described as a set of components.[29, pp.20-23] Further, the software architecture can be explained as the structure of the system containing its elements, their properties and their relationships. Notice, that no structure can assert itself as being the usual architecture used. Too large is the range of problems given and the variety of solutions based on software. Consequently, several architectures and even more varieties exist.

In this context, the software architecture serves somehow as a design plan. From another point of view, a software architecture can be seen as an abstraction.[30, p.5] Handling the complexity of programs is getting far more easily for both the development and evaluation team using such abstractions. Lack of experience and missing guidelines are the main reasons, why wrong details are considered, false steps are taken and important matters are missed. In economy, for example for portfolio investments, managers use scenarios for decision making. Those scenarios contain (environment) conditions, constraints, requirements, etc. and are created
to ensure that all important aspects are considered. Scenario descriptions are abstractions of possible future events.

Consequently, it makes sense to develop scenarios for software architectures in order to deal with them in evaluation meetings. Time shortage and different levels of knowledge and experience demand procedures which simplify and push the whole process in order to achieve sufficient results.

3.1. Scientific and historical background of software architecture

In IT-science it is common knowledge, that early software development stages are of significant importance in order to produce successful software systems. The idea of software engineering first came up in 1968.[27, p.29] The tenor was that the development of software shows similar characteristics to other engineering disciplines (e.g. civil engineering). Therefore, software engineers adopted their proved methods and proceedings. As a result, construction plans and procedure models usable for software projects emerged. Well-known examples are the V-Model or the Waterfall-model. Furthermore, all phases before the actual coding have become more and more important, especially the design phase, which is therefore included as a major stage in most of the currently used procedure models.

![Figure 3.1.: The V-Modell used in software development projects][2]
Since the mid 1980s, IT-scientists began to create a new discipline, i.e. software architecture. The main impulse was that software exceeded levels of range, complexity and size, which could only be dealt with new data algorithms, right data structures, and so on. Consequently, software systems tended to fail more often over time. The approach of designing software architectures at the beginning of the development process is intended to counter such problems. Currently, such architecture is comparable to a construction plan of a building (or at least to a certain degree). And, as in civil engineering, these plans are created before starting the actual work. Logically, the decisions made within this period are of directive importance for the whole project and cannot be changed easily later on. The design phase of a software product strongly determines its success. The whole process is embedded into the software life cycle.

3.2. Software life cycle

Der Software-Lebenszyklus (software life cycle) ist der Prozess der Entwicklung von Software-Produkten und kennzeichnet alle Phasen und Stadien dieser Produkte von ihrer Entwicklung, Einführung und Wartung bis zu ihrer Ablösung oder Beseitigung. [31, p.17]

Translation:

The software life cycle is the process of the development of software products and pertains to all phases and stages of these products from their development, implementation and maintenance to their removal or elimination.

Every software product experiences several stages throughout its existence, similar to other industrial products. IT-systems are often combinations of their hard- and software. But this coexistence is not constant over time as hardware components might be replaced or substituted. Updates as well as upgrades of the software can occur. However, the average lifetime of hardware components is often limited to two or three years whereas software components, especially when application oriented, can be in use for more than ten years.[27, p.37]

Thus, software development has to be more conscious of future changes. Two main objectives of software architecture are to diminish concomitant effects due to certain impacts caused by them (like costs) and to decrease the likelihood of necessary adjustments by foreseeing developments. Important in terms of technical and development of aspects in the software life cycle is the introduction stage where software development processes are included.
Within the IT sector, the introduction and the development stage respectively, are structured according to a procedure model which is an abstract illustration of the software (development) process.[2, pp.56-57] Various models have been created to organize and to illustrate the development of software systems within their specific life cycle. Not surprisingly, they differ. However, science divides them into two categories: [31, pp.103-110]

- **sequential life cycle models** having a relatively strict sequence of phases
- **nonsequential life cycle models** using feedbacks to jump from one phase to another

One of the most commonly used sequential life cycle models is the waterfall model. Further, it is quite simple and therefore well suited as an example for demonstration. Even without a software engineering or at least technical background it is easy to understand its software development process. Several clearly defined levels exist.

When all the tasks related to one of them are finished, the next stage is entered. Of course, the boarders are not completely fixed. But it is not intended to give an exact presentation. Other representatives are the V-Model (see chapter introduction) or, to give an example of a non-sequential one, the spiral model. The latter uses prototypes for progress monitoring.
Nevertheless, all of these types of models specifically include a design phase. This indicates the importance of this part of software development. Decisions concerning the architectural design within a software development project have to be made very early. Therefore, they are very difficult to get correct. No one can foresee the future and creating applications can last even for years. Especially later on, wrong decisions in the design stage cannot be changed without great expense.

Thus, over time, software architecture design has become more and more important. As a consequence its own place was created within the life cycle process of a software product. Due to the gap between the lifetime of software and hardware, software systems must be designed to handle changes of even critical (hardware) components without larger efforts.

Software developers therefore have to consider factors like which programming language to choose, the implemented interfaces or which hardware standards to consider. In most cases the question is which of them will be used midterm.[27, p.37] Studies show that early efforts spent on system analysis and design are of great benefit later on.[32, p.151]

A graphical view will clarify this topic in a compact way. The B-curve represents old, antiquated project proceedings. Investments in system analysis, system design and coding are relatively small which cause, however, very high efforts with regard to testing and maintenance costs.

Contrarily, the A-expenditure-curve represents up-to-date software development approaches. Efforts spent on system analysis and designing the software system in the early phases of the project are higher, which leads to smaller efforts needed for testing and error fixing later on.
Further, the software is finished earlier for roll-out. The main reasons for this are fewer errors during the project development. The benefits exceed the extra costs for system analysis and design by far. Extremely important is the step right after the design phase. Reviews, evaluation and checks of the system architecture are essential for ensuring the quality of the product and allow to reap the benefits of faster, cheaper testing and maintenance.[32, p.152]
3.3. Software design techniques

The next step is to ensure that the software architecture is created extremely carefully in order to avoid any bad decisions, errors and mistakes. This process is related to the overall software design approach.

Basically, there are two ways to design software, top-down or bottom-up. In the first approach, the architecture is created beginning from abstract ideas to concrete solutions. Bottom-up means exactly the converse. Concrete solutions are arranged together until an abstract overall design is built. In industrial practice, developers usually use and combine both methods. If prefabricated modules exist in old libraries, bottom-up is more likely to be chosen and vice versa.

An important aspect of software architecture is the future maintenance effort. Service efforts are the major cost factor within the life cycle of a software product.[33, p.2] Not surprisingly, the stakeholders are interested in designing an architecture allowing future implementation at low costs.

Over time, several examples of software architectures have been designed and have achieved broad acceptance. Primarily, evolutions and improvements in IT science and industrial pressure have led to more and more complex software systems, demanding new approaches of software development and, as a consequence, to enhancements of software architectures. Some are designed for special kinds of software others for specific customers and their requirements. The following list gives a short summary.

<table>
<thead>
<tr>
<th>Software Architectures</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackboard</td>
<td>Client-Server</td>
</tr>
<tr>
<td>Database-centric architecture</td>
<td>Distributed computing</td>
</tr>
<tr>
<td>Event Driven Architecture</td>
<td>Peer-to-peer</td>
</tr>
<tr>
<td>Pipes and filters</td>
<td>Representational State Transfer</td>
</tr>
<tr>
<td>Service-oriented architecture</td>
<td>Three-tier model</td>
</tr>
</tbody>
</table>

*Table 3.1.: Examples of software architectures[2, 8]*

The problem is how to present and discuss software architecture if there is not a uniform set. Searching for common elements, the solution found was to classify them into views. Unfortunately, as there are many reasonable points of views to consider, many examples have been developed and documented. One of the first classifications created distinguished three main elements.[34, pp.40-52]

- (1) processing elements
- (2) data elements
- (3) connecting elements
The processing elements (1) are components which are used for transformation of the data elements (2). These data elements themself store the actual information. The connection elements (3) are considered to be a kind of “glue” holding the pieces of the software architecture together. Similar compact is the later on developed categorization of Hofmeister et al. which separated the architectures into four views.[30, pp.11-12]

Code View

Initially, the source code for the first software applications was stored in one single file. Today, this is simply not possible any more, even scripts often use more than one file. Structuring the code into libraries, artifacts or binary code has been heavily supporting the reusability of the code. Later on, the organization was enlarged with configuration management, version files, directories et cetera.

Module View

Due to the increase of complexity and size, software systems needed more and more human resources for development. In order to maximize effectiveness, interfaces were defined and code encapsulated into modules.

Execution View

Old programs were commonly coded as strictly sequential. In the course of time, software systems became more and more complex, were distributed but also more interconnected. Turning functional components into runtime entities became difficult. Interconnection languages arose in order to cope with this challenge. Soon those issues became strategic enough to deal with them in terms of software architectural components.

Conceptual View

Recently, software architectures have become so complex and extensive that system component itself reached a level comparable to software architectures of whole programs some years ago. Accordingly, this view considers major design elements of the software system.

This categorization is very common and is still taught at universities [35] although there exist several differing classifications of views. In terms of software architecture evaluation, probably the most convenient definition of software architecture is provided by the IEEE Institute.[36]

Architecture is the fundamental organization of a system embodied in its components, their relationships to each other, and to the environment, and the principles guiding its design and evolution.

Due to this definition, software architecture primarily deals with its own structure of software
components. It is important to understand and control the essential elements which are essential in terms of utility, cost and risk. The IEEE standard does not explicitly exclude other elements concerning those matters. Of course they can be created of physical components including their relationships.

3.3.1. Describing software architectures

One major problem field of software architecture evaluation (whether scenarios are used or not) is how to get an overview of the functionality of the specific software. Of course, the architecture level is indeed abstract and somewhat simplified. But on a large scale, dependencies in functions, linked components and so on may become quite complex to understand. One way, especially in architecture-based development processes, is to use architectural description languages like ADL or MIL.[37, p.2] Also possible is the use of view models. Most common are documents standardized in UML 2.0. Basic examples are:

- Activity Diagram
- Class Diagram
- Communication Diagram
- Component Diagram
- Composite Structure Diagram
- Deployment Diagram
- Interaction Overview Diagram
- Package Diagram
- Sequence Diagram
- State Machine Diagram
- Timing Diagram
- Use Case Diagram

Another possibility of getting an abstract visualization is the use of Use Case Maps which are described in more detail in the following section. The advantage of such maps is the level of abstraction they provide.

3.3.2. Use case maps

With UCM (Use Case Maps) there further exists a modeling technique to describe scenario-based software architectures. Originally, UCM was developed as a tool to help understand especially large software systems.[38, p.1] Graphical abstraction is much more effective than skimming thousands or ten thousand lines of code, probably written a long time ago by another programmer. Major application areas are [39, p.2]:
• Requirements Capture
• Architectural Evaluation
• Transformations to Designs and Tests

Basically, this technique closes the gap between requirements (engineering) and design. In the software development process, UCM is applied between defining the requirements and the (detail) design stage. Use cases link and help to visualize the behavior combined with the structure of a software system at the architecture level. Note that message exchange and component behavior are at a lower level. This allows drawing scenario paths within the system visualizing the behavior of the system to new scenarios. It is then possible to study the negative effects of the interaction of several scenarios. Understanding Software is well crucial.

Research in the 1980s showed nearly thirty years ago, that understanding a program just through its code represents between 50 to 90 percent of the maintenance work. Today’s programs are at least at that level of complexity or most likely above. Exploring architectural problems requires the exact representation of source information. The more abstractly this information is presented, the more easily and faster it can normally be understood. This is the purpose of use case maps. Use case maps can be derived from use case diagrams or from informal defined requirements.[40, p.3]

The image above shows a small and simple UCM. The two lines represent scenarios which can happen to the system.

3.3.2.1. Use case maps - A short introduction

A UCM itself consists normally of path elements as well as of software components.[40, p. 4]
In basic path notation, an operator casually links responsibilities in sequences.[40, p.4] Such
sequences can be functions, methods or something similar. Basically these responsibilities alternate, or occur in sequence or parallel fashion respectively, thus enabling pipelining procedures. More advanced operators are also able to structure UCMs hierarchically. Further, they can be used to represent exceptional scenarios and dynamic behavior. Components are used for the description of entities in a system. They can be of different types or nature.

Figure 3.7: Use case map - example of the notation

Figure 3.3 shows a UCM with two different paths drawn. Each of them represents a sequence of methods. The crosses indicate that the component is bound to the sequence at this point. This component is then in charge to carry out the function, task or action represented by the responsibility. Use case maps are neither a standard of software architecture evaluation nor of UML 2.0. Nevertheless, they provide a very good visualization of the software architecture concerning the functionality, respectively their requirements. This enables the evaluation team to gain better knowledge about the software architecture in less time and helps to come up with high-quality attributes perhaps within a broader range of viewpoints.

3.4. Quality evaluation of software design

However, the best way is to avoid mistakes and errors completely. Although this may be the best method, ironically it is quite impossible to do so. Therefore, tools and methods have been created to find errors as early as possible, which should be even before any coding begins. Hence, software reviews have been introduced.
3.4.1. Costs of error fixing

Basically the objective of software reviews is to avoid costs because of software problems. There are two different kinds of such problems, called bugs, can be addressed in software development. The first to be mentioned are code errors. Commands can be used wrongly, or the syntax of the code contains failures, similar to spelling mistakes in conventional typewriting. The second class of errors are more abstract, often much more complex or complicated and due to these characteristics costlier to repair. The reason is that these errors happen most often during the design and conception phases. A large impact on the future correcting effort needed has the point in time, the error is covered up. Barry W. Boehm, one of the pioneers of cost analyzing of large software projects, has been researching for years in IT-science. Due to his work, the cost of error fixing is rapidly increasing during the progress of development.[41, p.96] Notice that correcting errors right after they were made is not that problematic.

![Relative costs of error fixing](image)

**Figure 3.8.** Costs of error fixing in percent in relation to the development phase

The figures used have to be considered as factors. To repair an error at the testing phase is, relatively seen, 25 times higher than the normal working costs. If these factors are allocated a variable of €400, it is astonishing, how large sums become, if errors are discovered late in the process. Getting back to the testing phase, an error costs €10,000 accordingly. Other studies have come up with similar results, strongly affirming these findings.

3.4.2. Reviews

Not surprisingly, people in charge of software development soon realized that controlling this phase is a key issue of becoming much more efficient and sufficient. Scouting out for techniques in order to achieve those goals the software engineers and designers encountered the quality management. (Deming cycle, military, …). Edward Deming was not the first one using
such working process but one of its industrial pioneers. Based upon those ideas, Michael Fa- gan, employed at IBM at that time, began in the 1970s to adopt them for software engineering, thereby becoming world-renowned with his article in the IBM Journal 1976.[5]

Basically his invention, the “Code inspection”, is a structured workflow split into several sub-processes. The main focus is on finding any defects the development documents including specifications, design, actual code and other stages of the software creation process. Thereby, the inspection follows similar rules as for example quality ensuring methods within the TQM.

![Figure 3.9.: Example of a quality process][5]

Through further research in the IT-science, the “Fagan inspection” was allocated to the taxonomy of review techniques.[42, p.11] Reviews are qualitative methods in order to improve the quality of both development processes and software products. Whereby the latter is the main target. However, there are many similarities between inspection and review methods. Using readable documents the product is checked against guidelines and given norms in order to find errors. Thereby not a single person but a review team is created to do the job. Due to further research and gained industrial experience review methods with or without the presence of the customer(s) have been developed.

![Figure 3.10.: Taxonomy of reviews in software development projects][6]
Throughout several modifications, research, and experience several evaluation techniques have been developed based on the “Fagan inspection”. However, the basic idea has stayed the same. Software architecture evaluations are important examples. Somehow they can be seen as successors of Fagan’s work. Within this work, special evaluation techniques using scenarios as a fundamental source are of interest.

3.4.3. Architecture reviews

Software architecture evaluation and software inspections are quite similar. Both of them serve to improve the quality of software artifacts.[6, pp.2-3] Some inspection techniques even use scenarios. In contrast to software evaluation, inspection-result reports uncover defects. They are primarily done to find (possible) errors, also in very early stages like the specification or design phase of software development.[41, p.97].

However, software architecture evaluation aims to find quality attribute (change) scenarios for evaluating the software architecture in terms of impacts of future events. Thus, inspections are rather concerned with current problems whereas evaluations try to predict future ones. Nevertheless, both methods are similar enough so that experiences gained during inspections can be transferred to study different aspects of the architecture evaluation process.

One representative of an inspection method is the “Fagan inspection”, named after the inventor of software inspections. Applied equally to reviews and most evaluation techniques, this method is used in teams where a specific role is allocated to every member.[41, pp.97-99] It turned out, that this influences the results positively as long as everybody fully understands his role and knows how to act accordingly. Studies prove that “Fagan inspections” reduce costs and improve the quality of the final product. As both methods can be compared to a certain degree it is possible to assume that these results can be applied to software architecture evaluations.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Error per KLOC at the end of the phase, without Fagan Inspection</th>
<th>Error per KLOC at the end of the phase, with Fagan Inspection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis of requirements</td>
<td>20</td>
<td>5</td>
</tr>
<tr>
<td>Design</td>
<td>40</td>
<td>10</td>
</tr>
<tr>
<td>Coding</td>
<td>100</td>
<td>15</td>
</tr>
<tr>
<td>Module testing</td>
<td>50</td>
<td>7</td>
</tr>
<tr>
<td>Integration test</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>System test</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

*Table 3.2.: Average error reduction of the Fagan-Inspection*[5]

The main difference between inspections and software architecture evaluation is their specific focus. Inspections are used to find errors in early stages before the actual coding starts or, if possible, to avoid making mistakes at all. So the target is the software system as it is designed. Evaluation of software architecture targets possible changes which then necessitate
adjustments or changes in the software system in the foreseeable future. The architecture of the software is not strictly tested against bugs. Contrarily, the architecture is tested against future events to increase the ability of adjusting the software, if necessary.

Software architectures inhibit or support/enable a system’s quality attributes.[29, p.30] Thus bad design and/or lack of care about architecture planning diminish the quality of the software system. Throughout a large number of industrial software projects such negligent procedure is the main reason for cost explosions, which often results in their crashes.
4. Scenario-based software architecture evaluation

Software architecture and its quality management are classical problems of the software development process. Scenario-based software architecture evaluation is a method to deal both of them. However, this technique focuses rather on quality aspects within the development process. Nevertheless, when performing such an evaluation, feasible architectures together with their specific strong points and weaknesses are the main focuses during the scenario developing process.

The effectiveness of this method heavily depends on the scenarios developed by the stakeholders of the related software development project. Their ability to create high-quality scenarios is of crucial importance, since the adopted scenarios are the main input to the whole evaluation process. Scenario-based software architecture evaluation has recently become an important tool in software development. But controversial debates have arisen, questioning whether this method has a major influence on the software project. And if it does, it is not clear whether it contributes positive, negative or insignificant effects. Therefore, studies have been done which simulate such situations and their replications shall confirm the results.

In the last few years the main focus has rested on optimizing inspection team meetings facing the challenge that team meetings are expensive and must not be conducted ineffectively. Unfortunately, only rare efforts have been made to research team meetings that develop quality attribute scenarios. The original study of this replication was, among others things, motivated to explore the effects of lost and gained scenarios within such a meeting. Based on this study, a blind study was performed a year later. The reason for this work was to find out whether the results of the original study can be reproduced and whether a common statement about the effectiveness of inspection team meetings to develop (change) scenarios is valid.

Underpinning the statements in this work so far, studies have shown, that currently 50 to 70 percent of the total life cycle costs of a software system are required for evolving the system. As already mentioned, considering changes in advance is less expensive to solve than reacting ad hoc. Hence, it is important to consider the changes most likely to happen at the development stage within the software life cycle. The software engineers are probably able to come up with design solutions considering changes in the future. Unfortunately, hardly any techniques exist to find out the level of modifiability of any given software architecture.
Finding a technique for the comparison of software architecture designs with regard to the same view poses a similar problem (see chapter 3.2 “Software design”). The research field of “Software architecture analysis” deals with these issues. Nowadays, some methods for such an analysis do exist. The list below shows the currently existing methods [45, p.1]:

- ALMA, Architecture Level Modifiability Analysis
- ATAM, Architecture Trade-off Analysis Method
- CBAM, Cost Benefit Analysis Method
- FAAM, Family- Architecture Analysis Method
- SAAM, Software-Architecture Analysis Method

The list is far from being complete. There exists a pool of other representatives like “PASA”, “ARID” or “ABAS”. Comparable to other methods, the quality attributes of the future software product are evaluated. But in contrast to them, these predictions are made before an actual code is available. As the first efforts to achieve quality are made within the software architecture design, techniques must enable to predict the quality of the system at this important point of the development process. At the design stage, different stakeholders have different views about these matters. It is even more complicated to foresee possible environmental changes in the future concerning the software system.

To deal successfully with both problem fields, software architecture evaluation is based on scenarios.[46, p.2] Normally, these scenarios consider both, current requirements and future effects possibly affecting the software. Why is the use of scenarios meaningful? The best argument is that scenarios are concretized.[33, p.5] So, the impact of the scenario on the software system can be predicted very precisely. Unfortunately, this includes a potential threat to the whole technique: If the scenarios are not of high-quality, the results of the evaluation can be faulty or just wrong.

In software architecture analysis, two methods are used to select a set of scenarios in order to obtain only high-quality scenarios. In advance, equivalent classes are created for the scenarios and in a second step, a classification structure is used within these classes to search for scenarios.[44, p.5] This matches the procedure of this study. Generally, software architecture evaluation is a related technique of software architecture analysis:
Most of the methods listed above are refinements of SAAM (Software Architecture Analysis Method), which was probably the first one, or ATAM (Architecture Tradeoff Analysis Method). Probably they are the best-known and most often used ones. Unfortunately, there has been only limited research done in the past on how effective these methods are or if they are even worth the effort.

### 4.1. Scenarios

Scenarios are used for estimating the probable effects of one or more variables, and from an integral part of situation analysis and long-range planning.[47]. When creating a scenario, one tries to predict certain consequences under given circumstances. As mentioned above, the definition of quality is often in the eye of the beholder. Using scenarios moves the quality definition onto a more objective basis.[29, p.69] Scenario building is heavily used in the area of risk management. During the phase of requirement finding, scenarios are well known and commonly used. Furthermore, scenarios help to compare design alternatives.[24, p.3]

Unfortunately, scenarios used for quality aspects are seldom applied. Even within software architecture evaluation this approach is often omitted. The scope of scenarios differs strongly in breadth and depth. In order to get sufficient results, you can either shorten the scope by explicitly given scenario descriptions or subsume them into categories, which is the approach used in this work. The quality of the found or given scenarios influences the effectiveness of evaluation meetings. But also the costs for meetings to develop such scenarios depend on the requested quality.[20, p.1]

The same problem concerning quality attributes is true for the scenario finding: subjectivity. Every person involved defines his own quality attributes or rates existing ones differently.
according to his point of view. Hence, it is recommended to create and adjust scenarios for the different roles involved in a software (development) project. Primarily, these roles imply the stakeholders of a software project. Necessarily, every stakeholder must be represented through an appropriate role since their requirements have to be considered even in the early design stage of the life cycle process.

The use of scenarios forces especially the development team and the project management to estimate the foreseeable future. Which requirements will become obsolete, which will be more important and, of course, what kind of changes may have to be made within the software system? Besides, architectural analysis is not able to handle this matter sufficiently because it demands quality measures like “How scalable is the system?”.[24, p.4] Seldom can a future event be expressed like this enabling numeric answers. As mentioned, quality cannot be defined or measured exactly either. Contrarily, scenarios lead to open questions like “How can the software architecture handle these changes?”.

To be more specific, the type of scenarios involved within a software architecture evaluation is called “Change Scenarios” which contains particular events within the life cycle of a software system causing the system to be modified according to these changes.[37, p.2]

### 4.1.1. Benefits of using scenarios in software architecture evaluation

There are several good reasons and benefits which justify scenario elicitation efforts. Some of them occur during the creation or collection others are covered up during the analysis of scenarios.[16, pp.4-5]

**Better understanding of requirements:** When scenarios are mapped onto an architecture conflicts and effects of requirements become clearer.

**Stakeholder buy-in and shared understanding:** Stakeholders can see how their scenarios are implemented into the software architecture. This increases their confidence that their requirements are considered. Further their understanding of the architecture itself increases.

**Better documentation:** A “walk through” or other documentation are helpful for software analysis. Lack in the documentation are covered up when evaluation packages are created. Additionally, mapping scenarios on architecture requires an abstract image of it. If the involved people are not able to understand that the level of abstraction might be adequate.

**Requirements traceability at the architectural level:** The satisfaction of requirements is frequently not attributable to a single software component, or even a small set of components. The best way to understand requirements completely is to map them onto the whole soft-
ware architecture. Treating requirements like scenarios for mapping them is a meaningful solution.

**Analysis of quality attributes:** When mapping scenarios onto a software architecture helps to find out how easy or difficult it will be to achieve a scenario. Thus, it helps the stakeholders manage risk, plan resource allocation, determine an ordering of activities based upon their achievability, and reason about the trade-offs that inevitably occur when design decisions are being made. The most important impact of analyzing quality attributes is on cost; scenario-based architectural analysis has been proven to uncover architectural faults early in the software development life cycle.

Sure, some of these benefits can be achieved by using other analysis techniques (requirements engineering or domain analysis).[16, p.5] But scenario-based analysis are very cost-effective and help stakeholders to focus on areas where scenarios interact.

### 4.1.2. Direct and indirect scenarios

A scenario contains somehow an anticipated or desired use of the software. Let us assume any kind of scenario has been created, describing an anticipated change to the software in the future. Two possible situations can arise from of this. The first one is that the system is able to handle the challenges without any modification. The other possible situation is that the scenario problem cannot be solved without a modification which may concern one or more components, or their connections of them. Maybe a new component has to be developed and implemented or a complete substitute for all of them combined is necessary. The worst possible outcome would be the overall replacement of the application. The first case is called *direct scenario* while the second one is called *indirect scenario.*[24, p.4]

### 4.1.3. Development of change scenario categories

Finding or devising high-quality (change) scenarios is strongly correlated to the stakeholders who are actually developing them.[33, p.11] Experience, practice, know-how, invested time and further engagement of the participants of a scenario based software evaluation are essential factors which result in suitable benefits.

Additionally, the developed scenarios have to be properly documented. Not surprisingly, the amount of possible scenarios for a given software system architecture is nearly limitless. Hence, measurements for sorting, limiting and rating are urgently required. Basically, two techniques have been proven to be especially effective:[33, p.11]
• (1) equivalent classes
• (2) classification of change categories.

(1) can be compared to similar actions applied in software testing. By dividing the range of scenarios into such classes enables treating one single scenario as a representative of one class. This limits the number of scenarios which have to be considered. Unfortunately, this limitation does not render the selection of meaningful or relevant scenarios superfluous. One or more criteria for selection must be created, which is the objective of (2). Thus, attention is drawn to scenarios which will satisfy the selection criterion or criteria. Nevertheless, there can still be too many scenarios left. In addition a stopping criterion is therefore required, thus, the main goal is to come up with a set of scenarios which are both relevant and manageable.

Top-down

At the very beginning, predefined classifications for change categories are given to the evaluation team to help search for scenarios. These classifications can be created out of a domain of interest, from the knowledge of potential complex scenarios or from other external knowledge sources.[33, p.11-12]

Bottom-up

With this approach, the stakeholders have to come up with scenarios without guidance or structural help. It is assumed, that they are familiar with some categorization systems.

The question in both cases is at what point a limiting criterion or process comes into play. Which element will be chosen as a trigger to set the limiting process into motion, deciding that enough scenarios have been found? In fact, the cut-off process has to occur within the categorization system regardless of whether it is explicit (top-down) or implicit (bottom-up). The scenario finding process continues until a sufficient amount of scenarios coverage of the classification is available.

According to Bengtsson et al. both approaches are often combined in practice.[33, p.11] Change scenario classifications are derived from interviewing stakeholders and their resulting scenarios. Afterwards, the defined classifications are used in a second round to find further change scenarios. Enough scenarios are (normally) found if all the change categories are explicitly covered and if new change scenarios do not affect those categories any more.
4.2. Evaluation Techniques

Over time several variations of software architecture evaluations have been developed. Those methods using scenarios are of special interest for this work because such an evaluation was used for the study. Anyhow, an exact classification which method was exactly used is not possible. The experimental environment and constraints required many adaption and adjustments. Therefore the best description would be a composition of the methods SAAM, ATAM and ALMA. In order to get a better idea how those methods work all three of them are explained in the follow-up.

4.2.1. SAAM

Logically, before this method can be used, any architecture must have been designed in advance. In short, SAAM contains four basic steps.[33, p.6] Developing scenarios is the first part of the technique. To be more specific, scenarios which could probably affect the system are collected. Describing and analyzing potential software architecture(s) is the following step. Logically one type of architecture or variants of adequate architectures are envisioned. SAAM implies that all persons involved are capable of understanding the technique. In step three, those scenarios are being evaluated before the results lead into step number four. More specifically, possible effects on the architecture are analyzed. In the final step an overall analysis is made of both, the scenarios as well as the potential architecture is performed. All components of the candidate architecture which are affected by the scenarios are considered. SAAM is focused on scenarios on evaluating software architectures.[48, p.3]

4.2.2. ATAM

This evaluation technique can be seen as the successor to SAAM. ATAM uses quality attributes too, but in a different way. Only a certain number of qualities are considered are at the same time. ATAM works like a framework. Quality attributes are analyzed together in order to find tradeoff points between them. These areas are considered the highest risk factors in software architecture.[48, p.1] Every attribute is considered isolated. Only this ensures that the software architecture is analyzed with regard to components which are concerning and affecting multiple quality attributes. Based upon these findings, scenarios are developed. Afterwards, the architecture can be modified until the best solution is found. ATAM can be split into eight major steps, beginning with zero.[48, pp.2-3]
| Step 0: Planning/Information exchange | Meeting to explain ATAM and expectations to stakeholders; gathering their quality attributes and presenting initial architecture and scenarios |
| Step 1: Scenario brainstorming | Actual start of ATAM; gathering all stakeholders; scenario brainstorming; analysts add scenarios based on their knowledge and experience plus upon quality attributes under review |
| Step 2: Architecture presentation | Detail presentation of the architecture; normal usage scenarios are mapped for understanding |
| Step 3: Scenario coverage checking | Selected quality attributes to check proper scenario covering (including boundary conditions) |
| Step 4: Scenario grouping and prioritization | Stakeholders vote on scenarios; limitation to 10-15 scenarios |
| Step 5: Mapping of high priority scenarios onto architecture | Architectures check scenario influence (e.g. modifiability) and the response of architecture design (e.g. for quality attributes) |
| Step 6: Performing quality attribute-specific analyses: | Analysis of the architecture using models based on the architecture’s information. By manipulating parameters, crucial points of the design are tested. Sensitive points are correlated with scenarios. |
| Step 7: Identifying trade-off points | Exploring all important architectural elements with multiple sensitivities to find tradeoffs. |
| Step 8: Consolidating findings and developing an action plan: | Development of a plan to improve the architecture based on recommendations resulting from the analysis. Probable need of further documentation |

Figure 4.2.: The eight steps of the ATAM-Method

If in Step 8, the decision is made to modify architecture, the method returns back to step 1. In a certain this evaluation way reminds one of the principles of the “Deming Cycle” or management principles like “TQM”. In literature, ATAM is described as a spiral model (see chapter “Life cycle” in this work) where both, the design and the analysis, are required together.[48, p.3] Without design no analysis is possible and vice versa. ATAM checks software architectures based on quality attributes but not whether the architecture itself is correct.

### 4.2.3. ALMA

Like ATAM, ALMA is based on SAAM and consequently based on (change) scenarios too. Unsurprisingly, ALMA then again is organized into steps.[37, p. 2] Altogether, there are five of them:
• Step 1: Goal defining: Setting the purpose of the analysis
• Step 1: Description of the (relevant parts) of the software architecture
• Step 1: Developing a range of (relevant) change scenarios
• Step 1: Evaluating the change scenarios; What are their effects?
• Step 1: Interpreting the findings of the analysis

Now, what are the differences compared to SAAM? Dealing with ALMA, the differences between the various techniques used for the analysis are very important. ATAM or SAAM does not necessitate the use of a certain one. The involved persons are more or less free to choose which technique they want to use. Additionally, each analysis instance in ALMA must have only one single goal which distinguishes itself from every other one.

To sum it up, there are some major similarities in all those models [23, p.2] At least five steps or activities are part of most of them. (1): A planning phase at the beginning is included where the analysis or the evaluation is prepared. (2): The architecture or rather the different approaches are explained, usually to the stakeholders. (3): Quality scenarios are developed. (4): Analyses the design approaches of step 2. (5): The findings are presented, interpreted and evaluated.

4.3. Influencing factors on individual and team performance

There is a difference whether an architecture evaluation is performed as a individual brainstorming session or a team meeting. As individual experience may have an impact on both methods, teams probably can benefit from synergy effects.

4.3.1. Experience influencing software architecture evaluation

Basically the whole process of a (scenario-based) software evaluation, despite of the technique used, is performed by individuals [49, p.132] In most cases the participants are persons involved within the software project. This includes the presence of the various stakeholders. It is recommended that all involved stakeholders should be fully integrated into the whole process. Consequently they have to join the evaluation sessions/reviews as well [50]

The purpose of an evaluation session is to find as much errors in the design or architecture as possible. In order to support the reviewers, the review and the related documents have to be design to make it easy for them to do so. If an error escapes the attention of the reviewer, the review itself failed. The problem is that many of them are hard to find because they were made
earlier and it takes a lot of experience and knowledge to find them.[49, p.133] Therefore the evaluation method has to use the maximum of the skills and the know-how of the reviewers available.[49, p.132] Not surprisingly a main source of problems with software architecture evaluation or design reviews is the presence of unqualified or simply wrong people.

Biffi et al discovered that people with industrial experience seem on average perform better during exercises. Further they better understand the theoretical concepts behind architecture evaluations.[6, p.1] Hence, more-experienced stakeholders are expected to achieve better results during such reviews. Either they find more respectively more critical defects or more respectively more important scenarios within scenario-based software architectures. Unfortunately well-experienced people are costly and probably unavailable too.

Obviously project managers are forced to work with less experienced stakeholders. The challenge is to still achieve good results.[6, p.1] Two basic options are thinkable. Either the process of software architecture evaluation is supported actively or review teams are applied in order to get synergy effects.[51],[20, p.3] Probably these effects enable the stakeholders to find additional scenarios.

One possible active support is to guide the reviewers by giving them predefined change scenario categories (top-down approach).[33, p.11-12] Probably this leads to an increase in the number of found errors or scenarios. The same target is focused to achieve from team synergy effects. Unfortunately there is danger that because of rivalry or other factors the teams loose defects/scenarios.

4.3.2. Team size and team meeting benefits

Already within the Fagan's software inspection the team meetings are considered as a key process.[5] As mentioned before experienced and well skilled persons are expensive. Hence team meetings require larger efforts than individual inspections. The point of interest is therefore the benefit or the effectiveness of teams. Are team meetings worth the money charged for? Fagan himself stated that teams are very effective.[5]

Larger team sizes increase the heterogeneity which leads to diverse expertise in IT. Together with further knowledge in various areas this is desirable.[52, p.1] On the other hand the communication requirements increase exponentially with the increase of the time size. Contrarily several more recent research results showed different results.[53, p.1],[54, p.114] Researchers found following potential benefits of team meetings.
Synergy

Basic theory behind this issue is that team meeting dynamics lead to higher defect finding rates. Anyhow, there is only little evidence about this positive effect. Unfortunately recent research work does not affirm this. Changes in the team size seems not lead to higher defect detection rates.[53]. In some studies the teams found only few new scenarios (1 out of 10) compared to individual work or the losses of team meetings exceed the possible gains.[54, p.109]

Correction of False Positives

Recent research findings provide evidence that team meetings are effective in detecting true defects and eliminating false positives.[55, p.306] These findings are supported by Land et al. They report that team meetings are superior to individuals in distinguishing between defects and false positives[56].

Soft benefits

Besides above mentioned points teams allow the share of (review) experience of their members.[57] Further product/system related knowledge can be passed on to reviewers with a lack of it. Probably some kind of team spirit emerges which leads to a collective feeling of responsibility of the product/system and its quality.[54]

However, finding false positives and soft benefits seem not to justify the high costs of team reviews.[6, p.3] Nevertheless the fact that a software project involves many people and a lot of stakeholders do have certain interests and responsibilities related to it, teamwork is inevitable. This emphasizes the importance of exploring those aspects within the context of software architecture evaluation. This work deals like its original predecessor with the topics of team size effectiveness, participant experience and the usage of nominal teams.
5. Replication

The “basement” of any scientific work is (critical) scientific thinking which is based on three things.[58] The first one is to seek empirical evidence followed by logical rationalism and possessing a skeptical attitude. Without those principals, no scientific work would be possible. Empirical evidence can be experienced by others and is repeatable. It is the only evidence scientific decisions are based on. Empirical research studies are necessary to gain such evidence. A replication is basically a repeat of an already existing respectively performed scientific research study.[21, p.1] The main goal of such a repeated activity is to control the original work whereas the replications are considered successful if it was possible to reproduce the previous results. On the other hand, a reproduction can be seen as an expansion of a research study. Two possible ways can lead to such a reproduction:

- scientific improvement - using the same data but new methods
- generalization - using the same methods but new data

So, a reproduction itself requires a successful replication. Otherwise a reproduction would not make a lot of sense, as earlier results have not been proven. There exists also a taxonomy for replications.[59, p.3].

- statistical replication - different sample, but identical underlying model and population
- scientific replication - different sample, different population but similar model (perhaps advanced or adapted)

The second type, scientific replication, is used most commonly and comprises best what researchers normally choose for their work. Replication is one of the basic requirements of science.[21, p.1] McCullogh/Vinoud defined: “Research that cannot be replicated is not science, and cannot be trusted either as part of the profession’s accumulated body of knowledge or as a basis for policy.”[22] Hence, work which cannot be replicated (perhaps the author is covering data material) should be ignored! Unfortunately, replications are only practiced in a limited way.[59, p.3] In literature, two overall classifications exist.

Experiments and studies do have the same purposes in the IT-area as in other scientific disciplines. New technology, procedures, methods, etc. are tested and evaluated in industrial
(real) or scientific environments (e.g. laboratory). Regarding IT-science, they are used to improve the software development process (practically and theoretically). Replications are an important part of that work.

In particular both the internal and external validity of a research field are tested.[60, p.1] In short, this helps the research community to create and extend its knowledge about results and observations, and under which conditions they hold and vice-versa. However, replications can either successfully affirm or reject original results. Hence, a replication has to be judged on its own, apart from any previous study.

**Exact replication**

As the name already indicates, the researchers are conducting a replication by following the original experiment as closely as possible. The main question is whether the same results can be obtained or not.[60, p.2] Notice that the definition “exact” is used gradually. It is quite impossible to repeat the same experiment in exactly the same manner when human beings are involved or tested. Furthermore, this taxonomy contains those replications which modify the pool of subjects or experimental conditions (time, location ...) but keep the original procedures the same.

Regarding exact replications, two sub-categories are described in the literature. One where the researches are following the original experiment as closely as possible and another one where major conditions are changed deliberately in order to address a specific research question more specifically. Example: In an experiment was explored if kids like candy. Now a replication study shall find out if kids specifically like chocolate.

**Conceptual replication**

Similar to the above replications this variation tries to test the same hypothesis and research questions. The huge difference, however, is that totally different procedures are used. In addition the research variables are often changed completely (e.g. artifacts, population ...).

### 5.1. Replications in IT-Science

There are several reasons why a study or a replication is launched. Common topics are either the benefit or the effect of a process or a technique on a software product or cost prediction and environmental constraints. Yet, there is often not a big difference whether the study is an experiment or more of an observation.[61, p.1] In the end, in many cases the results will help to build better software in practice.
A controlled experiment in IT-science provides the same benefits as it does in other scientific areas. The proceeding can be well designed and focused delivering significant answers to clearly stated questions and hypotheses. Independent and dependent variables can be used and result in key variables which explain certain phenomena. Furthermore, the relationship of these variables can be investigated.[61, p.2]

However, one single experiment has only restricted significance. Studies must be replicated. Moreover, also changing the conditions (to observe effects under different circumstances), the design and following new or evolved questions from previous studies must be considered. Combining all the results is a reasonable way to build up knowledge of a specific topic. And also negative findings must be integrated as they can help to improve this pool of knowledge.[61, p.2]

The goals of replications are not strictly limited to hypotheses and statistic values. Often researchers try to gain more data to add to a given data set hoping to reach statistical significance so they can prove some effects. Interpreting the enlarged data set researchers can find, merely by chance, subsets which uncover some interesting effects. For this reason and from another point of view this approach is quite disliked. Software engineering practices must have a positive influence. Otherwise no one is willing to invest in them. To change an investor’s mind, new techniques and practices must be significantly better in a large range of environments compared to previous ones in use. Searching just by chance, without a definite idea is therefore a questionable procedure. Concentrating on software engineering, two major research goals are of interest:[60, p.2]

1. It is possible to reproduce and/or to test results (implies that the results found in an experiment are true for industrial situations). These replications strengthen the confidence in the results of an experiment.

2. Discovering and knowing the reasons for the variability influencing the results. This is useful in order to find out which project types best fit which techniques. From this, the range of the results can be understood.

5.2. Classification of the replication study

In theory, there exist to different ways of statistical experiments, “group case research design (or cluster analysis)” and “single-subject (or case) research design (or analysis)”. But this categorization is mostly used in the fields of psychology, education or human behavior. In fact, this replication work demonstrates more typically characteristics of group analyses.[62, pp.5-6]
First, single individuals are observed in the first stage while in the second stage two relatively homogeneous groups are formed and analyzed. Furthermore, the sample sizes differ significantly, from n = 55 in the individual proceeding to n = 2 at the group level. The workload of getting sufficient data is above-average, because it is not that easy to simulate a group of software engineers. Therefore, validating results and statements (hypotheses) is quite a challenge.

**Single-case analysis**

Two possible variations are conceivable. If the single-case analysis is to only describe and only one single case is to be observed, then a single spot test is adequate. If the analysis is only interested in a few cases, most often the possibility of replicating the single spot test is chosen.

Due to the small size of sample(s), the measurements can be repeated arbitrarily as the technical and organizational aspects are easy to handle. This fact ensures a good error checking factor over time (as more and more single spot tests are performed). Further, a generalization of the results is possible because of this. But the more complex the specific issue gets the less possible are replications.

**Group analysis**

Contra to the above characteristics, group analysis with repeated measurements uses large samples considered at a few points in time (around 2 or 3). The main reasons for these few measurements are technical and organizational aspects. Further, this implies that the error checking factor over time is limited. Another consequence is that the “mean-reversion-effect” is very strong and cannot be corrected at all or can hardly be corrected.[63] The validity of the results must be tested using a cross-validation in order to be able to interpret them. Performing group analysis is often an elaborate task.

**Hypothesis testing**

In the original study and consequently in this replication, universal and more generous hypotheses are created and shall be tested. So the problem is how to manage this task with a group case research design.

This work tries to use replication to compare the two studies in an effort to validate the original findings. Cross-validating the questionnaires is quite hard to do as it is very difficult to find enough appropriate participants to check the questionnaires on the one hand, and to do a replication on the other hand. So, single-subject research design methods must be applied.
The problem is that in case of single-subject research designs, only singular or pseudo-singular hypotheses can be validated. Through a gradually performed replication, a single hypothesis can be generalized (to a certain degree);[62, p.12] or, opposite, a general hypothesis can be created and a single hypothesis can be conducted. However, also a group case analysis can be derived from a single-subject analysis.

5.3. Typical replication related problems

Conducting a replication to a previously performed study seems to be rather straight forward. Instead it is very difficult to avoid problems and errors which are coming along with replication work.

The interest factor

It does make a difference who conducts a study, experiment, survey or a replication. Basically, two possible situations can occur. Either the researcher has strong interests in the results or not. And if he or she does, the follow-up question is whether they are wanted to be affirmed or rejected. This decisions affect the creation of hypotheses as well as the whole study proceeding. [60, p.3]

There exists evidence that replications conducted by researchers without a vested interest have less bias and more potential value.[60, p.3] Unfortunately, they first have to be convinced through enough evidence to work on a replication that their engagement is worth it. In most cases, the initial evidence is presented to them by researchers with a vested interest in the resulting outcome.

Documentation

Nevertheless, whatever the goal of a replication may be, a comprehensive documentation of the previous study is quite helpful. Frequently, researchers claim that in papers relevant details and information are often missing or are excluded. So called “lab packages”, a collection of detailed reports, could be a solution.[60, p.4] Of course, only providing or using such a package does not result in good replications. Researchers working on a replication should not just follow the given procedure without examining it. Some mistakes may have been made or the replicator concludes that a dependent replication with minor changes is adequate. Or conversely, he decides to perform an independent replication with a completely different experiment design. However, the replicator might even consider to disregard the original study and to test the hypothesis completely differently. No matter which decision is chosen, such a “lab package” furnishes the replicator with valuable information.
Unfortunately, it is nearly impossible to prevent small errors or slight changes when performing replications. It is all too easy that some slight changes in the experiment design or within the performance itself are introduced. Often those happen without the awareness of the replicators. As a consequence, even solid results can be weakened, diminished or even nullified.

**Training**

If a process itself, like software inspection, is the investigated object, training of the subjects has an important impact on the results. Hence, even if the same materials are used it is very difficult that two independent instructors can deliver the same training without coordinating their work. But if the trainings cannot be compared then the results/the findings are expected to differ.[60, p.5] If the evaluated process is developed anew, then the “issue of training quality” is moved on to the next level. At this point, any given knowledge is most often not yet introduced to external researchers.

**Language**

As human knowledge increases more and more rapidly, the cultural aspect of language becomes an issue of growing interest. Especially languages that do not count as world languages have major problems to keep “alive” in modern science. But even in these countries, broken English has become the standard scientific language.[64]

The ability to speak English has become a factor in science to get the chance of doing research. Without any knowledge of this language, it is rather difficult to become a scientist in most countries. Non native-speakers have to deal with some disadvantages when they are forced to work in a foreign-language environment. This may lead to minor productivity, high translation efforts and a higher possibility of making mistakes.

Along with the stress factor, it can be assumed that the output of a non-native speaker in a certain language might be lower compared to a native-speaker. Especially for untrained individuals tasks could even get insoluble due to language problems.

**Environment**

Researchers might be forced to change the setup of an experiment when repeating it as a replication. Due to a different environment this happens in particular when the replication is performed at another location (another university, city, country, or something else). Not surprisingly, it can occur that guidelines are omitted, the length of activities is changed or artifacts are modified. However, it does not matter whether this happens accidentally or not. The results are quite possibly affected.
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To prevent these such sources for errors, scientists advise that only a strict, exact and complete documentation like a lab package or a technical report can help researchers to make a valid replications.[60, p. 6]

Of course, sticking to such guidelines only allows for more or less dependent replications. An independent study possesses a more confirming value. Lab packages might help to avoid bias, questionable protocols or procedures, or similar problems related to the replication. Dependent replications further help to reduce costs for re-designing a complete experiment about the same issue. And of course, they help to convince researchers without a vested interest in the topic to run a replication. Since these scientists are probably more aware of the required efforts, such a lab package can reduce those a lot.

After all, results and findings of such a dependent replication are often useful and should not be disregarded. But they have to be viewed with care and discussed, just because the replication was not independent.[60, p.6]

Doing a scientific work necessitates considering regulations and guidelines as well as working meticulously and accurately. Otherwise, the results contain errors or a failure in the design can occur. Consequently, that particular research cannot be used anymore. Replication and reproduction are methods to control and check scientific output.

<table>
<thead>
<tr>
<th>Problem/Error</th>
<th>Verifying Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in sampling</td>
<td>Reproduction</td>
</tr>
<tr>
<td>Errors made by scientists</td>
<td>Reproduction</td>
</tr>
<tr>
<td>Faulty data collection</td>
<td>Reproduction</td>
</tr>
<tr>
<td>Faulty data evaluation</td>
<td>Replication</td>
</tr>
<tr>
<td>Imitation</td>
<td>Replication</td>
</tr>
<tr>
<td>Manipulating results</td>
<td>Replication</td>
</tr>
<tr>
<td>Omission of differing data</td>
<td>Reproduction</td>
</tr>
<tr>
<td>Changing of differing data</td>
<td>Reproduction</td>
</tr>
<tr>
<td>Faking data</td>
<td>Reproduction</td>
</tr>
</tbody>
</table>

Table 5.1.: Common errors in scientific work

As displayed in table 5.1, both methods are used to validate different aspects. Sometimes replication and reproduction are used together, as for example, to cover up errors caused by the authors or scientists. The number of wrong scientific statements proven to be false through those methods is high. Normally, a negligent or inaccurate work method is the main cause for publishing wrong results. Unfortunately, scientists are often put under pressure, particularly by their stakeholders. Sometimes yet often enough, incorrect results and statements are published on purpose. Honor, fame, the prospect of a lucrative job also affect and lure scientists. Especially this is the case, when the chances of being checked are minimal. To be fair, the more promising, interesting or important a research field is, the more likely and another one is doing research work too. Nevertheless, science requires replication and reproduction in order to explore new areas and to prove the validity of new findings in general.
In vitro to in vivo

Most problematic is the fact that throwbacks occur, thereby increasing the costs of scientific work. Hence, many studies tend to deal with very limited models relying on small sample sizes, few and small artifacts and other resource constraints (e.g. time).[61, p.3] This then poses one of the biggest threats to achieving validity of an experiment and is, at the same time the step from in vitro to in vivo. Although scientists and researchers try their best to achieve satisfying designs, it is all too easy to make a mistake or to miss an important point. Subjects might be “contaminated” and there are always some kinds of learning effects on both sides: researchers and subjects. Running an experiment twice can produce different results just because of the people involved.[65, p.1] A key element in a well-executed experiment is efficient teamwork between the researchers - these should be several - and the people (as many as possible) who review the design.[61, p.3]

Communication of information

To run a replication in software engineering is rather difficult. One of the main problems is shared with similar set-ups in other science areas. Quite often it is impossible to get an equal setting like at the original experiment/study.[66, p.1] Thus, changes and modifications are necessary. A second important issue is the transfer of knowledge by the original researchers to the replicators. Information in the form of “lab package” or “replication package” is important but also the direct communication between researcher and replicator is of value.

Fundamentally, a replication package is vital for a successful replication (knowledge).[66, p.3] On the other hand, occasional communication is insufficient.[66, p.4] For a proper communication a couple of meetings is necessary.[66, p.10]

Lack of replications

Important for an experiment or a study is the fact that the results must be measurable somehow. So measurements have to be created in advance. Additionally, the findings have to be interpreted afterwards. This requires a kind of “framework” which allows an interpretation of the data.[65, p.1] Today researchers involved in software engineering claim that too few empirical evaluations are carried out. Researchers investigating this topic agree with them.[66, p.1],[67, p.1] There is a huge amount of studies which is isolated and not replicated. Moreover, Zannier et al. found a remarkable absence of replications of studies and experiments within the IT-science.[65, p.1]

Throughout this study, some astonishing facts appeared. Around a third of the studies or experiments have not been replicated at all. Self-evaluation is quite a rare practice in IT-science.[65, p.2;5] Furthermore, the findings show nearly a complete absence of negative results of studies.
These data lead to the question whether those findings are always realistic and how efficient the applied review processes really are.

Compilation of results

After reviewing the results of several experiments and studies, the successful aggregation of the results of scientific studies with their replications is quite impractical and disappointing.[66, p.1] Only if the experimenters combine the results with own replications significant results could be found. So one key element of a successful replication is to design the setting as closely as possible compared to the original one.[66, p.1]

Unfortunately, many conditions are nearly impossible to copy. For an example, it is very unlikely that identical subjects can be found or that the same resources are available (e.g. time, subjects, environment). Concerning the subjects again, their knowledge about the technology or technique evaluated is most likely not of the same level and also some other qualifications may be different- if not worse in some cases.[66, p.1]

Human subjects

Several issues have to be taken into account regarding human subjects in scientific research. Basically, people can take over two fundamental roles. Either they are the researchers conducting the experiment respectively the study or they are participants or subjects of it. Following threats to validity have to be taken into account. The first on is the variability of human behavior. The difficulty of isolate confounding factors is also a major threat. People can be disturbed by many things like things are the environment, the working conditions or other participants. The bias of researchers is a problem to validity too.[67, p.1]

Experiments with human subjects can lead to highly variable results. Reasons for these different results are the attention of the participants, their skills and knowledge, their prior experience or their motivation and expectations. Because of that, replications are urgently needed. Unfortunately, as already mentioned, exact replications are nearly impossible to achieve. One solution is to conduct a theoretical study or replication with adoption to the population and their characteristics.[67, p.2] In terms of human subjects factors like education, time, nationality and cultural background are inevitable issue leading to replication problems. Furthermore it is very difficult to find skilled subjects.[67, p.2] In the end it is more fruitful to perform a theoretical than a literal replication as there are too much variables which are incalculable.[67, p.10]
6. Research approach

This chapter deals with the design, planning and execution of the study replication. The focus is on the guidelines of the original study. As it is the case with many replications, it was impossible to carry out an exact copy. Making adaptations and minor modifications was inevitable. Environmental conditions and restrictive circumstances forced the replicators to do so [see 7.1 “Experiment description”].

Different environments as well as different lecturers, another university in another country, et cetera affected the planning and design. But this had not only negative effects. For example, it was possible to recruit more individual participants of two separate modules for the replication. Further, two software systems were used enabling two complete study rounds.

6.1. Empirical study and replication

The basis of the whole work is an empirical study performed at the “Vienna University of Technology”. Main goal was to gain and to confirm knowledge of scenario-based software architecture evaluation. Participants of the experiment were students visiting two different subjects of computer science. They were randomly assigned to two study groups. One was using a top-down approach using predefined scenario categories. The other group performed a bottom-up approach which means that they had to find scenarios without any help. In general, most of the design of the study was adopted from its predecessor. Further details are described in section.

Due to the fact that a previous study had been performed this one served as a replication of that. Replication of research work is essential in science. Every result, finding and statement in the scientific environment must be repeatable in order to prove them. This puts scientists in a position to evaluate scientific work in order to avoid that falsity is spread misleading or diminishing further research work.
6.2. Research hypotheses

Being the replication of an already existing study, it is the purpose of this study to verify the results of the original one. Accordingly, its main objective is to find out whether the originally proposed hypotheses hold up to the findings of the replication. Therefore the hypotheses are used again in this work[17, 20, 19].

Informally, the big picture is about scenarios and the effects of the support of (change) scenario categories:[17, p.2] “The usage of domain specific categories of software changes can help stakeholders generate better quality scenarios that characterize the future changes in a system.” However, there are further factors investigated. Experience may have an impact on the performance of an individual. Probably the size of the team as well has positive or negative effects too.[6, 19] Out of this all, three basic research questions/topics have been created.

6.2.1. Impact of change scenario categories on the scenario quality

Do change scenarios categories help find more or better scenarios? This question involves two possible configurations. Either an individual person can be supported by such categories or whole teams. According to this, following two different hypotheses have been created.

H1.1: The provision of software change categories will not improve the quality of scenario profiles developed for software architecture evaluation at an individual level.

H1.2: Teams who are given the software change categories for use in scenario elicitation perform similar to teams who are not given the software change categories.

It is expected, that both hypotheses can be rejected. Scenario categories should help especially less experienced individuals and teams. At the beginning they probably give them some ideas to start with and avoid any late beginning. Further they support a broad range of scenarios as categories might help the individuals or teams to think about many aspects of the evaluated software architecture.

Possibly, the availability of scenario categories does help persons or to come up faster with scenarios and/or enables those to produce better ones. The study design includes a two-stage individual scenario development process to get two different result-sets of individual created scenarios or team created ones. Based on these findings, the hypotheses are checked. The process is explained in detail later in this chapter.
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Anyhow, referring to the teams there it is possible to evaluate the calculated results with nominal teams of the same size. As only few (real) teams existed, it is meaningful to use a larger data set, even though the additional teams and their results are notional.

H1.3: Nominal teams who are given the software change categories for use in scenario elicitation perform similar to nominal teams who are not given the software change categories.

The same expectations made for the individual and real team are valid for the nominal teams. This is because they are completely based on the individual results. Again the process of creating these nominal teams is explained later in this chapter.

6.2.2. Impact of experience on the scenario quality

Does experience help to find more or better scenarios? Contrarily to above research question the factor experience is only be considered at an individual level. But there are too few real teams to get sufficient results in order to make predictions. Further the comparison with nominal teams is not meaningful out of the same reason.

H2.1: Extensive and less experienced participants will identify a similar number of scenarios.

As software architectures can be quite complex and complicated it requires a lot of know-how and experience to be able to evaluate one professionally and to achieve good results. Out of that reasons it is expected that extensive experienced individuals perform better than less experienced ones. However, according to the original study it is also tested whether average individuals or teams perform similar as experts. Underlying of course this involves that experts do have significantly more experience.

H2.2: The number of identified critical scenarios is similar for expert ranked and frequency related scores.

It is quite difficult to make any assumptions here. Therefore the original study is the basis for the prediction of the results. The number is expected to be similar and that the hypothesis cannot be rejected.
6.2.3. Impact of team size on the effectiveness of scenario development

Does increasing the team size help find more or better scenarios? Important in terms of review cost (an evaluation still is a kind of review) is the number of persons involved. The smaller the team is the cheaper the whole procedure. Nevertheless, on single individual will surely find fewer scenarios than a group. Target is to find that specific team size where the gain of efficiency is the biggest compared to the smaller team size before. Unfortunately, no data sets of comparable teams with various sizes are available. Actually it would have been impossible with the given resources to do so. To overcome this problem again nominal teams have been created based on the individual data sets. A detailed description of this proceeding is given later in this chapter.

**H3.1:** The number of identified scenarios is similar for all nominal teams independent of team size.

As more team members will most probably lead to more scenarios found it is expected that above hypothesis can be rejected based on the calculated results.

6.3. Variables

These hypotheses were tested by applying several statistical calculations. As in every regression, one or more independent and one or more dependent variables are needed. The independent variables in this study were:

- The domain specific change categories
- The prior qualification of the individuals
- The size of the nominal teams

The domain specific change categories, acting as one of the independent variables, were provided to the treatment group whereas the control group did not receive them. The qualification of the participants was based on a calculated index which regarded all individual qualifications. Now the frequency of each scenario found served as the dependent variable. The frequency of a scenario is determined through:
• **Individual brainstorming:** Amount of scenarios per individual and, in the case of the treatment group, also per scenario category recorded on an individual scenario list.

• **Team meetings:** Amount of scenarios per team (three-persons) and, in case of the treatment group, also per scenario category. Findings are recorded on a combined team list.

• **Simulated team meetings:** Amount of scenarios per nominal team (three-persons). These teams are formed with the help of a random generator, but the persons do not meet. The scenarios of each team member are pooled with the ones of the other individuals in the group. This way, a scenario list is created by each team.

Comparing individual brainstorming and team meetings (no matter whether real or nominal) with regard to scenarios, there are two possible options: A scenario can be created within a team meeting or it can be lost. In other words, within the team meeting a new one can be developed which did not exist on any individual scenario list. Or, the other way round, a scenario which showed up on one of the individual’s lists is not selected for the combined team scenario list. It is important to point out that two different systems allowed two different runs of the study replication. Within those rounds the above mentioned variables existed. Furthermore, the systems themselves act as an additional variable when comparing the results of both runs.
7. Experimental Process

Apart from the above mentioned problems, the main target was the replication itself. It was decided to design, plan and execute the whole procedure as exactly as possibly compared to the original study. This involved an introductory lecture, an individual brainstorming session and team meetings. However, several constraints (e.g. environment, timetable) as well as some adjustments, details follow later on within this work, were inevitable.

Due to these modifications the individual experience, the scenario ratings and other factors concerning the evaluation had to be treated slightly differently. Explanations about details concerning these aspects are also provided in this chapter. Given the guidelines of replication, of course the hypotheses are similar to the ones of the original study. This is absolutely necessary to be able to compare the results. What is the aim of such a replication? The basic target question and follow-up questions pursued are:

Was it possible to reproduce the original results using the data set of the replication? If they are similar, how strongly do they affirm the statements made? If they are not similar, what factors may contribute to the differences? In order to answer both secondary questions, the thematic replication in IT-science is explored if and what kinds of problem fields exist in terms of general and specific IT viewpoints.

7.1. Experiment design

Basically, the whole study was designed as a two two-stage scenario process according to the guidelines of.[20, 44] At the beginning, each participant had to construct a scenario profile (a set of scenarios) on his/her own. In a second step, individuals were selected into teams in order to put the findings together to a group scenario profile.

In order to achieve two separate but comparable data sets, the whole proceeding had to be done two times, each time on a different platform - Wiki and LiveNet. So everybody had to take part in two individual brainstorming sessions and two team meetings. By providing flexible schedules it was hoped to get as many participants as possible.
Due to timetable and participant schedule problems, the experiment was run on two days. The participants were split up between the two experiment runs. All other experiment conditions stayed the same. These measures were taken to provide the same circumstances as exactly similar as possible. Unfortunately this design involved one serious problem. As participants switch the study groups, learning effects probably occurred. The reasons for this as well as further details about that topic are described later on.

7.1.1. Study procedure

In the run-up of the actual experiment performance, everybody received the same initial lecture introducing the topic of software architecture evaluation meetings using scenarios, some examples as well as explanation about the procedure of the study. The lecturer was Professor Muhammad Ali Barbar from the University of Limerick, Ireland who does research in this area and was responsible for the initial study at the University of New South Wales, Sidney.

Then, the study materials were handed out (see appendix). These materials differed in terms of group affiliation. The participants were randomly assigned to the two study groups - the treatment group or the control group. To prevent group building because of friendships, the selection was done in the initial phase. One group, the treatment group, received additional predefined scenario categories. This was to help the participant to find scenarios which he then had to classify into the given categories. The control group did not receive this helping categorization.
So, the participant had to find all the scenarios without any hint from given categories. Furthermore, he or she had to specify the categories on their own and assign his or her found scenarios to them. After a short break, the participants had to group themselves according to their group assignment and hold a team meeting. To prevent falsification, no mixing of groups was allowed. Teams were composed only of individuals who had either been supported by (change) scenario categories or not. Each team consisted of three team members.

Afterwards the teams had to create a team scenario list. They could use the scenarios they had found or develop new ones. Two different meeting styles had been organized. One half of the teams met face-to-face and could discuss their findings verbally. The other half met virtually, using a software system for group discussions.

![Figure 7.2.: Basic study procedure](image)

Now, in the first run, these two stages were performed at one of the two given software systems. Both, the first and the second stage occurred on the same system. As already mentioned, the first system used was a Wiki-System and the second one the LiveNet-System. Both systems will be explained later on.

A balanced design was of utmost importance. Both groups were supported to be of the same size in order to be comparable in terms of the results. In the second run, every single participant changed to the other software system, performing both the individual brainstorming and the team meeting again. Also, the groups switched. If the student had been given scenario categories (treatment group) in the first run, he now had to work without them and vice versa.

As mentioned above, learning effects have been worried. The participants allocated to the treatment group in the first run worked with scenario categories. The problem was that when the study groups were switched that these individuals would remember the scenario categories they had used before in the second run. That would negatively affect the results of the replication. Nevertheless was decided to keep this study design.
At the end of each task, the participants had to hand in their results. For the individual brainstorming, this comprised the individual scenarios and for the team meetings, the group had to deliver the merged team scenario list.

### 7.1.2. Study schedule

The timetable as well as the locations were the same in both sessions. This ensured that both sessions provided the same environment and the same conditions for all the participants. In order to combine all the data for the evaluation of the study, this was necessary.

<table>
<thead>
<tr>
<th>Duration</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 min Lecture Room</td>
<td>▪ Introduction / Repetition of the practical exercise</td>
</tr>
<tr>
<td>30 min + 15 min extra time</td>
<td>▪ Distribution of the study material</td>
</tr>
<tr>
<td>Lecture Room</td>
<td>▪ Collecting of the individual background and experience</td>
</tr>
<tr>
<td>60 min Lecture Room / Information laboratory</td>
<td>▪ Individual Scenario Brainstorming following provided guidelines</td>
</tr>
<tr>
<td></td>
<td>▪ Collecting of individual feedback on scenario brainstorming</td>
</tr>
<tr>
<td>60 min Lecture Room / Information laboratory</td>
<td>▪ Team Meeting (two different meeting styles)</td>
</tr>
<tr>
<td></td>
<td>▪ Group 1: Face-to-Face meeting at the lecture room</td>
</tr>
<tr>
<td></td>
<td>▪ Group 2: Virtual team meeting at the information laboratory</td>
</tr>
<tr>
<td></td>
<td>▪ Collecting of team meeting feedback</td>
</tr>
<tr>
<td>30 min Lecture room</td>
<td>▪ Individual Scenario Brainstorming following provided guidelines</td>
</tr>
<tr>
<td></td>
<td>▪ Collecting of individual feedback on scenario brainstorming</td>
</tr>
<tr>
<td>60 min Lecture Room / Information laboratory</td>
<td>▪ Team Meeting (two different meeting styles)</td>
</tr>
<tr>
<td></td>
<td>▪ Group 1: Face-to-Face meeting at the lecture room</td>
</tr>
<tr>
<td></td>
<td>▪ Group 2: Virtual team meeting at the information laboratory</td>
</tr>
<tr>
<td></td>
<td>▪ Collecting of team meeting feedback</td>
</tr>
</tbody>
</table>

**Table 7.1.: Study schedule**

The only difference in the two sessions was the introductory lectures. The speaker at the second session was different because of time and geographical constraints. But as the complete presentation material as well as the complete study materials and the presentation itself were exactly the same, this should not have had any positive or negative effects. Furthermore, the primary speaker, Muhammed Ali Babar, did not join the replication proceedings regardless of the session.
The entire individual brainstorming sessions actually lasted 15 minutes longer than planned. More time was needed to answer all the questionnaires and due to minor language problems some individuals required more time to read through the study materials.

7.2. IT-Environment and study materials

Like in most studies a study package was required too by this specific one. It was necessary to give the participants enough information to fulfill the tasks, to gain information about the participants and feedback from the participants and to get the results of the study.

The first part contained several questionnaires which were necessary for capturing important data about the participants. Within the following part an introduction, theoretical background, the study guidelines and the study tasks were included. The last sheets handed out contained the team allocation, the data capturing sheets and the feedback questionnaires.

Additional to this package two collaboration tools were needed out of two reasons. The first one is necessary to provide the students a platform to use during the study. The second reason is to provide examples of software architectures to evaluate.

7.2.1. Software systems

Using two different and separate systems enables to get two comparable result-sets. Further, a combined result-set can be created. Of course, the validity is lower because the software systems are not completely comparable and in the second run, the control group may remember the given categories and have an advantage, respectively is not free of minor influences.

LiveNet

Principally, the program can be described as a web-based collaborative tool. It is very simple, helping the users to discuss topics via several communication platforms like chat, forum, or email. Small files can also be up- and downloaded. A detailed description can be found in.[68]

Supported are synchronous (chat) and asynchronous (forum, ...) ways of communication between one or more discussion participants. The user is allocated a specific role involving different access rights. Accordingly, it is possible to create, schedule and assign tasks to other users. Furthermore, documents can be uploaded, read, changed and downloaded according to the user’s rights.
The participants of the study replication were introduced to the system as an industrially used tool. They were registered according to their role within the team. Based on this, the task was to communicate with one of the given communication tools, creating documents and to try as many functionalities as possible. Drawing on that experience, the teams were told to create team scenario lists (using their individual or new change scenarios).

![Image](image.png)

**Figure 7.4.:** LiveNet starting login screen

Wiki

In this study, a copied version of the program *Wikipedia* was used. Its modus operandi is exactly the same like the original one known from the “world wide web”. The program simply can be described as an encyclopedia. People can place their contribution in the form of texts or graphics or other multimedia forms which then can be discussed in communication functions like the chat room, a forum or similar modes. A description of the system can be found on the homepage of the original portal: [www.wikipedia.org](http://www.wikipedia.org).

### 7.2.2. Study materials

Two different and separate packages of study materials existed. Both contained basic introductory information and general guidelines. Further, a description of the study, its schedule and tasks were given to the participants. Primarily, the packages differed in terms of the software systems. One package included the description and information concerning the LiveNet-System, the other one for the Wiki-System.

Then, these two main packages were separated a second time depending whether the participant initially worked with given categories (treatment group) or without them (control group). Since individuals changed their group within the study proceedings, they had to hand in their initial, personalized package and received another one, depending on their following tasks (group selection and system).
7.2.3. Questionnaires

Several questionnaires and a data collection sheets were the main source for gathering all the required information of the study replication (including the individual participants and the created teams).

Experience Questionnaire

It was handed out at the beginning of the whole study replication whose basic goal was it to get an overall picture of the students experience. Based upon the given answers the, individuals were classified into the categories A (well experienced), B (experienced) and C (less-experienced). Due to this classification, it was possible to get more detailed information about the individual performances by using the evaluation of the results.

Feedback questionnaire - individual brainstorming

After the individual session this follow-up questionnaire was handed out to get the opinion of the participants about the organization and the design of this part of the study replication. The questions pertained to the timing, the study material package, what was considered good and what could be improved, and so on.

Feedback questionnaire - team meeting

Since two different meeting styles existed - face2face and tool supported -, also two slightly different questionnaires were developed. Hence, the focus of the questions was basically put on the quality of the communication. On the one hand, the topic was direct communication between the team members and on the other hand, the communication supported by collaboration software.

Final questionnaire

On finishing the complete procedure, the participants were given this last questionnaire. They had to answer the question in which meeting style they had probably performed better. Additionally, the group performance and group cooperation had to be ranked. This helped to compare the actual results with the self-estimation of the participants.
Data capturing sheet

On this form the participants (individual and team) had to write down the found scenarios together with a short description. Further, they had to rank the scenarios in terms of their importance and their likelihood of happening. The ranking ranged from A to C, i.e. from critical/very likely to less-important/unlikely.

7.2.4. Change categories

Due to the fact that this work is a replication and therefore the environment, the study design, the parameters, etc. are the same (at least to the most part) the change categories have to be the same as well. In the original study, the categories were established by the researchers and the developers of the software system LiveNet together.[17, p.4] As the same software systems were used for this research work the categories stayed the same too:

Figure 7.5.: The change categories provided to the treatment group - LiveNet

The user interface (UI) comprises changes concerning the applications used for the user interface. Necessary changes in the security policy category (SP) pertain to all the applications involved as well as to the content of the system. The category performance and scalability deals with changes required to improve the performance of the system(s) (PS) for a faster response time or to handle more users without a drop in performance. Workflow management (WM) supports the various business processes in a company and includes all the changes concerning them. Last, Content management (CM) covers all the aspects dealing with content management itself.

7.3. Scenario rating

Basically, scenario prioritization can be done either by experts or is based on the frequency of a given scenario. If scenarios are rated by (external) experts, higher efforts for categorization and classification have to be considered mainly because they are costlier than internal
employees. In accordance with the original study, the scenarios are prioritized in both ways. Moreover, a third scenario prioritization was performed by the individuals themselves. This was not proceeded within the original study. The reason for this was to find out whether the individuals rate scenarios similar to the frequency they found them overall.

7.3.1. Scenario classification

To actually be able to work with the individual scenarios, they had to be made somehow “comparable”. Some scenarios are more important or critical than others. The problem is how to define which one is more or less important than another one. In accordance with the original study, scenario marking profiles were created. Furthermore, the performance of an individual or a team (both real and nominal) can be measured as well using such profiles.

These profiles act like a rating scheme/system and are based on the frequency of the scenarios. If a scenario is developed, found and frequently chosen, its importance is rated higher. So, often found scenarios are rated higher than the ones picked less often. All in all, a classification which uses three graduations was created: A, B and C. Thus, depending on their frequency and in accordance with the original study, class A implies roughly the top 20 percent of found scenarios. Class B contains the next 40 percent and the last 40 percent are classified as C. Logically, the order within every classification descends from the most to the least often found scenario.

Individual classification

Diverging from to the original study, this one offered the participants the possibility to rate their scenarios on their own (at an individual and a team basis). Two different criteria, importance and likelihood were used. For both, the ratings (A), (B) and (C) were available. For example, a scenario importance rated (A) expresses the scenario to be critical or very important. A classification going from (B) to (C) represents minor importance. The same ap-
plies to likelihood: A (C)-rating means the scenario is expected to occur seldom in the future whereas (B) and (A) express a higher probability that these change scenarios might happen in the future.

### 7.3.2. Scenario rating based on scenario frequency

The importance of a scenario is rated according to its frequency. The overall number of scenarios is taken into account. Analysis and calculation regarded all unique scenarios found. As described in this chapter, section 7.5.1 “Scenario Classification”, all of them are divided into three main categories (A, B, C). The input data contain both individual and team found scenarios. Further, the achievements of individuals, teams as well as of the nominal teams are measured. It should be remembered, that the real teams and the nominal teams always consisted of three team members.

Totally, 367 unique scenarios were developed, respectively were found. 174 of them are associated with the LiveNet-System and 193 belong to the Wiki-System. Not surprisingly, most of them were found during the individual brainstorming. During the team meetings (F2F and tool supported), only few scenarios were additionally created. In the original study, they were also classified according to their frequency. The top 20 percent fall into class A, the following 40 percent into B and the last 40 percent into class C. Unfortunately, this approach is not applicable with the data here. There are too many scenarios which show the same frequency. If the original approach were applied, the scenario range for Class A would reach scenarios with a frequency of two. As a consequence, no meaningful differentiation would be left. Instead, both scenario lists (LiveNet and Wiki) were compared with the frequencies of their scenarios.

![Frequency of unique scenarios found](image)

**Figure 7.7:** Frequency of unique scenario found

It was decided not to just simply use the frequency for scenario ranking. Instead the scenarios developed during the team meeting have been valorized. If a scenario is created by a team, minimum two team members have to agree to put it on the team scenario list whereas during
the individual brainstorming only the opinion of a single person is arbitrative. Therefore following “formula” for calculating the frequency of a scenario was used:

- The frequency of the scenario of the individual brainstorming plus two times the frequency of the scenario of the team meeting yields the overall scenario frequency.

Interestingly, both distributions of frequency of both systems are very similar. This is also true for the values of the means (LiveNet: 4,14 / Wiki: 4,15) and for the medians (LiveNet: 2 / Wiki: 1,5). However, it was decided to set the range of frequencies for class A from five to the maximum (both systems). Class B contains all scenarios with a frequency including two, three and four for the LiveNet-System, and also two, three and four for the Wiki-System. All scenarios which were found only once were selected for class C. Overall, 19 percent fall into class A, another 41 percent into class B and the remaining 40 percent into class C. As can be seen from figure 7.11 as well as from table 7.5 in this section, the participants found an equal number of critical scenarios as well as more important scenarios within the Wiki-System.

<table>
<thead>
<tr>
<th>Class A</th>
<th>Class B</th>
<th>Class C</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No. %</td>
<td>No. %</td>
<td>No. %</td>
</tr>
<tr>
<td>LiveNet</td>
<td>31 18</td>
<td>84 48</td>
<td>59 34</td>
</tr>
<tr>
<td>Wiki</td>
<td>39 20</td>
<td>68 35</td>
<td>86 45</td>
</tr>
<tr>
<td></td>
<td>No. %</td>
<td>No. %</td>
<td>No. %</td>
</tr>
<tr>
<td></td>
<td>70 19</td>
<td>152 41</td>
<td>145 40</td>
</tr>
</tbody>
</table>

Table 7.2.: Total scenario classification

Not surprisingly, the amount of scenarios found exceeds the amount of the original study by far as the number of participants was much larger. For the Wiki-System, about 6 percent more unique scenarios were found than for the LiveNet-System. The spread along the various classes is quite different too. Concerning the LiveNet-System, the data set of 18/48/34 is very similar to the original study of 20/40/40. But the Wiki-system shows some kind of “dent” turning the classification more into a 20/35/45 distribution. According to the conclusion of the original study and the conclusion of this replication, the results are better in this case. Under industrial circumstances mostly class A scenarios would be selected for any system adoption. However, in many cases, time and money will most likely not be sufficient for solving class C scenarios.

7.3.3. Scenario rating based on experts scoring

Expert rating requires knowledge in terms of the domain and the impact on business values in order to find the most important scenarios. Unlike the original study, two members of the experiment team conducted the classification process. Based on an unsorted scenario
list, separate for both systems, they simply ranked the scenarios in accordance with their opinions.

7.4. Individual setting

Overall, 59 participants took part in the study. All of them were students of the University of Technology of Vienna. They were recruited from two different courses. 19 students attended the course Software Testing, which is a master course and therefore these participants were master students. The remaining 36 students took part in an undergraduate course in Software Quality Assurance. For the quality assurance course, the study was actually part of the program, whereas the master students could optionally take part in the study for extra points for their course. It was not possible to motivate all the students to take part in the study.

7.4.1. Study participants and study groups

Altogether 59 participants were recruited from a software testing course (Master students) and from a software quality assurance course (Bachelor students). Unfortunately, only 54 data sheets (software testing 19, software quality assurance 35) were of good enough quality to be considered. The remaining examples were either incomplete or of poor quality. Participants leaving before finishing their tasks happened too. However, in the end only 47 participants handed in all given data sheets and questionnaires. Nevertheless the missing data sheets only contained the feedback ones. So despite of this matter still 54 participant data sets have been usable for evaluation.

<table>
<thead>
<tr>
<th>Treatments</th>
<th>Treatment group (change categories provided)</th>
<th>Control group (change categories not provided)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System Livenet</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>System Wiki</td>
<td>27</td>
<td>25</td>
</tr>
</tbody>
</table>

*Figure 7.8.*: Sizes of the two study groups

Above table shows the number of participants of each group. In the first run, the treatment group was consisted of 27 participants and the control group of 27 individuals. Note, that in the second run, the participants switched their groups. So, the 27 individuals went to the control group whereby one student had got lost (possibly left). Accordingly, the 27 students of the control group also switched, whereby two students got lost here too.
7.4.2. Individual experience

Rating the experience of the individuals is based on the experience questionnaire handed to them in the run-up of the study. Unlike in the original study, it was decided to ascertain the experience of the students not only by their years as students or as professionals but to consider more aspects of the retrieved data set. Concretely, all the questions except the first four are used for calculation.

Since all the individuals were students, age was not a significant factor and did not provide any meaningful information about their experience. Neither is their ability to understand English as a foreign language an indicator of their knowledge of computer science. Nevertheless, weak language skills might cause significant performance decreases. Therefore, that topic is discussed separately in this work.

Surely, the amount of attended programming courses is a criterion and increases experience. Unfortunately, the received answers were largely disparate. A certain amount of students did not give any feedback at all and others stated a large number of attended programming lessons which are very unlikely for a normal computer science student. The problem is probably estimated with the definition of programming course. For some, such a course is strictly about programming and others take courses into account like dealing with UML or something else. Anyhow, it was decided to disregard this question because of the data set given.

The fourth and last question not considered is the one about a self-assessment of the individual about his or her software engineering experience. As these answers tended to be very subjective and are hard to prove, they cannot be taken into account.

Ordinal data

Except for two questions (E_FB09 and E_FB10), all the ones considered deliver ordinal data. They were collected and summed up for each student.

Nominal data

The two questions left are concerned with the experience in terms of working as a professional. More in detail, the individual had to state how long he or she had worked within real software projects and how large the biggest project was in which he or she had ever participated. Then the students were rated as experienced or less experienced by giving them a score of 4 or only 1 point. The cut-off point for this classification was in both cases a score of 5. Above that we classified the individual as experienced and below as less experienced. The mean of both scores was calculated and used.
Calculation of the Experience

Now, the sum of all ordinal data questions was divided by the mean experience drawn from the questions about professional work. Unfortunately, the results produced a data cloud which did not provide any hint for a meaningful categorization of the individuals in terms of experience.

![Experience of the Individuals](image)

*Figure 7.9.: Calculated experience of the individuals*

Therefore, a classification of the experience was introduced. To be more specific, the classification was extended to three variables, well experienced (A), experienced (B) and less experienced (C), similar to the classes of the scenarios. The original study used only two classes, individuals with more than 3 years of IT experience and individuals with less than 3 years of IT experience. Taking a normal distribution as a point of reference, the ranges of the variables are:

<table>
<thead>
<tr>
<th>Experience Class</th>
<th>Range of Experience Score</th>
<th># of Individuals per Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>&gt; 2,24</td>
<td>8</td>
</tr>
<tr>
<td>B</td>
<td>&lt; 2,25</td>
<td>35</td>
</tr>
<tr>
<td>C</td>
<td>&lt; 0,96</td>
<td>11</td>
</tr>
</tbody>
</table>

*Table 7.3.: Range of experience classes*

Figure 7.8 shows that the experience of the individuals is broadly based. A situation where half of the participants are well experienced and another one is less-experienced was not the case. Additionally, it was investigated whether the experience scores of the individuals were evenly distributed. As (nearly) all participants worked with both systems and were once part of the treatment group and the control group, there should be no difference.
As can be seen from the box plot, the expected results appeared. The individuals of both groups received almost the same experience score regardless of the system used. The mean for the control group is 1.54 and for the treatment group 1.56. The same findings can be seen in the medians which are 1.58 for the control group and 1.50 for the treatment group. The standard deviation within the systems are negligibly small (LiveNet: control group 0.65 - treatment group 0.64; Wiki: control group 0.64 - treatment group 0.65). Furthermore the difference between the means of the two systems is too tiny to be of any significance.

Table 7.4.: Distribution of the experience of the groups per system

The p-value of 0.979 indicates that there is no difference between the systems. The box plot 7.9 shows that one study group was diminished in terms of experience. The reason is that, as pointed out under 7.3.1 “Study grouping”, two students left the experiment between the first and the second run. To summarize, table 7.3 shows a table of both groups but separate
for each system. Again, the overall distribution is almost the same for both system and for both groups. Following table presents the distribution of the experience classes for both used software systems.

7.4.3. Language skills

The complete study replication was executed in English. Examples are the introduction lecture, all materials, the systems, the tasks, the questionnaires and other parts used within the study procedure. As German is the by far most-widely spoken language in Austria, English skills are expected to be lower compared to their German and to the English skills of the participants of the original study.

In the experience questionnaire, the individuals were also asked about their overall English skills. Of course the answers to this question were based on self-estimation. As nearly no one likes to rate himself lower than he actually is, there is a certain probability that the scores are higher than the “realistic” actual level. The possible answer set was ranked from zero (no experience) to five (excellent skills).

As expected, no individual marked zero. Using the mean value of 2.54 at a standard deviation of 0.99 the predicted average skill level is rather good. But about 20 percent of the people questioned stated that they only had minor language experience. Taking into account that quite a number of special expressions and vocabulary were used in the whole study replication there exist major disadvantages for those individuals.
7.5. Team setting

The created teams consisted of three team members each. Conform to the team roles defined for the “Fagan inspection” each of the team members had to take on a certain role.[5] Every role implied several responsibilities. In addition, to fit a role, the person was supposed to have some specific characteristics. Logically, with only three members randomly assigned to a specific team, there was not much choice. Nevertheless, the participants were encouraged to keep to their roles and to treat them with care.

<table>
<thead>
<tr>
<th>Role</th>
<th>Responsibilities</th>
<th>Desirable Characteristics/Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moderator</td>
<td>Facilitates the generating of scenarios; Responsible to keep team focus on the task; Ensures that team follow the guidelines/process.</td>
<td>Good facilitation skills; Careful observation skills—able to intervene when discussions stuck; social competences required.</td>
</tr>
<tr>
<td>Scenario Writer</td>
<td>Responsible for actual scenario documentation; Captures exact agreed wording; Moving on to next scenario not allowed until exact agreed wording is written down.</td>
<td>Pedantic; exact; good typing skills required.</td>
</tr>
<tr>
<td>Timekeeper</td>
<td>Helps the team managing the allocated time. Is warning if the discussion on one single scenario goes on too long (normally 3 minutes).</td>
<td>Pedantic; good sense of time; dutiful.</td>
</tr>
</tbody>
</table>

Table 7.5.: Team roles of a software evaluation team

7.6. Nominal teams

In order to classify the team performances, they have to be compared to each other and/or to some kind of index. The latter is useful, as it provides a less subjective measurement. Another possibility is the comparison with the nominal teams in addition to the comparison with the results of the original study.

A nominal team is a fictitious team but consists of real individuals. For comparison with real teams there are again three members to a team. In order to test the effectiveness of several team sizes, nominal teams were build up to seven team members. The difference to the real teams is that the team members never met in reality. To achieve that goal a simple computer script was written (in Java) operating like a random generator. The input consisted in a list of the individuals together with their individual scenario lists. From that list, all the possible combinations of teams with sizes of three, four... seven and eight were created. It was important to avoid redundancy. The nominal team with the individuals 9-12-27 for example was not to exist again as 12-27-9.

Of course, random means that the actual real team comparisons exist as nominal team too. But the scenario list of the nominal team was not the same since the nominal team scenario lists were taken from the individually found ones of each member. Every unique scenario found by the team members are collected and put in the team scenario list. Again, all redundancies were eliminated. So the nominal teams represent somehow the optimal solution for a team.
with regard to all their created scenarios. Nominal teams with more than three team members were used to measure possible gains or losses in efficiency within team meetings of larger team sizes.

Unfortunately, the calculations of nominal teams faced some restrictions. A java program was written to match all possible team combinations. Further, all scenarios found by the individuals of a specific team are put into a specific team list for that team. Due to IT infrastructure limitations, only teams up to 7 team members where calculated. Calculating 6 team members produced results of around 16.000.000 combinations and text files of nearly one gigabyte in size. This resulted in Database problems. The limit for a database is two gigabyte of the file size which is nearly exceeded with this amount of data. Therefore nominal teams with 6 and 7 team members were calculated by sampling.

7.7. Validity

Every replication has to deal with at least similar validity problems like their predecessor study/studies. This is especially true if the replication method is an exact replication.

7.7.1. Internal validity

Internal validity or validity of (causal) interferences in scientific studies is mostly threatened by causal relations between variables. This can lead to following problems:[69]

1. The “cause” precedes the “effect” in time (temporal precedence)
2. The “cause” and the “effect” are related (covariation)
3. There are no plausible alternative explanations for the observed covariation

However, to counter bias problems when attributing the values of dependent variables to the experimental variables, the assignment of the participants to the various groups [LiveNet (treatment and control) and Wiki (treatment and control)] was done randomly. In the run-up, all the participants were put on a list and then randomly selected for groups before the experiment started. The participants did not have any information on their group affiliation and had no influence on it afterwards.

Unfortunately the threat of learning effects probably existed. As described in chapter 7.1 “Experiment design” of this work the individuals working in the first run with the scenario categories would have been able to remember them in the second run. As the groups had to
switch they had to simulate persons who have not been given these scenario categories too. It was intensively debated whether to change the study setup to avoid this problem, or not. However, the replicators favored changes but the researchers of the original study asserted to keep the design. The probable learning effects have been considered less problematic.

The scoring system respectively the appropriateness of the approach to classify the scenarios based on their frequency represents another threat to the internal validity. However, this approach has been used in the original study as well as in several other empirical studies.[44, 19] The various threats regarding this procedure have been discussed and addressed during that studies.

Along with this approach another problem exits: The skill, bias and knowledge of the person in charge recording the scenarios, eliminating duplicates and joining scenarios which are semantically the same before counting their frequency can be a threat to the internal validity. Therefore, three researchers performed these tasks independently. Any disagreements were resolved before the scenarios were counted.

The second system used a categorization developed by two experts. All of them were familiar with the two systems (LiveNet and Wiki) as well as with the software architecture, software requirements and scenario finding. However in this context these threats have only little influence on the overall results of the experiments.

### 7.7.2. External validity

External validity defines to which degree the results of scientific research work can be generalized, or compared with respectively transferred with similar situations. In particular the question is: Are the participants representative enough for stakeholders performing architecture evaluation within an industrial context and are the experimental materials and processes representative enough for materials and processes used within industrial software architecture evaluations? Compared with the original study, the participants do not completely match the industrial stakeholder’s background (e.g. marketing, sales, controlling, computer science, and so on).

All the students have a variety of backgrounds (educational and professional) in computer science and software engineering. But the differences of experiences may not be large enough for a significant impact. Therefore, it is more appropriate to generalize the results of stakeholders with a technical background. The same restrictions existed using the LiveNet and the Wiki system. In industry, the stakeholders would have more knowledge and experience with the systems than the people in this study. The participants had only limited knowledge, especially with the LiveNet-System. Hence, they can more likely be compared with stakeholders who have also limited knowledge about the current system that is being evaluated.
But there is evidence in IT-science that IT-students can replace professionals, working in IT-industry, within empirical studies.[70] The participating individuals within this study replication were all computer science students and attended several computer science lectures. Further most of them had some experience working in the IT-industry and therefore had the necessary technical skills and knowledge.

Another problem area arises within the methods of software architecture evaluation and scenario finding. The participants did not have any or only little experience with those. According to [17, p.5], companies nowadays do not provide extensive training to their employees considering software architecture evaluation or methods to find quality-sensitive scenarios. Thus, the experience of the participants in this study can be compared with the experience of stakeholders involved in software evaluation processes in industry.

The software requirement specifications used in this replication (and in the original study) are relatively short and simple. An industrial sample would be much more detailed and complex. But the stakeholders would also have much more time for the software evaluation and the scenario finding. Finally, there is a threat to the external validity if the scenario development process in this replication is not representative with industrial practices of scenario-based software architecture evaluation. However, the scenario development process in this replication was comparable to the one used for most of the scenario-based architecture evaluation methods creating scenarios for quality requirements characterization. These requirements are to be fulfilled by proposed software architecture through brainstorming workshops like QAW. [17, p. 5]
8. Findings of the replication study

For the statistical analyses, common and proven methods of descriptive statistics were used: Mean, standard deviation and median. Diagrams and box plots represent findings in visualized form. The results are tested using t-tests with a 95% confidence interval whereas the null hypothesis always states that there is no significant difference between the samples. To provide a good clarity, the order of the research questions discussed in section 6.1 “Research hypotheses” is kept the same for the presentation of the results.

8.1. Do change scenario categories help to find more or better scenarios?

This research question contains individual results, team results and nominal team results. All of them are viewed separate and compared to each other. Additionally findings are discussed showing scenario losses and scenario gains of real teams compared to nominal teams.

8.1.1. Scenarios found by individuals

As mentioned in the chapter 7.1 “Experiment design”, only 47 participants handed in the complete data set. In most cases, the participants left the study between the individual brainstorming session and the team meetings. Hence, nearly all of the other participants carried out the individual brainstorming. Due to the fact that only minor (change) scenarios were developed during the team meetings, it is acceptable to assume that each of the 55 participants was average in his performance. The various groups differed only slightly in size. For the LiveNet-System, the control group consisted of 27 participants whereas the treatment group comprised 27 students. Within the Wiki-System, 25 people made up the control group and 27 the treatment group.

The average number of scenarios found per student is around 6-7, which is not really that close to the 9 scenarios found per individual in the original study. On average the individuals found fewer scenarios within this study replication. Regarding the overall performance, the
individuals working with the LiveNet-System found around 20 % less scenarios compared to the ones using the Wiki-System.

<table>
<thead>
<tr>
<th>Scenarios found by individuals</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet not used</td>
<td>6.04</td>
<td>27</td>
<td>3.611</td>
<td>6.00</td>
</tr>
<tr>
<td>used</td>
<td>6.19</td>
<td>27</td>
<td>2.869</td>
<td>6.00</td>
</tr>
<tr>
<td>Total</td>
<td>6.11</td>
<td>54</td>
<td>3.231</td>
<td>6.00</td>
</tr>
<tr>
<td>Wiki not used</td>
<td>7.64</td>
<td>25</td>
<td>3.277</td>
<td>7.00</td>
</tr>
<tr>
<td>used</td>
<td>7.07</td>
<td>27</td>
<td>2.541</td>
<td>6.00</td>
</tr>
<tr>
<td>Total</td>
<td>7.35</td>
<td>52</td>
<td>2.903</td>
<td>7.00</td>
</tr>
<tr>
<td>Total not used</td>
<td>6.81</td>
<td>52</td>
<td>3.515</td>
<td>7.00</td>
</tr>
<tr>
<td>used</td>
<td>6.63</td>
<td>54</td>
<td>2.722</td>
<td>6.00</td>
</tr>
<tr>
<td>Total</td>
<td>6.72</td>
<td>106</td>
<td>3.122</td>
<td>6.00</td>
</tr>
</tbody>
</table>

Table 8.1.: Average scenarios found per individual

Extraordinarily, the individuals performed that much better with the Wiki-System, regardless of whether the treatment groups or the control groups are compared with each other.

Instead, between the treatment and the control group, no statistically significant difference could be found. A t-test on a 95 percent confidence interval scored a p-value of 0.287, which is above 0.05 and therefore affirms the null hypothesis that providing change categories does not produce or produces hardly differences in results.

So the differences in the data set may have been arrived at by chance. However, working either with the Wiki-System or the LiveNet-System has no effect on the results as indicated by a p-value of 1,000. Thus, an individual working on the Wiki-System does not find significantly more or fewer scenarios.

Without further parameters, no good explanation can be given for these findings. Unfortunately, it seems that providing (change)scenario categories in advance does not help finding more scenarios on an individual level. But this does not imply that the support is meaningless in general.

Perhaps the treatment group found more scenarios of higher quality which make them more useful. Or vice-versa, the supported individuals found fewer unimportant ones. Following are more diversified calculations covering these questions.
Number of scenarios found by individuals

<table>
<thead>
<tr>
<th>System</th>
<th>Categories</th>
<th>Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>not used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>2.039</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.74</td>
<td>27</td>
<td>1.457</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.00</td>
<td>27</td>
<td>1.209</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.01</td>
<td>81</td>
<td>1.854</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>1.660</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.70</td>
<td>27</td>
<td>1.295</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.19</td>
<td>27</td>
<td>1.711</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.06</td>
<td>81</td>
<td>1.791</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>A</td>
<td>3.30</td>
<td>54</td>
<td>1.839</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.72</td>
<td>54</td>
<td>1.366</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.08</td>
<td>54</td>
<td>1.470</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.04</td>
<td>162</td>
<td>1.817</td>
<td>2.00</td>
</tr>
<tr>
<td>Wiki</td>
<td>not used</td>
<td>A</td>
<td>4.86</td>
<td>25</td>
<td>2.363</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.36</td>
<td>25</td>
<td>0.952</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.48</td>
<td>25</td>
<td>1.503</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.65</td>
<td>75</td>
<td>2.327</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>4.04</td>
<td>27</td>
<td>2.009</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.22</td>
<td>27</td>
<td>1.783</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.81</td>
<td>27</td>
<td>1.111</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.36</td>
<td>81</td>
<td>2.057</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>A</td>
<td>4.40</td>
<td>52</td>
<td>2.189</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.29</td>
<td>52</td>
<td>1.433</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.55</td>
<td>52</td>
<td>1.312</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.45</td>
<td>156</td>
<td>2.185</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>not used</td>
<td>A</td>
<td>4.02</td>
<td>52</td>
<td>2.305</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.56</td>
<td>52</td>
<td>1.243</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.23</td>
<td>52</td>
<td>1.386</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.27</td>
<td>156</td>
<td>2.105</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>3.67</td>
<td>54</td>
<td>1.883</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.46</td>
<td>54</td>
<td>1.563</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.56</td>
<td>54</td>
<td>1.463</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.21</td>
<td>162</td>
<td>1.929</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>A</td>
<td>3.84</td>
<td>106</td>
<td>2.089</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.51</td>
<td>106</td>
<td>1.409</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.37</td>
<td>106</td>
<td>1.416</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.24</td>
<td>318</td>
<td>2.014</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 8.2.: Average scenario per class found by individuals

Now, pertaining to scenario classification as a further differentiation, the students working with the Wiki-System performed better concerning especially critical scenarios. The overall total amount of scenarios found per individual serves as the used index. Let us focus on the LiveNet-System first. Looking at table 8.2 more in specific, the treatment group found a little bit more scenarios than the control group regarding important (class B) scenarios. However, both found almost an equivalent number.

Considering critical and less important scenarios, again the treatment group performed very similar. Overall, class A scenarios were found most often in both groups in spite of the fact that there are small differences in the performance. The situation is distinct regarding the Wiki-
System. The control group performed significantly better regarding class A and B scenarios. Only in the case of less-important scenarios the treatment group was able to find slightly more scenarios. Further, the difference between the two groups regarding critical scenarios within the Wiki-System is rather large. Similarly to the LiveNet-System, most of all class A scenarios were found.

Overall, the control group found slightly more class A and class B scenarios as well as marginally fewer class C scenarios. A t-test with a 95 percent confidence interval investigating the mean values of the two systems resulted in a p-value of 0.066. This indicates that there is no or only a slight statistical difference between the means.

Notable is the fact that within a 10% interval the null hypothesis would have been rejected. Hence, differences observed between the systems are probably minor due to chance. But nevertheless, it does not make any difference for an individual performance whether he or she works with the LiveNet- or the Wiki-System.

Now, the same test considering the control and the treatment group results in a p-value of 0.320. This means that there is no significant statistical difference between them. Providing change categories as a support did not help the individuals to find more (or better) scenarios. However, the statistical evaluation test did not produce a stable finding.

![Figure 8.1.: Comparison of the individual groups](image)

The box plot above visualizes the differences between the two systems and the two groups. With regard to the systems, the individuals working with the Wiki-System performed better concerning critical scenarios and slightly better in terms of less-important ones. Only for class B scenarios, the individuals working with the LiveNet-System found a few more scenarios. Comparing the two study groups the differences in the performances are smaller.
Interestingly, the range of scores for critical scenarios stays the same; just the median indicates the better performance of the control group. The boxes for class B and class C scenarios show similar results. The performance of both groups is more or less the same.

<table>
<thead>
<tr>
<th>System</th>
<th>Categories</th>
<th>Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>not used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>2.035</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.74</td>
<td>27</td>
<td>1.457</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.00</td>
<td>27</td>
<td>1.209</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.01</td>
<td>81</td>
<td>1.854</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>1.660</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.70</td>
<td>27</td>
<td>1.295</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.19</td>
<td>27</td>
<td>1.711</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.06</td>
<td>81</td>
<td>1.791</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>A</td>
<td>3.30</td>
<td>54</td>
<td>1.839</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.72</td>
<td>54</td>
<td>1.366</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.09</td>
<td>54</td>
<td>1.470</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.04</td>
<td>162</td>
<td>1.817</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>not used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>2.035</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.74</td>
<td>27</td>
<td>1.457</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.00</td>
<td>27</td>
<td>1.209</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.01</td>
<td>81</td>
<td>1.854</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>3.30</td>
<td>27</td>
<td>1.660</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.70</td>
<td>27</td>
<td>1.295</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.19</td>
<td>27</td>
<td>1.711</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.06</td>
<td>81</td>
<td>1.791</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>A</td>
<td>3.30</td>
<td>54</td>
<td>1.839</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>1.72</td>
<td>54</td>
<td>1.366</td>
<td>2.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>1.09</td>
<td>54</td>
<td>1.470</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Total</td>
<td>2.04</td>
<td>162</td>
<td>1.817</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Table 8.3.: Average scenario per class found by individuals (LiveNet)

In order to get more detailed answers, both systems are reviewed on their own. If the LiveNet-System is looked at by itself, a test of the means of the two study-groups results in a p-value of 0.633 whereas the same procedure for the Wiki-System produces a p-value of 0.397.

The following box plots (figure 8.2) present an overview of those more specific data sets. Regarding the LiveNet-System the control group performed a little bit better in the case of critical scenarios. But in all, both groups produced nearly equal results. Looking at the Wiki-System presents quite a similar picture. Again, the control group found more class A scenarios. Compared to the box plot above, the general statement there is confirmed.
In brief, no evidence has been found that scenario change categories helped the individuals to find more scenarios. Neither did they help to find scenarios of higher quality. Unfortunately, these findings do not confirm the results of the original study.

**Comparison to the original study**

The individuals found fewer scenarios this time. This is true for both systems and for both study groups. Then the treatment group found 10 and the control group 9 scenarios. Here the participants developed only 6 to 7 scenarios. Additionally the influence of scenario categories measured in the original study cannot be found.
8.1.2. Scenarios found per real team

Analyzing both groups (control, treatment) and both systems (LiveNet, Wiki) combined, every team found around 10 scenarios on average. Comparing the overall individual performance with the overall team one, the teams developed 30 to 40 % more scenarios. It is important to remember that the individual brainstorming session lasted only 45 minutes whereas the team session took 60 minutes.

Remarkable is the fact that the difference between the two systems is smaller compared with those of the individuals. There, about 20 % more scenarios were developed for the Wiki-System than for the LiveNet. At the team level, however, this gap shrunk to half of this amount, which is to 10 %. To answer the question why is quite difficult. At this point no sufficient answer can be given using the available data.

Probably, the possibility to discuss problems within a team helps to overcome insecurities generated by a foreign environment, in this case represented by the LiveNet-System. Due to the spread of “Wikipedia” it is most likely that the Wiki-System is quite familiar to the individuals, more so than the LiveNet-System. The latter was created for university research purposes and is virtually unknown beyond that realm.

According to a p-value of 0.116, working with different systems seems to have no influence on the performance. The same assumption can be made for the treatment and the control group. A t-test resulted in a p-value of 0.174.
Both indicate, like for the individuals, that neither the allocation to a certain system nor to a specific replication group affected the performance of the teams. But the values are not really very high (either), which would make them more convincing for supporting predictions more strongly.

<table>
<thead>
<tr>
<th>System</th>
<th>Categories</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>not used</td>
<td>9.00</td>
<td>9</td>
<td>3,000</td>
<td>9.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>9.90</td>
<td>10</td>
<td>2,514</td>
<td>10.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>9.47</td>
<td>19</td>
<td>2,716</td>
<td>10.00</td>
</tr>
<tr>
<td>Wiki</td>
<td>not used</td>
<td>10.89</td>
<td>9</td>
<td>3,855</td>
<td>11.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>10.00</td>
<td>9</td>
<td>3,162</td>
<td>9.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>10.44</td>
<td>18</td>
<td>3,451</td>
<td>10.00</td>
</tr>
<tr>
<td>Total</td>
<td>not used</td>
<td>9.94</td>
<td>18</td>
<td>3,489</td>
<td>9.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>9.95</td>
<td>19</td>
<td>2,758</td>
<td>10.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>9.95</td>
<td>37</td>
<td>3,091</td>
<td>10.00</td>
</tr>
</tbody>
</table>

Table 8.5.: Average scenarios found per team

Referring to the original study, the difference which was calculated there between the teams and the individuals was 90%. Now within this study, the teams performed still better. But the difference is much smaller. There are no reasonable facts or data sets which could explain this big gap. Possibly, the students in the original study knew each other well as there were only 24 participants.

Therefore, they may not have had to introduce them to such a setting. Looking at the current study again it is conspicuous that the teams working with the Wiki-System achieved better results. But it cannot be stated that the treatment or the control group did make a better job.

Taking more variables into account presents a more detailed picture. More specifically, the amount of scenarios found per team can be split up into sub-variables. An average (real) team found 3 (change) scenarios per class. In general, the treatment groups performed not even 1% better, which is quite negligible.

Concerning only on class A scenarios, real teams developed more than 6 scenarios on average. But the gap between the study groups is again only around 1%. The treatment groups even found slightly fewer class B scenarios.

Viewing the systems separately, the big picture remains more or less the same. The control groups working on the Wiki-System found most critical and more important scenarios than the treatment groups. However, the treatment groups using the LiveNet-System found, by contrast, more class A and B scenarios. Regarded combined, both groups produced the same results.
### Table 8.6.: Average scenario per class found by team

<table>
<thead>
<tr>
<th>Application</th>
<th>Categories</th>
<th>Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>not used</td>
<td>A</td>
<td>5.78</td>
<td>9</td>
<td>1.922</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.22</td>
<td>9</td>
<td>1.641</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>27</td>
<td>2.787</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.00</td>
<td>27</td>
<td>2.787</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>6.00</td>
<td>10</td>
<td>2.160</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.90</td>
<td>10</td>
<td>1.595</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.30</td>
<td>30</td>
<td>2.339</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>5.80</td>
<td>19</td>
<td>1.997</td>
<td>5.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.58</td>
<td>18</td>
<td>1.610</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>18</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.16</td>
<td>57</td>
<td>2.846</td>
<td>3.00</td>
</tr>
<tr>
<td>Wiki</td>
<td>not used</td>
<td>A</td>
<td>0.00</td>
<td>9</td>
<td>2.179</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.69</td>
<td>9</td>
<td>2.522</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.60</td>
<td>27</td>
<td>3.455</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>6.69</td>
<td>9</td>
<td>2.147</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.11</td>
<td>9</td>
<td>1.965</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>9</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.33</td>
<td>27</td>
<td>3.223</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>6.94</td>
<td>18</td>
<td>2.100</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.50</td>
<td>18</td>
<td>2.229</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>18</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.48</td>
<td>54</td>
<td>3.348</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>not used</td>
<td>A</td>
<td>6.39</td>
<td>18</td>
<td>2.050</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.68</td>
<td>18</td>
<td>2.000</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>18</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.31</td>
<td>54</td>
<td>3.125</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>used</td>
<td>A</td>
<td>6.42</td>
<td>19</td>
<td>2.143</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.52</td>
<td>19</td>
<td>1.775</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>19</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.32</td>
<td>57</td>
<td>3.083</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>6.41</td>
<td>37</td>
<td>2.059</td>
<td>6.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>B</td>
<td>3.54</td>
<td>37</td>
<td>1.909</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>C</td>
<td>0.00</td>
<td>37</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td></td>
<td>3.52</td>
<td>111</td>
<td>3.090</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Intended to validate the findings, t-tests were applied focusing on the systems and the study groups. For the systems the resulting p-value of 0.156 indicates that the system has no effect on the team performance. Much more sound and clear is the p-value of 0.972, testing the group scores. Hence, support in the form of scenario categories does not have any impact on the performance of the team. As mentioned, the same is true for the systems but may not be that strong.

However, all the teams together did not have any class C scenarios on their result list. It seems that teams are better than individuals in terms of the quantity and even better in terms of the quality of found (change) scenarios! The box plots (figures 8.3 and 8.4) visualize the above mentioned findings. It can be seen that the results are quite closely-set.

When both systems were separately analyzed, the following p-values comparing the means were calculated for each respective control group/treatment group. For the LiveNet-System the result was 0.479 and for the Wiki-System 0.549. These figures somewhat weaken the results of the above mentioned values. Any possible impact of the system seems to be lower and the one of the group allocation higher. But still they are within similar range, which leads
to the same conclusions. Neither the systems nor the scenario categories influenced the teams respectively their results.

More specific box plots, figure 8.4, provide an overview of the data sets. Surely, differences can be identified but in the end the tendency towards the figure 8.3 is generally observed again.
Comparison to the original study

Interpreting the results for the real teams, they recall the statements made for the individuals. No evidence was found that the support of (change) scenarios has an influence (neither positive nor negative) on the results of the team session. Also the different systems did not affect the performance either. This is contrarily to the original study which summarized that, for real teams, scenario categories do help teams to perform better. The teams at the original study found on average 15 scenarios whereas during the study replication the average was 10 scenarios.

8.1.3. Scenarios found per nominal team

Notice that these results are abstract. As described in section 7.6 “Nominal teams”, the members of this teams never met each other. Logically, as all possible combinations were matched, the real teams also appear. But also this time, the nominal teams were randomly picked. Yet, several factors were involved which definitively have to be considered. Real individuals need some time to introduce themselves to each other. They need some time to feel comfortable, to deal with each other.

Furthermore, if the real teams work too well supported, they even have to get used to the system first. In addition, real team members discuss all their results and argue pro or contra scenarios before they probably put one on their list. Nominal teams, however, do not simulate human behavior. Instead, the drawing up scenario lists are “ideal”. So the comparison of real and nominal team performance is more a comparison of real results against optimal theoretical results.

Generally, a nominal team found some 18 (change) scenarios. Accordingly, this is an increase of approximately 80% over the real teams with around 10 scenarios per team. Focusing on critical scenarios (class A), nominal teams found on average 9.5 scenarios whereas real teams only found 6.4. This time the difference was about 50%.

For class B scenarios, the compared samples differed not that strong. The nominal teams found about 25% more scenarios than the real teams. For less important scenarios, the nominal teams found on average about 4 scenarios which is not comparable as real teams did not find any class C scenarios at all.
Comparing the nominal teams among each other, the overall trend continued that the Wiki-System gained more scenarios. Especially for critical scenarios (A), a lot scenarios more were developed than for the LiveNet-System. However, reviewing class B scenarios, the situation is vice-versa. Within the LiveNet-System, the control group performed slightly better in terms of critical scenarios as well as in terms of class B scenarios. The findings are about the same with the Wiki-System.

A 2-tailed t-test considering the two groups resulted in a p-value of 0.028. Hence, there is some statistical difference between them. Concentrating on the LiveNet-System the same test scored a p-value of 0.503. On the other hand, testing the study groups the Wiki-System, the score is < 0.001. According to these figures providing (change) scenario categories had an impact on the individuals using the LiveNet-System and had no impact on the individuals working with the Wiki-System. Taking both systems into account the data states that giving (change) scenario categories to (nominal) teams has a statistical influence.

On reviewing the figures 8.5 and 8.6, [ ] the following conclusions can be drawn: The control group (not supported by change scenario categories) and the treatment group found nearly
equally as many scenarios whereas there are slight indications that the control group developed a few more scenarios in terms of critical and important scenarios. However there is some difference between the systems. The nominal teams working with the LiveNet-System found less critical but more important scenarios. Unfortunately a 2-tailed t-test resulted < 0.001. The allocation to a system has an impact too.

*Figure 8.5.* Number of scenarios found by nominal teams

*Figure 8.6.* Number of scenarios found by nominal teams for each system in specific

Comparing both real and nominal teams as visualized in figure 8.7, shows considerable contrasts. The nominal teams performed much better in terms of the amount and quality of their scenarios. But real teams avoided less-important scenarios all together. Nevertheless, nominal teams do perform better than real teams. Even if the above factors and differences between nominal and real teams are taken into account, the difference is quite big.
As already pointed out, real teams must be compared carefully to nominal teams. Time consuming actions like discussions and interaction have to be considered. But the difference in the performance leads to the conclusion that rivalry is going on within real teams, thereby reducing the output.

To find out how many scenarios are lost and gained, the output of the real teams is compared with the mean output of the nominal teams. If both systems are counted there are 37 real teams and 11075 computed nominal teams, so this approach was considered meaningful.

The figures 8.8 and 8.9 are representing the box plot diagram (figure 8.7) in terms of scenario losses and gains of real teams compared to nominal teams (respectively their means). Real teams gain nearly no scenarios compared to the nominal teams.

This is true regardless which system was used or whether (change) scenario categories were provided or not. The biggest gap occurs at class C scenarios which is not surprising, as no real team had any class C scenario at all.

Figure 8.7.: Number of scenarios found by nominal teams compared to real teams
However, overall these results are quite logical since the nominal teams represent somewhat the optimal solution as every scenario found by the team members was automatically put on the team scenario list. Nevertheless, could some real teams possibly have found more scenarios of one category or avoided less important scenarios?

Judged from the viewpoint of the real teams, the best ratio between gains and losses occurred for class B scenarios. For every scenario gained a real team lost around 7 others. Looking at critical scenarios, the ratio shrunk significantly. The real teams lost on average 34 scenarios when gaining one single scenario. By going deeper into the data pool, some surprising figures appeared.

<table>
<thead>
<tr>
<th>System</th>
<th>Group</th>
<th>Critical Scenarios</th>
<th>Important Scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Gains</td>
<td>Losses</td>
</tr>
<tr>
<td>LiveNet</td>
<td>CG</td>
<td>0.0622</td>
<td>2,7244</td>
</tr>
<tr>
<td></td>
<td>TG</td>
<td>0.195</td>
<td>2,245</td>
</tr>
<tr>
<td>Wiki</td>
<td>CG</td>
<td>0.1044</td>
<td>3,2756</td>
</tr>
</tbody>
</table>

Table 8.8: Scenario gain and loss ratios of real teams

Teams belonging to control groups tend to have fewer losses than treatment group teams. Again, the ratios are much better regarding class B scenarios. Unfortunately, this indicates that real teams lose particularly critical scenarios in comparison to the nominal teams.
According to these figures, in particular less-important scenarios were eliminated. Real teams did not put any class C scenario on their lists. Unfortunately, this is the only advantage measured. As mentioned, within real team meetings a lot of scenarios got lost. Testing the influence of (change) scenario categories produces p-values of 0.455 (gains) and 0.243 (losses). It seems that there is also no influence by them. To sum it up, the support of (change) scenario categories had no influence on whether the real teams lost or gained scenarios.

![Graph showing losses and gains of real teams compared to nominal teams (overall)](image)

**Figure 8.10:** Scenarios gained and lost by real teams compared to nominal teams

**Comparison to the original study**

The results are, in terms of the nominal teams differ compared to the original study but not the same. Nominal teams found much more scenarios compared to the individuals and the real teams. Also there is evidence that (change) scenario categories do help to find more and/or better scenarios. But the control group (no scenario categories given) achieved better results.

However, terms of losses and gains between the real and the nominal teams the findings are similar to the original study. The real teams found more scenarios than the individuals and they lost more A and B scenarios than they gained, compared to nominal teams. But this time the real teams eliminated all class C scenarios, giving them an advantage compared to the nominal teams.
8.2. Does experience help to find more or better scenarios?

Experience is an important factor in computer science. It is expected that individuals who have more experience achieve better results compared to less experienced ones. Within the section 7.3 “Individual setting” is explained how the individuals are categorized in terms of their experience.

8.2.1. Reference profiles

In order to evaluate whether experience improves the effectiveness or not, the quality of the scenarios found by each individual must somehow be determined. To be able to compare, the approach of the original study was applied again. Through this approach the scenario quality was scored by combining the scenario lists of the individuals with an overall top scenario list. The basic idea behind that list is similar to the classification of Class A, B and C scenarios. The more often a scenario was found, the more important it should be.

<table>
<thead>
<tr>
<th>Score</th>
<th>F</th>
<th>Scenario Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td>46</td>
<td>Integration of external communications (e.g. video conference: VoIP,...)</td>
</tr>
<tr>
<td>14</td>
<td>40</td>
<td>Management of access rights</td>
</tr>
<tr>
<td>13</td>
<td>38</td>
<td>Versioning (undo function); data storage + old version viewing; viewing of changes</td>
</tr>
<tr>
<td>12</td>
<td>34</td>
<td>Scalability/Portability (e.g. distributed systems)</td>
</tr>
<tr>
<td>11</td>
<td>16</td>
<td>Converting to other file formats (pdf,...)</td>
</tr>
<tr>
<td>10</td>
<td>16</td>
<td>LiveNet portable for mobile devices (small screens)</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>Multiple access of many users to documents</td>
</tr>
<tr>
<td>8</td>
<td>14</td>
<td>Automated notification about new/changed artifacts in group</td>
</tr>
<tr>
<td>7</td>
<td>14</td>
<td>Save chat history for later reviews</td>
</tr>
<tr>
<td>6</td>
<td>13</td>
<td>New rules defined and implemented</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>Database enlargement (for big documents, forum, users, files)</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>Offline Mode - local saving/sync function</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>Support of various (new) evaluation techniques</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>Support different browser (same display)</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
<td>Ajax or similar technology for better performance / efficiency</td>
</tr>
</tbody>
</table>

Table 8.9.: Reference profile list LiveNet

Again, all unique found scenarios (see classification in [] Experiment_Description) were put into a pool. Afterwards, the frequency of each scenario was counted. Then, the scenarios obtaining the highest frequency were collected and sorted into the reference profile list. In the original study, all in all 10 scenarios found their way into the profile list. There, 108 unique scenarios have been found. In this study 161 and 172 (LiveNet and Wiki) scenarios, found at
individual brainstorming and team sessions, had to be considered. To accommodate with this increase of 60 percent, the scenario profile list was increased by 5 additional scenarios.

Figures 8.10 and 8.11 show the two reference profile lists for both systems, LiveNet and Wiki. “F” stands for the frequency of the respective scenario. Only these scenarios are scored. Logically, the scenario with the highest frequency gets the highest score. As there are 15 items, the maximum amount of points for the top scenario is 15 dropping down to 1 point for the lowest scenario.

<table>
<thead>
<tr>
<th>Score</th>
<th>F</th>
<th>Scenario Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>15</td>
<td></td>
<td>56. Supporting different kinds of media files, e.g. pictures, videos, sounds (within text)</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>43. Online editor for graphics, formulas, texts, ... (tinyMCE (WYSIWYG), possibility to pimp content)</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>33. Management of access rights</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>31. Versioning (undo function); data storage + old version viewing; viewing of changes</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>25. Make Application/Layout customizable to adapt to corporate identity; General layout-management possible</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>24. Subscribing to change history through RSS feed;</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>21. Possibility to rate articles + average rating of all the articles of one author</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>20. Multilingual</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>13. Multilingual</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>12. Converting to other file formats (pdf, ...);</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>11. Scalability/Portability (e.g. distributed systems)</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>10. Ban user</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>9. Detailed settings for notification (prompt, periodical, subscribing only for certain categories only, ...)</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>8. Using HTML and CSS tags for writing articles, also Latex;</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>7. Ajax or similar technology for better performance / efficiency</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>6. Support for adding attachments to pages</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>5. Make pages non editable / lock them for specific users and/or IP-addresses</td>
</tr>
</tbody>
</table>

Table 8.10.: Reference profile list Wiki

This approach is different to the one applied in the original study. The reason is that if the frequency would result the scenario score in the study replication the values would be very large and huge gaps would occur. For example, the highest scenario score for the LiveNet system would have been 45, the second highest 40. And the fifteenth score in the reference list would only be 9. So the above method was chosen to get more conservative scores and introduce a linear scoring system which is more comparable and repeatable.
The data-results of table 8.11 show the remarkable fact that the individuals produced higher scores using the Wiki-system regardless to which study group they belonged. Interestingly, the control group performed slightly better than the treatment group. For the LiveNet-System the opposite is true. The treatment group produced better results despite a worse score overall.

Since more scenarios were also found for the Wiki-system, it seems that people performed better on well-known or easy to handle software architectures/programs. Further, providing them with predefined scenario categories does not have a positive impact on the results. But this thought cannot be proven with the available data set.

There is no statistically significant difference between the two systems means referring to a p-value of 0.206 at a 95% confidence interval. Looking at the box plot it is easy to see that providing scenario categories does not help to produce better results. Just like with the system, there is a statistical difference between the control group and the treatment group resulting in a p-value of 0.184 which rejects the null hypothesis that there exists a statistical difference between the groups.
Comparison to the original study

Reviewing the data and the figures the findings of the original study were not replicable. Regarding the LiveNet-System the control group did find more scenarios but this is not true considering the Wiki-System. Overall providing change scenarios does not help the individuals to perform better. This matches the findings under section 8.1.1 “Scenarios found by individuals” above.

8.2.2. Experience and scenario quality

It is important to explore whether possible differences in the results could be produced or influenced by the respective experience of the treatment and the control group. As figure 8.13 shows, it is expected that no divergences should occur due to differing experience.

![Figure 8.13: Experience against scenario score](image)

The correlation “r” between experience and scenario score is 0.052 indicating that there is no (linear) correlation. This is supported by a p-value of 0.866. Surprisingly, this could state that IT experience does not have any influence on the quality of the found scenarios. But this figure is only true for all individuals overall, regardless of any system or study group. The next step is to investigate if the situation is the same compared to all three experience classes or if within them there are significant correlations. Further, there two systems could produce correlations too.
**LiveNet**

Analyzing the box plot for the LiveNet-System gives rise to the speculation that experience does have some impact on individuals. Further this seems to be true regardless if they get support through provided change categories, or not. Interestingly, the performance of the individuals allocated to the treatment group with regular experience is nearly the same. Contrarily, in the control group well experienced participants reached significantly better results. On the other hand, within the treatment group both extreme cases (Class A and C experience) were conspicuously moderate. The well experienced individuals had scored lower and the less experienced ones reached much better scores on average compared to the control group. A p-value testing the impact of scenario categories scored 0.085. Considering a 95 % confidence interval this states that there is no statistical influence by them. But on a 10 % interval this null hypothesis had to be rejected.

Now testing the impact of experience on the scenario score (both study groups regarded) results in a p-value of 0.683. Only viewing the control group the same test achieves a score of \( p = 0.883 \) whereas for the treatment group the results is \( p = 0.807 \). The figures show no impact of experience on scenario scores. This is astonishing as well experienced individuals achieved the highest scores. But as experienced participants scored lower than less experienced ones the overall pictures seems to be differentiate.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>not used</td>
<td>A</td>
<td>27.00</td>
<td>3</td>
<td>13.856</td>
<td>35.00</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>23.60</td>
<td>18</td>
<td>15.621</td>
<td>25.50</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>24.60</td>
<td>6</td>
<td>19.887</td>
<td>18.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>24.11</td>
<td>27</td>
<td>15.863</td>
<td>24.00</td>
</tr>
<tr>
<td>used</td>
<td>A</td>
<td>29.50</td>
<td>5</td>
<td>7.092</td>
<td>29.00</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>26.29</td>
<td>17</td>
<td>14.717</td>
<td>29.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>28.40</td>
<td>5</td>
<td>8.752</td>
<td>29.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>28.30</td>
<td>27</td>
<td>12.477</td>
<td>29.00</td>
</tr>
<tr>
<td>Total</td>
<td>A</td>
<td>28.83</td>
<td>8</td>
<td>5.242</td>
<td>25.50</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>24.57</td>
<td>35</td>
<td>14.962</td>
<td>27.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>25.76</td>
<td>11</td>
<td>15.154</td>
<td>27.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>25.20</td>
<td>54</td>
<td>14.176</td>
<td>27.00</td>
</tr>
</tbody>
</table>

**Table 8.11.:** Reference profile score of individuals in relation to their experience (LiveNet)

**Wiki**

The above results are somewhat confirmed as shown in the box plot for the Wiki-System. Again in class A the experienced individuals reached a higher score in the control group. And although the picture is not the same, it is clearly similar. But this time the p-value testing the impact of the scenario categories reached 0.850. Within the Wiki-System no significant influence was measured.
Switching to the experience a p-value of 0.121 indicates no influence on the scenario score. Isolating the control group the p-value is 0.224 and vice-versa (treatment group) the result of the t-test is p = 0.320. The figures of the LiveNet-System are calculated again which leads to the same statements for the Wiki-System. The experience of the individuals does influence the scenario score.

<table>
<thead>
<tr>
<th>Reference profile score in relation to experience (Wiki)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categories</td>
</tr>
<tr>
<td>not used</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>used</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Total</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Table 8.12.:** Reference profile score of individuals in relation to their experience (Wiki)
Both systems

Putting the systems aside and looking at the descriptive data overall, the well experienced individuals performed better in terms of critical scenarios within the control groups. Comparing important scenarios the results are vice-versa. A p-value of 0.206 at a 95% confidence interval indicates that the systems do not have a significant impact on the individual scores.

Hence, it is rather by chance that the individuals of one system have higher or lower scores compared to others working with another system. Testing interdependencies between the scenario score and the type of group (control or treatment) the p-value is 0.185. Like the system, giving the support of (change) scenario categories does not to have any influence on the quality score.

These findings lead to the conclusion that a framework similar to scenario categories is not of any help if it is the aim to find more critical scenarios or if less important scenarios should be avoided. In terms of the impact of experience the statistical figures show no influence on the scenario score.

As already mentioned, one possible factor could be the system itself. Possibly, if an individual is very familiar with one system he achieves a higher quality score and maybe more scenarios. There is no data available to confirm that the individuals knew the Wiki-System better than the LiveNet-System. But since Wikipedia is a very popular software used world-wide and LiveNet is only a small system built for research purposes, it is most likely that the individuals
had much more knowledge about the Wiki-System.

**Comparison to the original study**

The results of the study replication do not affirm those of the original study. The treatment group had not achieved significantly better scenario scores. The same is true for the impact of experience. But the descriptive data shows that well experienced individuals are achieving the best scenario scores. Perhaps further research work can solve this strange picture.

### 8.2.3. Impact of participant experience on individual scenario brainstorming effectiveness

As above applied reference profile showed no significant impact of experience, the effectiveness of the individuals was measured in terms of individual experience. Therefore, the primary scenario scoring technique (frequency-based) was used again.

Additionally it was confronted with a scenario ranking made by experts. Possibly the well-experienced participants show better results when critical scenarios, ranked by experts, are used. Because when applying a frequency-based system, actually minor important scenarios can get high ranks if many (minor experienced) students found them.

The two categorization techniques are discussed in section 7.5 “Scenario rating”. The number of assigned scenarios to each classification is shown below in Table 8.14. Astonishingly, the system of classification of the two techniques derives from the set 20:40:40 to 20:60:20.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>not used</td>
<td>A</td>
<td>36.71</td>
<td>7</td>
<td>15.777</td>
<td>35.00</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>27.26</td>
<td>34</td>
<td>16.277</td>
<td>27.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>24.91</td>
<td>11</td>
<td>16.682</td>
<td>21.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>28.04</td>
<td>62</td>
<td>16.374</td>
<td>27.00</td>
</tr>
<tr>
<td>used</td>
<td>A</td>
<td>29.50</td>
<td>8</td>
<td>8.566</td>
<td>29.50</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>28.66</td>
<td>35</td>
<td>15.943</td>
<td>28.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>23.27</td>
<td>11</td>
<td>11.671</td>
<td>27.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>27.81</td>
<td>64</td>
<td>14.279</td>
<td>28.00</td>
</tr>
<tr>
<td>Total</td>
<td>A</td>
<td>32.87</td>
<td>15</td>
<td>12.541</td>
<td>35.00</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>28.07</td>
<td>69</td>
<td>16.009</td>
<td>27.00</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>24.09</td>
<td>22</td>
<td>13.074</td>
<td>23.00</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>27.92</td>
<td>108</td>
<td>15.269</td>
<td>27.50</td>
</tr>
</tbody>
</table>

Table 8.13: Reference profile score of individuals both systems and study groups combined
Further, the variation concerning the systems within one technique is minor for the expert based one. Note that this study, like the original one, focuses more on Class A, B & C scenarios for the following calculations for evaluation purposes. As already mentioned in this work, due to external limitations (time & money), mainly class A scenarios and some class B scenarios will most likely be considered. Nevertheless this study replication considered all three categories for the sake of completeness.

Generally, effectiveness is calculated by looking at the number of scenarios found by an individual in relation to the scenarios developed overall and results in a percentage point. Of course, the scenario category and the experience category are considered.

Comparing the two systems (looking at both systems as a whole) which each other, the descriptive data clearly shows that well experienced individuals are most effective. Surprisingly, the effectiveness of a group with experienced individuals is very similar compared to groups
with less experienced people. If the groups are divided and looked at separately this result only holds true for the control groups.

**LiveNet**

Concentrating on the LiveNet-System and applying the frequency-based scenarios ranking system the descriptive data shows that, regardless of the scenario importance and the study groups, well experienced individuals were most efficient.

A t-test checking the influence of the scenario categories scored 0.800 which indicate that giving such categories has no impact on the effectiveness. Testing experience score against effectiveness (both SC-F and SC-E) achieved a p-value of < 0.001 stating that experience has a huge impact on the individual performance.

<table>
<thead>
<tr>
<th>Scan_Class</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>12.5000</td>
<td>8</td>
<td>4.02072</td>
<td>12.8032</td>
</tr>
<tr>
<td>B</td>
<td>10.5991</td>
<td>35</td>
<td>5.82230</td>
<td>12.9032</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>9.3842</td>
<td>11</td>
<td>7.41999</td>
<td>6.4516</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>10.6332</td>
<td>54</td>
<td>5.92255</td>
<td>9.6774</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scan_Class</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>2.8274</td>
<td>8</td>
<td>1.90237</td>
<td>2.3810</td>
</tr>
<tr>
<td>B</td>
<td>1.9937</td>
<td>35</td>
<td>1.91559</td>
<td>1.1505</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>2.1645</td>
<td>11</td>
<td>2.11745</td>
<td>2.3810</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2.1520</td>
<td>54</td>
<td>1.94014</td>
<td>2.3810</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Scan_Class</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.8136</td>
<td>8</td>
<td>4.41515</td>
<td>2.6424</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>1.4620</td>
<td>35</td>
<td>1.61640</td>
<td>1.4706</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>1.5408</td>
<td>11</td>
<td>2.06954</td>
<td>1.6949</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1.8353</td>
<td>54</td>
<td>2.48759</td>
<td>1.6949</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>not used</td>
<td>A</td>
<td>7.3555</td>
<td>9</td>
<td>6.11633</td>
<td>5.0847</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>4.3391</td>
<td>54</td>
<td>5.56553</td>
<td>1.6949</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>4.9050</td>
<td>18</td>
<td>6.24970</td>
<td>3.4806</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.8001</td>
<td>81</td>
<td>5.76577</td>
<td>2.3810</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>used</td>
<td>A</td>
<td>5.7946</td>
<td>15</td>
<td>5.44615</td>
<td>3.5714</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>5.0648</td>
<td>51</td>
<td>5.56074</td>
<td>3.3820</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>3.7120</td>
<td>15</td>
<td>5.21477</td>
<td>1.6949</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.9498</td>
<td>81</td>
<td>5.46938</td>
<td>3.2268</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp_Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>A</td>
<td>6.3703</td>
<td>24</td>
<td>5.62659</td>
<td>4.9233</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>4.8916</td>
<td>105</td>
<td>5.57306</td>
<td>2.3810</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>4.3632</td>
<td>33</td>
<td>5.74849</td>
<td>2.3810</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>4.8749</td>
<td>162</td>
<td>5.61790</td>
<td>3.0835</td>
</tr>
</tbody>
</table>

**Table 8.15.** Individual effectiveness - LiveNet/SC-F
On viewing the box plots it can be clearly seen that experience increases the effectiveness. Unfortunately the allocation to a certain study group involving the help of scenario categories did not produce better results.

![Box plots showing effectiveness of individuals](image)

**Figure 8.17.** Impact of experience on the effectiveness for the LiveNet-System/SC-F (individual level)

Moving on to the expert-based scoring system shows more or less the same picture. Still well experienced participants achieved the best results. And again providing (change) scenario categories has no impact on the effectiveness (p-value 0.615). The box plots provide a better oversight.

As expected, the well experienced individuals achieved a higher effectiveness on applying an expert ranking system. However, somehow all participants gained more efficiency. Perhaps this is a result of the fact that the experts had ignored some scenarios because they had been not usable.

**Wiki**

Regarding the Wiki-System, while using the frequency-based ranking system, the descriptive data is similar to the LiveNet-System. Again the more experienced an individual was the more effective he worked.

In terms of class A scenarios surprisingly experienced participants achieved nearly the same results than well experienced ones. Regarding the median, they are even slightly better. But overall the picture is the same as for the LiveNet-System. Unfortunately the scenario categories still did not influence the effectiveness. A p-value of 0.189 affirms this statement.

Again testing experience score in relation to effectiveness scored in both cases (SC-F and SC-E) < 0.001. Like for the LiveNet-System experience does influence the effectiveness of the
Figure 8.18.: Impact of experience on the effectiveness for the LiveNet-System/SC-E (Individual level)

individuals.

The box plots visualize the findings. The similarity to the LiveNet-System can be seen easily. Remarkable is the box plot showing the effectiveness between the two study groups. Both, the treatment and the control group, achieved very close results. This indicates that the (change) categories did not affect the individuals.

Switching to the expert-based ranking system does not change the big picture. Again a p-value of 0.455 states no impact of giving scenario categories to the individuals. Very astonishing is the fact that all medians for class B scenarios are very much the same. No explanation for this phenomenon can be given.

Figure 8.19.: Impact of experience on the effectiveness for the Wiki-System/SC-F (Individual level)
Effectiveness of the individuals in relation to scenario score (LiveNet/SC-E)

<table>
<thead>
<tr>
<th>Class</th>
<th>Exp Class</th>
<th>Mean</th>
<th>N</th>
<th>Std Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>23.611</td>
<td>8</td>
<td>10.7083</td>
<td>19.4444</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>15.873</td>
<td>36</td>
<td>7.33608</td>
<td>16.8667</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>15.656</td>
<td>11</td>
<td>11.06049</td>
<td>13.8889</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>16.6753</td>
<td>54</td>
<td>8.07539</td>
<td>16.6667</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>4.0365</td>
<td>8</td>
<td>3.45201</td>
<td>3.9456</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>2.4702</td>
<td>35</td>
<td>1.02332</td>
<td>2.0833</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>2.6515</td>
<td>11</td>
<td>2.52434</td>
<td>2.0833</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>2.7302</td>
<td>54</td>
<td>2.28304</td>
<td>2.0833</td>
</tr>
<tr>
<td>C</td>
<td>A</td>
<td>3.0405</td>
<td>8</td>
<td>3.38871</td>
<td>2.7027</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>2.1907</td>
<td>35</td>
<td>2.13119</td>
<td>2.7027</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>2.2113</td>
<td>11</td>
<td>3.15509</td>
<td>2.7027</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>2.3208</td>
<td>54</td>
<td>2.25261</td>
<td>2.7027</td>
</tr>
<tr>
<td>Total</td>
<td>A</td>
<td>10.2294</td>
<td>24</td>
<td>11.64351</td>
<td>4.6876</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6.6447</td>
<td>106</td>
<td>7.03113</td>
<td>3.1260</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>6.8308</td>
<td>33</td>
<td>9.13508</td>
<td>3.1260</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>7.3451</td>
<td>182</td>
<td>8.77633</td>
<td>3.1260</td>
</tr>
</tbody>
</table>

Effectiveness of the individuals in relation to the study groups (LiveNet/SC-E)

<table>
<thead>
<tr>
<th>Exp Class</th>
<th>Mean</th>
<th>N</th>
<th>Std Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>not used</td>
<td>A</td>
<td>12.6814</td>
<td>9</td>
<td>12.42716</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6.0790</td>
<td>54</td>
<td>7.38667</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>8.4157</td>
<td>18</td>
<td>11.16452</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>7.3319</td>
<td>61</td>
<td>9.08967</td>
</tr>
<tr>
<td>used</td>
<td>A</td>
<td>8.7561</td>
<td>16</td>
<td>11.32860</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>7.6554</td>
<td>51</td>
<td>8.27158</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>4.8467</td>
<td>16</td>
<td>6.68688</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>7.3583</td>
<td>81</td>
<td>8.50113</td>
</tr>
<tr>
<td>Total</td>
<td>A</td>
<td>10.2294</td>
<td>24</td>
<td>11.64351</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>6.6447</td>
<td>106</td>
<td>7.83113</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>6.8308</td>
<td>33</td>
<td>9.13508</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td>7.3451</td>
<td>182</td>
<td>8.77633</td>
</tr>
</tbody>
</table>

Table 8.16.: Individual effectiveness - LiveNet/SC-E

Viewing the box plots does not provide any further answers to this. Contrarily all means and standard deviations are different. Probably the scenario ranking list for the Wiki-System is rather likewise to the frequency-based list.

However, analyzing the systems combined the picture is blurred. Well experienced participants worked more effectively on the LiveNet-System. The statement is supported by a p-value of 0.042 testing the overall effectiveness depending on the overall experience score. Remarkable is the fact that for experienced and less experienced individuals the effectiveness is closer between both systems. Astonishingly, testing the influence of experience within the systems, the p-values change to 0.149 for the LiveNet-System and 0.601 for the Wiki-System.

Applying a p-test shows that differences between the systems can be expected (p-value: 0.038). This might be the answer to the changing t-test results above. The gain or loss in effectiveness cannot be explained by the experience of the individuals alone, the systems play a certain role too.

100
### Comparison to the original study

Assuming that the individuals were much more familiar with the Wiki-System, it seems that experience still does have a relevant impact on the effectiveness of the individuals. But the support of change scenario categories does not. This is contrary to the original study where the (change) scenario categories did influence the individuals.

But, as mentioned, experience seems to have some impact on the effectiveness of the individuals (during a brainstorming session). The findings of the original study concerning this matter have been not replicable.
Table 8.18.: Individual effectiveness - Wiki/SC-E

<table>
<thead>
<tr>
<th>Scen. Class</th>
<th>Exp. Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Dev.ation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>A</td>
<td>11.0204</td>
<td>7</td>
<td>4.48696</td>
<td>8.5714</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>10.2521</td>
<td>34</td>
<td>5.12656</td>
<td>8.6714</td>
</tr>
<tr>
<td>C</td>
<td>9.3434</td>
<td>11</td>
<td>5.329216</td>
<td>8.5714</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>10.1633</td>
<td>52</td>
<td>5.01251</td>
<td>8.5714</td>
</tr>
<tr>
<td>B</td>
<td>A</td>
<td>3.25973</td>
<td>7</td>
<td>3.03942</td>
<td>2.0000</td>
</tr>
<tr>
<td>B</td>
<td>B</td>
<td>2.79686</td>
<td>34</td>
<td>1.88646</td>
<td>2.0000</td>
</tr>
<tr>
<td>C</td>
<td>2.7348</td>
<td>11</td>
<td>2.57035</td>
<td>2.0000</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2.8494</td>
<td>52</td>
<td>2.17157</td>
<td>2.0000</td>
</tr>
<tr>
<td>C</td>
<td>A</td>
<td>1.8049</td>
<td>7</td>
<td>1.53048</td>
<td>2.2222</td>
</tr>
<tr>
<td>B</td>
<td>1.9749</td>
<td>34</td>
<td>1.71373</td>
<td>2.2222</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>2.2659</td>
<td>11</td>
<td>1.72741</td>
<td>2.2222</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>2.0270</td>
<td>52</td>
<td>1.66681</td>
<td>2.2222</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5.4035</td>
<td>21</td>
<td>5.14175</td>
<td>4.0000</td>
</tr>
<tr>
<td>B</td>
<td></td>
<td>5.0079</td>
<td>152</td>
<td>4.97096</td>
<td>3.0000</td>
</tr>
<tr>
<td>C</td>
<td>4.7814</td>
<td>33</td>
<td>4.74056</td>
<td>2.7778</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5.0132</td>
<td>156</td>
<td>4.91888</td>
<td>3.0000</td>
</tr>
</tbody>
</table>

Effectiveness of the individuals in relation to the study groups (Wiki/SC-E)

<table>
<thead>
<tr>
<th>Categories</th>
<th>Exp. Class</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>not used</td>
<td>A</td>
<td>6.6937</td>
<td>12</td>
<td>5.98065</td>
<td>4.7222</td>
</tr>
<tr>
<td>B</td>
<td>4.9589</td>
<td>46</td>
<td>5.03726</td>
<td>3.0000</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4.3392</td>
<td>15</td>
<td>4.22664</td>
<td>2.7027</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5.1198</td>
<td>75</td>
<td>5.04389</td>
<td>3.0000</td>
</tr>
<tr>
<td>used</td>
<td>A</td>
<td>3.6723</td>
<td>9</td>
<td>3.29673</td>
<td>2.2222</td>
</tr>
<tr>
<td>B</td>
<td>5.0426</td>
<td>54</td>
<td>4.98519</td>
<td>3.0000</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>5.1499</td>
<td>18</td>
<td>5.02026</td>
<td>3.6111</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>4.9146</td>
<td>81</td>
<td>4.82623</td>
<td>3.0000</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5.4035</td>
<td>21</td>
<td>5.14175</td>
<td>4.0000</td>
</tr>
<tr>
<td>B</td>
<td>5.0079</td>
<td>152</td>
<td>4.97096</td>
<td>3.0000</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4.7814</td>
<td>33</td>
<td>4.74056</td>
<td>2.7778</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5.0132</td>
<td>156</td>
<td>4.91888</td>
<td>3.0000</td>
</tr>
</tbody>
</table>

Figure 8.20.: Impact of experience on the effectiveness for the Wiki-System/SC-E (Individual level)
8.2.4. Comparison of scenario scoring and expert scoring

Now, as figures for the frequency-based ranking system and the expert-based ranking system are similar the question is whether it is meaningful in an industrial context to charge (external) experts for scenario ranking, or not.

As a first step, the frequency oriented and the expert oriented techniques are compared with regard to their tasks of assigning scenarios to a specific category. “Similar Classification” comprises all the scenarios which are classified equally as the same or similar in both techniques. For the LiveNet-System 161 scenarios and for the Wiki-System 170 scenario could have been compared. The reason was that only scenarios which were in both ranking lists were usable for comparison.

LiveNet

About 43 % of all scenarios have been ranked similar in both ranking approaches. “Closely Matched” summarizes all the scenarios with only minor differences within their classification. Basically this involves the cases A-B, B-C and vice versa. Here, 53 % have been collected. The variable “Different” counts those scenarios which are rated completely differently (A-C and C-A). Only 4 % of all the scenarios fit this category.

![Comparison of SC-F and SC-E for the LiveNet-System](image)

Figure 8.21.: Comparison of SC-F and SC-E for the LiveNet-System

Wiki

Contrary to the LiveNet-System “Similar Classified” scenarios are most common category with 49 %. “Closely Matched” ones are second with 45% but are still very close to the top. The group “Different” scenarios is the lowest, with a rating equally to the LiveNet-System.
Both Systems

Thus the findings of both systems are very close to each other stating that overall, the participants classified the scenarios similar to the experts. Hence, this suggests that a frequency-based prioritization can substitute an expert rating.

Comparison to the original study

Like in the original study the figures state that the individuals ranked the scenarios similar compared to experts. Getting back to the industrial context it can be stated, that it is not worth to hire expensive experts for scenario classification - if the individuals developing the scenarios are selected thoroughly.

8.3. Does increasing the team size help to improve the effectiveness of scenario development?

Two heads are better than one. That teams find more scenarios than individuals has been proven above. But in industrial projects the cost are often a key factor. So the efficiency of such teams is important.

Individual brainstorming offers the advantage that everyone can think without any interruption or influence. On the other hand, serious disadvantages have to be considered. Several important aspects are missing: The broader experience of team (involvement of more brains), avoiding of mistakes and overlapping scenarios or different points of views (e.g. of different stakeholders) etc.

According to the findings so far teams perform especially well regarding change scenarios of higher quality. Therefore only class A and class B scenarios are considered for measurement.
Theoretically, teams should perform better than individuals. Nevertheless, this will most likely not be a linear growth. Moreover it is expected to see some kind of turning point where there will be only slightly better results for every growth in team size.

**Descriptive Data**

As expected, every new team member improves the effectiveness of the scenario brainstorming (theoretically). The highest gain in effectiveness is achieved by adding a second team member. Increasing the team size more and more lowers the growth rate of a productive output. Nevertheless, the improvement in the effectiveness of the scenario brainstorming remains still significant. The findings hold true for both systems as well as for the treatment and control groups within the system.

<table>
<thead>
<tr>
<th>Mean</th>
<th>Teamsize</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>TG, Class A</td>
<td>10.63%</td>
<td>19.06%</td>
<td>25.98%</td>
<td>31.86%</td>
<td>37.01%</td>
<td>41.49%</td>
<td>45.80%</td>
</tr>
<tr>
<td></td>
<td>CG, Class A</td>
<td>10.62%</td>
<td>19.60%</td>
<td>27.22%</td>
<td>33.74%</td>
<td>39.36%</td>
<td>44.65%</td>
<td>48.83%</td>
</tr>
<tr>
<td></td>
<td>TG, Class B</td>
<td>2.56%</td>
<td>4.71%</td>
<td>7.08%</td>
<td>9.34%</td>
<td>11.63%</td>
<td>13.81%</td>
<td>16.02%</td>
</tr>
<tr>
<td></td>
<td>CG, Class B</td>
<td>2.41%</td>
<td>4.79%</td>
<td>7.14%</td>
<td>9.45%</td>
<td>11.75%</td>
<td>13.86%</td>
<td>16.08%</td>
</tr>
<tr>
<td>Wiki</td>
<td>TG, Class A</td>
<td>13.02%</td>
<td>23.58%</td>
<td>32.44%</td>
<td>40.09%</td>
<td>46.76%</td>
<td>52.28%</td>
<td>57.72%</td>
</tr>
<tr>
<td></td>
<td>CG, Class A</td>
<td>13.48%</td>
<td>27.80%</td>
<td>37.94%</td>
<td>46.54%</td>
<td>54.00%</td>
<td>60.86%</td>
<td>66.63%</td>
</tr>
<tr>
<td></td>
<td>TG, Class B</td>
<td>2.46%</td>
<td>4.40%</td>
<td>6.55%</td>
<td>8.67%</td>
<td>10.75%</td>
<td>13.45%</td>
<td>17.67%</td>
</tr>
<tr>
<td></td>
<td>CG, Class B</td>
<td>2.22%</td>
<td>4.86%</td>
<td>7.16%</td>
<td>9.40%</td>
<td>11.56%</td>
<td>13.85%</td>
<td>15.33%</td>
</tr>
</tbody>
</table>

**Std. Dev.**

<table>
<thead>
<tr>
<th>Teamsize</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiveNet</td>
<td>TG, Class A</td>
<td>5.36%</td>
<td>6.62%</td>
<td>7.29%</td>
<td>7.66%</td>
<td>7.88%</td>
<td>8.19%</td>
</tr>
<tr>
<td></td>
<td>CG, Class A</td>
<td>6.57%</td>
<td>7.75%</td>
<td>8.14%</td>
<td>8.17%</td>
<td>8.03%</td>
<td>7.63%</td>
</tr>
<tr>
<td></td>
<td>TG, Class B</td>
<td>1.81%</td>
<td>2.45%</td>
<td>2.91%</td>
<td>3.27%</td>
<td>3.56%</td>
<td>3.74%</td>
</tr>
<tr>
<td></td>
<td>CG, Class B</td>
<td>2.03%</td>
<td>2.73%</td>
<td>3.23%</td>
<td>3.61%</td>
<td>3.88%</td>
<td>4.10%</td>
</tr>
<tr>
<td>Wiki</td>
<td>TG, Class A</td>
<td>6.49%</td>
<td>7.78%</td>
<td>8.36%</td>
<td>8.66%</td>
<td>8.77%</td>
<td>8.63%</td>
</tr>
<tr>
<td></td>
<td>CG, Class A</td>
<td>7.63%</td>
<td>8.71%</td>
<td>9.11%</td>
<td>9.26%</td>
<td>9.28%</td>
<td>9.13%</td>
</tr>
<tr>
<td></td>
<td>TG, Class B</td>
<td>3.24%</td>
<td>4.38%</td>
<td>5.20%</td>
<td>5.83%</td>
<td>6.32%</td>
<td>7.16%</td>
</tr>
<tr>
<td></td>
<td>CG, Class B</td>
<td>1.74%</td>
<td>2.31%</td>
<td>2.70%</td>
<td>2.92%</td>
<td>3.23%</td>
<td>3.63%</td>
</tr>
</tbody>
</table>

**Table 8.19:** Impact of team size on brainstorming effectiveness - Descriptive Data

Along with the shrinking of the growth rate, the standard deviation increases when the team size is enlarged. Hence, the larger the team size, the more certain are the calculations. The relation between both figures is not constant meaning that the standard deviation gets less important with every increase of the team size. It is important to add that the calculations for the teams with 6 and 7 team members are based on samples as the data set had become too large for calculations with desktop database programs (here MS-Access).
**LiveNet**

Interpreting the diagrams for several mean values and standard deviations, the similarity between the treatment and the control group is salient. While the growth rate of the mean value for class A scenarios flattens during increasing the team size, almost no decrease for class B scenarios is noticeable. The curves for the treatment group and the control group regarding class B scenarios are so close that they are overlaying.

However, the growth rate of the standard deviation decreases more at the beginning and levels off more and more after the team size has been further increased. Notice that the curves for the treatment and the control group for class B are nearly exactly the same.

![Impact of Team-Size on Brainstorming Effectiveness - LiveNet](image)

**Figure 8.23.: Impact of team size on brainstorming effectiveness - LiveNet (mean)**

**Wiki**

The big picture is more or less about the same for the Wiki-System. Again for class B scenarios, the mean values are very close to each other and the growth rate shows only very small decreases. But the standard deviations of the treatment group in case of class B scenarios are higher than those of the control group.

This is largely due to the varying group sizes. There were only 25 individuals in the treatment group entailing higher standard errors.
Figure 8.24.: Impact of team size on brainstorming effectiveness - LiveNet (standard deviation)

Figure 8.25.: Impact of team size on brainstorming effectiveness - Wiki (mean)
Conclusion

According to the results, teams with 2 or 3 teammates seem to be most economic and effective supporting the findings of the original study. Furthermore, larger teams continue to make sense since the rate of effectiveness keeps increasing. The question is the economic value. How much costs are produced by a team meeting in relation to the scenarios found. This involves the problem of how many scenarios must be found. No general answer can be given as the decisions have to be made during the actual software project.

Comparison to the original study

The results affirm the statements of the original study. In fact both findings are very similar. Adding members to the team leads always to a gain in effectiveness. But on exceeding a team size of three, this gain is diminishing more faster.
9. Discussion and interpreting the results

So far all data sets, figures, calculations and values have been discussed. Well, what major findings can be concluded from them? In short, the major ones are that the support of (change) scenario categories is quite unimportant. Real teams are best to avoid less-important scenarios but the team members may be rivaling. Experts do not necessarily do a better job and the optimal team size seems to be three. In the follow up, these various points are considered in detail.

9.1. Individual performance

First, the focus is on the individual sessions. Analyzing the figures again, it seems that the support with (change) scenario categories did not have any influence on the resulting outcome. Furthermore, the system used has not helped or hindered the participants to create (high) quality scenarios. The rather large gap in terms of found scenarios between the original study and this replication is conspicuous. Unfortunately, no good explanation can be given, why fewer scenarios were created this time. The hypothesis $H1.1$, stating that the provision of software change categories will not improve the quality of scenario profiles developed for software architecture evaluation at an individual level, cannot be rejected.

9.2. Real team performance

Similar conclusions apply to the real teams. Those who were given the (change) scenario categories did not produce significantly different results. Additionally, the allocation to a certain system did not affect the quantity/quality of the output of the real teams. Unfortunately real teams loose scenarios compared to individuals working on their own.

However, preferring real teams to individual brainstorming has a big advantage. This advantage is also present when comparing real to nominal teams. They are optimal in eliminating or
avoiding less-important (also unimportant) scenarios. Again the hypothesis H1.2, stating the
same as H1.1 but considering real teams, cannot be rejected.

9.3. Nominal team performance

Nominal teams cannot be evaluated just in isolation. They have to be compared with real
teams. In their virtual environment the nominal teams performed better than the real teams.
Contrarily to the individuals and the real teams, the support of (change) scenario categories
and the allocation to one of the systems seem to have some impact on the performance over-
all. But, in terms of the LiveNet-System standalone, no impact of scenario categories was
measurable.

But the optimal virtual solutions impressively showed the amount of discussion effort and/or
rivalry between the real team members. Not only did the nominal teams produce more sce-
narios. Comparing the gains and losses of both, the real teams lost more Class A than class B
scenarios. Not only did they lose in terms of quantity but also in terms of quality.

The hypothesis H1.3 can be (carefully) rejected. Nominal teams who are given software
change categories do perform slightly better. But the data and p-values state that also the
system influences the results. Further research activities is necessary in this area.

9.4. Impact of reference profiles and experience

Using reference profiles shows similar results when comparing frequency based and expert
based rankings. The individuals performed similarly regardless of the system or the study
grouping. A group of IT-experienced individuals assesses the quality of scenarios as well as
IT-experts.

At any rate, it seems that individuals with above-average experience tend to find more critical
scenarios. But the margins of the figures are very slight. Nevertheless, also the effectiveness
of well experienced individuals is slightly higher. Yet again, the support of (change) scenario
categories and the allocation to a system do not exercise any significant influence.

Therefore the hypothesis H2.1 can be rejected. Experience does improve the performance and
the effectiveness.
9.5. Scenario and expert scoring

Expert and frequency related scoring/ranking can be viewed in a more economic way. A review of the deviations between the different scenario classes shows again that the frequency ranking is very similar as to the one of the experts. Therefore, especially when real teams in combination with individual sessions come into play, no external experts have to necessarily be used in an industrial environment. Of course the involved stakeholders must have certain skills, knowledge and education. It is assumed that the people in charge of software projects are carefully considering this.

Yet, one important fact should be pointed out. The experts rated already found scenarios afterwards. It would be an interesting comparison if the experts tried to find and rate scenarios themselves. Perhaps then the two scenario lists would be more different or not even comparable anymore. Nevertheless, the hypothesis H2.2 cannot be rejected. The number of identified critical scenarios is similar for expert ranked and frequency related scores.

9.6. Team size effects

What would be the effect if the team size is smaller or larger? How do such changes influence effectiveness and is there an optimal team size? At the beginning, the curve depicting effectiveness rises strongly but increasingly levels off when adding more and more team members. As soon as the (team) size of a limited population increases, this is the mathematically logical consequence. If the nominal team size were at its maximum, i.e. all participating individuals, then the effectiveness would be 100 percent and the standard deviation zero. Similar findings are true for the standard deviation. But the curve does not level off evenly; it decreases more when a certain team size has been exceeded.

Similar to the original study, it can be stated, that the optimal economic team size is around 2 to 3 team members. If the team size increases further the effectiveness to be gained is shrinking. Of course, this statement is offered without taking into account any further variables like costs per additional team member and benefits of gained (critical) scenarios. Therefore the hypothesis H3.1 can be rejected. If the team size is enlarged by additional team members the number of identified scenarios rises too.
9.7. Reasons for discrepancies of the results

On reviewing and comparing the results of both the original and the study replication, deviations have obviously occurred. Stating that one of them is correct is rather hazardous. In fact, it would be the right approach to explore why differences possibly happened and to question what factors might have influenced and affected the results.

Replications often involve the problem of compatibility with the original study and its conditions and environment including their constraints. Contrary results do not always entail rejection of established findings. Rather replications often get results under various conditions by exploring variables and factors which have a significant influence on the results and therefore also on the evaluated technique, procedure or others.

This chapter deals with possible problem areas pertaining to such factors and variables. Research in IT-science (see above in this work) and the evaluation of the experience and feedback questionnaires are used to find for possible hints.

9.7.1. Type of study/replication

As described in the chapter 5 “Replications” this study replication can more or less be accepted as a “literal” or “exact” replication. The work of (Lung et al.) states that in IT-science that kind of replication type has some disadvantages, especially because of the involvement of human subjects. Variability between the original study and replications as well as between replications themselves is inevitable. The variety of changed conditions and changes in the environment is large. It can be concluded that different results may not nullify those of the original study, as several factors could be affecting the replication. But nevertheless, they provide further insight about the topic which must be considered.

9.7.2. Study design

The fact that the treatment group in the first run of the experiment was acting as the control group in the second run was probably leading to learning effects. As the change categories, unlike within the original study, did not have any influence on the performances, these effects might have occurred. This would diminish the information value of this replication.
9.7.3. Timetable

Time is a fundamental aspect in relation to productivity as more results in less time using the same input often means less cost per defined unit. Unfortunately, a lack of this resource can result in a diminished output. Human beings perform negatively under stress so that both the quantity and quality of their work suffers.

In the section about study scheduling (see section 7.1.2 “Study schedule”) it was already pointed out that the individual brainstorming session had to be extended due to time problems. The individuals were asked in the feedback questionnaire whether they had enough time to complete their tasks or not. Possible answers were “zero” respectively yes, and “one” respectively no.

![Pie chart showing answer distribution to question: Did you have enough time for scenario brainstorming?](image)

**Figure 9.1.:** Answer distribution to question: Did you have enough time for scenario brainstorming?

According to the figure above the majority stated having had time. But this is just slightly more than half of the participants. Even with a time extension of 15 minutes, 44 percent of the individuals still did not have enough time. Thus can be assumed that the quantity and/or the quality of the results of a large number of participants is below their normal standard.

9.7.4. Documentation

Corresponding to recent papers in IT-science (Shull et. al, Vegas et al), providing replicator with exhaustive documentations is a key issue for enabling sufficient replications. There should be included an exact description of the experiment, study processes, descriptions, results, interpretation, etc. in such a “lab package”.

The package about the original contained a lot of information, including design details, process guidelines, the used software systems, the original results, and more. Unfortunately, this doc-
umentation provided no explanation or commentary about the original findings. Furthermore, several analysis approaches were only mentioned in papers and had to be reconstructed.

Compared to recent IT-studies, the specific package of documentation was probably of good quality and contained substantial material. Nevertheless, important parts were lacking.

### 9.7.5. Collaboration

In conformity with the literature (Vegas), the cooperation between the researchers and the replicators can be described as “occasional”. During the design and planning phases of the replication, only limited coordination and teamwork took place. During the actual performance of the replication, some meetings and advice as well as support during the execution were given. Due to the required efforts (distance, time, workload ...) hardly any collaboration besides email or a similar communication channel would have been possible.

Despite these factors, there might have been more adjustments between the two studies possible. It is hard to say whether factors adulterating the results could have been avoided or eliminated.

### 9.7.6. Participants

This is probably the factor differing most widely to the original study. By contrast, during this experiment more less- experienced individuals were involved. On average, the individuals in the original study shared at least a similar educational level and had gained more experience from industrial work. Additionally they received two lectures of 2 hours, dedicated exactly to the experiment.[17, p.3] Furthermore, there were entry-barriers in the form of a minimum exam-success to join the research experiment. [17, p.3] It can therefore be conjectured that these participants may have been better prepared.

### 9.7.7. Sample size

Compared to the original study the number of participating individuals is almost double. A small sample size often leaves room for errors when compared to the whole or a larger subset of the population considered.[61] It is important to mention that not only the size but also the variety of the population should be reflected by the sample.
Due to the data set available, it cannot be established whether the sample size caused errors to happen and, if that was the case, which results were affected more. Nevertheless, this issue must be considered.

### 9.7.8. Cultural context

Due to the findings of (Lung), this involves several “problem areas”. [67] The most important factor is probably the aspect of the language. The original study was held in English and the whole study materials were written in this language as well. Since the location was in a country whose mother tongue was actually English, this was warranted and surely the most efficient way.

On average Austrian students do have (or should have) competitive skills in English, of course. It is safe to say that most of the individuals participating in the replication would have been more productive if they could have used their mother tongue. Furthermore, some of individuals did not have a German speaking background (e.g. family background) or were exchange students. Especially during the individual brainstorming sessions quite some problems arose. A few students really had problems understanding the study materials and recognizing what their tasks were. One major obstacle was the use of lots of rarely used expressions and specific vocabulary. Recalling the average self-estimate of the individuals, it showed that most of them did not have very good let alone excellent language skills [see section 7.3.3 “Language skills”].

Categorization of the language skills of the individuals revealed some gaps in knowledge. Together with the fact that many participants suffered under time stress it is reasonable to assume that these circumstances diminished the quantity and quality of the results. According to the questionnaires, 26 percent did not follow or only barely followed the guidelines. Only 17 percent executed the tasks strictly according to the instructions.

![Figure 9.2.: Answer set to the question: Did you follow the instructions?](image)
Moreover, about 25 percent marked the study instructions as not or barely helpful and only 13 percent found them very helpful. Unfortunately, almost none of the participants made any further comments. Therefore it can be assumed that, along with other factors, language skills were problematic and a decisive element.

![Answer set to the question: Did find the instructions helpful to you?](image)

**Figure 9.3.** Answer set to the question: Did find the instructions helpful to you?

### 9.7.9. Knowledge base

As already pointed out, the participants were ranked behind those of the original study particularly in terms of working experience. Accordingly, their knowledge of software architectures as well as of evaluation techniques might also be less distinctive. Taking these two factors into account, this has a possible impact on the performance of the individuals.

Another difference between the individual participants of the original experiment and the study replication is the educational and/or university background. Enrollment restrictions and (considerably) university fees in the Anglo-American states may have inducted a number of people to participate in the study, but also because they were interested either in the topic or they wanted to accumulate extra credit points. For sure, this is quite a vague theory but some minor influence may be given.

### 9.7.10. Summary

It cannot be measured, not even estimated if and to what extent all of the mentioned issues had an impact on the results. According to the sources in IT-science considered here, there is evidence that they do have at some small impact. Some of the relations and their consequences seem reasonable, of course. Yet, it cannot be proven that in this specific replication they led to any effects. It may be beneficial for further research work to pay more attention to specific
cultural issues. Whereby the shortage of resources barely allows to spend efforts and money to solve this matter. However, translating the study materials or at least the instructions for the tasks could have a positive impact on the performance of the participants, especially if they do not have a certain level of experience.
10. Conclusion

Replication work is essential in science.\textsuperscript{[21, 22]} It is important that calculations and studies are repeated, results and findings are compared and that, in general, scientific research work is evaluated. Performing a replication to an already existing study is quite difficult. Many constraints and factors must be considered, often forcing the replicators to make adoptions. Therefore the comparability of the results is sometimes limited.

Unfortunately, some findings of this study replication question the knowledge gained by the original study. Again the data set was collected during an empiric experiment which was designed very similar to its predecessor (see chapter 8.1 “Experiment design”). But more participants joined the experiment and two separate systems were used. The researchers were put into the position to be able to perform two separate experiment runs. This improved the data set and made the information more valuable.

This thesis presents the results of a repeated empirical study. One major topic was to gain further knowledge about individual brainstorming and team meeting effects. Further it aimed at assessing the impact of the chosen approach for the scenario finding process of a software architecture evaluation (top-down and bottom-up). Either software categories were used to guide the individuals respectively the teams, or not. In order to get more insight into the topic, real teams were also compared to nominal counterparts. The results showed that teams lose scenarios, unfortunately also critical ones, compared to individuals. But they also sorted out all less-important scenarios.

The suggestion of the original study, to use an architecture evaluation process without a meeting in order to maximize effectiveness of scenario development, is still valid. Also the suggestion to introduce new approaches in order to keep the scenario gains while avoiding any losses – especially of high-quality scenarios keeps relevant.\textsuperscript{[20, 19]} The findings regarding the usage of scenario categories are contrarily. No statistical impact of using scenario categories for scenario finding processes has been found. Therefore, the effort to define and chose such categories is questioned. Further research work is urgently required.

Due to the original study as well as to prior research work, the impact of (individual) experience on the results of design reviews was measured.\textsuperscript{[6, 10]} The idea behind this research topic is still the same: The presence of wrong people during review sessions is a major problem with conventional designs of review approaches. But it is claimed to involve stakeholders actively. The original study postulated that they should have as much experience possible in
order to successfully conduct software architecture evaluation including the development of high-quality scenarios. The findings there supported this statement and were supported too by the ones of this replication.

Like in the original study, the scenario brainstorming effectiveness was measured to achieve comparability between the scenario classes. Again the rate of effectiveness is best in terms of critical scenarios regardless of the experience. But in contrast to the original study, the experience had some impact on the effectiveness. Thus it is suggested again for future empirical studies to consider participants with more variety of backgrounds (e.g., different architectural backgrounds, usage-oriented rather than technical backgrounds). Considering the different approaches and the individual experience the opposite of the original study was found. There is no statistical evidence that providing change categories helped or hindered individuals regardless of their experience. Probably, the number and the variety of the participants were too small. Further research work is required to answer that.

Another hypothesis made in the original study was that the experience of teams (expressed by the size of the real or nominal team) probably leads, based on individual brainstorming activities, to additional scenarios. The benefits of an increased team size as well as its cost are important factors in software architecture evaluating [20] The findings of this replication support the statements of the original study. Also nominal teams were used for calculations this time. Larger teams found more scenarios and more critical scenarios. And the optimal team size in economic terms is around 3 team members. But for critical software projects it is probably advisable to apply evaluations with more team members in order to get a large rate of effectiveness. Considering larger teams it might be meaningful to have a diverse background of experience. Perhaps more and better scenarios can be found that way. But as mentioned in the original study, further research work is necessary to evaluate that recommendation.

This work showed the problems of replication work in science. Not infrequently, it is impossible to exactly repeat an empiric study. Therefore any adoptions or modifications must be carefully considered. Nevertheless, more data was gathered delivering more insight into the topic of scenario creating processes and scenario-based software architecture evaluating. Also, if not all findings were replicable, new and important questions have been made. The cultural context, learning effects and different systems can probably lead to different results. It seems meaningful not only to do more research but to concentrate, respectively isolate, on certain variables in order to check their influence in detail.

**Future work**

Besides or additionally the thoughts, conclusions and suggestions mentioned above, following pursuing research work might be worth to consider specifically. The impact of the evaluation approach (using predefined scenario categories or not) has to be tested more carefully. Both results - of the original study and the study replication - are contrary. But the design of the
replication probably caused learning effects which diminished the value of the findings.

Along with that the advantages or disadvantages of real teams compared to individuals have to be investigated more specifically. Teams find more scenarios but lose many and important scenarios. The question is whether team evaluation or individual brainstorming is to favor in terms of effectiveness and efficiency.

Finally the team size effectiveness has to be considered especially in terms of economic aspects. Basically the point of interest is how much a certain team size costs compared to its effectiveness and efficiency. This is important to know in order to convince industrials to adopt the research suggestions.
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A. Appendix
**Experience Questionnaire**

**Student-ID**

**Name**

**LVA**

- [ ] QS-VU
- [x] Testen

**Session**

- [ ] Tuesday, June 3rd
- [ ] Friday, June 6th

Please answer the questions in this questionnaire.

Note, that your answers will be treated anonymously. Your ID and name will be used to link your answers to your scenario reports. We will remove all personal data gathered for evaluation purposes afterwards.

1. Demographic Data
   - **Age**
   - **Gender**

2. How do you rate your ability to understand English documents?
   - no experience

3. How many programming courses have you attended?

4. Estimate your general software engineering experience.
   - no experience

5. Estimate your project management experience.
   - no experience

6. Estimate your experience in software development (implementation).
   - no experience

7. Estimate your experience in developing software in a professional environment (e.g., working in a company).
   - no experience

8. Estimate the time you are participating in professional software engineering projects (in months / years).

9. Estimate the size of the largest project, you participated in (in person months/years).

10. Estimate your experience in quality assurance.
    - no experience

11. Estimate your experience in quality assurance in a professional environment (e.g., working in a company).
    - no experience

12. Estimate your experience with requirements and design documents.
    - no experience

13. Estimate your experience with Use Cases.
    - no experience

14. Estimate your experience in Software Design review / inspection?
    - no experience

15. Estimate your experience with architecture reviews.
    - no experience

16. Estimate your experience in developing of scenarios.
    - no experience

17. Estimate your experience in using collaborative tools.
    - no experience

18. Estimate your experience in chatting (skype, ICQ, etc.)
    - no experience

Please use the backside of this page for additional comments.

**Thank you for your contribution!**
Software Requirements Specifications for a collaborative tool to support distributed software architecture evaluation process

A collaborative application to support the distributed software architecture (SA) evaluation process is required. This web-based application will support synchronous (same-time, different places) and asynchronous (different time- different places) activities for SA process. This collaborative application shall provide an intuitive and user friendly environment to perform various activities (i.e., planning, scenario development and prioritisation, identifying architectural approaches, documenting and annotating design patterns, viewing architectural design, evaluating architectural design with respect to scenarios, interpreting results etc.) of SA evaluation process.

A member of SA evaluation team accesses the application using a web browser. Once successfully connected to the application, a team member can perform a number of tasks according to his/her role in the process. For example, evaluation team leader can plan the evaluation session by identifying various participants and scheduling their diaries. He/she can also perform a number of activities to make sure all the required documents and SA descriptions and required views will be available before the evaluation starts. The evaluation participants may use the tool to access and study the artefacts assigned to him/her. This application allows a user to add, remove, edit, or copy various artefacts during the process. A user can use a web browser at his/her desktop computer to view and annotate an artefact assigned to him/her. All annotation is viewable by all participants. Participants may use various architectural views to document and annotate architectural design decisions. Software architect may access different patterns to show their use in the architecture. The evaluation team may use various evaluation techniques, e.g. checklist-based, scenarios-based, questionnaire, prototyping, simulations etc. during the evaluation sessions. It is quite useful if the technique to be used in the process and relevant support material are available online. It is also quite handy for evaluation manager to find information about the level of expertise, skills, and availability of various members of the organization who can be assigned the role of an evaluator.

A web-based tool to support generic collaborative activities has been developed. This collaborative tool, LiveNet, has been implemented with the following features:

- A user can register with the system. Once registered, a user is assigned a portal to perform a number of collaborative and knowledge management activities. For example, a user can create a number of workspaces, one for each unique activity that needs to be performed, a number of roles can be created and these roles can be assigned to various activities and individual participants of those activities can be placed in those groups for ease of privilege and security management.
- Once registered and assigned to a particular portal or workspace, a user can use a web browser to access and view an online version of the documents prepared and uploaded to the workspaces.
- All the users have full editing privileges to any artefact assigned to the user. A user needs to select the desired artefact and click "edit" link to make changes to that artefact.
- A user can provide a brief description of the artefact created in a workspace. The system makes this brief description available to all the users who can access that particular artefact.
- If this tool is used to support a particular activity of software development process, a large number of documents can be made available to the members of the team by uploading those
documents. For example, design diagrams, checklists to ensure the quality of the process, an online version of any standards that must be complied with.

- A user can send text message to other members of the team on various issues of importance. A user can also use discussion forum to discuss various issues and discussion forums can serve like organisational memory to be accumulated over the life time of the project.
- A user can assign various artefacts to different team members.
- The system provides an online chat room that can be used for synchronous meetings, while discussion forum can be used for asynchronous meetings.
- A user can send an email to other members involved in the same activity.
- A user can invite new members to join a group or activity.

Now suppose that your organisation plans to use LiveNet regularly to support a distributed software architecture evaluation process. To successfully support a distributed SA evaluation process, LiveNet needs to provide a number of features to help various roles (such as evaluation team leader, evaluation manager, evaluators, participants etc.) to perform various tasks. Try to think of the changes that would be required in LiveNet in its current as well as next three years life. Specify those required changes in terms of the change scenarios to characterise modifiability (using the skill you learned during training sessions).
Software Requirements Specifications for a collaborative tool to support distributed software architecture evaluation process

Change Categories

Change categories are expected to address possible occurring changes over the next period, e.g., over the next three years. The system architecture and scenarios must consider these issues. Based on business analysis, we identified 6 basic change categories.

Try to come up with at least one scenario for each of the following categories and refer to them in the data capturing sheet.

1. User interface changes (UI)
2. Security policy changes (SP)
3. Performance changes (PC)
4. Communication channels and/or mechanism changes (CM)
5. Workflow features changes (WF)
6. Content management requirements changes (CM)
Software Requirements Specifications for Wiki System

Wiki is a web-based collaborative content management system (CMS). It provides an intuitive and user friendly environment to create and organize various contents.

A user can access the Wiki system using a web browser. Once within the Wiki system environment, a user can create new pages and edit existing pages on the fly. All the pages can be linked between each other by using hyperlinks under a naming convention. This means a user can transverse between different pages by just clicking on the appropriate link. Wiki system uses very simple and common text formatting rules to simplify the process of writing new pages and linking them to each other. The idea behind the simple text formatting rules is to keep text editing task quite easy and intuitive.

The Wiki system is implemented on an open source framework, which provides some common content management system services. A simple working prototype has been developed with the following features:

- All the users have full editing privileges to any page they want to edit. A user can click "edit" link on the desired page to change the text on that page using an editing form.
- Wiki system follows a naming convention for a page name. The naming convention is: capitalized words joined together. For example: APageName, SoftwareEngineering, IssuesOnDesign-Quality etc.
- Wiki system formats and links the text content according to the simple structured text formatting rules.
- When the Wiki system finds a text content following its naming convention, it makes that text a hyperlink for a target page. If the target page does not exist, a question mark is placed at the end of the hyperlink to remind the user that this page needs to be created.
- Wiki system keeps the log of changes made in a page. This log can be displayed in unix diff format.
- Users can subscribe to the page change through email.
- Wiki system allows the users to make certain changes in the environment through option setting page. E.g. name, email, time zone etc.

Now imagine that you are a regular user of the Wiki system for managing and sharing your content using the web-based system. Try to imagine the changes you would like to see in this system over the next three years. Please document those possible changes in terms of the change scenarios (using the skill you learned during training sessions). However, please do NOT propose large functionality changes which are not in align with the basic principles of the system.
Screenshots of the Wiki-System

1. Front Page

   - This is the front page
     - AnotherWikiPage\named in wiki naming convention
       - If AnotherWikiPage does not exist yet, click the question mark to create it.
       - If OneWikiPage exists, the name will be a link and lead you to that page.
     - This wiki has some very simple structured text rules
     - Click the "edit" link at the right bottom to edit this page
     - Click the page title to see a hierarchical relationship between pages

2. Editing Form

   - This is the front page
     - AnotherWikiPage\named in wiki naming convention
       - If AnotherWikiPage does not exist yet, click the question mark to create it.
       - If OneWikiPage exists, the name will be a link and lead you to that page.
     - This wiki has some "very" simple "structured text rules"
     - Click the "edit" link at the right bottom to edit this page
     - Click the page title to see a hierarchical relationship between pages
3. Change History

??changed:
* Click the "edit" link at the right bottom to edit this page.
* Click the "edit" link at the right bottom to edit this page

4. User Option

Set your site preferences below. You can also change your display mode by clicking the links at bottom-left.

User name: [ ] (identifies your edits in RecentChanges etc.)
Email address: [ ] (saves time when subscribing)
Time zone: Your local time is [ ] (localizes page modification times)
Show page hierarchy? [ ] (This wiki maintains a page hierarchy. You can use this or ignore it.)

[Set options] [Forget options]
Software Requirements Specifications for Wiki System

Change Categories

Change categories are expected to address possible occurring changes over the next period, e.g., over the next three years. The system architecture and scenarios must consider these issues. Based on business analysis, we identified 6 basic change categories.

Try to come up with at least one scenario for each of the following categories and refer to them in the data capturing sheet.

1. User interface changes (UI)
2. Security policy changes (SP)
3. Performance changes (PC)
4. Notification policy changes (NP)
5. Content editing rules changes (CE)
6. Meta data related changes (MD)
<table>
<thead>
<tr>
<th>No.</th>
<th>Scenario-Description</th>
<th>Importance</th>
<th>Likelihood</th>
<th>Scenario Categories*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- **No**: Number = Ongoing number
- **Scenario description**: Description of the identified scenario (keep it short)
- **Importance**: Estimate the importance of the scenario: A…critical (very important), B … important, C less important.
- **Likelihood**: Estimate the likelihood of the scenario to occur: A … most likely, B…likely, C .. unlikely.
- **Scenario Categories*:**
  - Categories used: write down the category this scenario belongs too
  - Categories NOT used: write down in which category this scenario could fit into.

Start time: _____________
End Time: _____________
Duration: _____________
Pages: _____________
<table>
<thead>
<tr>
<th>Team Member 1</th>
<th>Student-ID:</th>
<th>Name:</th>
<th>Role:</th>
<th>QS-VU</th>
<th>Testen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Team Member 2</td>
<td>Student-ID:</td>
<td>Name:</td>
<td>Role:</td>
<td>QS-VU</td>
<td>Testen</td>
</tr>
<tr>
<td>Team Member 3</td>
<td>Student-ID:</td>
<td>Name:</td>
<td>Role:</td>
<td>QS-VU</td>
<td>Testen</td>
</tr>
</tbody>
</table>

### Session Assignment
- Tuesday, June 3rd
- Friday, June 6th

### Application
- LiveNet
- Wiki
- Used
- Not Used

### Scenario Categories*

### Meeting Style
- Toolsupport
- F2F

### Notes:
- **No:** Number = Ongoing number
- **Scenario description:** Description of the identified scenario (keep it short)
- **Importance:** Estimate the importance of the scenario: A…critical (very important), B … important, C less important.
- **Likelihood:** Estimate the likelihood of the scenario to occur: A … most likely, B…likely, C .. unlikely.
- **Scenario Categories*:**
  - **Categories used:** write down the category this scenario belongs too
  - **Categories NOT used:** write down in which category this scenario could fit into.

### No. Scenario-Description | Importance | Likelihood | Scenario Categories*
---|---|---|---
1 | | | |
<table>
<thead>
<tr>
<th>Individual Feedback Questionnaire</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Student-ID</strong></td>
</tr>
<tr>
<td><strong>Name</strong></td>
</tr>
<tr>
<td>LVA □ QS-VU □ Testen</td>
</tr>
<tr>
<td>Session □ Tuesday, June 3rd □ Friday, June 6th</td>
</tr>
<tr>
<td>Application □ LiveNet □ Wiki</td>
</tr>
<tr>
<td>Scenario Categories □ Used □ Not used</td>
</tr>
</tbody>
</table>

Please answer the questions in this questionnaire, Note, that your answers will be treated anonymously. Your ID and name will be used to link your answers to your scenario reports. We will remove all personal data gathered for evaluation purposes afterwards.

1. Did you have enough time for scenario brainstorming?  
   Yes ☐ No ☐  

2. If not, how much additional time would you need (in minutes)?  

3. Did you follow the instructions (guidelines) of the applied method during the execution?  
   Never ☐ 0 1 2 3 4 5 All the time  

4. Have the instructions been helpful to you? If not, please provide suggestions for improvement on the backside of this sheet.  
   No ☐ 1 2 3 4 5 Yes  

5. Did you find the method easy to be applied?  
   Simple ☐ 1 2 3 4 5 Difficult ☐  

6. Do you think that the scenario brainstorming method is useful?  
   Not useful ☐ 1 2 3 4 5 Very useful ☐  

7. How useful is the applied method to identify scenarios?  
   Not useful ☐ 1 2 3 4 5 Very useful ☐  

8. Would you use the method for scenario brainstorming in the future?  
   No ☐ 1 2 3 4 5 Yes ☐  

9. Number of critical scenarios  
   9a. How many critical scenarios did you identify?  

   9b. Estimate the percentage [%] of identified critical scenarios.  
   0-10% 10-20% 20-35% 35-50% 50-75% > 75%  

   9c. How confident are you with your estimation?  
   Unsure ☐ 0 1 2 3 4 Very sure ☐  

10. Only, if you applied scenario categories  
    10a. Did you find the scenario categories helpful for scenarios brainstorming?  
    Not at all ☐ 1 2 3 4 5 Definitely, yes ☐  

    10b. Estimate the number of scenarios, you would have found without scenario categories.  
    0-10% 10-20% 20-35% 35-50% 50-75% > 75%  

    10c. Estimate the number of critical scenarios, you would have found without scenario categories.  
    0-10% 10-20% 20-35% 35-50% 50-75% > 75%  

Please use the backside of this page for additional comments.

Thank you for your contribution!
### Team Feedback Questionnaire (F2F)

#### Student-ID

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### Name

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### Team-ID

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### LVA

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### Session

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### Application

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

#### Scenario Categories

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

Please answer the questions in this questionnaire.

Note that your answers will be treated anonymously. Your ID and name will be used to link your answers to your scenario reports. We will remove all personal data gathered for evaluation purposes afterwards.

1. How many team-members did you know prior to this meeting?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

2. Did you have enough time for the team meeting?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

3. If not, how much additional time would you need (in minutes)?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

4. Did you follow the instructions (guidelines) of the applied method during the execution?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

5. Have the instructions been helpful to you? If not, please provide suggestions for improvement on the backside of this sheet.

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

6. Do you think that a team meeting is helpful for scenario elicitation?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

7. How satisfied are you with the team meeting in general?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

8. How satisfied are you with the discussion in today’s team meeting?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

9. How satisfied are you with the discussion outcome of today’s team meeting?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

10. How effective was the communication during the meeting?

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

11. Please rate the communication process you used for generating scenarios in your team:

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

12. Please describe the conversation you had with your team members for discussing scenarios:

<p>| |</p>
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
</tbody>
</table>

---

**Thank you for your contribution!**
### Team Feedback Questionnaire (Tool)

**Student-ID**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

**Name**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

**Team-ID**

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

**LVA**

- [ ] QS-VU
- [ ] Testen

**Session**

- [ ] Tuesday, June 3rd
- [ ] Friday, June 6th

**Application**

- [ ] LiveNet
- [ ] Wiki

**Scenario Categories**

- [ ] Used
- [ ] Not used

Please answer the questions in this questionnaire.

Note that your answers will be treated anonymously. Your ID and name will be used to link your answers to your scenario reports. We will remove all personal data gathered for evaluation purposes afterwards.

1. How many team-members did you know prior to this meeting?

- [ ] 0
- [ ] 1
- [ ] 2

2. Did you have enough time for the team meeting?

- [ ] Yes
- [ ] No

3. If not, how much additional time would you need (in minutes)?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

4. Did you follow the instructions (guidelines) of the applied method during the execution?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

5. Have the instructions been helpful to you? If not, please provide suggestions for improvement on the backside of this sheet.

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

6. Do you think that a team meeting is helpful for scenario elicitation?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

7. How satisfied are you with the team meeting in general?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

8. How satisfied are you with the discussion in today's team meeting?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

9. How satisfied are you with the discussion outcome of today's team meeting?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

10. How helpful do you believe the collaboration tool was to discuss scenarios in the meeting?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

11. How well could you interact with the remote participants in the meeting?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

12. How effective was the communication during the meeting?

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

13. Please rate the communication process you used for generating scenarios in your team:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

14. Please describe the conversation you had with your team members for discussing scenarios:

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
</table>

---

**File:** Feedback_Team-Meeting - Tool.doc,  
**Issue:** 31.05.2008
15. Did you find LiveNet useful for the team-meeting?

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

16. Would you apply a tool like LiveNet in the future?

<table>
<thead>
<tr>
<th></th>
<th>No</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Yes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Please use this page for additional comments on the Tool-Supported team meeting and suggestions for improvement.

Thank you for your contribution!
Final Questionnaire

Student-ID

Name

LVA □ QS-VU □ Testen

Session □ Tuesday, June 3rd □ Friday, June 6th

Scenario Categories □ Used □ Not used

Please answer the questions in this questionnaire.

Note, that your answers will be treated anonymously. Your ID and name will be used to link your answers to your scenario reports. We will remove all personal data gathered for evaluation purposes afterwards.

1. Overall, did you feel you performed well in developing scenarios for non-functional requirements in:
   - a distributed arrangement using the collaborative tool.
   - both arrangements.
   - a face-to-face arrangement.

2. Overall, did you feel your group performed well in developing scenarios for non-functional requirements in:
   - a distributed arrangement using the collaborative tool.
   - both arrangements.
   - a face-to-face arrangement.

3. Did you feel that using the collaborative tool had any positive or negative affect on your group discussion? e.g., you may have been able to discuss issues more quickly (a positive effect) or you may have found it more difficult to discuss issues (a negative effect).
   - Large positive effect
   - Small positive effect
   - No effect
   - Small negative effect
   - Large negative effect

4. Compared with face-to-face group meeting, do you feel that a collaborative tool based group meeting is
   - more efficient?
   - equally efficient?
   - less efficient?

5. Do you like to contribute your opinion on sensitive issues during a meeting anonymously if its possible?
   - Yes
   - No

6. Overall, what type of meeting you would like for generating scenarios, a face-to-face or distributed arrangement using a collaborative tool?
   - Face-to-face arrangement
   - Distributed arrangement using collaborative tool

7. While using collaborative tool to generate scenarios, were you able to concentrate on brainstorming and generating scenarios as well as in the face-to-face meeting?
   - Yes
   - No

8. Please provide some comments of your experience regarding the following topics (see also backside of this questionnaire).
   a) Describe the effect that the collaborative tool had on your group meeting compared to a face-to-face meeting.
b) Were there any aspects of the **face-to-face** meeting that **facilitated/hindered** efficient scenario discussion?

d) How can we **improve the efficiency and effectiveness** of the distributed meeting arrangement supported by a collaborative tool?

c) Were there any aspects of the **distributed meeting** that **facilitated/hindered** efficient scenario discussion?

e) What are the **three most difficult issues** you faced while developing scenarios to specify non-functional requirements during this exercise?

Thank you for your contribution!