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Abstract

Non-classical logics are logics different from classical, boolean logic. They encompass,
amongst others, the family of intermediate, fuzzy, and substructural logics. During
the past few years, these logics have gained importance, especially in many fields of
computer science, artificial intelligence, and knowledge representation. By now, there
are many useful and interesting non-classical logics and practitioners in various fields

keep on introducing new logics to fulfill their needs.

Non-classical logics are usually defined by adding Hilbert axioms to known systems.
The usefulness of these logics, however, heavily depends on the availability of analytic
calculi for them, i.e., of calculi where the derivations proceed by step-wise decomposition
of the formulas that should be proved. An analytic calculus for a logic is usually defined by
first choosing a suitable formalism and then providing the right rules for formalizing the
logic. Furthermore, soundness, completeness and cut-elimination for the defined calculus
have to be proved. This leads to the introduction of a large number of such proofs and
papers which increases with the definition of new logics. An automated procedure to

introduce analytic calculi in a systematic way would therefore be very desirable.

In this thesis we extended the scope of the systematic procedure introduced in [15],
which translates Hilbert axioms into equivalent analytic calculi, to capture the family
of axioms known as (Bdy) with & > 1, see [9]. These axioms are especially interesting
as intuitionistic logic extended with (Bds) is the only interpolable intermediate logic to
which the procedure in [I5] does not apply to. To adapt the procedure to these axioms,
we introduced a new formalism, called Non-Commutative Hypersequent Calculus, and
identified suitable rules corresponding to (Bdy). For these rules we provided uniform
proofs of soundness, completeness and cut-elimination. In addition to this theoretical
investigation, the systematic procedure in [I5] has been translated into an algorithm
which was implemented in PROLOG.
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Zusammenfassung

Nichtklassische Logiken nahmen in den letzten Jahren in vielen Gebieten, vor allem in der
Informatik, der Kiinstlichen Intelligenz oder der Wissensreprasentation, an Bedeutung
zu. Mittlerweile existiert bereits eine grofse Anzahl niitzlicher und interessanter nichtklas-
sischer Logiken, wie beispielsweise die Familie der intermediédren Logiken, Fuzzy-Logiken
oder Substrukturelle Logiken. Zudem fiihren Wissenschaftler verschiedener Fachbereiche

weiterhin neue Logiken ein, um ihre Anforderungen zu erfiillen.

Nichtklassische Logiken definiert man tiblicherweise, indem man Hilbert-Axiome zu
bereits bekannten Systemen hinzufiigt. Die Niitzlichkeit dieser Logiken héngt jedoch
stark von der Verfiigbarkeit sogenannter analytischer Kalkiile ab, in welchen Beweise
durch schrittweises Zerlegen der Formeln gefiihrt werden. Den analytischen Kalkiil einer
Logik definiert man durch die Wahl eines passenden Formalismus, sowie das Festlegen
geeigneter Regeln zur Formalisierung der Logik. Zusétzlich miissen Korrektheit, Voll-
stdndigkeit und Schnittelimination des definierten Kalkiils bewiesen werden. Mit der
Definition neuer Logiken wéchst daher auch die Anzahl solcher Beweise und eine au-
tomatisierte Prozedur zur Einfilhrung analytischer Kalkiile in systematischer Weise wére

somit erstrebenswert.

In dieser Diplomarbeit erweiterten wir die systematische Prozedur, die in [15] einge-
fiihrt wurde und Hilbert-Axiome in &dquivalente analytische Kalkiile umformt, auf die
Familie der Axiome (Bdj) mit k& > 1, siche [9]. Diese Axiome sind insbesondere in-
teressant, da die Erweiterung intuitionistischer Logik mit dem Axiom (Bdy) die einzige
interpolierbare, intermedidre Logik ist, auf die man die Prozedur in [15] nicht anwen-
den kann. Um die Prozedur auf diese Axiome auszuweiten, definierten wir zunéchst
einen neuen Formalismus, den Nichtkommutativen Hypersequenzkalkiil, und erstellten
geeignete Regeln entsprechend den Axiomen (Bdy). Fiir diese Regeln bewiesen wir Ko-
rrektheit, Vollstandigkeit und Schnittelimination. Zusétzlich entwickelten wir einen Al-
gorithmus auf Basis der systematischen Prozedur in [I5] und implementierten diesen in
PROLOG.
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CHAPTER 1

Introduction

During the past few years, non-classical logics — i.e., logics different from classical,
boolean logic — have gained importance in many fields of computer science, artificial
intelligence, or knowledge representation. By now, there are many useful and interesting
non-classical logics, such as modal logics [9], linear logic [23], relevance logics [II, 2], or
fuzzy logics [26]. These logics provide languages for formal modeling and reasoning, e.g.
about dynamic data structures, time, or resources. Moreover, practitioners in various

fields keep on introducing new logics to fulfill their needs.

Non-classical logics are usually defined by adding Hilbert axioms to known systems.
The usefulness of these logics, however, heavily depends on the availability of calculi
in which the cut-elimination theorem holds. These calculi are indeed a prerequisite
for the development of automated reasoning methods, and also the key to establish
essential properties of the formalized logics. Cut-elimination — i.e., any proof containing
applications of the so-called cut-rule can be transformed into a proof that does not make
use of the cut-rule — is a fundamental result to establish in proof theory for several
reasons. One of the main factors is that cut-elimination gives analyticity in the sense
that all intermediate statements in a proof are subformulas of the formulas to be proved.
For a computer scientist, this means that the computational search for proofs in cut-free
calculi is feasible, as opposed to non-analytic calculi where the allowance of the cut-rule

adds non-determinism to the proof search.

An analytic calculus for a logic is usually defined by first choosing a suitable for-
malism, e.g. Sequent Calculus [22], Hypersequent Calculus [5], Display Logic [7], or the
Calculus of Structure [25], and then providing the right rules for formalizing the logic.
Furthermore, soundness, completeness and cut-elimination for the defined calculus have
to be proved. The invention of new logics leads therefore to the introduction of a large
number of such proofs. Hence, an automated procedure to introduce analytic calculi in

a systematic and uniform way would be very desirable.

First steps in this direction have been made in Ciabattoni et al. [I4] [I5] where a new



research direction called “algebraic proof theory” was introduced. Algebraic proof theory
emerges from combining systematic proof theory for non-classical logics and universal al-
gebra in an innovative way. Within this new field of research, a systematic and uniform
procedure that translates Hilbert axioms into equivalent analytic calculi was developed
in [I4} [15]. This procedure works up to certain classes of a novel classification of Hilbert
axioms called substructural hierarchy. In this thesis, the scope of this systematic pro-
cedure has been extended to capture the family of axioms known as (Bdy) with k£ > 1
which are semantically characterized by Kripke models with depth < k, see [9]. These
axioms are especially interesting as intuitionistic logic extended with (Bdz) is the only
one of the seven interpolable intermediate logics — i.e., logics between intuitionistic and
classical logic — to which the procedure in [15] does not apply to. To capture these
axioms and extend the procedure in |15 [I7], we introduced a new formalism, more pow-
erful than sequent and hypersequent calculi, and identified suitable rules corresponding
to (Bdy). For these rules we provided a uniform proof of soundness, completeness and
cut-elimination. In addition to this theoretical investigation, the systematic procedure

in [I5] has been transformed into an algorithm which was implemented in PROLOG.

1.1 Overview

Chapter [2] provides basic definitions and an introduction to sequent and hypersequent
calculi, as well as to cut-elimination. In Chapter [3] we outline the theoretical basis for
this thesis. We explain the substructural hierarchy and the systematic procedure in [15]
which transforms Hilbert axioms into equivalent analytic rules. Furthermore, we provide
an overview of the results that have been established in this research direction so far.
The translation of the systematic procedure into an algorithm and its implementation
in PROLOG is described in Chapter Chapter [5] constitutes a central part of this
thesis as it contains the extension of the systematic procedure to the axioms (Bdy). We
introduce the Non-Commutative Hypersequent Calculus and adapt the procedure in [15]
to deal with the axioms (Bdy). Proofs of soundness, completeness and cut-elimination
are provided for the defined non-commutative hypersequent calculi in a uniform way.
We summarize the main results of this thesis and discuss further research directions in

Chapter [6]



CHAPTER 2

Proof Theory in Non-Classical Logics: Preliminaries

Proof theory studies the formalization and the structure of mathematical proofs. Hilbert
is widely recognized as the initiator of proof theory since his attempt to provide a proof
of the consistency of mathematics. Nowadays, there exist roughly two branches within
proof theory: interpretational proof theory and structural proof theory. The latter has
been first developed by Gentzen in [22] and is of particular interest for us as it is based
on the combinatorial analysis of proof structure. Examples for applications of structural

proof theory are automated theorem proving or logic programming. [35] 37|

In this chapter, we introduce some basic notions of structural proof theory, in par-
ticular the concepts of sequent and hypersequent calculi and cut-elimination. The main
references for this chapter are the books and articles by Takeuti [35], Troelstra and
Schwichtenberg [37], Metcalfe et al. [28], Gentzen [22] and Avron [4] [].

2.1 Basic Definitions

Definition 2.1.1. [I5[35, 37] Atomic formulas are propositional variables p,q, . ... The
notion of formulas is defined inductively:

(1) Every atomic formula is a formula.

(2) The logical constants 1 (unit), L (false), T (true) and O are formulas.

(3) If A and B are formulas, then (AN B),(AV B) and (A — B) are formulas.
Metavariables A, B,C, ... denote formulas, I1,© stand for stoups, i.e., either a formula

or an empty set, and ', A, 3 ... for finite, possibly empty, lists of formulas.

Definition 2.1.2. [35] 37| Sequents are expressions of the form I' = A with I'; A being
finite lists of formulas. T is called the antecedent and A is called the succedent of the
sequent.

Sequents, where the succedent contains at most one formula, are called single-conclusion

and they are called multiple-conclusion, otherwise.



Intuitively, a sequent Ay,..., A, = Bi,...,B, with m,n > 1 is interpreted as: if
AL N---NAy,, then By V---V B,.

Definition 2.1.3. [37] We use the symbol - to denote derivability in a formalism. For
sequents and formulas derived in a formalism S, we write

SFI'=A or FsT = A for sequents

SFA or Fs A for formulas
For formalisms based on sequents, St A coincides with SF= A, i.e., the sequent " = A
with T' being empty.

2.2 Sequent and Hypersequent Calculus

One of the first systems introduced for writing formal deductions was the (Frege-)Hilbert
system. Such a system is usually characterized by a set of axioms (or axiom schemes)
and a small number of inference rules, e.g. modus ponens [8]. However, Hilbert systems
are not analytic and therefore cannot be used for computational proof search. In 1935,
Gentzen [22] introduced the sequent calculi LK and LJ as formalisms for classical and
intuitionistic logic. Proofs in these systems are analytic which proved to be more suitable
for automated deduction.

Below we will provide a short introduction to sequent and hypersequent calculus,

substructural logics and some basic explanations regarding cut-elimination.

2.2.1 Sequent Calculus

We start presenting Gentzen’s calculus for intuitionistic logic LJ. The system LJ consists
of single-conclusion sequents (see Definition of the form I' = II with I' being a
finite, possibly empty, list and II being either a formula or empty. Sequent calculi consist
of initial axioms and inference rules, which are further divided into logical rules, structural
rules and the cut-rule. For every logical and structural rule there exists a left and a right
rule depending on which side of the sequent, i.e. left or right, is modified. The structural
rules introduced by Gentzen (for the calculus LJ) are:

LA=1I (e, 1) =11 (w, 1) I'=> ILA=11 (e,1)
AT =1 \© LA=T =1 TAA=ST O

The cut-rule is different from the other rules as it contains a formula A, called cut-formula,

(w, )

in both premises which does not occur in the conclusion:

I'=A Y, A=T10
I,s=1I

The rules of the LJ calculus are contained in Table 2.2.11

(cut)

4



Axioms Cut Rule
I'= A AY =11

A=A 1=A4 ’

= - T =10
Structural Rules

I'=11 I'=>

rasm (v r=m (v
INAJA=TI A=11I

rasm 9V arom 9V
Logical Rules

I''A=10B (=, 1) r=4 B, I'=11 (5, 1)
r=4- (7" A B=1 ’
= A I'=RB A, =11

= AAB (n ) DAL A Ay =11 (N Yim2

T= A A=1T T,B=1
To Ay A, (Ve rave=nu (Y

Table 2.1: Sequent Calculus LJ [22]

Substructural Logics

Substructural logics are non-classical logics where the structural rules are absent and
which are therefore weaker than classical or intuitionistic logic. The base system FL,
Full Lambek Calculus, is obtained from the sequent calculus LJ when all structural rules
are dropped, e.g. see [30]. In this sense, instead of LJ we could also write FLewc:
Full Lambek Calculus with the exchange e, weakening w and contraction c rule. Some
important substructural logics are relevant logics, Full Lambek calculus, or linear logic,
which are motivated, amongst others, by considerations from philosophy, linguistics, or
computer science.

When some of the structural rules are missing, the commas in the antecedent of
sequents do not behave like the additive conjunction A any more, but like the conjunction
-, called fusion or multiplicative conjunction [30):

I A B,S =11 oD
[A-B,r=1

Sometimes, the propositional constants 1 and 0 are introduced in systems for sub-

= A X=>B ()
Y= A-B ’

structural logics. Usually, we use L and T to denote false and true which are introduced



as follows (with I" and II possibly empty):

(L, 0) (T,r)

1. I=1 I=T

When a system lacks the weakening rules, these initial sequents cannot be replaced
with = T and | = any more. But if the system does not contain those weaker initial
sequents, the constants defined by them behave differently. Therefore, the following rules

for 0 and 1 are introduced:

(O,l) = I'=11 (1,1")
0= r=o O7 iTon (Y 1

Note that the negation —A is used as an abbreviation for A — 0.

2.2.2 Hypersequent Calculus

Gentzen’s sequent calculus is a powerful framework which is capable of dealing with many
interesting logics. However, many logics seem to escape a cut-free sequent formalization.
For this reason, Avron introduced a simple generalization of the sequent calculus called

hypersequent calculus (see e.g. [9]).

Definition 2.2.1. [5] A hypersequent is a structure of the form
M=A]--|T,= A,

where every I'; = A; is an ordinary sequent and is called a component of the hyper-

sequent. If all components of a hypersequent are single-conclusion, the hypersequent is

called single-conclusion, and multiple-conclusion otherwise.
Note that the symbol “|” is usually interpreted as disjunction:

Definition 2.2.2. A hypersequent of the form
G=T1=>A1|Te=As |- |, = A,

1s interpreted as follows:
Gli=(AT1 = VAD)V(AT2 = VA) V-V (AT, = VA,

where \T'; is the conjunction of the formulas in T'; or T, when T'; is empty, and \/ A; is

either the disjunction of the formulas in A; or L.

As in the case of sequent calculus, the hypersequent calculus consists of initial axioms,
logical rules, the cut-rule and structural rules. Initial axioms, logical rules and the cut-
rule are essentially the same as in the sequent calculus. The only difference is that a
(possibly empty) side hypersequent G may occur in hypersequents. Consequently, to
obtain the base calculus HLJ, the rules from the base calculus LJ in Table 2:2.1] are

6



extended with the side hypersequent G, e.g. the hypersequent rules for (—) are as

follows:
G|TA= B

GIT=A—B

G|T=A G|BT =1
G|T,A—B=11

(=7)

(=0

The structural rules are divided into two groups: external structural rules and internal
structural rules. The internal structural rules are the standard structural rules for ex-
change, weakening, and contraction and are applied to the formulas within a component.

External rules manipulate the components of a hypersequent and are as follows:

G G|'=sI|I'=1
— (ew)
G|T=1I G|T=1

G|F2:>H2|F1:>H1
G|F1:>H1|F2:>H2

(ec)

(ee)

In hypersequent calculi, there is the possibility to define rules which act on several
components of one or more hypersequents in parallel. An example for such a rule is the

communication-rule introduced by Avron in [4]:

G‘Fl,A1:>H G|F2,A2$@
G|F1,F2=>H|A1,A2:>®

(com)

Consider as an example the hypersequent calculus GLC depicted in Table which
consists of the hypersequent version of the rules for LJ, the external structural rules
and the communication rule [4]. With this calculus, we are able to handle Gdédel logic
[24] (also known as Dummett’s LC [19], or Intuitionistic Fuzzy Logic [36]) which is the
extension of LJ with the prelinearity axiom (A — B) V (B — A).

Example 2.2.3. The prelinearity axiom can indeed be proved in GLC' as follows:

A=A B =B

A=B|B=A (com)
(—=,7)
=A—-B|l=B—A
=(A—-B)V(B—= A)|= (A= B)Vv (B — A) (ZC,)T‘)

= (A— B)V(B— A)

2.2.3 Cut Elimination

Cut-elimination is a fundamental result to establish in proof theory. It corresponds to
the removal of lemmas (the cuts) from proofs, resulting in a proof which is analytic in the

sense of Leibniz, i.e., all statements in the proof are already contained in the conclusion.

There are various ways to prove for a calculus that the cut-elimination theorem
holds. The better known method is the one introduced by Gentzen [22] for sequent

calculus where he removes the uppermost cut in a derivation by a double induction on



Azioms

A=A 1= A

Internal Structural Rules

G|T'=1

- l
Gt asm (Y
GIT,AA=T
IT.4, (e 1)
G|T,A=1I

External Structural Rules

GIT=T|I=>1
G|I'=1

(ec)

G‘F2:>H2‘F1:>H1
G‘F1=>H1‘P2:>H2

(ee)

Logical Rules

G|T',A=B
G|I'=A—-B

(= 7)

G|I'=A G|I'=B
G|I'=AAB

G‘F:>A1VA2

Communication Rule

G‘Fl,A1:>H G|F2,A2:>@

Cut Rule

G|I'= A H|AYX=1

G|H|ST=1I

G|T= (w, 7)

G|I'=1 o

G|IIA=11 (e, 1)

GlAT=1 '
G

Girou (Y

G|IT=A G|BI=1

(=
G|ITA—-B=1I

G|F,AZ$H

(N )

Ni, 1)i=
G|F,A1/\A2:>H( Jim1.2

G|IA=11 G|I,B=1I

(Vi, 7)i=1,2

v, 1
G|T,AVB =TI v, Y

(com)
G|F1,F2 :>H|A1,A2 =0

Table 2.2: Hypersequent Calculus GLC 4] 5]

the complexity of the cut formula — i.e., the number of its connectives — and on the sum

of its (left and right) ranks. The left (right, respectively) rank is defined as the number of

consecutive sequents which contain the cut formula, counting upward from the left (right,

respectively) upper sequent of the cut [35]. In the proof, the cut is either pushed up (see
Example [2.2.4)) or the cut formula is replaced by a smaller one (see Example [2.2.5)).



Example 2.2.4. Consider the following instance of a cut, where the cut is pushed up:

3, X=A v, 1) I'=X 3, X=A
r-=Xx S X=A4vB " — Is= A

IS= AVB (cut) IS= AVB

(cut)
(Vir)

Example 2.2.5. Consider the following instance of a cut, where the cut is replaced with
a smaller one:

= A v, 1) AYX=C B,YX=C
I'=AVB ’ AVB,YX=C

(v, 1) . r=A AYX=C
(cut) =<~

(cut)

rY=7a

When repeating these two steps, the derivation will either end in an application of
the cut rule with at least one of the upper sequents being an initial sequent, e.g.

=4 A=A
= A
or in an application of the weakening rule where the cut formula is introduced. Either

(cut)

way, the proof can be made without using the cut rule. But Gentzen noticed that an
application of the internal contraction rule to the cut formula might result in a problem as

the contraction does not necessarily make the cut smaller or push it up in the derivation.

Example 2.2.6. Consider the following instance of a cut, where the cut formula is con-

tracted by an application of (c,l):

=4 AAY=C

AAEZC ) r=A AT S =C (cut)
= A AYX=C — (cuts)
WENE (cut) rry=«~Cc (e.1)
: rx=c \©

Note that the size of the cuts does not decrease in (cuty) or (cuts).

To solve this problem, he introduced the multi-cut rule which generalizes the cut rule
in the sense that more than one formula can be cut in one application of the rule:

I'= A Y =11
IYs=11I

(meut)
Y contains at least one occurrence of A and X 4 is 2 with some occurrences of A deleted.

Gentzen’s method of cut elimination was also generalized to the hypersequent calculus
by Avron [4]. He ran into a similar problem when the cut formula was contracted using
the external contraction rule (ec). Analogously to Gentzen’s solution, Avron introduced
an adequate version of the multi-cut rule for the hypersequent setting:

G|IIT=A H|Si=1IL) | Se=10,
G|H|T,S =1 || 1,54 = M,

(mcut)



>; contains at least one occurrence of A and EZ-A is X; with some occurrences of A deleted.

An alternative method to prove cut-elimination was introduced by Schiitte [32] and Tait
[34]. We will describe and adapt this method in Chapter |5 to prove cut-elimination for

the non-commutative hypersequent calculus.

10



CHAPTER 3

From Axioms to Analytic Rules: A Systematic Procedure

In this chapter, we describe the systematic procedure introduced by Ciabattoni, Galatos
and Terui in [I5] that transforms Hilbert axioms into equivalent analytic inference rules
in sequent and hypersequent calculi. The uniform proofs of soundness, completeness
and cut-elimination can be found in [14] and [I5]. Cut-elimination shows that the (hy-
per)sequent calculus for FLe extended with rules obtained by the procedure is indeed
analytic. We start with the definition of the substructural hierarchy which constitutes
the foundation for the algorithm. In Section [3.2] we provide a description of the afore-
mentioned procedure. In Section [3.3] we give an overview of the state of the art in this

research field.

3.1 The Substructural Hierarchy

The foundation for the systematic procedure in [15] is the substructural hierarchy which is
a novel classification of Hilbert axioms based on the connectives of FL (see e.g. [29]). The
substructural hierarchy, which is similar to the arithmetical hierarchy X,,II,, is based
on the concept of polarity of logical connectives [3]. The logical connectives of FL can
be divided into two groups of negative (—, A,0, T) and positive (-,V, 1, L) connectives,
depending on whether the right or left logical rule is invertible, i.e., the conclusion of a
rule implies its premise(s). Axioms with a leading logical connective of positive (negative)

polarity belong to a positive class P (negative class N') of the hierarchy.

Definition 3.1.1. (Substructural Hierarchy) [15] Let A be a set of atomic formulas.
For n >0, the sets Py, Ny, of formulas are defined as follows:

Po =Ny = A

Pri1 = No | Prt1 - Prt1 | Pns1 VPrs1 | 1] L

Noi1 =P | Pog1 = Nog1 [ Nag1t ANpi1 |0 T

A graphical representation of the substructural hierarchy is depicted in Figure 3.1l Note

that the arrows — stand for inclusions C of the classes.

11



Po P1

EEEeee

N

Figure 3.1: The substructural hierarchy by Ciabattoni et al. [I5]

Each class of the hierarchy contains an infinite number of axioms.

Example 3.1.2. (Axioms in the substructural hierarchy)

No: A — 1,0 —» A (weakening, [22]), A — A- A (contraction, [22])
Pa: AV A (excluded middle, [5]), (A — B)V (B — A) (prelinearity, [4])
N;3: ((A— B) = B) = (B— A) = A) (Lukasiewicz axiom)

P3: AV ——A (weak excluded middle, [15]), -(A-B)V(AANB — A-B) (weak nilpotent
manimum, [20])

Py: AV (A — (B vV —\B)) (Bdg, [9/)
A normal form of the axioms of each class is given in the following proposition:

Proposition 3.1.3. [I5] Every aziom A € Pp41 is equivalent to an axiom of the form
\/1§z’§m B; where each Bj is a fusion of formulas in N,. Every aziom A € Npi1 is
equivalent to an axiom of the form N\,.,.,,Ci — B; where each B; is either 0 or a

formula in P, and each C; is a fusion of formulas in N,.
Then the notion of NMy-normal axioms is defined as follows:

Definition 3.1.4. [15] An aziom A is called No-normal if it is of the form Ay --- A, — B
where B is either 0 or \/1§i§m B; with every B; a fusion of propositional variables and
each A; is of the form /\lgjgmi Cl-j — Bg where Bg is 0 or a propositional variable and

C’Z-j s a fusion of propositional variables.

For systems without weakening, e.g. FLe, it is hard to deal with axioms of the class
P5. To solve this problem, a subclass of Ps called Pj is considered in the substructural
hierarchy [15]:

Pyu=NoAL1|PL-PyIPEVPLI1| L

We abbreviate a formula A A1 € Pj as (A)x;. Then we can say that:

12



Lemma 3.1.5. [I5]: Every formula in P; (Ps, respectively) is equivalent to a finite set
of formulas (A1)a1 V-V (Ap)a1 (A1V---V Ay, respectively) where each A; is Na-normal.

3.2 The Transformation Procedure

We describe the systematic procedure in [I5] which transforms axioms that belong to the
classes Ny and Pj (Ps, respectively) into equivalent analytic rules with FLe and HFLe
(HFLew, respectively) as base calculi. The axioms are first transformed into sets of
equivalent structural sequent and hypersequent rules — structural and hyperstructural
rules, for short — , i.e., rules not involving any connective. In a second step these
(hyper)structural rules are transformed into analytic rules by applying a completion
procedure. Examples for such transformation of axioms into their equivalent analytic
rules — i.e., rules that preserve cut-elimination when added to a calculus — are depicted
in Table B.11

Class Name Axiom Rule
N weakening A—1 AFF:;HH (w)
0 A o ()
contraction A—-A-A % (c)
weak contraction (AN -A) Fl,ﬂl;: (we)
G|T,A I
P2 excluded middle AV -A _cina=n (em)
G|I'=|A=1
T, A II Ty, A 11
prelinearity (A= B)V(B—= A) Glfudi=>1h Gl A2 = I (com)
G | F2,A1 ?Hl ‘ Fl,Az :>H2
Ps linearity (A= B)AL)V((B—= AN (com)
G|T,A
Ps weak excluded middle —AV-—A _Gliha= (1q)
GIT=|A=
: . {G T4, T = ito<i,j<k,izi
< k (ps Y B
Kripke models,width < k VicoPi = Vi p5) GlToo o] I Th =10y (Bwk)

Table 3.1: Some axioms and their equivalent analytic rules

The systematic procedure to obtain structural sequent (hypersequent, respectively)
rules for axioms of the class N2 (Ps and P4, respectively) is described in the following
section(s).

3.2.1 Step 1: Ny-axioms and sequent rules

Before describing the procedure to obtain structural sequent rules from N3-normal ax-

ioms, we observe the following equivalences:

13



A17...,An:>C

Lemma 3.2.1. [I5]: The rule ro) 18 equivalent to each of the rules

Yi,...,Y,=C ! A, A, =X V7
where S = Sy -+ Sy, and Y1,...,Y,, X are fresh metavariables for formulas.

The procedure to transform axioms within the class N5 into equivalent structural
rules works as follows:

It suffices to consider Ms-normal axioms A where A = A;--- A, — C and every A; =
Ni<j<m, Bg — Cij for i = 1,...,n. We first use the invertible rules (—,r), (-, 1), (1,1)
on the formula in the conclusion until no further rule applications are possible. Due to
Lemma [3:2.1] we replace the antecedent of the conclusion Ay,..., A, — C with fresh
metavariables Yi,...,Y,:

Y1:>A1 Yn:>An
Yi,....Y,=C

Then we apply the invertible rules (A,r), (—,r), (-,1),(1,1) and (0,7) to the premises.
This way, we obtain a set S of sequents which consists only of metavariables without
connectives.

C is either 0 or has the form C; V ---V Cy. In the first case, we remove C' from the
conclusion by applying (0,7) to get a structural rule. In the second case, we replace C'
in the conclusion with a fresh metavariable X (by Lemma and afterwards apply
(V,1) to the premises:

S Ci=X - (=X
Yi,....Y, = X

Finally we use the invertibility of (-,1) and (1,[) to obtain an equivalent structural rule.

Example 3.2.2. We use the algorithm to obtain an equivalent structural rule from the

axioms A — A - A (contraction) and —=(A N —~A) (weak contraction):

- r A- A= X ) A A= X
Awaa Tsaa oW SR oW S ()
r) r Y=AAN-A
_|(A/\_‘A) :>_‘(A/\—|A) —)("7) A/\_|A:> _>( 1) ?
n) Y=A Y=-A (=) Y=A Y A=
— Y:> — Y:> (wco)
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3.2.2 Step 1: Ps;-axioms and hypersequent rules

To handle axioms of the classes P} and Ps, we have to shift to the hypersequent setting.
A more detailed description of the hypersequent calculus can be found in Section [2.2
Recall that a hypersequent is a multiset Sy | --- | S, where the symbol “|” denotes a
disjunction on a meta-level. This correspondence is used in the following definition of

the interpretation function that retrieves axioms from hypersequents:

Definition 3.2.3. [I5] Let S = S1 | --- | Sp, be a hypersequent and S; = Ay, ..., Ap = C
and Sj = Ay,..., Ay = components of S. They are interpreted as follows:

(A1,..., Ap =) =A1-- A, = C

(Al,...,An :>)I:A1An—)0

(S1 | --~]Sn)I:S{V~--vS,{

Example 3.2.4. Let S = G | A1,As = C | By, By = be a hypersequent. S is then
interpreted as follows:

SI:GIV(A17A2:>C)I\/(31,BQ :>)I:GIV(Al'AQ%C)\/(Bl'BQ—)O)

Analogously to Lemma [3:2.1] for N, the following equivalences can be observed for

structural hypersequent rules:

Lemma 3.2.5. [15]: Let ®,®q,..., P, be (meta)hypersequents consisting of metavari-
G|® - G|®m

G| @A, ,An=C

ables. The hypersequent rule (hro) 1s equivalent to each of the rules

Gl® G|C,YT=T
G|®[AL, - Ap, T =T

Gl® G|Ti=A4 - G|Tn=A,
G| Y1, Tn=C

(hr1) (hrz)

where GTQJ = (G| @1, G| Pn), Y; is a fresh metavariable Y; or I';, and T = ¥ is
either = X or X = 11 with fresh X, 3, 11.

The procedure to transform axioms within P4 (Ps, respectively) into equivalent hy-
perstructural rules works as follows:

We consider axioms in P4 (Ps, respectively) which are equivalent to a finite set
(A)paa VooV (Ap)ar (A1 V-V Ay, respectively) where Ay, ..., A, are Ny-normal
axioms. By Definition we directly obtain ® = G |= A; | --- |= A, from these
axioms with G being an empty hypersequent. Analogously to the procedure for Na-
normal axioms, we first apply the invertible rules (—,r), (-,1), (1,1) to every component
of the hypersequent ®. Then we use the equivalences from Lemma [3.2.5] and introduce

fresh metavariables to the antecedent of every component in the conclusion:

15



G|T1:>A1 G‘Tn:>An
Gl Y1, Th=C

Afterwards we use the invertibility of (A,7), (—,7), (+,1),(1,1) and (0, ) on the premises
to obtain a set Sy of hypersequents without connectives.

The succedents of the components are either 0 or of the form C; V ---V Cj. In the
first case, we remove C from a component with an application of (0,r). Otherwise, we
use Lemma and the invertibility of (V,!) to shift the succedent from a component
to the premise:

St G|CL,T=V ... G|Cy, Y=V
G|Yi, Tn, XY=V

Finally we use (-,[) and (1,) to obtain an equivalent hyperstructural rule.

Example 3.2.6. We use the algorithm to obtain hyperstructural rules from the axioms
(A— B)V (B — A) (prelinearity) and -AV ——A (weak excluded middle):

. li
(A= B)V (B — A): GlAS B Boa ()
—AV -—A: Gl=-Al>—4 —77 Glas|-A=
__y(hry) GlY=-A (—,m) Gi‘ v, 4= (wemg )
GlA=|Y = GlA=Y =

3.2.3 Step 2: The completion procedure

A three-step-completion procedure has been defined in [I5] to obtain equivalent analytic
rules from (hyper)structural rules. It applies to any (hyper)structural rule with a base
calculus that admits weakening (e.g., HFLew) or to any acyclic (hyper)structural rule
with a base calculus that does not admit weakening (e.g., HFLe).

The rules that we have obtained in Step 1 of the algorithm are equivalent to their
corresponding axioms in N, P} (with the base calculus (H)FLe) and P3 (with the base
calculus HFLew) but they do not necessarily preserve cut admissibility. For those rules,
we only need to apply steps (2) and (3) of the completion procedure to retrieve the

equivalent analytic rules.

Definition 3.2.7. [15] A hyperstructural rule (hr) is acyclic if the dependency graph

GIT, =T, .. G|, =V,
11 = ¥ | (hr) , D(hr)

D(hr) is acyclic: Given a hyperstructural rule
Gt Uy | [T = U

1s then built as follows:

e The vertices of D(hr) are the metavariables for formulas occurring in the premises

G|Y)=V, - G|T, =V,
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e There is a directed edge A — B in D(hr) if and only if there is a premise
G | Y, = W! such that A occurs in Y} and B = U'.

Example 3.2.8. The rules (cp), (wep) and (wemg) from Ezample and

G|A=B G|B=C G|C=A

Ezxample|3.2.6 are acyclic. The rule
G|A=C

18 cyclic.

In general, the completion procedure is divided into the following three parts: a prelim-
inary step, a restructuring step and a cutting step. Note that the preliminary step can

be skipped for rules generated by the algorithm in Step 1.

(1) Preliminary Step. This step ensures that a given (hyper)structural rule con-
tains neither I' nor II before applying steps (2) and (3). We skip this step when a
(hyper)structural rule does not contain I' or II, which is the case for all rules that are
obtained by the algorithm described in the previous sections. If a (hyper)structural rule
contains I' or II, we replace it with a fresh metavariable Br or Br. This step preserves

the acyclicity of a rule.

Example 3.2.9. [17, [5] The cyclic rule (St) from [5] is restructured as follows:

G|T,A= A
GIT=A|A=A

G|BF,BA:>A
G|Br=A|Ba=A

(S1) — (Sr)

(2) Restructuring. We proceed with (hyper)structural rules containing only metavari-

ables for formulas. Let I'y, ..., I, ¥x, IIx be mutually distinct, fresh metavariables. We
replace:
— every component (Y1,...,Y; = X) in the conclusion with (I'y,..., 'y, Xx = IIx)
and add n+1 premises of the form (G | Ty = Y3),..., (G|, = Y,), (G| X, Xx =
Ix).
— every component (Y7,...,Y,, = ) in the conclusion with (T'y,...,T’;, = ) and add

n premises of the form (G |T'1 = Y1),..., (G| Ty = Y,).

Notice that the context G | is only added to hyperstructural rules.
This step preserves the acyclicity of a rule. The resulting rules are equivalent to the
axioms by Lemma and Lemma and satisfy the following properties [I5]:

e linear-conclusion: Each metavariable occurs at most once in the conclusion.
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e separation: No metavariable occurring in the antecedent (succedent, respectively)
of a component of the conclusion occurs in the succedent (antecedent, respectively)

of a premise.

e coupling: The metavariables of each pair (X x,IIx), which is associated to the same

occurrence of X, occur in the same premise.

Example 3.2.10. We apply the restructuring step to the rule (co) from Example
which we have obtained for the contraction axiom:

=4
(1) — X, =11 A A= X
'Y=1

Example 3.2.11. We apply the restructuring step to the rule (ling) from Example
which we have obtained for the prelinearity axiom:

AA= X (co) — = A AA= X
A=x @ I = X

(e2)

(limo) N G|Ti1= A G|T;=B
G|F1:>B|F2:>A

G|A=B|B=A (ling)

G|F1:>A G|F2:>B
— G‘B721:>H1 G|A722:>H2
G|F1,E1:>H1|F2,22:>H2

(l’LTLQ)

(3) Cutting. In the last step of the completion procedure, we remove the redundant
metavariables, i.e., metavariables that occur in the premise but not in the conclusion
[15].

Let A be a redundant metavariable. Let G; = {G | T, = A,1 < i < k} be the subset
of the premises where A is in the succedent and Go = {G | T, A,..., A= ;1 < j <m}
the subset of the premises with one or more A in the antecedent.

If k =0, i.e., Gy is empty and, thus, A only occurs in the antecedent of some premises,
we remove subset Gy from the premises of the rule. Similarly, if m = 0, i.e., A only occurs
in the succedent, we remove subset G; from the premises of the rule. If we deal with
a base calculus that admits weakening, e.g. HFLew for the class Ps, we also take a
subset Gz = {G | T, A,...,A = A} into consideration and remove it from the premises
immediately.

Otherwise, if k > 0 and m > 0, we create a new subset of premises G* = {G |
Tj,Tgl,...,T;p = U;,1 <j<m1<iy,...,ip < k}. We replace G U Gy with G
and repeat this cutting step until we obtain a (hyper)structural rule without redundant

metavariables.
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A (hyper)structural rule is completed when all three steps of the completion procedure
have been applied to it. Every completed (hyper)structural rule is equivalent to the

original (hyper)structural rule and has the following properties [15]:
e linear-conclusion
e coupling

e strong subformula property: Every metavariable that occurs in the antecedent
(succedent, respectively) of a premise, also occurs in the antecedent (succedent,

respectively) of the conclusion.

Example 3.2.12. We apply the cutting step to the rule (c2) equivalent to the contraction

azxiom (see Example|3.2.10}):

I'=A

XZ=l  AA=SX )—>A X’Zirnz ;’FﬁX
Y= 1 “2 =

Example 3.2.13. We apply the restructuring step to the rule (ling) equivalent to the

prelinearity axiom (see Example|3.2.11):

G|F1:>A G|F2$B G‘F2=>B
G| B,%1 =1 G| A Y =1 (lin2) —t QT3 =1 G| B,%1 =1L
m
G|F1721:>H1|F2,22:>H2 2 G|F1721:>H1|F2722:>H2

(linz)

B G‘F1,22:>H2 G|F2721:>H1
G|F1,E1:>H1‘P2,E2:>H2

(com)

Indeed, adding the (com)-rule to the hypersequent version of LJ yields the calculus GLC
(see Table introduced by Avron in [J] for Gédel-logic, i.e., intuitionistic logic ex-

tended with the prelinearity axiom.

3.3 Related Work

The topic of this thesis is situated in a new research direction called “algebraic proof
theory” which emerges from joining the two research fields systematic proof theory and
universal algebra in an innovative way. Algebraic proof theory aims at integrating and
investigating various methods of both research fields in a uniform way. In the first steps
into this new direction, the substructural hierarchy was introduced by Ciabattoni et al.

in [14] [I5] as a novel classification of axioms. It constitutes the foundation for a first
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systematic procedure that allows the transformation of axioms into equivalent analytic

rules. The general aim is to cover the whole hierarchy bottom up as far as possible.

The first results in [I4] cover all axioms up to the class Ay and transform them
into structural rules of the single-conclusion, sequent calculus. The authors provided
an algebraic proof of cut-elimination for the base calculus FL extended with completed,
acyclic rules obtained by the presented procedure. Moreover, they showed that the
corresponding algebraic equations, which coincide with axioms in proof theory, are closed
under the Dedekind-MacNeille completion [14].

In [15], Ciabattoni et al. extended the procedure to the axioms up to the classes
P; (Ps, respectively) of the hierarchy with FLe (FLew, respectively) as base calculus.
The axioms are transformed into structural rules of the single-conclusion, hypersequent
calculus. They provided a uniform, semantic cut-elimination proof for the base calculi
FLe and FLew extended with completed rules obtained by the algorithm described
before. An implementation of this systematic procedure for axioms up to the classes N5
and P3 can be found in Chapter [4] of this thesis.

In [I7] the procedure was shifted to the classic, multiple-conclusion setting which
caused a deconstruction of the hierarchy. As a consequence, some axioms that belong to
higher classes in the intuitionistic, single-conclusion setting are brought down to lower
classes in the classic, multiple-conclusion setting.

An extension of this procedure to certain axioms that reside in classes above P3 is
provided in Chapter
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CHAPTER 4

An implementation for the classes N> and P3

We implemented in PROLOG the systematic procedure in [I5]. As [15] does not contain
an algorithmic description of this procedure but the theoretical foundation expressed in
various theorems, we first had to transform the theoretical results into a real algorithm.
In this chapter, we describe the implementation of this algorithm which works for axioms
up to the classes Ao and Ps of the substructural hierarchy in the presence of weaken-
ing. To provide further detail, we illustrate the descriptions with code snippets. The
program, called AxiomCalc, is available online at http://www.logic.at/people/lara/
axiomcalc.html where you can either download the source code or use the program via

a web interface.

4.1 General Information

PROLOG is a declarative logic programming language [33]: It only contains a single
data type, a term, to construct a logic program which consists of Horn clauses, i.e., a
clause with at most one positive literal. A term is either a constant, i.e., an integer or
an atom, a wvariable or a compound term, i.e., an atom called functor and a number of
one or more arguments which are again terms. A logic program consists of a finite set of
clauses which are divided into the two groups of rules and facts. A rule is a statement
of the form

A+ By,...,B, withn>0
where A is called the head and the conjunction of all B;’s are the body of the rule. A fact
is a rule with an empty body, i.e., n = 0. To compute a logic program we use queries
which are conjunctions of the form:

Ay, ..., A7 withn >0
where every A; is called a goal. For more information on PROLOG, consult one of the
main references from Sterling and Shapiro [33] or Deransart et al. [1§].

Among the many free PROLOG implementations, we chose SWI-PROLOG (see

http://www.swi-prolog.org) by Jan Wielemaker for our implementation because it
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is one of the most famous implementations and available for many platforms.

According to the systematic procedure described in Chapter 3] we split the program into
three parts:

(1) Identification of the class of the substructural hierarchy the input axiom belongs

to.

(2) Transformation of the axiom into an equivalent structural sequent (hypersequent,

respectively) rule if it is within the class Ny (Ps, respectively).

(3) Completion procedure to transform the (hyper)structural rule into an analytic rule

preserving cut-elimination when added to (H)FLe(w).

A more detailed description of these parts is provided in the following sections.

4.1.1 Input: Syntax of AxiomCalc

In the first step, the user has to provide a Hilbert axiom which will be transformed into

an analytic rule. The input axiom may consist of

e the letters [a-z] for atomic formulas
e 0, 1, bot and top for logical constants

e for logical connectives:

— & ... additive and

~Vv...or
— * ... fusion/multiplicative and
— - ... negation

— -> ... implication

Example 4.1.1. Examples for axioms according to the input syntax would be:
a->1, 0 ->a, (axa) -> a, -(a & -a), (a ->b) v (b -> a)

4.1.2 Data structure

For the representation of hypersequents and rules we chose lists as data structure.

Hypersequents
Recall that we deal with single-conclusion hypersequents of the form G | Ay,..., A, = C
or G| Ay,..., A, =. To simplify matters, we omit the side hypersequent G | in the list

representation of a hypersequent and only print it in the output. One component of a
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Ay Az Az Ay

Figure 4.1: List representation of hypersequents

hypersequent is represented as a list, containing another list for the antecedent and one

variable for the succedent:

[[ -_— -_— -— -_— -— M ]’ -_— :I

A hypersequent is then considered a list of such lists. The list representation of a

hypersequent is illustrated schematically in Figure

Example 4.1.2. Let S = G | a,b = ¢ | d = be a hypersequent. In our list representation,
it 1s written as follows:

[ (la, bl, cl, [[dal, 1]

Rules
The representation of the premises and the conclusion of a rule is the same as for hyper-

sequents: the premises and the conclusion are handled as two lists of hypersequents.
Example 4.1.3. Consider the rule (V,1):

G| X,A=C G|X,B=C
G|X,AvB=C

(v, 1)

In list representation, it is written as follows:

([[X, Al, c], [[X, B], CI]]
[[[X, A v B], C]]
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List Manipulation
For list manipulation we use the methods append for adding list items, remove for re-
moving list items, reverseList for reversing the list and replaceElements for replacing

list elements with new items.

4.2 Part 1: Identifying the axiom class

In the first part, we recall the definition of the substructural hierarchy and reformulate
it with PROLOG clauses.

Definition 4.2.1. (Substructural Hierarchy) [15] Let A be the set of atomic formulas.
For n >0, the sets Py, Ny, of formulas are defined as follows:

Po:=Nyg = A

Pyl = Nn | Pr+1 - Prnt1 | Pr+1 V Pt | 1 ‘ i

Nn+1 =Fn | Pn+1 — Nn+1 ’Nn_g.l /\Nn+1 ’ 0 ‘ T

Propositional variables are considered atomic whereas 0, 1, bot, top reside on level
> 1 of the classes P or N (A is the axiom):

is_atom(A) :-
atomic(4), % propositional variables are atomic

\+ member (A, [0,1,bot,top]). % except 0, 1, bot, top

Then we provide a recursive definition of the positive (is_pos_axiom) and the negative
(is_neg_axiom) classes of the substructural hierarchy. The first parameter A stands for
the axiom, the second argument N is the variable for calculating the level of the class in
the hierarchy. E.g. for the definition of positive classes we write (analogously for the
negative levels):

is_pos_axiom(A, 1) :-

is_atom(A).

is_pos_axiom(1l, N) :- % 1 is situated on any level P_n, n > 0
N > 0.
is_pos_axiom(bot, N) :- % bot is situated on any level P.n, n > O
N > 0.
is_pos_axiom(A, N1) :- % any axiom on a level P_n is on the level N_n-1
N1 > 0,
N is Ni-1,

is_neg_axiom(A, N).
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is_pos_axiom(A v B, N) :- % if A v B is situated on level P_n,
N >0, % then A and B are both also on level P_n
is_pos_axiom(A, N),
is_pos_axiom(B, N).
is_pos_axiom(A * B, N) :-
N >0,
is_pos_axiom(A, N),

is_pos_axiom(B, N).

This way we determine the levels N, and P, for the input axiom. If n, < n,, the
axiom belongs to the class P,,, otherwise it belongs to the class A,,. If the axiom
belongs to a class above N3 or Ps, the program calculates the class level but does not
proceed further. Instead, an information message is printed on the screen, e.g.

The axiom a v (a -> (b v -b)) is in the class: p(4)

The algorithm does not work for this class yet.

4.3 Part 2: From axioms to (hyper)structural rules

When the algorithm has determined the class of the input axiom and if it belongs to a
class up to Ns or P3, the program generates a structural rule in sequent or hypersequent
calculus equivalent to the original axiom. However, we do not distinguish between se-
quent and hypersequent rules in the program code because sequent rules are considered
hypersequent rules with only one component and without the context G | printed in the

output. The program proceeds in the same way as it has been described in Section

— Consider the interpretation function for hypersequents (Definition [3.2.3): We re-
trieve the components of the hypersequent by splitting the axiom at every V:

is_hypersequent (Ax1 v Ax2, HS1) :-
is_hypersequent (Ax1, HSO),
append([Ax2], HSO, HS1).

is_hypersequent (Ax, HS) :-
atomic (Ax),
append ([Ax], [1, HS).

is_hypersequent (Ax, HS) :-

compound (Ax) ,
append ([Ax], [1, HS).
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Example 4.3.1. Let A = -a v -(-a) be the input aziom. is_hypersequent then
retrieves the following hypersequent: [[[1, -al, [[0, -(-a)l]

— We use the invertible rules (—,r), (-,1) and (1,1) on every component in the con-
clusion of the hypersequent until no further rule-application is possible. E.g. the
recursive application of the right-invertible rules (—,r) and (—,r), the latter being
basically a combined application of (—,r) and (0,r), to the components of the
conclusion is implemented as follows (note that the first two parameters, denoted
by _, _, do not matter here; the third parameter is the succedent of the conclu-
sion which we get as input, the fourth argument is the whole component of the
conclusion which we get as a result):

apply_right(_, _, Axiom, [[], Axiom]).

% (-=>r) rule: X=> a->b ... a, X=b>

apply_right(_, _, Axl -> Ax2, [P1, CO]) :-
apply_right(_, _, Ax2, [P0, CO0]),

append (PO, [Ax1], P1).

% (-r) rule: X => -a ... a, X =>
apply_right(_, _, -C1, [[C1], *’1).

— Then we use the equivalence lemmas, Lemma [3.2.1] and Lemma [3.2.5] to replace
the antecedents A; in the conclusion with fresh metavariables Y+i with i being an
index and add Y+i => A; to the premises.

— We apply the invertible rules (A,r), (—,7),(-,1),(1,1) and (0,r) to the premises
until no further application is possible.

— We either apply (0,7) to every component of the conclusion, or we use the equiva-
lence lemmas to replace the succedents C' of the conclusion with fresh metavariables
X+j with j being an index and add C => X+j to the premises.

— We recursively apply the invertible rules (V,1), (-,1) and (1,1) to the premises.

Thus we obtain a (hyper)structural rule equivalent to the input axiom.
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4.4 Part 3: Applying the completion procedure

In the third part, the program transforms the (hyper)structural rule obtained in part (2)
into an equivalent analytic rule. We implement step (2) and step (3) from the completion
procedure described in Section namely restructuring and cutting.

Given any (hyper)structural rule, we replace every metavariable Y+i in the antecedent
of a component of the conclusion with G+j, which stands for I';. Then we add G+j => Y+i
to the premises. Similarly, we replace all metavariables X+i in the succedent of a com-
ponent of the conclusion with D+k => P+k and add X+i, D+k => P+k to the premises:

%% restructuring(+Premises, -Premises, +Conclusion, -Conclusion)
restructuring (PO, PO, [1, [1).

restructuring (PO, P3, [[AO|[’>°]]IT], C2) :-
restructuring(PO, P1, T, C1),
is_replaced_antecedent (A0, Al, P2), Y%replace the antecedent
append([[A1, °°]], C1, C2),
append(P1, P2, P3).

restructuring (PO, P4, [[AO|[’X’+I]]IT], C2) :-
restructuring(PO, P1, T, C1),
is_replaced_antecedent (A0, Al, P2),
append([’D’+I], Al, A2),
append ([[A2, °P’+I]], C1, C2),
append(P1, P2, P3),
append([[[’X’+I, °’D’+I], ’P’+I]], P3, P4).

Then we apply the cutting step until the premises are free of redundant metavari-
ables (note that is_metafree_premises(P0) evaluates to true if there are no redundant
metavariables in PO):

cutting (PO, PO) :-

is_metafree_premises(PO).

cutting (PO, P2) :-
\+ is_metafree_premises(P0),
is_containing_metavariable (PO, MV),
cut_metavariable (PO, P1, MV),
cutting(P1, P2).

The rule that is obtained by this completion procedure does not contain any metavariables

X+i, Y+j or any atoms, but only metavariables G+i, D+j, P+j.
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Example 4.4.1. The input aziom (a -> b) v (b -> a) results in the following analytic
rule:

Equivalent Analytic Rule:
G|G+1,D+2 => P+2 G|G+2,D+1 => P+1

G| D+2,G+2 => P+2| D+1,G+1 => P+1
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CHAPTER B

From the axioms (Bd,) to analytic rules

The systematic procedure of Ciabattoni et al. [15] to translate Hilbert axioms into
equivalent analytic calculi works only up to the classes N5 and P3 of the substructural
hierarchy. In this chapter, the scope of this procedure will be extended to capture the
family of axioms known as (Bdy) with & > 1 which are semantically characterized by
Kripke models with depth < k, see [9]. The axiom scheme (Bdy) is recursively defined

as follows:

(Bdl) Al \ _‘Al
(Bdit1) Aip1V (Aip1 — (Bdy))

These axioms are especially interesting as intuitionistic logic extended with the axiom
(Bd3) is the only one of the seven interpolable intermediate logics — i.e., logics between
intuitionistic and classical logic — to which the procedure in [15] does not apply to.
Indeed all other six axioms are within the class Ps3 of the substructural hierarchy while
(Bds) belongs to the class Py.

Example 5.0.2. Consider the aziom (Bdz) = As V (A2 — (A1 V —A1)): (A1 VvV —Ay) is
within Py, (A2 — (A1 V —A7)) is within N3 and due to the outermost connective \V, the
aziom (Bdy) belongs to the class Py.

The extension of the systematic procedure to cover the family of axioms known as (Bdj,)
requires the introduction of a new, more powerful formalism and the identification of suit-
able rules corresponding to (Bdy). Subsequently, the proofs of soundness, completeness

and cut-elimination for the generated calculi in the new framework have to be provided.
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5.1 The non-commutative hypersequent calculus

Here we introduce a new formalism, the non-commutative hypersequent calculus, and
provide suitable rules corresponding to the axioms (Bdy). Moreover, we give uniform
proofs of soundness, completeness and cut-elimination for the introduced calculi in the

framework.

Definition 5.1.1. A non-commutative hypersequent (nc-hypersequent, for short) is an
expression of the form

Ci=A .. [ Th= A,
where for all i = 1,...,n,1; = A; is a sequent which is called component of the non-
commutative hypersequent. A mon-commutative hypersequent is single-conclusion if all

of its components are single-conclusion and it is multiple-conclusion otherwise.

As in the case of the hypersequent calculus [5], the nc-hypersequent calculus consists
of initial axioms, logical rules, the cut-rule and (internal and external) structural rules.
The main aspect where the non-commutative hypersequent calculus differs from the
hypersequent calculus is the lack of the external-exchange structural rule (ee) (see Sec-
tion, i.e., the order of the components of a non-commutative hypersequent matters.
E.g., 1 = Ay || T9 = Ay is not the same as 'y, = Ag |[ Iy = A;. Therefore, non-
commutative hypersequents contain two (possibly empty) side nc-hypersequents G and

G

Definition 5.1.2. A non-commutative hypersequent of the form
G=T1=A1|[Te=A|] ... |[ = A,
1s interpreted as follows:
G':i=AT1 = (VA1 V(AT2 = (VA2 V(- V(ATn = VAn)))))
where \T; is the conjunction of the formulas in T'; or T, when T'; is empty, and \/ A; is
either the disjunction of the formulas in A; or L. For single-conclusion nc-hypersequents,

A; is either one formula or L.

The difference between hypersequents and nc-hypersequents is illustrated best when com-
paring their interpretation functions. Recall the definition of the interpretation function
for hypersequents (see Definition : A hypersequent G. = T'; = A; | Ty = Ay
is interpreted as G/ = (AT1 — VA1) V (AT2 — V As) which shows that the com-
ponents are commutative and, consequently, the order does not matter. In contrast,

the corresponding nc-hypersequent G, = I'y = A; |[ I's = Ay is interpreted as
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GL. = ATy = (VA1 V (AT2 — \ Ag)) where the nesting of the components becomes

obvious.

Notation. For the interpretations of side nc-hypersequents, we write G’ [*] where x is
replaced with the interpreted nc-hypersequent components nested into G!. Let G be a
generic non-commutative hypersequent of the form

G=G|[T=A| &
G is interpreted as follows:

QI:(GHF:A HG/)I:GI[/\F—)(\/A\/G/I)]

Definition 5.1.3. [35] B7] Given a logical rule, the principal formula is the formula in
the conclusion of a rule in which the logical symbol is introduced. The formula(s) in the
premise(s) from which the principal formula derives are called active formula(s). The
formulas which remain unchanged are referred to as side formulas or (internal) contexts.
GI[T=A|[& G|[T=B

GIIT=AAB|[ G (*r)
Then AN B is the principal formula, A and B are the active formulas. T' is the (internal)

Example 5.1.4. Consider the rule (A, 7):

context (or side formula).
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Calculus rules

We denote by HLJ" the non-commutative hypersequent calculus for LJ. HLJ"¢ con-

sists of the following rules:

Azioms

A=A 1= A

External Structural Rules

Glre
GIIT=1|[¢

(ew)

Internal Structural Rules

G|I[T=0|[ &
7~ (w, 1)
GI[T,A=1I|] G
G|[T,AA=T1|[ G
— (¢, 1)
GI[T,A=1I|] G
Logical Rules
G|[T,A= B
I (5. 7)

G|[T=A-B|[&

GIIT=A|[G  G|[T=B|[¢
GI[T=AAB|[G

(N> 1)

GI[T= A |[¢&
GI[T=AVA[[&

(Vi, 7)i=1,2

Cut Rule

GI[T=A|[G  HI|[AS=T|[H
GI[HI|[ST=T1|[H |[G

GI[SITSIG
GIMsIre

(ec)

with S =11 = I} ||— H—Fn:>Hn

G|I[T= |[¢

AR

GI[T,A=T[[ G

Girarsufa (@Y

GI[T=A|[G¢  G|[BI=T1|[¢&

; (=)
GI[TVA-B=1I|[ G

Ni, li:,
GHR&A&iHHG( Jim1,2

GI[T,A=T|[ & G|[T,B=T1I|[ &

v, 1
GI[T, AVB=T|[ G v. Y

Table 5.1: Non-commutative Hypersequent Calculus HLJ"¢

We will show that Fp; I' = IT iff by jme I' = 11, i.e., if I' = II is provable in LJ, it is
also provable in HLJ" and vice versa (see Corollary [5.1.9)).
Recall the hypersequent calculus GLC depicted in Table Note that the calculus

HLJ"™ lacks the external exchange rule (ee). Furthermore, in HLJ"® we have to take

care of the left and right contexts G and G’, whereas we only have to consider the left



context G in GLC. There is also an important difference between the logical rule (—, )
and the other rules of HLJ" as the right context G’ is omitted in the premise of (—,r).
Thus, we have to be very careful when using this rule, especially when proving soundness,

w.r.t. intuitionistic logic, and cut-elimination.
Lemma 5.1.5. (Completeness) S Fypne= ST

Proof. Let S be a generic non-commutative hypersequent. Assume that S is of the form
S=I1=1L H I's = II,. We show that S kg jne= St — ie.,, S kFyryne= /\Fl —
(IT; V (ATg — II)) — as follows:

F1=>H1 ||—F2:>H2

COIG))

/\Fl =>H1 ||—/\F2 :>H2
(w, 1)

AT1 =10 |[[ AT, AT2 = 1,
/\Fl iHl ”/\Fl :>/\F2—>H2

(=,7)

(Vir)

/\Fl :>H1\/(/\F2 —>H2)) ||_/\1—‘1 =>H1\/(/\F2 —>H2)

(=,7)

(ec)

= AT1 = (I V(AT = 1)) [[ = ATy — (I V (AT2 — 1I2))

= A1 = (I V (AT — 1y))

The proof can easily be extended to a non-commutative hypersequent with n components.

Lemma 5.1.6. (Soundness) If Fgpmne 'y =1 |[ -+ |[ Ty = 10, then Fpy= (T =
Oy [[ -+ |[ Tp = I0,)0

Proof. By induction on the length of the derivation. The base case is true since the
claim holds for axioms (Fgpjne A = A implies ;= A — A and therefore ;7 A = A,
similarly for Fgpmne L = A). For the inductive case we proceed by showing that for
each inference rule in HLJ"¢ with premises

GI[SiI[ G G Sull G
and conclusion G |[ Sp |[ G', the sequent

(G S 1T G (G S T G = (G [ So I &)
is provable in LJ (with n € {1,2} and G” might be empty).

— Logical rules. We show the cases of the rules (—,r) and (—,[). The other logical

rules can be proved analogously.
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(—,7):

G|[T,A=B
G|[T=A-B| &

(=7)

By induction hypothesis we have Fr ;= GI[(AT A A) — B]. Since F1; GI[[AT A
A) = B] = GIAT — ((A — B) v G"], the claim follows by using (cut):

= GIATAA) =B GUATAA) = Bl = G'INT = (A= B) v G

S GIAT = (A— B)vGT) (eut)

Remark: The proof for the rule (—,r) does not work in the presence of a right
context G’ in the premise due to the nesting of the interpreted formula. Indeed we
cannot prove (AT A A) = (BVG") = AT — ((A— B)vG").

(—=,10):

GI[T=A|[G' G|[BI=I|¢
GI[T,A-B=1|[ G

(=1)

By induction hypothesis we have ;= GIAT — (AVv G")] and 1 ;= GI[(B A
AT) — (I1v G')). Since 1y GIAT — (Av G, GI[(BAAT) = (ITvGT)] =
GI[(ANT A (A— B)) Vv (IT v G"), the claim follows by using (cut):

GIAT = (AVGD],GI(BAAT) — (I1v G
= GI(BAAT) = (IIv G = GI[(ATA(A—= B)) = (IvGT)
= GIAT — (Av G GIAT = (AvGD] = GI(ATA(A— B)) = (v G (cut)
= GI[(AT A (A — B)) — (ITv G')]

(cut)

Structural rules. We outline the proofs for the cases (ew) and (ec). The remain-

ing cases are similar.
(ew):

GG
G T=I[G

(ew)

By induction hypothesis we have -1 ;= G![G"]. Since Fr; G'[G"] = GI[\T —
(IT v G')], the claim follows by using (cut):

= GG GG = GIAT —» (Iv G
= G'AT — (TvG'")

(cut)
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(ec):

GILSITSITG

arsre

Suppose S = I' = II. By induction hypothesis we have 7 ;= GI[AT — (Il Vv
(AT — (ITv G'M)))]. Since Fry GIHAT — (Vv (AT — (ITv G")))] = GIAT —
(IT v G')], the claim follows by using (cut):

G'AT — MV (AT = (IIV G')))]
= GIAT = (IIV (AT = (ITvV G'))] = GIAT = (IIVv G')] (cut)
— GIAT = (ILv G “

— (cut)-Rule.

GI[T=A|[G¢ H|[AS=I|[H
GITH|[D)S=T|[H |G

(cut)

By induction hypothesis we have ;= GI[AT — (A Vv G'")] and Fr ;= HI[(AA
AL) = (v H'T)). Since Fry GIAT = (AVGD)], HI[(AANAE) = (T HT)] =
GIH(AT AAY) — (1T v HT[G'])]], the claim follows by using (cut):

GIAT = (AVGD],HI[(AANAZT) — (TTV H'T))
= GIAT — (AV G')] = GIHI(ATAAZ) — (Vv HT[GT))] (cut)

= HI[(AANAZD) = @V HD] HI(AAAZD) - @V HD] = GIHI(ATAAZ) — @V HIGT)) (cut)
= GIHI[(ATAAE) = (ITv HT[G'))]

The reason why (ee) does not work in HLJ"¢:

Gl &

e

Due to the definition of the interpretation function, we are not able to prove the external-
exchange rule for LJ: Suppose G =T = Il and G’ = I" = II'. Then we have to show
Frg AT = IV (AT = 1T') = AT — (I' v (AT — 1I)). After one rule application
of (—,7) we are stuck. An application of (—,1) yields AT" = AT which is not provable
in general. When using (V,r), we have to omit either II" or (AT — II). Either way, we
lose an important part of the formula which we will need later to finish the proof. Thus,
the external exchange rule cannot be proved in LJ and an addition of this rule to the

calculus would contradict Lemma [5.1.61
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Proposition 5.1.7. For any non-commutative hypersequent S and any set of sequents
SU{Sy}, we have the following equivalences:
{S} US Fpgne So iff {i S]} US Fngne So iff {? S]} US ks Sy

Proof. {= S’} US Fr; Sy obviously implies {= S’} US Fyrme Sy (if a sequent
is provable in LJ, it is also provable in the non-commutative hypersequent framework
HLJ").

Due to Lemma {= ST} US Fypjne S implies {S} US Fpgpjne So.

{SYUS Fupjne So implies {= S’} US k1, S§ by Lemma The claim follows as
Sé implies Sy in LJ.

Lemma 5.1.8. (Bdy) Let S be the natural nc-hypersequent “corresponding” to (Bdy),
e, Sis = Ap || Ax = Ak—1 |] -+ || A2 = A1 || = —A1. Then we can show for
k>2:Fpy (Bdy) < ST

Proof. The proof tree is split in two parts, the first one showing the direction Fy s
(Bdy) — S, the second one showing 17 ST — (Bdy). This may be done since Fr ;
(Bdyg) < ST is Fry ((Bdy) — ST) A (ST — (Bdy)) and due to the application of the
(A, ) rule.

Fr7 (Bdy) — S

B — (=) (w,])
=B “B=>T -8 iy
A=A BV-B= BV (T = -B) o
A (=,7)(=,1)
= A A— (BV-B)=A— (BV(T = -B)) V()
AV (A= (BV-B))= AV (A — (BV(T = -B))) ( ’(_> ’)

= (AV(A— (BV-B)))—=(AV(A— (BV(T = —-B))))

l—LJ SI — (Bdg):

A=T -B = -B

(=0

B=1B T —>-B,A= -B
v, DV, r)
A=A BV (T —--B),A= BV-B
(=) (=:0)
A=A A—= (BV(T —--B))=A— (BV-B)
VD)V, r)

AV(A—= (BV(T = -B))) = AV(A— (BV-B))
= (AV(A— (BV(T —--B)))) - (AV(A— (BV-B)))

(=,7)
The proof can easily be extended for k > 2 by induction, k = 2 being the base case.

Corollary 5.1.9. For any nc-hypersequent P and any set SU{So} of sequents, we have
S l_HL]nc+P SO ’LﬁS '_HLJnC—&-{ﬁPI} SO 'LﬁcS l_LJ—i-{:}PI} S().
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In the following lemma, we show that the logical rule (—,r) is invertible when there is

no right context G’. The invertibility of (—,7) holds only in this specific case because
the right context is omitted in the premises of the rule (see Table .

Lemma 5.1.10. (Invertibility of (—,r)) [6] Ifd Fupjne G || T = A — B then one
can find di Fgrgne G |[ T'y A = B such that p(d;) < p(d) and |d;| < |d| fori=1,2.

Proof. We show the invertibility of (—,7) when there is no right context G’ by induction

on |d|. We consider the last inference R in d.

1. R is a logical rule.

(a)

A — B is the principal formula. Then we have:

d'
G|[T,A=B
G|[T=A—B

The required derivation d; is d'.

A — B is not the principal formula. A — B is then propagated to one or two
premises. Suppose that R is (V,1):
Zd/ Zd//

G|II['X=A—B G|II[T,)Y=A—-B
GI[T,XVY=A—B

We apply the induction hypothesis to d’ and d” and get &} Fgpme G|[T, X, A =
Bandd bypjne G|[T,Y, A= Bwith|d}|,|d}| <|d| and p(d}), p(d]) < p(d).
The derivation d; can be retrieved by applying (V,1) to d} and df. The re-

maining cases are similar.

2. R is an internal or external structural rule.

(a)

A — B is neither weakened nor in the active component. The derivations
can be retrieved by application of the induction hypothesis and subsequent
application(s) of R.

R is (ec) and A — B is in the active component. Suppose that R is (ec)
with G = G1 |[ G2 with S = Gy |[ T = A — B being the contracted
nc-hypersequent:

'
GI[T=A-B|[G2|[T=A—-B
G||[T=A—B

37



We apply the induction hypothesis to d’ and get d} Fppme G |[ T,A = B
or d] Fypme G|[T = A — B[ G2 |[ T,A = B with |d}|,|d{] < |d| and
p(d}), p(d]) < p(d). The derivation d; is then d} or can be retrieved from df
by applying the induction hypothesis again to the second component.

3. Ris (cut). Analogous to case 1.(b).

5.2 From the axioms (Bd}) to nc-hypersequent rules

Here we describe how to adapt the systematic procedure in [I5] to deal with the axioms
(Bdy). To obtain structural rules equivalent to the axioms (Bdy), we suitably modify
the transformation steps for hypersequent calculi described in [15] to deal with non-
commutative hypersequents. In the first step of the algorithm, we transform an axiom
into a non-commutative hypersequent structural rule, nc-hyperstructural rule for short.

The second step consists of a completion procedure similar to the one provided in [15].
As described earlier, the axioms (Bdy) have the form [9]:

(Bdl) ALV —A
(Bdi+1) Aig1 V (Ais1 — (Bdy))

By Lemma we know that each axiom (Bdy),k > 2 is equivalent to the non-
commutative hypersequent:
= A |[ A= A |[ -+ [T = A

Indeed, this is true by Proposition which states that if some sequent is derivable
in HLJ"¢, the interpretation of this sequent is derivable in LJ and vice versa. After one
application of (—,r) to the last component, this nc-hypersequent is in turn equivalent to

the nc-hypersequent structural rule (with G being a possibly empty side nc-hypersequent)
by the invertibility of (—,7) with no right context G’ (see Lemma [5.1.10)):

Gl = A |[ A=A | |] A=

Example 5.2.1. The nc-hyperstructural rule (Bd20) for the aziom (Bda) = A2V (Az —
(Al vV —|A1)) 18!

Bds0
Gl = A |[ Ay = Ay |[ 4 = (Bdy0)
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However, this nc-hyperstructural rule does not yet preserve cut admissibility when added
to the calculus HLJ™. To overcome this problem, we provide a completion procedure
similar to the one in [I5] to transform an nc-hyperstructural rule into an analytic rule.
The transformation procedure consists of two steps, where the rule is first restructured

and then cut.

(1) Restructuring

Given the nc-hypersequent structural rule derived from an axiom (Bdy). We replace every
component (Y1,---,Y, = X) in the conclusion with (I'y,---,[',,Xx = Ilx) and add
n+ 1 new premises of the form (G |[[T1 = Y1),--- ,(G|[ T, = Y,,), (G |] X,E¥x = IIx)
with I'y,--- T, Yx,Ix being fresh and mutually distinct metavariables. We replace
every component (Y7,---,Y, =) with (I'y,---,T', =) and add n new premises of the
form (G || Ih = Y1),---,(G |[ Iy, = Y,). The resulting rules have the following
properties [15]:

e linear conclusion: Each metavariable occurs at most once in the conclusion.

e separation: No metavariable occurring in the antecedent (succedent, respectively)
of a component of the conclusion occurs in the succedent (antecedent, respectively)

of a premise.

e coupling: The metavariables of each pair (X x, IIx), which is associated to the same

occurrence of X, occur in the same premise.

Example 5.2.2. Suppose we have the nc-hyperstructural rule for the axiom (Bdg) from
Ezxample [5.2.1. By applying the restructuring step to all three components, we get the
following nc-hyperstructural rule (Bday1):

GH—AQ,Z:>H
(1)

G HrléAQ
G|[A2,E=>H GHAl,E/:>H/

2
(2) Gl[Z2=0|[I"Y=1|] A=

GI[T = 4, [T = A
G|[A2,E:>H G|’VA1,E/:>H/
Gl[2=0IO|[I"Y=1|T"=

(3) (Bd1)
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(2) Cutting

Given any nc-hypersequent structural rule derived from an axiom (Bdy). We proceed
with cutting the redundant metavariables, i.e., metavariables that occur in the premise
but not in the conclusion [15].

Let A be such a redundant metavariable and G; = {G |[ T}, = A,1 < i < m}
be the subset of premises which have A in the succedent, Go = {G |[ T, A4, --- A =
U,;,1 < j < n} be the subset of premises which have at least one occurrence of A in the
antecedent and A does not appear in ;.

If n =0, i.e., A only occurs in the succedent, we remove subset Gy from the premises.
Analogously, if m = 0, i.e., A only occurs in the antecedent, we remove subset Go from
the premises. The resulting rule implies the original rule by instantiating A with L (if
m=20)or T (if n =0).

Otherwise, if m > 0 and n > 0, we create a new subset of premises G = {G |[ T},
T, T = U;,1<j<n,1<iy,---,i; <m}. Then we replace G UGy with G,

We repeat this cutting step until we get an nc-hyperstructural rule without redundant

metavariables.

Example 5.2.3. We apply the cutting step to the nc-hyperstructural rule (Bdy1) from
Ezxample until we obtain the rule (Bdy). First, we apply the cutting procedure to
AQ.‘

GI|[T= A
G|[TY=1 G|[ A,Y =TI
GlIIE=1T|[I"Y=1|[T"=

(Bd22)

Then we apply the cutting procedure to Aq:

GI[Is=1T G|y =1
GlI|X=0|[I"Y=II'|[T"=

(Bds)

Every nc-hyperstructural rule obtained by this procedure is called completed. Completed
rules have the same properties as the rules after the restructuring step, except that the
property of separation is strengthened to the “strong subformula property” [15]: Every
metavariable that occurs in the antecedent (succedent, respectively) of a premise, also

occurs in the antecedent (succedent, respectively) of the conclusion.
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GO [G -G P [[ G
GI[@[[ AL, ,Ay=C|[ G

Lemma 5.2.4. The rule (ro) s equivalent to the rules

GIIO|[G G [Ti=A|[G - G|[Ti= A [
GI[®|] Y1, ,Ypn=>C|] G
Gl[e| Glrexr=eie

r

Gl pnT=w6
where G || o |G =(G|[P1|] G, ,G|[ P |[ G') with ®,Pq,..., P, being nc-
(meta)hypersequents consisting of metavariables. Y; is a fresh metavariable Y; or T'; and

T = VU is either = X or 3 =1L

(r1)

and

Proof.
(ro) — (r1): To show that (r1) can be derived from (r9), we use (cut):
Glle|[ ¢ o)
GHT1=>A1HVG/ G|"CI>H'A177A”:>CH'G/ (CUt)
Gl[Te= A |[ G GIT@ [ Y1, Az A= C [ )
GI[®|[ T1,T2,43--- A= C|[ G’
(cut)

GI[@[[ Ty, Tun=>C[[ G
(r1) — (r0): To show this direction, T; has to be instantiated with A;.

(ro) — (r2): To show that (r2) can be derived from (rg), we use (cut):

Glle|¢ o)
GI[DI|[ A,---, An=>C || G GlIl[CY=9|¢&
Glle[[ A, AT=V]|[C

(cut)
(r2) = (r0): To show this direction, T = W has to be instantiated with = C.

Theorem 5.2.5. Every nc-hypersequent structural rule can be transformed into a com-

pleted rule which is equivalent in HLJ™.

Proof. We have to show that every rule obtained by applications of the steps (1) “Re-
structuring” and (2) “Cutting” is equivalent to the initial nc-hypersequent structural rule
of the axioms (Bdy), k > 2.

— The equivalence of the initial nc-hypersequent structural rule and the nc-hypersequent
structural rule after step (1) of the procedure follows by Lemma

— We show that every rule 7’ obtained from r by replacing the premises G; U Gy with
G in step (2) is equivalent to 7 as follows:
r — r’: To show that the premises of 7' can be obtained from r, we use (cut) on

the premises of r. E.g. suppose
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G|[T=A4 G|I[T'=A G|[AZ=11
G, 2=0I|[T"=

(r)

G|[T,S=1 GI[T, L =11
GI[T,=0O|[T=

/

Then:

G|[T=4 Gl[A4Z=1 G|I[T"=A G| AX=1
GI[T, s =1 GI[T,S =1
GI[T,x=>1|[T' =

!

r’ — r: For this direction, we set A = Vi, Ti. Then we can prove the premises
G |[ Y, = A from r. We can derive G |[ A,T; = ¥, by applying (V,[) to the
premises of /. E.g. suppose the rules (r), (r') as previously described. Then we
have A =T VI’ and:

G|, =1 GI[I",S=1
G|I[T=A4 GI[T"=A GHAE#H()
GI[,E=1I|[T"=

(Vs )

5.2.1 Completed rules resulting from the axioms (Bdy)

We retrieve the following nc-hypersequent rules for the axioms (Bdy) with the adapted
transformation procedure:
For every axiom (Bdy) of the form:

AV (A = (Ag—1 V (- V (A2 — (41 V -41)))))

we get the following hyperstructural rule:

GHjAkH—Ak@Ak—lH— ||—A2:>A1||VA1$

After applying the completion procedure, we obtain the analytic rules:
{G [ T4, 841 = Hig1 hi<i<k
G ||— Zk-‘,—l :>Hk+1 ||— Fk,Ek = Il ||— ||— FQ,EQ =1l ||—F1 =

(Bdy)

Example 5.2.6. By applying to the axiom (Bdg), i.e., As V (A2 — (A1 V —A1)), the
transformation procedure described in this chapter, we obtain the following analytic rule:
Gl[T9,25=15 G|[ 1,3 =1
Gl[Z3=15 |[ T2, X2 =11 |[[ T1 =

(Bda)

Consider the calculus HLJ"® extended with the rule (Bdg) from Example We are

then able to proof the axiom (Bdsg) as follows:
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A=A B =B
= A|[A=B|[B= (]‘(3523)
= A|[A=BI|[ A, B= ’
S A[ASB[As-B "
Al ioBv b aissep "
—A[[A=BvV-B ec)
S A=A BV 7
—~ AV(A— (BV-B)|[= AV(A— (BV-B))
—~ AV(A— (BV-B))

(Vs7)

ec)

5.3 Proof of Cut-Elimination

Here we prove that the cut-elimination theorem holds for the non-commutative hyper-
sequent calculus extended with completed rules which are obtained by the procedure
described in the preceding section. One of the standard methods for cut-elimination was
introduced by Gentzen in [22] and is shortly described in Chapter . However, we can-
not use this method of cut-elimination for our calculus because of the asymmetry which
arises by the logical rule (—,r) where the right context is omitted in the premises (see
Example [5.3.1]).

Example 5.3.1. Consider the following instance of a cut:

ds
:dy GI|[2,X,A=B
(=,7)
GI[T=X|¢& GI[ZX=A—-B|[&
(cut)

GI[T,E=>A>BI|[ G

In this case, we cannot shift the cut rule over the premise do due to the context G’
in the premise G |[ T = X |[ G'.

Therefore, we use a method close to that introduced by Schiitte-Tait [32,[34], in which
the cuts are eliminated by shifting the cut formula upwards over only one premise. By
using the invertibility of some of the logical rules, we replace the cuts with smaller ones

in the exact same place.

Definition 5.3.2. The right premise of the cut rule is the premise that contains the
cut-formula in the succedent. Analogously, the left premise of the cut rule is the premise

that contains the cut-formula in the antecedent.
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GII[T=A|[G H|[S,A=C|[H
GIIH|[[T)S=CI|[H|[&
Then G |[ T = A || G’ is the right premise and H |[ ¥, A= C |[ H' is the left premise

of the cut.

Example 5.3.3. Consider the following cut: (cut)

We generalize the Schiitte-Tait-style cut-elimination in [6] for the non-commutative
hypersequent calculus. Due to the fact that there are only two invertible rules, (A, 1) and
(V,1), we have to be very careful when shifting the cut formula upwards. If the outermost
connective of the cut formula is A or V, we proceed by shifting the cut formula over the
right premise and replace the cuts with smaller ones by invertibility of the rules (A1)
and (V,[). If the cut formula has — as the outermost connective, we have to first shift
the cut formula over the right premise and then shift it upwards over the left premise.
Note that in this case the right context of the right premise has already been deleted due
to an application of — and the subsequent shift over the left premise may therefore be
carried out.

To be able to trace the cut formula in the derivation, we introduce the notion of a

decorated formula:

Definition 5.3.4. [6] Let d - jne H and A be a formula in H that is not the cut formula
of any cut in d. The decoration of A in d is inductively defined as follows: we denote by
A* any marked occurrence of A. Given a hypersequent H’ in d with some (not necessarily

all) marked A’s. Let R be the rule introducing H’. We divide some cases according to R.

1. R is a logical rule:

1.1 A is principal in R, e.g.,

G|[T'=II' | &
GI[T=1]|[ G

(R)

(a) Suppose that A* € T'. A*e T if and only if A* is an occurrence of a formula in
I’ which is not the principal formula. Moreover, the marked formulas of G, G’ in the
premise of R are as in the conclusion. That is, for each {3 = B} € {G,G'}, A*e X
if and only if A* € ¥ of the corresponding component belonging to the conclusion of
R.

(b) Suppose that 11 is A*. The marked formulas of G,G" in the premise of R are as
wn the conclusion.

1.2 A is not principal in R. The marked formulas of the premise of R are as in the
conclusion.

If R is a rule with two premises, the definition is analogous.
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2. R is (ew), (e,l) or (cut). The marked formulas of the premise(s) of R are as in the
conclusion.

3. Ris (c,1).
3.1 A* is the contracted formula, then A*, A* belongs to the premise of R. The
remaining formulas in the premise of R are marked as in the conclusion.
3.2 A* is not the contracted formula. Analogous to case 2.

4. Ris (w,l) or (w,r). Analogous to case 1.

5. R is (ec). Similar to case 3.

Definition 5.3.5. [6] The complexity |A| of a formula A is inductively defined as:

- |A| =0 if A is atomic

- |AANB|=|AV B|=|A— B|=max(|A|,|B|) + 1

The length |d| of a derivation d is the mazimal number of inference rules + 1 occurring
on any branch of d. The cut-rank p(d) of d is the mazximal complezity of cut formulas in

d + 1. (p(d) =0 if d is cut-free).
Definition 5.3.6. [10] Any HLJ"-rule R, n > 1:

GI[Di =1L |[GG|[Ty=10, |[ &
GI[T=I[ G

(R)

is said to be substitutive whenever the following conditions hold:

1. Let X be any formula occurring in I' that is not principal in R. Let P be the nc-
hypersequent resulting by replacing some occurrences of X in I' with any multiset of
formulas A. P can then be derived from the premises of R, where every occurrence of X
in each I';;i = 1,...,n is substituted with A, by an application of R and, if needed, the
structural rules of HLJ™.

2. If 11 is neither empty nor principal in R, the nc-hypersequent G |[ T',¥ = O |[ G’
for any ¥ and © is derivable only using R and the structural rules of HLJ" from the
premises of R with I';, X = © uniformly substituted for each I'; = II; in which II; = IL.

Lemma 5.3.7. The calculus rules of HLJ™ and the completed rules derived by the sys-

tematic procedure described in Section[5.9 are substitutive in the sense of Definition[5.5.6,
Proof.
(1) Suppose that X is a formula in I" that is not principal in R.

— R is a logical rule. The claim holds for all logical rules because the side

formulas from the antecedent are propagated to the premise(s). Suppose we
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have (—,1) with G |[ T, A — B = II || G’ as the conclusion and I" = X, T".

We are then able to derive P as follows:

GI[T,A=A|[G  G|[T,AB=T|G
GI[T,AA->B=1|[ G

(=)

Analogously for the other logical rules.

— R is an internal or external structural rule. The claim holds for all structural
rules because the side formulas are propagated to the premise. Suppose we
have (w,l) with G |[ T, A = II |[ G’ as the conclusion and I' = X,I". Then
we are able to derive P as follows:

GI[TA=TI|[G
GIIT,AA=T|[ G

(w, 1)
Analogously for the other structural rules.

— R is the (cut)-rule. The claim holds because the side formulas in the an-

tecedent are either propagated to the left or to the right premise. Suppose we
have G || H [T, X =11 |[ H' || G’ with ¥ = X, %"

GI[T=A[G  H|[YAA=T|[H
GI[H|[D,S,A=T|[H |[G

(cut)

— Ris acompleted rule. Due to the “strong subformula property”, every metavari-
able that occurs in the antecedent of a premise occurs also in the antecedent

of the conclusion. Thus, the claim holds.
(2) Suppose that II is neither empty nor principal in R.

— R is a logical left-rule. The claim holds for (A;,l);=12 and (V,l) because the
side formulas I" = II (and, thus, I'; ¥ = ©) are propagated to the premises.
Suppose we have (—,1) with G |[ T, A — B = II |[ G’. We are then able to
derive P as follows:

Glir=afe
GIIT,E=A|[ & G|I[,S,B=06 | ¢
GIT,.5A=B=0| &

(=)

— R is an internal or external structural rule. The claim holds for all structural
rules because the side formulas are propagated to the premises. Suppose we
have (¢,1) with G |[ T, A = IT |[ G’ as the conclusion. We derive P as follows:

G|[T,AAS=DI[ G
G[T,AX=D|[ &

(c,0)

Analogously for the other structural rules.
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— R is the (cut)-rule. The claim holds because the substituted metavariables are
propagated to the premise with the cut formula in the antecedent. Suppose
wehave G || H |[[ T, IV =11 |[ H' |[ G"

GI[T=A|[G  HI|TI.,SA=0]H

GIH|TU.S=0[[H ]| ¢ (cut)

— Ris acompleted rule. Due to the “strong subformula property”, every metavari-
able that occurs in the succedent of a premise occurs also in the succedent of
the conclusion. Additionally, the “coupling” property ensures that metavari-
ables of a pair (Xx,IIx) associated to the formula X, occur in the same

premise. Thus, the claim also holds for completed rules.

Substitutivity ensures that cuts over side formulas can be shifted upwards over the
premises.

In the following lemma, we show that the invertibility of the rules (A,l) and (V,[) holds
in general. This lemma differs considerably from the Lemma [5.1.10] which is restricted

in the sense that (—,r) is only invertible when there is no right context G'.
Lemma 5.3.8. (Inversion) [6]

(i) If d bgpgne G || T,AV B = 11 |[ G’ then one can find dy Fypme G |[ T, A =
1I ”G, and do Fgpgne G HF,B:>H HG,

(i) If dvFprgne G || T,ANB =11 |[ G' then one can find dy Fprjne G |[ T, A, B =
I G.

such that p(d;) < p(d) and |d;| < |d| fori=1,2.

Proof. We show the invertibility of (i) and (ii) by induction on |d|. We consider the last
inference R in d.
(i) invertibility of (V,1):

1. R is a logical rule.

(a) AV B is the principal formula. Then we have:

d :d’
G|I[T,A=T|[ & G|[T,B=T|[&
G|I[T,AVB=1|[ G

The required derivations d; and ds are then d’ and d”.
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(b)

AV B is not the principal formula. A V B is then propagated to one or two
premises. Suppose that R is (—,1):

G|(F,Avgz>x|m/ G|(F,Av§Y:>H|[G/
G|I[T,AvVB, X - Y =T1|[ &
We apply the induction hypothesis to d’ and d” and get d} Fgypjne G |[ T, A =
X |G anddybypgme G|[T,B= X |[ G and alsod] Fypme G|[T,AY =
II|[] G and dj Frpme G || T,B,Y = II |[ G’ with |d],|d!| < |d| and
p(d}), p(d]) < p(d) for i = 1,2. The derivations d; and da can be retrieved by
applying (—,1) to d} and df (d} and d}, respectively). The remaining cases

are similar.

2. R is an internal or external structural rule.

(a)

AV B is not in the principal component or the principal formula. The deriva-
tions can be retrieved by application of the induction hypothesis and subse-

quent application(s) of R.

R is (ec) or (¢,1) and AV B is in the principal component or the principal
formula. Suppose that R is (ec) with G = G, |[ Gy with S =Gy |[ T, AVB =
II being the contracted nc-hypersequent:

d
G|[T,AVB=TI|[G: |[T,AVB=TI|[ &
G|[T,AVB=T1|[ G

We apply the induction hypothesis to d' and get d} Fyrme G |[[ T, A =
I|[Gy|[T,AVB=T1I || G and d; Fgpne G|[T,B=1I|[ G2 |[T,AVB =
IT |[ G" with |d}| < |d] and p(d}) < p(d) for i = 1,2. The derivations d; and
dy can be retrieved by applying the induction hypothesis again to the second

component and a subsequent application of (ec). Analogous for (c,).

3. R is (cut). Analogous to case 1.(b).

4. Ris a completed rule obtained by the algorithm described in Section[5.2] Analogous
to case 1.(b).

(ii) invertibility of (A,1):

1. R is a logical rule.
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(a) A A B is the principal formula. Then we have:

d’
GI[T,A=1|[ &
G|I[T,ANB=T|[ &

or

d’
G|I[T,B=T|[&
G|[T,AANB=T|[ G

The required derivation d; contains both premises, d’ and d”.

(b) A A B is not the principal formula. A A B is then propagated to one or two
premises. Suppose that R is (—,1):

GHRAKZ:XHG GMRAAﬁyjHHG
G|I[T,AANB, X Y =1|[ G
We apply the induction hypothesis to d’ and d” and get d} Fgpne G|[T, A, B =
X || G and d} Fppjne G || T,A,B,)Y = 1II |[ G’ with |d}],|d]| < |d|] and
p(d}), p(d]) < p(d). The derivation d; can be retrieved by applying (—,1) to

d} and d. The remaining cases are similar.
2. R is an internal or external structural rule.

(a) AA B is not in the principal component or the principal formula. The deriva-
tions can be retrieved by application of the induction hypothesis and subse-
quent application(s) of R.

(b) R is (ec) or (¢,I) and A A B is in the principal component or the principal
formula. Suppose that R is (ec) with G = G || G with S = G2 |[ T, AVB =
II being the contracted nc-hypersequent:

:d/

GI[T,AAB=T|[ G2 |[T,AAB=TI|[ G
GI[T,AAB=T1|[ G

We apply the induction hypothesis to d’ and get d} Fgrje G |[ T, A, B =
II|[Ge |[T,AANB =11 |[ G’ with |d}| < |d| and p(d}) < p(d). The derivation
dj can be retrieved by applying the induction hypothesis again to the second

component and a subsequent application of (ec). Analogous for (c,1).

3. Ris (cut). Analogous to case 1.(b)
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4. Ris a completed rule obtained by the algorithm described in Section[5.2} Analogous
to case 1.(b).

In the following, P[P/ 4] indicates the nc-hypersequent P in which we uniformly replace

each occurrence of A by B.

Lemma 5.3.9. Letd bypme G |[ T = A|[ G, where A is an atomic formula that is not
the cut formula of any cut in d. One can find a derivation d', H |[ A,X = 1L |[ H Fppne
GI[HI[T,S =T [ H |[ G with pld) = p(d).

Notation. We write I' when we refer to I' which might have been changed by some rule
applications during derivation. Analogously, we write G, G’ when we refer to the contexts

G, G’ after some rule applications to their components.

Proof. Let A be a decorated formula in d starting from I' = A*. We start with a stepwise
derivation of G |[ T' = A* |[ G'. In every derivation step of the derivation tree d, we

apply the following substitutions and insertions:

(a) Substitution of the decorated formula: We replace the component ¥ = A* with
¥, % = II. This may be done due to Lemma [5.3.7} part (2).

(b) Insertion of new contexts:

(b.1) We insert the component H between the context G and the component ¥, ¥ =
IT at the beginning of every nc-hypersequent. If the right context G’ has not
been completely omitted due to an application of (—,7), we insert H' between
the component ¥,¥ = II and G’. If the component is contracted due to
an application of (ec), the contexts have to be contracted as well, e.g. let
S =251 |] U,¥ = II be the contracted component:

G S H [ WS> [ [ S [ [ WS> [ [[&
GIISI[HI|[® Y= H |[G

(ec)

If the component is propagated to one or two premises by any other structural,
logical or the cut-rule, the contexts have to be propagated accordingly, e.g.

suppose an application of (—,1):

GIH|[v.S=X|[[H|[G¢  GI[H|[YSY=T|[H[[&
GIIH|[[V.X Y, S=T[[H [

(=0)
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The contexts H, H' are also inserted when the component is weakened due to

an application of (ew).

(b.2) For resulting nc-hypersequents of the form H |[ B = B |[ H', we recover the

original axioms B = B of d by subsequent applications of (ew).

The insertion of the contexts does not harm the proof because the contexts are
propagated in every derivation step of d. Step (b.2) ensures that the axioms of
the original derivation d are also axioms of the new derivation tree. Nevertheless,
depending on the origin of the decorated formula, we have to apply some “correction

steps” which are described below.

To ensure a valid derivation tree, we have to apply the following “correction steps” ac-

cording to the cases in which the decorated formula A* originates:

(1)

(i)

in an axiom: We get an nc-hypersequent of the form G |[ H |[[ A, =TI |[ H' |[ G'.
The axiom is then transformed into H |[ A, = II |[ H' using several applications

of (ew).

in an internal weakening after an application of (w,): Then, the weakening of A* is
replaced by several weakenings of the formulas B € ¥ and II. We add a subsequent
application of (ew) to omit the contexts H, H' as they do not necessarily end in

axioms. E.g.

GI[F= |[C
GI[H|[T= |[[H|[G
GI[H|[T,S= |[[H'|[

@||—H||—f‘,§]:>HH—H'||—G'

(ew)
(w.1)
(w,r)

in an external weakening: Then, the weakening of the component P = T' = A* is
replaced by a weakening of P[>~/ 4,]. We add a subsequent application of (ew)

to omit the contexts H, H' as they do not necessarily end in axioms.

in the deleted context due to an application of (—,7) to a component in G. Then
the component P[>=1/4,], H and H’' are also omitted when the rule (—,r) is

applied to the same component in G. E.g. suppose G =G |[[ A= X = Y:

Gi|[AX=Y
Gi|[A=X =Y |[H|[T)S=T|[H ||[G
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This procedure results in a derivation d', H |[ A, X =11 || H Fgrme G || H || ,T =
T H' [ G with p(d) = p(d).

Lemma 5.3.10. In HLJ"® non-atomic axioms can be derived from atomic axioms.

Lemma 5.3.11. (Reduction) Let d, Fgypgme G |[ T = A |[ G’ and d; Fgpjne
H |[ AY = 11 |[ H' both with cut-rank p(d;) < |A|. Then we can find a derivation
drgrme G| H|[ S, =10 |[ H' |[ G with p(d) < |A|.

Note: We could also derive G |[ H |[ ¥,I' = II |[ H' |[ G’ by an application of (cut),
but the resulting derivation would then have p(d) = |A| + 1 due to the definition of the

cut-rank.

Notation. We write T', ¥ when we refer to I', ¥ which might have been changed by some
rule applications during derivation. Analogously, we write G, G’, H, H' when we refer to

the contexts G, G’, H, H' after some rule applications to their components.

Proof. We call d, (d;) the derivation of the right (left) premise of the cut formula. By
Lemma [5.3.10, we assume that d, and d; have atomic axioms.

(1) A is atomic.

By Lemmal5.3.9)we can find a derivation &', H |[ A, = I |[ H bypne G|[ H|[ S,T =
IT || H || G’ such that p(d") = p(d;). We get the derivation d by concatenation of the
derivations d, and d;.

(2) A is not atomic.

— A= BAD. We try to shift the cut over the right premise. Let us consider the
decoration of A in d, starting from G |[ T' = (B A D)* |[ G'. We proceed with
a stepwise derivation where we apply the substitutions and insertions described in
steps (a) and (b) in Lemma Although these replacements and insertions do
not harm the proof, we might not have a valid derivation tree anymore. Therefore
we have to apply some “correction steps” according to the cases in which the marked

occurrence of B A D originates:

(i) as principal formula of a logical inference. We get the following derivation tree

ending in an application of the (A, r)-rule:

G HIT=B[H[[E GH|[T=D|[ &
f‘?

GIH| TS| H |[& (7))

GI[H|[T,E=1T|[H |[&
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We proceed by replacing the premises of (x) with the following, smaller cuts:

;)

GITH|[T=DI|[H|[G H|[L,B,D=1I|[ H

GIH|[T=B|[H|[G¢' G|[H|[[S,B=D|H|[G' G|[H|DILB=I|[H |[G

GITH|[T,S=B|[H |[G& GITH|[B,T,S=U|[H |[G
GITH|[D,S=TI|[H |[G

(cut)

GITH|[T,S=I|[H |[¢&
The missing premise is obtained from d; by the Inversion Lemma for the
rule (A, ).

(ii) in an internal weakening. The weakening of (B A D)* is replaced with several
weakenings of the formulas X € ¥ and II. We add a subsequent application
of (ew) to omit the contexts H, H' as they do not necessarily end in axioms.
E.g.

GI[F= |[C

GIH L= [ (e(:)l)
GITHI[DZ= [HIE

GITH|[[T,S=T|[[ H [[ G
(iii) in an external weakening. The weakening of the component P =T = (BAD)*

B/\D)*]- We
add a subsequent application of (ew) to omit the contexts H, H' as they do

is replaced with the external weakening of the component P[>~/ (

not necessarily end in axioms.

(iv) in the deleted context due to an application of (—,7) to a component in G.
Then the component P[EQH/(BAD)*], H and H' are also omitted when the rule
(=, 7) is applied to the same component in G. E.g. suppose G = G |[ A =
X —=Y:

Gi|[AX=Y
Gi|I[A=X=>Y|[H|[,s=U|[H |G

Then, we are able to check that this procedure results in a derivation d’ Fgr ne
G||H|[Z,T=1|[ H || G" with p(d') < |A].

— A = BVD. We try to shift the cut over the right premise like in the case A = BAD.
Let us consider the decoration of A in d, starting from G |[ T' = (BVD)* |[ G’. We
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proceed with a stepwise derivation where we apply the substitutions and insertions
described in steps (a) and (b) in Lemma Then we might not have a valid
derivation tree anymore and have to apply some “correction steps” according to the
cases in which the marked occurrence of B V D originates. We only explain case

(i) because the other cases are the same as in A = BA D.

(i) as principal formula of a logical inference. We get the following derivation tree

ending in an application of the (V,r)-rule:

GIIH|[T=BI[H|[¢
GHHHF,Z#HHH’H@'

(Vi) (%)

GI[H|[T,E=0O|[H |[&

We proceed by replacing the premise of (x) with the following, smaller cut:

: dj

GHHHF?BHH'HG’ HHZ,B?HH—H'

GIIH|[T,s=B|[H|[G GIIH|[BT,s=0|[H|[¢
GI[HI|[T,S=T|[ H |[ G

(cut)

GI[H|[,S=U|[H || G
The missing premise is obtained from d; by the Inversion Lemma for the
rule (V,1). This case works analogously when G |[ H |[[ T = D |[ H' |[ G" is
derived by (V,r) at ().

Then, we are able to check that this procedure results in a derivation d’ b g e
GI[H|[S,T=1|[ H |[ G with p(d') <|A].

A =B — D. In this case, we cannot simply shift the cut over the right premise and
use the Inversion Lemma because the rule (—, 1) is not invertible. Instead, we first
shift the cut over the right premise and, when A is introduced by an application of
(—,r) as principal formula, we shift the cut over the left premise. We proceed as

follows:

Let us consider the decoration of A in d, starting from G |[ T = (B — D)* |[ G'.
We proceed with a stepwise derivation where we apply the substitutions and inser-
tions described in steps (a) and (b) in Lemma [5.3.9 until (B — D)* is introduced.
Then we consider the cases in which the marked occurrence of (B — D)* is intro-
duced — again, we only explain case (i) because the cases (ii), (iii) and (iv) are the

same as in the previous cases:
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(i) as principal formula of a logical inference. We get the following derivation tree

where (B — D)* is introduced by an application of (—,r):

GI[H|[T,B=D
GIIH|[T.E=T|[H |[&

(=,7)(%)

GI[H|[T,S=0O|[H |[G
We stop at (x), add an application of (ew) to omit the right context G’ and
proceed by considering the decoration of A in d; starting from H |[ (B —
D)*)¥ = II |[ H'. We proceed by a stepwise derivation until (B — D)* is
introduced, similar to steps (a) and (b) in Lemma [5.3.9}

(a’) Substitution of the decorated formula: We replace the component (B —
D)* with T'. This may be done due to Lemma part (1).

(b’) Insertion of new contexts:

(b’.1) We add the context G at the beginning of the nc-hypersequent. If the
component I, ¥ = TII is contracted due to an application of (ec), we
contract the context as well. Similarly, if the component is propagated
to one or two premises by any other structural, logical or the cut-rule,
the context has to be propagated accordingly at the beginning of the
nc-hypersequent.

(b’.2) For resulting nc-hypersequents of the form G |[ B = B, we recover
the original axioms B = B of d; by a subsequent application of (ew).

The insertion of the context does not harm the proof as it is propagated to
all components that are associated with the original component I', ¥ = IT
in the derivation tree d;. Step (b’.2) ensures that the axioms of the original
derivation are also axioms of the new derivation tree. Still, we have to

apply some “correction steps”.

We have to consider the cases in which the marked occurrence of (B — D)*

originates:

(i.i) as principal formula of a logical inference. We get the following derivation

tree where (B — D)* is introduced by an application of (—,1):
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) dy
GI[A|[S=B|[H 7HHHDi$ﬁHF
GI[H|[T,)S=T|[ H

(=, 1) ()

G|(H|(f,2:>H|[H’|[G“’

GITH|[[T,S=1I|[H |[ ¢
We proceed by replacing the premises of (xx) with smaller cuts and get

the following derivation tree:

:d/ Ed;’

‘) GITH|[T,B=D GI[H|[D,L=>T1I|[ A
GITH|[S=B|[ & GI[H|[T,S,B=D|[ H GI[H|[B,DL,S=10|[ & (cut)
— — —— — — — —— — — CUu
GI[H|[T,S=B|[ H GI[H|[BT,S=1|[ A

y (cut)
GHH|[FE:>HHH

GI[H]T, E=>HHH’HG’

GI|[H|[T, E:>1'[H'H’ [ G
Note that any application of the rule (—,r) to IT or to a component of H’
does not harm the proof because the context G’ has already been deleted

in d, by the application of (—,r) to the cut formula.

(i.il) in an internal weakening. The weakening on (B — D)* is replaced with
weakenings of the formulas X € I'. We add a subsequent application of
(ew) to omit the context G.

(i.iii) in an external weakening. The weakening of the component P is replaced
with the external weakening of the component P[''/ (B—D)«]- The context

G is also omitted using (ew).

(i.iv) in the deleted context due to an application of (—,r) to a component in
H. Then the component P['/(5_, p).] is also omitted when the rule (—, )
is applied to the same component in H. The context G is omitted by a

subsequent application of (ew). E.g. suppose H = H |[ A= X — Y

H |[[AX=>Y
GIIH [[AX=Y
GI|HI|[A=X->Y|[T,e=T0|[ H

Then, we are able to check that this procedure results in a derivation d’ gz, ne
GI[H|[ ST =10|[ H |[ & with p(d) < |A].
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Theorem 5.3.12. (Cut-elimination) If a hypersequent H is derivable in HLJ", then
H is derivable in HLJ™ without using the cut rule.

Proof. Let d Fgryre H and p(d) > 0. The proof proceeds by a double induction
on (p(d),np(d)), where np(d) is the number of cuts in d with cut-rank p(d). Take an
uppermost cut with cut-rank p(d) in d. By application of the Reduction Lemma
to the premises, either p(d) or np(d) decreases.
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CHAPTER 6

Summary and Future Work

In this thesis, we provide an introductory overview of a new systematic procedure which
transforms Hilbert axioms into equivalent analytic rules and, hence, introduces analytic
calculi for many non-classical logics in an automated way. We turned this procedure into
an algorithm and implemented it in PROLOG. Moreover, we extended the scope of the

systematic procedure to capture the family of axioms known as (Bdy) with k& > 1.

In [14], 15], the substructural hierarchy (see Figure was introduced as the foun-
dation for the aforementioned systematic procedure. It is a novel classification of Hilbert
axioms based on the connectives of FL. The systematic procedure allows for an auto-
mated transformation of axioms up to the class A5 into equivalent analytic rules with FL
as base calculus within the framework of Gentzen’s sequent calculus. Axioms that belong
to the classes P4 (Ps, respectively) can be captured with Avron’s hypersequent calculus
using HFLe (HFLew, respectively) as a base calculus. In [14] 5], uniform proofs of

soundness, completeness and cut-elimination have been provided for the resulting calculi.

The main goal of this thesis was to extend the systematic procedure in [I5] to the
axioms (Bdy) which are semantically characterized by Kripke models with depth < k.
Due to the structure of the axioms (Bdy), they belong to classes of the substructural hi-
erarchy beyond N3 and Ps. Indeed, even the axiom (Bds) resides at level Py. To capture
the axioms (Bdy), we introduced a new formalism called the non-commutative hyperse-
quent calculus. In Chapter o] we provided a uniform proof of soundness, completeness

and cut-elimination for the rules in this new framework.

Po P1 P2 Ps P4
NO Nl N2 Ng N4>< .

Figure 6.1: The substructural hierarchy by Ciabattoni et al. [I5]
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The second result established in this thesis is the PROLOG-implementation of the
procedure in [I5]. The implementation demanded a thorough understanding of the
theorems in [I5] and a translation of these theoretical results into an algorithm. The
program, called AziomCalc, is available online at http://www.logic.at/people/lara/
axiomcalc.htmll It works for axioms up to the classes N5 and P3 in presence of weak-

ening and generates (hyper)structural, analytic rules automatically.

We have achieved the intended objectives of this thesis, and established new results for
the framework. Still, some interesting questions remain open. Regarding the extension

of our systematic procedure to capture the axioms (Bdy), it would be very desirable to

(a) identify the general class of axioms for which we could use the non-commutative

hypersequent calculus and the systematic procedure developed in this thesis.

(b) generalize the procedure to a base calculus with as few structural rules as possible,
e.g. HFLew™, HFLe™, or even HFL"“.

Concerning the program AziomCale, it would be interesting to add features to the im-

plementation for

(a) handling the axioms (Bdj) (or the more general class of axioms) with the base
calculus HLJ™.

(b) generalizing the existing procedure to the base calculus FL.
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