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Gutachten iiber die Dissertation
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In der vorliegenden Dissertation wird die zweidimensionale Strémung um eine horizontale beheizte
Platte unter Berlicksichtigung schwacher (hydrostatischer) Auftriebseffekte im Grenzfall grofier Reynolds-
zahlen Re untersucht. Die Wirkung des hydrostatischen Auftriebs wird durch den Auftriebsparameter
K = Gr/ Re%/2, wobei Gr die Grashofzahl bezeichnet, beschrieben. Weiters wird voraus gesetzt, dass die
parallele Anstrémng unter dem kleinen Winkel ¢ zur horizontalen x-Achse erfolgt.

Bisherige Untersuchungen von gemischten Konvektionsstromungen iiber horizontale Oberflichen be-
handelten vor allem die Grenzschichtstrémung iiber eine halbunendliche Platte. Dabei stellte sich jedoch
heraus, dass die Grenzschichtgleichungen, erweitert um die mittels Bousinessq Approximation beriicksich-
tigten Auftriebskrifte, im Falle der Strémung iiber eine gekiihlte Platte ihren parabolischen Charakter
verlieren. Die Losungen werden offensichtlich von stromabseitigen Bedingungen beeinflusst. Daher war
es nahe liegend, die Strémung um eine endliche Platte zu untersuchen. Sowohl das globale als auch das
lokale Stromungsfeld in der N&he der Hinterkante sind dabei von Interesse. Dementsprechend besteht die
Arbeit aus zwei Teilen.

Methodisch wird ein gekoppelter Grenziibergang Re — o0, K — 0, ¢ — 0 durchgefiihrt, wobei zwei
geeignete Kopplungsparamter k = K Re'/4 bzaw. A = ¢/K konstant gehalten werden.

Die Wahl dieses speziellen Grenziiberganges ist durch eine Skalierungsiiberlegung fiir den Nachlauf
bzw. die Storung der Potentialstrémung gegeben. Die Wiarmezufuhr entlang der Platte bewirkt eine
Dichtestérung im Nachlauf, die wiederum einen hydrostatischen Druckunterschied iiber den Nachlauf
bewirkt. Die Potentialstromung muss nun diesen Druckunterschied ausgleichen. Formal kann das mittels
einer Wirbelbelegung entlang des Nachlaufes bewirkt werden. Die Grée des Drucksprunges hingt jedoch
vom Temperaturprofil im Nachlauf ab. Dieses hiangt jedoch entscheidend von der Neigung des Nachlaufs
und somit von der Stérung der Potentialstromung ab.

Der Druckgradient im Nachlauf tangential zur Mittellinie des Nachlaufs ist einerseits proportional zur
Neigung des Nachlaufs (~ K bzw. ~ ¢) und andererseits proportional zur vertikalen Komponente des
Druckgradienten im Nachlauf (~ K v/Re). Insgesamt is daher die tangentiale Komponente des Druckgra-
dienten im Nachlauf von der GréBenordnung K ®v/Re bzw. K2v/Re. Um ein sinnvolles Grenzproblem zu
erhalten, fordert man nun, dass diese Komponente des Druckgradienten von der Groéflenordnung 1 ist.
Somit ergibt sich die gew#hlte Skalierung.

Die asymptotische Analyse mittels der Methode der angepassten Entwicklungen ergibt nun, dass
zunichst folgende Gebiete unterschieden werden miissen: Das Gebiet der Potentialstrémung, Grenzschich-
ten auf der Ober- bzw. Unterseite der Platte, Nachlauf, und in der Nihe der Hinterkante jeweils ein Tri-
peldeck Problem mit Upper-, Main-, Lowerdeck fiir die Plattenober- bzw. Unterseite. Die Strémung im
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Nachlauf und die Stérung der Potentialstrémung miissen nun simultan ermittelt werden. Dabei stellt sich
heraus, dass Losungen nur fiir positive Anstromwinkel ¢ (\) existieren, falls der reduzierte Auftriebspa-
rameter £ unterhalb eines kritischen (A-abhingigen) Wertes ist. Im Nachlauf selbst bewirkt der Auftrieb
eine Beschleunigung des Fluids. Die somit gewonnene Potentialstréomung erfiillt die Kuttabedingung. Die
Wirbelbelegung entlang des Nachlaufs bewirkt eine zusétliche Zirkulation, die den dynamischen Auftrieb
aufgrund des Anstellwinkels der Platte gegeniiber der Parallelstrémung verringert, ja sogar zu einem
negativen Auftrieb fithren kann.

Die Beschreibung der Strémung in der Nihe der Hinterkante erfolgt nun im Rahmen des Konzepts
wechselwirkender Grenzschichten. Alle Gré8en werden nun dargestellt als Summe eines beziiglich der ho-
rizontalen x-Achse symmetrischen bzw. antisymmetrischen Anteils. Da der Auftriebsparameter von der
GroBenordnung Re~1/4 ist, erhilt man fiir den symmetrischen Anteil das von Stewartson bzw. Messi-
ter behandlte Hinterkantenproblem der Umstromng einer ebenen Platte in einer zur Platte parallelen
Anstrémung.

Fir den antisymmetrischen Anteil, der den Einflul des hydrostatischen Auftriebs beschreibt, erhilt
man ein lineares Problem. Die numerische Lésung ergibt nun das der Wechselwirkungsdifferenzdruck, der
von der Gréfenordnung Re~%/8 ist, an der Hinterkante unstetig ist. (Der fithrende vom Auftrieb induzierte
Differenzdruck ist von der Gré8enordnung Re~?/® und ist nicht am Wechselwirkungsprozess beteiligt.)
Zur Auflésung der Unstetigkeit des Wechselwirkungsdifferenzdruckes werden nun weitere Unterschichen
mit den Abmessungen Re~%/8 bzw. kann Re~5/8 in z-Richtung eingefiihrt. Fiir den Differendruck erhalt
man jeweils eine elliptische Gleichung, die numerisch gelést wird. In diesen Schichten kann die Unstetigkeit
auf nur einen Punkt, nimlich die Hinterkante reduziert werden. Es wird vermutet, dass eine vollstéindige
Auflésung der Drucksingularitdt an der Hinterkant erst auf einer Skala, auf der alle Reibungsterme von
filhrender Gréfienordnung sind, mdoglich ist.

Wir erhalten somit das paradoxe Ergebnis, dass auf den Skalen der globalen Strémung in fithrender
Ordnung die Kuttabedingung erfiillt ist, jedoch auf den Skalen des Wechselwirkungsproblems eine Um-
stromung der Hinterkante erfolgt. Die Resultate fiir die globale Strémung sind ebenfalls neu, und gehen
iiber die Resultate von Schneider (2005) wesentlich hinaus, da (im Gegensatz zu Schneider) die Neigung
des Nachlaufs beriicksicht wurde und somit eine wesentliche technische Annahme, die Schneider traf,
vermieden werden konnte. Bei der globalen Strémung belieben jedoch noch die Fragen offen, was den
Zusammenbruch des gew&hlten numerischen Verfahrens bewirkt und wie die zweidimensionale Strémung
in eine dreidimensionale Strémung eingebettet wird.

Die Arbeit ist methodisch korrekt sowohl vom Standpunkt der asymptotischen Analyse als auch der
angewandten numerischen Methoden ausgefiihrt. Sowohl die Resultate beziiglich der globalen Stréomung
alsauch der lokalen Analyse der Hinterkantenumstréomung sind in dieser Form neu und unerwartet.

Die Resultate sind leider nicht mit der ndtigen Klarheit und Sorgfalt dargestellt, was darauf zuriick-
zufithren ist, dass der Verfasser die Dissertation nicht in seiner Muttersprache (serbisch) verfasst hat.
Aufgrund der interessanten Ergebnisse beurteile ich die vorliegende Dissertation dennoch mit

“Sehr gut (1)”.

Wien, am 30. Mai 2006 A. o. Prof. Dr. Herbert Steinriick
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Abstract

The mixed convection flow past a horizontal plate which is aligned under a small angle of
attack to a uniform free stream will be considered in a distinguish limit of large Reynolds Re
and Grashof number Gr. Two aspects are investigated: the global two-dimensional flow field
and the local behavior near the trailing edge.

A hydrostatic pressure difference across the wake induces a correction of the potential flow
which influences the inclination of the wake. Thus the wake and the correction of the potential
flow have to be determined simultaneously. However, it turns out that solutions exists only if the
the angle of attack is sufficiently large. Solutions are computed numerically and the influence
of the buoyancy on the lift coefficient is determined.

The influence of the buoyancy forces onto the flow near the trailing edge is analyzed in the
frame work of the triple deck theory. The flow near the trailing edge can be decomposed into a
symmetric and an anti-symmetric part. The symmetric part can be described by the classical
triple deck theory (Stewartson 1969 and Messiter 1970), while for the anti-symmetric one, a new
(linear) triple deck problem is formulated.

However, it turns out that the pressure of the ant3i—symmetric part is discontinuous at the trailir‘}g
edge even on the triple deck scale (zx = O(Re™8)). Thus new sub-layers of size z = O(Re™3)

and £ = O(Re_g) are introduced to resolve the discontinuity of the pressure.
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1. Introduction 1

1 Introduction

The boundary layers which include the temperature field always provoke the coupling between
velocity and temperature distribution. These two fields can be considered as decoupled only if
physical properties (density, viscosity, etc...) are constant, i.e. can be assumed to be independent
of temperature and pressure. This is justified as long as the temperature and pressure differences
are small.

However in the most general case, the material properties depend on the temperature and
pressure and as a consequence there is the coupling of the velocity and temperature filed.

In fact, whenever the temperature of the fluid is nonuniform, there will be gradients in all
properties, including the density. In general, the heat transfer influences the fluid motion by the
buoyancy forces.

Due to the role of buoyancy, convection flows can be classified as forced, mixed and natural
convection flows. If the buoyancy is the only source of fluid motion, one speaks of natural (free)
convection. On the other hand, if the influence of the buoyancy forces is negligible, we speak of
forced convection. In case of mixed convection, the flow is considerably influenced by buoyancy,
but it is not the only driving force of the flow. Therefore, mixed convection is a combination of
natural and forced convection, where the buoyancy forces can be treated in terms of the so-called
Boussinesq approximation (Leal 1992).

The mechanism how the buoyancy force acts onto the boundary-layer flow is quite different

in the case of the flow along vertical or inclined surface, than in case of the flow along horizontal
or slightly inclined one.
In the first case buoyancy has a non-vanishing component in the main (tangential to the surface)
flow direction, whereas in the second case the buoyancy is normal to the surface. Balancing this
buoyancy force, a hydrostatic pressure gradient across the boundary layer builds up. Due to the
variation of the boundary-layer thickness the gradient of this hydrostatic pressure distribution
has a non-vanishing component tangential to the surface, thus affecting the boundary-layer flow.
In the case of fluid with a positive thermal expansion coefficient this gradient is favorable (in the
case of the flow above a heated surface) and it is opposing the flow in case of the flow above a
cooled surface. Since buoyancy affects the boundary layer only via the hydrostatic pressure this
mechanism is called an indirect buoyancy effect. This is in contrast to the case of the vertical
surface, where buoyancy affects the flow directly.

The effects of the indirect buoyancy will be demonstrated in the following sketch (figure 1.1).
It shows the reduction of the static pressure above a heated horizontal surface.

Y P Temp.
- profile

Pressure drop

Reduced
static pressure

Figure 1.1 Forming of pressure gradient

A dimensionless measure of the strength of the buoyancy effects in t};e boundary layer
above a horizontal surface is given by the buoyancy parameter K = Gr/Re2 (Schneider 1979,
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Schneider&Wasel 1985), where Gr and Re are Grashof and Reynolds number based on the plate
length, respectively. The limiting cases of K = 0 and K — oo correspond to forced and free
convection.

For small buoyancy effects the boundary-layer flow is close to the forced convection case,
whereas in the limit of large buoyancy forces the free convection boundary layer will be attained.
In the case of a favorable indirect buoyancy nothing unexpected happens. For fluids with positive
volumetric coefficient of thermal expansion (8 > 0), the flow in the boundary layer is accelerated
and can be computed with usual marching techniques for solving boundary-layer equations.

In the case of adverse buoyancy the situation is quite different. The oncoming flow faces an
adverse pressure gradient. Thus the separation of the flow might be expected. Therefore it is of
interest to determine how the boundary-layer flow approaches the point of vanishing wall shear
stress, i.e. what kind of singularity occurs (Goldstein or Merkin type; Goldstein 1930, Merkin
1987).

However, the first attempts to compute the solution of the boundary-layer equations up
to the point of separation by the matching procedure in flow direction failed. The solution
terminated in the singularity (Schneider&Wasel 1985, Wickern 1991). Investigations done by
Steinriick (1995) showed that the modified boundary equations are ill-posed in case of a cooled
plate, which is responsible for several aspects of peculiarities:

e Non-uniqueness of the solution of the boundary-layer equations

e Break down of a numerical method based on a marching procedure (Schneider& Wasel
1985)

o Self-similar and connected solutions
e Upstream influence in the boundary layer (Denier&Duck 2005)

All previous studies considered the boundary-layer flow over a semi-infinite cooled plate, i.e.
plate temperature below free-stream temperature.

Schneider (2000, 2001) was the first to investigate the mixed convection flow around a finite
horizontal plate. In this case the temperature perturbation are not limited to the boundary layer
at the plate, but are also present in the wake. Thus, they are inducing the hydrostatic pressure
difference across the wake. The problem concerning the potential flow was solved in the limit of
the vanishing Prandtl number (Pr — 0), using the vortex strength distribution along the wake
and at the plate, respectively. The vortex strength was chosen to compensate the hydrostatic
pressure jump across the wake.

However the solution of the potential flow was not satisfactory (the solution in the unbounded
plane does not exist), thus a different approach has been preformed. In Schneider (2005) the
potential flow was considered in a horizontal chanel with a width b depending on the Richardson
number Ri (b = Ri™, with n = const > 0). This approach handled the matter.

In the present investigation a different approach will be pursued. The global two dimensional
flow field will be analyzed by the asymptotic consideration in the distinguish limit of the Reynolds
number Re — oo, buoyancy parameter K — 0 and Prandtl number Pr ~ O(1). To ensure the
existence of the potential flow solution a small angle of inclination of the oncoming free stream
will be assumed.

Furthermore, the flow in the vicinity of the trailing edge is associated with difficulties of
transition into the wake region — the interaction mechanism between viscid sub-layer and outer
(potential) flow enables the continues transition. Thus the correct implementation of the triple-
deck concept (developed by several authors in 1969) in the global flow also represents a new
interesting issue of the mixed convection flow around a finite plate.
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Considering all peculiarities of the mixed-convection flow over a horizontal finite plate, the
goals of investigation are twofold: the description of the global flow (potential flow, boundary
layer and wake) on one hand and the local analysis of the trailing edge region on another. Of
particular interest will be the implementation of the triple-deck concept into the global flow for
small buoyancy parameters.

The thesis is organized as follows:
chapter 2 represents the problem formulation, with all necessary assumptions, governing equa-
tions and boundary conditions.

Chapter 3 deals with the global flow and interaction of the wake with the potential flow. Some
interesting results are obtained here, since the potential flow and boundary layer are coupled.
The two dimensionless parameters are introduced which describe the effects of buoyancy in the
far wake region and influence of hydrostatic pressure difference across the wake as well.

The trailing edge properties with interaction mechanism for two coupled triple deck structures
are considered in chapter 4. Also, the complete matching procedure is done here, confirming
continuous transition of the displacement function into the center wake line.

Chapter 5 presents the numerical solution of the lower-deck equations were a pressure disconti-
nuity occurs at the trailing edge in the lower-deck scale. This is a new phenomenon not observed
by the comparable investigations (Stewartson&Brown 1970, Melnik&Chow 1975).

In order to resolve the pressure discontinuity in chapter 6 new sub-layers are introduced and
analyzed.

Details of mathematical analysis and/or calculation routines used in thesis are given in the
appendix.



2. Problem formulation 4

2 The problem formulation

2.1 Basic assumptions

The two dimensional, laminar mixed convection flow, past a horizontal finite plate, aligned
under small angle of attack to an oncoming free stream will be investigated for large values of
the Reynolds number (Re) and weak buoyancy effects. The flow will be considered as steady
and incompressible (Boussinesq approximation).

Poo .-

UOO) TOO

Figure 2.1 Mixed convection flow past a horizontal plate

A large Reynolds number represents a precondition for applying Prandtl’s boundary layer
concept and method of matched asymptotic expansions as well — since boundary layer theory
is an asymptotic theory for large values of Re numbers. The assumptions of weak buoyancy
(caused by temperature difference between plate and the free stream) and finite length of the
plate will be elaborated.

The influence of buoyancy onto the complete flow will be characterized by the buoyancy
parameter K, which in fact represents the Richardson number (Ri): K ~ Ri.

The Richardson number is defined in terms of the total heat flux Q per unit depth of the plate
(Schneider 2005): '

rio 09 CLlNe_ ol Mo
PCpUs  Rez PTRez PrRez

where Gr = gBATL3/v?, Re = ueL/v, Nu = Q/kAT, Pr = pc,v/k are Grashof, Reynolds,
Nusselt and Prandtl numbers, respectively and also AT, 3, ¢, k, v, p are the temperature dif-
ference, isothermal expansion coefficient, isobaric heat capacity, thermal conductivity, kinematic
viscosity and density, respectively.

The assumptions of weak buoyancy effects, i.e. Ri <« 1 simplifies the analysis and also
it is a necessary condition for preventing boundary layer separation (Robertson 1973). Since
we we are interesting in 2the limit Re — 00, K — 0, the first idea was to take the interaction
pressure (of order O(Re™3)) to be of the same power of the magnitude as the perturbation of the
hydrostatic pressure across the boundary layer (classical interaction problem, Stewartson 1969).

The coresponding scaling of the buoyancy parameter K implies that K ~ O(Re_%) (Lagree
1999, 2001; Steinriick 2001). However, it turns out that such a scaling cannot enable the correct
matching procedure with outer flow. The correct scaling for the buoyancy parameter K can be
found from the scale analysis of the inclination of the center wake line.

The inclination of the center line of the wake is a consequence of the angle of attack of the
free stream and of the buoyancy as well. The hydrostatic pressure gradient across the wake has
a non-vanishing tangential component along the center line, affecting the equations of motion.
Taking into account fact tlhat pressure change across the wake is of order K and the thickness of
the wake is of order Re™ 2, we can estimate the component of the pressure gradient tangential
to the center line of the wake:
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Ap~ K, §y ~ Re™? (boundary-layer thickness)

Figure 2.2 Scaling of the buoyancy parameter K

o 9% 9p dyw
ot Oz Oy dz
N e’

~Ky,,VRe

The inclination of the center wake line y, results from the two effects (buoyancy influence
K and the angle of attack ¢). In the far field we assume that the effects of buoyancy onto the
potential flow have been vanished, thus we estimate the inclination of the wake center line by
the angle of attack (y;, ~ ¢).

In order to obtain the meaningfull asymptotic limit, we have to chose the factor ¢ K v/Re to be
of order O(1). K and ¢ are chosen to be of the same order of magnitude, namely ¢ ~ K ~ Re™1
to take both effects, the buoyancy and an angle of attack, into account.

Thus we take a distinguish limit Re — 0o, K — 0,¢ — 0, with the two coupling parameters

x and A (being of order O(1)) defined as:

e k= KRef .... reduced buoyancy parameter
e A= ¢K+Re .... reduced inclination parameter

We will later see that the parameter A describes the effect of buoyancy in the far wake region,
while x is a measure of the hydrostatic pressure difference across the wake.

2.2 Governing equations

Taking into account all assumptions and phenomenons of mixed convection flow past a
horizontal plate, the complete flow will be analyzed numerically and analytically using the
method of matched asymptotic expansions and interacting boundary layers.

The analysis starts with complete Navier-Stokes equations (simplified by Boussinesq approx-
imation), combined to continuity and energy equation.

The Boussinesq approximation treats density as a constant in all equations, except for the
buoyancy term in momentum equations, in fact “the temperature variations in the field are small
enough so material properties p, cp, pi, k can be approximated by their values at the ambient
temperature, except in the body force term of momentum equation” (Leal 1992, pp. 669).

The equations will be given in dimensional (vector) form, with following notation: Di is a

material derivative, A represents a Laplacian operator:

o\% . | ,
PooD—t = Poo,B(T —Teo)9d — Vpa + LoDV,
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P divV = 0,

Poo Cpoo % = div(\ grad T)

and also in dimensionless form, using usual reference values: L, Uy, pooUgo,Tp — Teo-

So, all the lengths are made dimensionless with the plate length L, velocities are nondi-
mensionalized by uc (the velocity of the unperturabated flow) and temperature differences are
scaled by Tp — Teo.

In the dimensionless form the Navier-Stokes equations (momentum equations), continuity
equation and energy equations read as:

1
Ullg + VUy = —pg + %(um + uyy), (2.1)
Gr 1
UV + VU = —py + RZ 0 + %(vm + vyy), (2.2)
ugz + vy =0, (2.3)
1
The subscripts “x ” and “y ” denote partial derivatives in horizontal and vertical direction,

respectively.
At the plate the no-slip condition holds and the temperature of the plate is constant.

u(z,0) =v(z,0) =0, 8(z,0)=1; -1<z<0 (2.5)
In the far filed, the unperturabated flow is given by:
u(z,y) - 1, v(z,y) > ¢, 0(z,0) >0, z>+y°— oo. (2.6)

For the analysis, the flow field is decomposed into four main regions (additional sub-layers
will be introduced later):

e potential flow
e boundary layer (boundary layer at the plate)
e trailing edge (triple deck structure)

e wake (boundary layer)

Boundary layer  Main deck

Figure 2.3 Regions of interest (schematic)
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3 Global flow

3.1 Boundary layer and wake

The outer (potential) flow cannot satisfy the no-slip condition and as a consequence the bound-
ary layer of thickness O(Re"%) forms along the plate. Since the solution of the boundary-layer
equations can be continued into the wake (Goldstein 1930), the boundary layer approximation
is valid here as well. Thus these two regions will be discussed together.

However, the position of the wake is not known a priorly — an inclination of the wake is
expected. Thus the vertical boundary layer coordinate “3” is defined as the scaled distance
from the wake center line ( y = yu(z) = ¢guw(z), figure 3.2). In fact, the boundary-layer
equations will be formulated in local coordinates around the wake center line.

Along the plate —1 < z < 0 the value of 3, is zero.

wake center line

Figure 3.1 Scaled distance from a center line

5= (v~ ¢ 5u(®)) VRe,
T (z,5) = (v — u(z, ¢gw)Kg{,,) VRe. (3.1)

In equation (3.1) the vertical velocity component @, is referred to the vertical velocity at
the center line.

In order to obtain the relevant equations in this region, the following asymptotic expansions
have to be involved as well, where the Reynolds number is the only perturbation parameter (x
and X are identified as coupling parameters, cf. sub-section 2.1):

w(x,y) = (T, §; 5, A) + O(Re™7);
p(z,y) = Re“py(z, G35, A) + .5 0(2,y) = Bu(, F; 5, A) + O(Re™4).

Inserting expansions for u(z,y),p(z,y),0(x,y) into the governing equations (2.1-2.4), to-
gether with equation (3.1), the leading order approximation of boundary-layer equations is
derived:

Twlw,z + wlug = MgOw + Gw gy, (3:2)
Pug = k0w, (3.3)
Uny,z + "_)w,g =0, (3'4)

~ - 1 -
uwew,z + Uwew,y = i)—row,ﬂzT (3.5)
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The matching conditions to the potential flow are
Ty (2, § — £00) = 1, Oy(z,§ — £00) = 0. (3.6)
At the plate the no-slip is given by:
Uw(2,0) = Uyy(2,0) =0, Oy(z,0) =1, -1<z<0 (3.7)
and a symmetry condition in the wake holds
Uy (2, 0) = Uy(2,0) = Oy 5(z,0) =0, z>0. (3.8)

The momentum equations (3.2 and 3.3) are of particular interest. Beside a component in
y-direction (which is usual in mixed convection problem), the hydrostatic pressure gradient has a
component tangential to the center line of the wake (Aif,8,,). We point out that this term, since
it has not been reported in the literature before! In Schneider (2005) this term was neglected,

since the analysis was done for buoyancy parameter K <« Pe i

3.1.1 Boundary layer at the plate

At the plate, the inclination of the center wake line vanishes and equations (3.2-3.5) reduce to
the boundary-layer equations for forced convection flow along the plate. Their solution is given
by the well known Blasius similarity solution (Schlichting&Gersten 2000, pp. 156). Using the
stream function Fg((), function Dp({) and similarity coordinate { we have:

T(@9) = F5(Q), Oul®,8) = DB(0), (=,

where Fg, Dp represents the Blasius solution and the temperature profile at the plate, respec-
tively.

2Fy + FgFp =0; Fp(0) = Fp(0) =0, Fp(oo) — 1 (3.9)
2
p: DB+ FpDp=0; Dp(0) =1, Dp(c0) =0. (3.10)

We will solve the system numerically and it will assure an initial profile at the trailing edge
for investigation in the wake region. The solution is given in figure 3.2.

1 1
temperature velocity

8t profile 0.8} profile

0.8 Ds
Pr=0.71

06 061+
04} 04} Fg
02} 02}

0 2 4 ; 6 8 0 O 2 R g 10

Figure 3.2 Similarity solution at the plate
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3.1.2 The wake

Considering the wake, we will transform the wake equations (3.2-3.5) to the following variables
which are appropriate to discuss the limiting behavior in far wake region (z — oo):

)

I ;o1 -9
,w_( +1) F(q;’n), 0w (w+1)%D($a77)a n (.’L‘+1)

@iv

where 1 is the stream function and 7 is a “similarity” variable.

The tangential component of the velocity %, = (z + 1)%F’ (z,m) will grow unbounded for
xz — oo (far wake) if F’ tends to a non-vanishing limit. Thus we expect (due to the scaling) a
velocity overshoot in the wake.

The transformed wake equations read as:

F" + gF”F - %(F’)Q + Agl,D = (z + 1)(F'F, — F"F}), (3.11)
%D” + g(FD)’ — (@ +1)(F'D, — D'E,). (3.12)

Here and in following, the derivatives with respect to n will be denoted with primes.
The boundary conditions have to be transformed and the initial condition (initial profile) at
the trailing edge as well:

F(,0) = F"(z,0) = D'(2,0) = 0, F'(z,00)= ———, D(0,00) =0, (3.13)
@+ 1)
F(0,n) = Fg(n), D(0,m) = Dg(n). (3.14)

Following Schneider (2005) and using the energy balance, we define the enthalpy flux H=
_+°° Uiyl dy. Integrating the energy equation (3.5) with respect to § we obtain that the
oo

enthalpy flux stays constant in the wake. ,

'awew,m + "_)waw,ﬁ = _‘Ifew,yﬂa
1 7
("-—"wow)m + (ﬁwaw)g = ﬁa—w,gjﬂ; d,@—/,
-0
i 1
a 'awow d@ +'l—1w9w ig = P gw,ﬂ’
— ~'0 S———
~ =0
+oo
= / Ty dj = const = H,
-00
+oo 400 +0o N
. — u
H= [ @,0 d‘:/F’Dd =2/F'D dn = ————. 3.15
/wwy n OBBnPrﬁRe (3.15)
—o0 —o0

Integrating the degenerated y-momentum equation (3.3) with respect to the vertical direction,
the pressure difference across the wake is given by

+00
Apy(z) = Puw(, +00) — Py(z, —00) = / 0w df = V(). (3.16)

Discussing the potential flow, ~,(x) will be interpreted as a vortex strength distribution
along the center line of the wake. It has to compensate the hydrostatic pressure jump which
occurs across the wake.



3. Global flow 10

3.1.3 The limiting behavior of the wake

The transformed wake equations (3.11),(3.12) are in such a form, that the limiting behavior
can be deduced just by setting the derivatives with respect to z equal to zero and take the limit
x — oo (far wake region). Assuming that the far potential flow field is given by the asymptotic
condition (2.6), the scaled inclination of the wake g/, tends to 1 (g}, — 1).

Then for A > 0 the similarity equations for the asymptotic flow and temperature profile are
obtained. Using:

. . 4
A R AH 1 Hs
F(-’L',TI) ~ aF(’?), D("’ﬂ?) ~ CD(’?), n= bna a=b= (—5_)5a C=—<1
25 \5
the similarity equations can be normalized to:
. 3.y 1 - - 1 - 3, A
FIII _FIIF__ N\ 2 D= . _DI/ _FDl: .
+5 5(F) + 0; Pr +5( ) =0, (3.17)
with the boundary conditions
+o0
F(0) = F"(0) = F'(c0) =0, / F'Ddj=1. (3.18)
0

. 1.2
F/

. 1
D

0.8

0.6

04

0.2

0

025 2 2 6 8 10
n

Figure 3.3 Similarity solution in the wake for Pr=0.71

A numerical solution of the equations (3.17) is shown in figure 3.3. It is a jet like profile.
Due to the scaling we expect the following asymptotic behavior for the velocity and temperature
profiles in the wake, respectively:

Gy = (z+ 1)5E(bn) + ..., Op=(z+1)"3cD(bn) +...

Thus in the wake the maximum velocity is proportional to Af25 and the width of the far wake
1

is proportional to f\ig—
5

Although the temperature perturbation decreases like )\”%w_g, the width of the wake is wide
enough so that the resulting buoyancy force accelerates the flow (4, increases as z — 00). As
a consequence, the hydrostatic pressure difference across the wake decays to zero for z — oo.

+00 oo
_ I ~ .
tol@) = [ 8y dg ~—— [ D) di (3.19)
@+
—00 —00

The fact that the hydrostatic pressure difference decays in the wake guarantees the existence
of the two-dimensional potential flow as we will see in the following sub-section.
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3.2 Potential flow

The potential flow occupies the entire z,y-plane with the exception of the boundary layer
along the plate and the wake. As already mentioned in sub-section 3.1, there is a hydrostatic
pressure jump across the wake, which can be compensated by a vortex strength distribution
along the center wake line and at the plate.

Y
1 Tr Yw
—
SN § N
— TP 0 SO / .
—
Plate Wake

Figure 3.4 Outer flow with vortex distribution
Thus we expand the potential flow field in terms of the buoyancy parameter K, using the
notation of complex functions of a complex variable z = z + éy (Schneider 2005). The complex
velocity field is decomposed into

u—iwn~1—i¢p + K(uy — ivy). (3.20)

z+ 1
The first correction gives the perturbation of the flow field due to the angle of attack ¢. The
value ¢ is assumed to be small and of comparable size to the buoyancy parameter K = O(Re™ 4)
The second term is induced by the vortex distribution +,, and is therefore of order K.

Boundary conditions for the potential flow correction u; — iv; are given at the plate as
vanishing vertical velocity component, since the plate is a solid body.

vi(z,0) =0, -1<z<0 (3.21)

and along the wake where the pressure has a jump (discontinuity) given by (3.16). Using the
linearized Bernoulli equation this condition can be formulated as

—ui{z,0+) + u1(z,0-) = v (z). (3.22)

According to Schneider (2005), the potential flow is represented in terms of a vortex distri-
bution along the z-axis. Note that deviation of the center line of the wake is small (of the order
of the buoyancy parameter) on the scales of the original coordinates x,y which justifies the fact
to place the vortices along the z-axis instead on the center line. Thus we have

1 (z —§)
. y+ur —
— i = —— IS 4
uy — M o /7’!1)(6) (x — 6)2 + y2 ga
with ()
_J wl) -1<z<0
() { Y (Z) z>0

Thus the jump condition for the horizontal velocity component along the z-axis (3.21) is
satisfied. It remains to determine the vortex distribution <y, (z) along the plate. From condition
(3.21) we obtain the integral equation

0 0
w(z,0) = [HELLE, [2OL (323)
0

-1
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with the solution, cf. Schneider (1978, pp. 142)

() = ,/ — /7’“ © [E+ 1 _1cz<o (3.24)
vi(z) = %,/mﬂ /7‘”(5) Lie, =>o. (3.25)

Finally the scaled inclination of the wake is given by

and thus

2
T K
— U@ (3.26)

Fy(x) =

+1
the influence of angle of attack ¢ and second one which is induced by -y, expressing the influence
of the hydrostatic pressure difference across the wake onto the potential flow.
We note that the integrals in (3.24), (3.25) exist only if v, tends to zero as z — oo (similar
problem also by Schneider 2005).
In Schneider (2005) vy, is a constant (-y,, = const) and thus he placed the flow problem between

[z
The scaled inclination of the wake ¥,(z) consists of two terms, where first represents
x

two parallel plates. Then the kernel of the integral in (3.25) is replaced by T ¢ and the integral

exist.
The scaled inclination of the center line 7, (z) (3.26) will be used to define the “final”
transformation of the wake equation:

3 1
F" 4 SF'F — o(F'f + (A, /% + kv (z )) D=(z+1)(FF, - F'F) (3.27)

Thus equations (3.27), (3.26), (3.25), (3.19) have to be solved simultaneously.
Thus the wake and the potential flow interact with each other.



3. Global flow 13

3.3 Results
3.3.1 Numerical solution

For given set of parameters (Pr, A, k) we pursue the following solution strategy (numerical
scheme).

Potential flow

vgo) — starting velocity distribution
— velocity distribution as a function of 71(5)

(i-1)
1

0N vgi)

¥

78) — vortex distribution as a function of v

Wake

Figure 3.5 Numerical algorithm

First we assume an initial guess for the vertical velocity distribution vgo) and solve the wake
equations starting at the trailing edge (z = 0) by a marching technique (parabolic problem).
Since it is expected that velocity and temperature converge slowly to their limiting similarity
profiles, the integration has to be preformed over a large distance. Thus we increase the step
size in z-direction after each step by a constant factor, say f = 1.011 (non-uniform mesh). On
the other hand, we want to resolve profiles near the trailing edge accurately, thus we start here
with a step size of Az = 10~7. Taking N, = 4000 steps in z-direction, the last grid point is of
the order 1013,

The wake equations are discretized in z-direction by a simple first order difference scheme. Thus
we get at each grid point a system of ordinary differential equations, which is solved by a well
proven ODE solver - COLPAR (Uscher et al. 1981).

We start with v§°’ = 0. In this way first guesses for the velocity, temperature profiles and
vortex distribution in the wake are obtained. Then the integral (3.25) has to be evaluated for

an improved guess for vgl).

To evaluate the integral (3.25), v,(§)v€ + 1 is replaced by a piecewise linear function so that
the integral can be integrated exactly near the trailing edge and in the far wake region. With
the new guess for vy, the integration of the equation (3.27) can be done again and repeated until
convergence is obtained. Usually it takes only 3 to 5 iterations.

Note that in the case when A > 0,x = 0 the iteration is not necessary. The inclination of
the wake is solely determined by the angle of attack ¢. In that case the hydrostatic pressure
difference across the wake is too small to influence the potential flow significantly. However,
buoyancy is limited to the flow behavior in the wake. The flow is accelerated and a velocity
overshoot develops for z — oo.

Cases when A and & are of the same order are of the interest and will be further investigated.
In following examples, A and the Prantdtl number will be fixed (A = 1,Pr = 0.71) and x will be
varied, starting from the x = 0.

However, convergence could not be achieved for £ > 0.915. In fact, solutions exist only for A > 0
and « less than a critical value.

3.3.2 The vortex distribution in the wake

Using the procedure described in sub-section (3.3.1) the solution of the coupled problem (po-
tential flow/wake) is obtained. The solution of the potential flow will be discussed first.
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0.0bOl 0.01 1 100 10000 le+06 le+08 le+10

T
Figure 3.6 Vortex strength in the wake for Pr =0.71; A =1; s =0, 0.5, 0.6. 0.85, 0.91

In figure 3.6 the vortex strength distribution ~,,(z) is shown as a function of the horizontal
coordinate x and the reduced buoyancy parameter «.

o0
At the trailing edge <, has a prescribed value -, =2 / Dpgdn and then it starts to decay
0

monotonically like £~ to zero for k = 0. For small values of  there are only small deviations
of 7y, in the range from 1 to 100. About x = 0.7 this deviation becomes markedly pronounced,
(cf. kK =0.85). For k = 0.91 the vortex distribution +,, has a plateau at z = 10 and at x = 0.914
is has even a local maximum. It turns out that the solution is here very sensible to even very
small perturbations in «!

The described solution method fails for £ > 0.915.

3.3.3 Local behavior near trailing edge

Although the boundary layer equations are valid along the plate and in the wake their solution
has a singularity at the the trailing edge due to the “sudden” change of the boundary conditions.
At the plate the no-slip boundary condition for the velocity and the Dirichlet condition for the
temperature hold.

ou a0
In the wake all quantities, like velocity, shear rate 8_11)’ temperature and heat flux —— have

0

Y
to be continuous. It has been shown that for the velocities and temperature the following
asymptotic representation holds (Sychev 1998, pp. 100).

a(z,9) = fp@) + 33 (£(Q) — k1 (PO = F5@)) +0 ¢ =

Ejal:ltcl

_ 1/ )
6(z,9) = Dp(@) + o (D'(¢) - k1 (D (0)C — D())) + s
where k; is a constant given in Sychev (1998). As a consequence we obtain for the vortex

distribution in the wake:

o0

A _ _ 1

Yw(Z) = / 6(z,7)dy ~ Yw,0 + Yw,1 23,
—00

o
Yw,0 = 2/DB@) d¥, Yw1=—2k1Dp(0) = —2k,,
0
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where -, is the prescribed value at the trailing edge and -y,,; is a coefficient which has to be
determined by a numerical calculation.

Considering that v; vanishes at the plate and using analytical functions and complex analysis,
the velocity field can be expanded (locally)

up — vy ~ —% - 71|z|%ep§_",
with ¢ = arctan £, |z| = /z? + y? and the result is obtained

~ SN0 - Wigls 2> 0

_Jw
uy(z,0) = 2 1
’ {—122 ~ =B —ypafzs 2 <0,

V3 1
vy~ ——2—71,,,1:153, z > 0.

(3.28)

381
34t Yp
Yw
3 L
2.6 L | I
-0.1 -0.05 0 0.05 0.1

T
Figure 3.7 The local behavior near trailing edge

In figure 3.7 the local behavior of the vortex strength near the trailing edge for A =1, x =0
is shown. The vorticity is continuous there, satisfying the Kutta condition, but the derivative is
obviously singular as expected.

This local behavior (3.28) enables us to match the potential flow to the local solution described
in sub-section 4.4.

3.3.4 The wake

In the wake, after the plate, there is a deficit I in the momentum flux due to the no-slip
boundary condition at the plate (the peculiarities of transition plate/wake will be explained in
Section 4.).

Integrating the boundary-layer (wake) equations the balance equation for the momentum deficit
is obtained
o0
d . d ATy Yo

7] 5 z>0.

dx :=E
0

Uw(aw - 1) dy =

In a non-buoyant wake (A = 0) the momentum deficit would be constant along the wake.
The width of the wake would increase and the velocity profile would tend to the unperturbed
velocity profile with increasing distance from the plate.
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Here the situation is different. The buoyancy force due to a slight inclination of the wake
gives a contribution to the momentum flux balance. This can lead, as in the present case, to a
velocity overshoot in the wake (figure 3.8).

o1 1 1 oo

Figure 3.8 Horizontal velocity at the center line of the wake, Pr = 0.71, A = 1, x =0, 0.5, 0.6, 0.85, 0.91,
0.914, 0.915

In figure 3.8 the horizontal velocity component at the center line of the wake is shown. In

the near wake region (z < 1), the velocity is not much influenced by buoyancy, since it first
recovers from the velocity deficit (no-slip condition). About z = 1, for k = 0 it has the value
of the outside potential flow. Further downstream buoyancy accelerates the flow and a velocity
overshoot forms. The behavior in far wake region is like 5.
With increasing values of the reduced buoyancy parameter &, the induced potential flow deforms
the wake such that @, (z,0) is reduced compared to the case k = 0 and for £ = 0.91 a plateau
forms. The solution is here very sensible to variations of x and for x > 0.915 the procedure fails,
as already been said.

This break-down of the numerical solution (no convergence) can be a consequence of a
dissatisfactory numerical scheme, or may be caused by “the physics” — a small region of a
reversed flow which breaks the boundary-layer concept, concept of parabolic equations. Since,
the velocity profile 4., (z,0) has an obvious minimum (at  ~ 2.2), we expect that with increasing
value of x, this minimum could reach the zero value, so a reverse flow region might form.

In order to explain the break-down of numerics, in fact to “reach the reverse flow” (to obtain
solutions for k > 0.915), the numerical procedure has to be formulated differently. Certainly,
the further investigations are desirable.

The influence of the vorticity distribution -, onto the form of the wake can be seen in figures
3.9 and 3.10.
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Figure 3.9 Vertical velocity at the center wake line, Pr = 0.71, A = 1, « =0, 0.5, 0.6, 0.85, 0.91
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Figure 3.10 Scaled inclination of the wake center line, Pr = 0.71, A = 1, x =0, 0.5, 0.6, 0.85, 0.91

The first one shows the induced vertical velocity component vy in the wake.
Starting at zero from the trailing edge it attains a positive maximum and then decreases rapidly
to a negative minimum and finally increases slowly to its limiting value zero at infinity. This
zero value is a confirmation that divergence of integrals (3.24) and (3.25) does not occur!

In figure 3.10 the scaled inclination of the wake ¥/, is shown.
For k = 0 it is the inclination of the wake after a plate with the small angle of attack ¢. It is not
affected by buoyancy. Shortly after the plate buoyancy tends to bend the wake upwards, but at
z ~ 0.1 buoyancy tends to bend the wake downwards. For x = 0.91 the wake has near z = 1
a section with negative inclination! Near this limiting value of x one sees that the inclination
is very sensitive to x. This seems to be an indication that around s = 0.915 a bifurcation or a
singularity occurs.

3.3.5 Vortex distribution at the plate — lift coefficient

The pressure due to the potential flow with circulation gives rise to a normal force acting on
the plate, i.e. a lift coefficient. So the total vortex strength distribution along the plate will be
used to define the lift coefficient.

-z K2
Tp(z) = ¢yp(z) + Kyp(z) = —¢ (2 231 77’,(3:)) . (3.29)
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The total vortex strength includes the influence of the inclination angle, term ¢ v4(z) and a
2

buoyancy term, characterized by parameter '—;— (sub-section 3.2).

-1 -0.8 -0.6 -0.4 -0.2 0

Figure 3.11 Vortex strength distribution at the plate, Pr = 0.71, A = 1, « =0, 0.5, 0.6, 0.85, 0.91

Accounting for the contributions from the upper and lower surfaces of the plate and referring
the lift force to the free stream stagnation pressure and the plate area we obtain for the lift
coeflicient Cp,

0 0 0
2
Cr = —4/p(:c, 0+)dz = —2/1",,(:1;) de=¢ | 2r— 2% /fyp(:z:) dz | . (3.30)
-1 -1 -1

1

0 01 02 03 04 05 06 07 08 09 1

K
Figure 3.12 Lift coefficient, Pr =0.71, A =1

Figure 3.12 shows that buoyancy reduces the lift force. For & ~ 0.6 the resulting lift force
is zero and for larger values of x a negative lift is obtained. This result is in accordance with
Schneider (2005) who also obtained a negative lift.
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3.4 Heat transfer

In this section we consider the effects of buoyancy onto the heat transfer from the plate
to the fluid. Starting point are the modified boundary-layer equations (cf. Schneider (1979),
Schneider&Wasel (1985), Steinriick (1994), Steinriick (1995), etc...) using the (original) buoy-
ancy parameter K.
The potential flow is also affected by buoyancy and is assumed to have an expansion of the form
(3.20) with ¢ ~ K.

As usual we distinguish between a local Nusselt number Nu, = % %w mq"f y’ where ¢, is the
p " too

local heat flux ¢u(z) = —k%Tg and a global Nusselt number Nu = , where ¢ is a

average wall heat flux. The thermal conductivity & is assumed to be constant. We will expand
both Nusselt numbers in terms of K:

Nu = Nug + K Nu; +...; Nug = Nugg + K Nugy + ..., (3.31)

where Nuy is the classical forced convection Nusselt number, which is function of the Prandtl
number (Pr) only. Thus Nu; is the correction due to buoyancy and it will be of particular
interest.

We start from the modified boundary layer equations at the plate (Schneider& Wasel 1985)
formulated in terms of the stream function 9 (z, 7):

7/_’177/;17@ - ’(/;xT/—)yy =—pz + Jlggg, (3.32)
py = K8, (3.33)
oo 1 -
50z — Yably = 505y, (3.34)
with the boundary conditions: _ ~ .
P(x,0) = Py(x,0) =0, 6(0) =1, (3.35)
Pg(x,§ — 00) = 1+ Kuy, 0(z,§ — 00) = 0. (3.36)

In contrast to the investigations concerning the semi-infinite plate (Schneider 1979, Schnei-
der&Wasel 1985, etc...) where the outer potential flow is assumed to be uniform parallel flow,
we have to take the pressure perturbations in the potential flow into account

Pz, g — ©0) = 1+ Kuy. (3.37)

Transforming the modified boundary equations using the similarity variable i = % and
functions P(z,§) = vz f(#), 8(z,9) =6(A), Bz, ) = vz H(r)) we obtain:

fra i+ ) = o, (3.39)
7 = K9, (3.39)
Ly Yoy =, (3.40)
subject to the boundary conditions:
fO)=F0) =0, 600)=1, 7=0, (3.41)

F/6 = 00) = 1, §(i — o0) = 53p(z), 8 = 00) =0. (3.42)
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The primes denote the derivatives with respect to 7.
We expand the f,7,8 in terms of K:

f = fo)+K filz, i\ k%) +..; 0 =00(R)+Kb(z, 55\ 62 +...; = po(A)+Kp1(z, M5\ £2)+...,

where the leading order terms are not affected by the buoyancy at all (“zero” indices) and
the first order terms take into account buoyancy induced disturbaces from the outer potential
flow. Combing these expansion with the equations (3.38-3.40) we obtain the forced convection
problem for leading order terms:

2 1., T,. .
o +5fofo + \/7_(100 — fipg) = 0, (3.43)
po =0, (3.44)
1y VE s
py00 + 5 fobo =0, (3.45)
with boundary conditions: fo(0) = f3(0) =0, 6o(0) =1, #=0, (3.46)
fo(i) — 00) — 1, Bo(f} — 00) =0, po(f} — c0) =0 (3.47)

and the first order approximation (correction):

o + Q(fof{' + fifo) + g(Pl —qpy) =0, (3.48)
1, T, 25 72
Lo+ YZ (ot + fufl) =0, (3.50)
with boundary conditions: F1(0) = f1(0) =0, 6,(0) =0, 7 =0, (3.51)
5 1 . ) 1
fi(00) = =5 (@5 A, k%), 81(c0) =0, pi(c0) = (@5 A, K?). (3.52)

Following Schneider (2005) the local correction of Nusselt number can be written as:
86,

Nuy; = —K vVPe o5

(3.53)

where Pe is a Peclet number Re Pr = Pe. The temperature profile in (3.53) has to be calculated
from the equations (3.43-3.52).

However of the interest is the global correction of the Nusselt number and it is given in figure
3.13.
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Figure 3.13 The correction of the global Nusselt number as function of £ and Prandtl number by A =1

The figure 3.13 confirms that the heat transfer is getting more intensive by the increasing
values of Prandtl number and reduced buoyancy parameter «. Recalling the investigations in
the global flow (figure 3.11) such result was to expect.

It is important to note that values near the zero-point are not of particular relevance for
the present investigation, since the study done in Schneider (2005) deals with case of Pr — 0 in
details.
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4 'Trailing edge region

4.1 Interacting boundary layers and mixed convection

It is well known that the inviscid and boundary layer description break down near separation

points or near singular points of the geometry, such as sharp leading edges, corners and trailing
edges.
The singularity at the trailing edge is very sever since the nonuniformaty of the basic expansions
is caused by a discontinuity in the surface boundary condition (sudden change of no-slip to
symmetry condition) and by a singularity in the inviscid solution (outer flow) as well. The
discontinuity in the inviscid solution is described by Goldstein’s near wake solution (1930),
which shows the singularity in the vertical component of velocity. On the other hand, the
second order inviscid solution is singular too, since the induced pressure perturbations obtain
the values of plus/minus infinity on the downstream/upstream side of the trailing edge.

The singularity caused by the trailing edge is so strong that only a local expansion deep within
the boundary layer can remove it. This requires a major change in the way the expansions are
formulated and there were numerous attempts to correct mentioned defects in order to develop
the asymptotic theory that is uniformly valid at the trailing edge.

The derivation of the suitable theory to study disturbances in the boundary layer emerged
in four different papers around 1969. Stewartson (1969) and Messiter (1970) considered the
trailing edge problem and Stewartson& Williams (1969) and Neiland (1969) considered separation
problem. In these papers it was shown that the flow develops a characteristic multilayer structure
near trailing edges and separation points. This structure is noted as a triple deck (Stewartson).

The flow upstream and downstream of the triple deck region is governed by the standard
inviscid and boundary layer equations. The leading term in the outer inviscid region is given
by a uniform flow, while the solution in the upstream boundary layer is given by the Blasius
solution and in the downstream by Goldstein near wake. However, in the present case, in the
outer potential flow the pressure perturbations have to be taken into account.

The mentioned multilayer structure is characterized by:

o the potential perturbations in the upper deck
e an inviscid rotational disturbance in the main deck, outer part of the boundary layer

e the boundary layer type disturbance in the lower deck (viscid sub-layer)

v
il | Y= O(Re_%)
) i
| |
| |
| Upper deck 1
) |
] |
I ! .
[ 'y =O(Re™2)
-------- e
Oncoming | X | Outer Goldstein
boundary | Mandeck _ 1y=0®e) Wake
L layer ' Lower deck :-Inner Goldstein
[ —a:=O(Re‘%) z=0 x=O(Re’%) z

Figure 4.1 Triple deck structure (schematic)

Connecting the three decks is a pressure perturbation (and displacement function) which has
to be determined by allowing the decks to interact with each other via matched asymptotic
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expansions. That was the key idea of Stewartson’s and Messiter’s studies, to associate the
potential flow (outer flow) with pressure perturbation which will affect flow near the trailing
edge.

The preceding discussion explains that the triple deck formulation leads to a description of
the flow as the interaction between the outer inviscid stream and vicious sub-layer (generation
of the displacement function by the lower deck).

The solution in the inviscid upper deck can be reduced to the integral relationship (Hilbert
integral) between pressure and the flow deflection generated by the sub-layer. On the other
hand, the complete solution of the triple deck problem is then reduced to determine the solution
in the viscid sub-layer (extended boundary layer equations). These solutions have to match the
rotational flow in the main deck and must result in the displacement thickness and pressure
distribution that satisfies the Hilbert integral arising from the outer solution.

For further details concerning the interactive boundary-layer flow see Kluwick (1998) or Sobey
(2000, pp. 76).

In the present study the interaction problem will be extended to weak buoyancy effects.

In a first attempt one might assume that the buoyancy induced pressure Iperturbations a,lnd the
interaction pressure can be of the same order of magnitude (p = O(Re™8) if K = (Re™8)), cf.
Lagree (1999, 2001) and Steinriick (2001). However, it can be shown that the resulting triple-
deck problem for the trailing edge has no solution which can be matched to the wake solution.
In accordance with the analysis of the wake and potential flow, we have to chose buoyancy
parameter K of order O(Re‘%). Thus, the applicability of the triple-deck concepts in present
investigation is possible only with above specified value of K!

Since the flow condition on the upper and lower side of the plate are different, we have to
consider two triple-deck problems: one at lower and one at the upper side. This resembles the
triple deck at the trailing edge of the plate in a uniform stream at a small angle of attack studied
by Stewartson&Brown (1970).

dl
el = y=0(Re™¥)
I |
| |
| Upper deck :
i
I |
! |y = O(Re~})
______ ,___________:_y_____
Oncoming Mai
bound ain deck _ _5
layerary - - — — _ - = = _I_.y___o_(l}e. 8) Wake
\ y Lower deck I
' .
. (l))ncogxing - - _Lg_wcz{dgf:k_ S S - T
(l):;xerary I Main deck | y=0(Re™S) Wake
—————— - —_-—- - = —- - = =5
| ly= O(Re 2)
[ |
I Upper deck :
|
I |
|
| _3
z = O(Re™5)
R S 'y = O(Re™ %)

Figure 4.2 Triple deck structure for mixed convection (schematic)

To discuss the trailing edge problem the governing equations (2.1-2.4) will be used in com-
bination with physical properties and length scales of each layer inside the triple-deck.
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4.2 Notation

One difficulty in understanding the interaction near the trailing edge is that of developing a
clear and easy visualized notation for such a complex problem.

The length scales are already shown in figure 4.2, but inside of the triple deck the notation
will be changed. The independent variables will be denoted using the scheme where the indices
represent the scaling factor by the Reynolds number:

a:l=Re'é':v ; ymzRe%x ; 1=0,1,2,..., m=0,1,2, ...

In the further analysis f&™ will denote a depended variable (like u,v,8,p...), which is a
function of z; and y,,. In particular we consider the following regions:

e potential flow (no scaling) zo= Regx, Yo = Regy, f(O:O)

boundary layer x4 = Re%x, yqg = Reg'y, f (0.4)

upper deck z3 = Re%m, Y3 = Re‘g'y, FG&3

main deck zg = Regw, Yq = Regy, f(0’4)

lower deck z3 = Reg.'z, Ys = Regy, f(3,5)

For convenience we decompose the flow into a symmetric and anti-symmetric problem. A
similar technique was used by Stewartson&Brown (1970) and this procedure exactly “follows”
the nature of the buoyancy, since it causes the anti-symmetric effect.

On the other hand, the symmetric case stays similar to the classical interaction problem.

This new decomposition of the flow field (symm./antisymm.) demands a formulation of sums

and differences (of the values over and under the plate).

= {®Y) +2f(:v, Y . Af= fey) — f@—y)  p_ O(Re~}),
v(z,y) —v(@—y) L, - V(@ Y) oz, —y)
2 ’ 2K '
In order to make the notation system “easier to follow”, all variables, together with reference
values, will be shown in table 4.1:

but U=

Zones
Variable Potential flow Boundary layer Wake
x 2(0,0) (L) z(0,0) (L) 2(0:0) (L)
v y(©0) (L) y(©04) (UooRe—% ) y(04) (UsoRe™ %)

u | @09 Au0) | (Uw) | a0, Au®Y | (U) | @Y, 8ud?Y | Us)

v | 309, 2@ | (Uy) | 809, Av®D | (UsoRe2) | 50, Av? | (UsRe™2)

p 13(0’0), AP(O’O) (PooUozo) 15(0’4)> AP(O’4) (PooUozo) 131(1?’4), API(BA) (PooUgo)

9 / / gO AGOD | (Ty — Too) | 89D, 260D | (Ty — Too)




4. Trailing edge region

25

Trailing edge

Variable upper deck main lower
x z3 (LRe_'g' ) x3 (LRe™ 5 ) x3 (LRe~ %)
y v3 (LRe™%) Y4 (LRe™7) ys (LRe™%)
w389, AuBY | () | 389, a0 | () | 369, AuBY | (U
v 333, AvBI) | (Us) | 539, AvBY | (UyRe 2) | 539, AvBS) | (U Re ?)
P | BB, 8009 | (peoU2) | 539, ApPD | (poolZ) | 559, AP | (pool2)
6 / / 03D NGB | (Ty — To) | 93D, NGBS | (Ty — Toy)

Table (4.1) shows the variables and their reference values

The analysis of the three decks follows the sequence of main deck where an inviscid rotation
disturbance introduces two functions of x, the pressure gradient and the displacement function;
the upper deck where a potential flow solution provides a link between the pressure gradient
and the displacement function; and finally the lower deck where the solution of a non-linear
boundary-layer type equation generates the unknown pressure and displacement function.

All mentioned equations will be obtained from the governing system (2.1-2.4), but now

formulated for the symmetric and anti-symmetric part of the solution (flow).

Equations for the symmetric part:

T®OTEO + 500700 4 K2(Au®? Aul® + Av® O Aul®) =
1
_5(0,0) +7(0, 0) +7(0,0)
p:l,‘() + Re (uiliol'o + uyoyo)’

17,(0’ 0)615’100’ 0) + ﬁ(Oy 0),51(/% 0) + KZ(A'U,(O’ 0) Av:(ro(; 0) + Ape9 A’U!(I(:; 0)) —
_ﬁ(O, 0) + ..G_r
Yo Re2

—(0,0 7(0,0)
ugto )+v!(/o )_0’

1 _
K 0699 + %(v%g) + o,

7(0:0)9(0,0) 4 5:(0,0)5(0,0) 2 (0,0) (0,0) (0,0) 0,00y —
2022 + 9020, + K2 (Au™? Ay + Av™? Agy?) =
1

7(0,0)
Re Pr (©

ZoZo

7(0,0)
+ 03/01/0 :

Equations for the anti-symmetric part:

77(0: 0) (0, 0) (0,0) 7(0,0) 4 (0,0) (0, 0) (0,0) 7(0,0)
u”” Dug® + Au®? ug® + 9% Dug»® + Av®? 4 ® =

1
AP + o (DU, + DU,

77(0, 0) (0, 0) (0,0) 5(0,0) 4 #(0,0) (0,0) (0,0) 5(0,0) _
(7] Avge” + Au™? 2™ + v Avyr” + B[P 50 =
Gr

~ 1
— (0,0 4 _~ g0 4 _— (0,0) (0,0)
Apy® + ReZ K0 + Re (Duggzy + Dugr ),

(4.1)
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Au® + Av2? =0,

~(0,0) (0,0) (0,0) (0,0) —(0, 0) (0,0) (0,0) (0,0) _
] ANOzy” + Du™ 0,7 + 000 AGP? + Av by =

1
(D052, + DO, (4.2)

It seems that after the transformation, the system of equations is more complicated than it
used to be (by “separated” top and bottom of the plate), but in reality this procedure makes
the investigation much easier (both analytically and numerically).

With specified value of K (defined in investigation of the global flow), namely K = O(Re_% ),
the problem (4.2) becomes linear, where the symmetric part of the solution is given by classic
triple deck concept (1969). Thus the anti-symmetric part can be interprated as “next approxi-
mation”, or the slightly disturbed Stewartson case of interaction.
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4.3 Flow structure at the trailing edge
4.3.1 Main deck

The equations valid in main deck are obtained by inserting the asymptotic expansions of the
dependent variables into the equations (4.1, 4.2).
For the anti-symmetric part there are:

Au®?(z3,y4) = CuilnRe + Aul>?(z3,y4) + Re‘%Au?"‘) (z3,94) + -y
Av® D (3, 44) = Re—gAv((,3’4)(m3, ya) + Re‘%Av§3’4)($3, Ya) + oy
Dp® D (z3,y4) = Ap$ (23, 34) + Re™5 AP (23, ya) + .oy
AN (z3,94) = CulnRe + AP (z3,94) + Re_éA0§3’4)($3’ ya) + oo

We will see later that expansions for Au®* and A8®* have to have the In Re-term (sub-section
4.5).
For the symmetric part we have:

@ (23, y4) = 1 (ya) + Re ™36 2 (z3,94) + .
5 9 (x3,y4) = Re™ 359 (w3,94) + ...,
P9 (x3,74) = Re 59 (3, 44) + -

6 (23, y4) = 0% (ya) + Re™ 598 (w3, 51) + ... .

The main deck equations (symmetric/antisymmetic) for the leading order terms are:

—(0,4 (3 4) 3,4) =(0,4) __
aVT + 309G = 0, (43)
~(3,4)
pl’y: =0, (4.4)
—(3,4) ~(3,4) __
Uy gy + 01, =0, (4.5)
—(0,4)(3,4) ~(3,4)(0,4) _
uf) )01,9:3 + 'vg )0((),y4) - Oa (4'6)

n(0,4) __

where @ = = Fg , Fp is the Blasius function and 6" = Dp is the temperature profile at the

plate (cf. Subsection 3.1.1).

The obtained system describes the rotational inviscid flow and it can be solved analytically
using the unknown function A(z3) — Stewartson’s displacement function.

a9 = A(zs) U(()Oy4)> (4.7
7B = ~A'(z3) TP (), (4.8)
Y = C@9 (z3), (4.9)
89 = A(xs) g(()Oy:) (4.10)

Similar equations hold for the anti-symmetric case:

al® 4)Auo“"a,/.“s) + Av® 4)u(()°y1) =0, (4.11)
ApEd = O, (4.12)

0,Y4
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AP(l?yi) = &9, (4.13)
Al + DD =0, (4.14)
B9 DI + A ORED =0, (4.15)
with the solution:

DUl = AA(zs) T y4) + CL D (yy), (4.16)
Av@®D = —AA (z3) TP (ys), (4.17)
DG = AA(z3) %D + C& 9 (ya), (4.18)

Ya
Apg® = / 0> dys = Dpg? = Dpg? (ya), (4.19)

0

Ap* 9 = A(zs) 8 + CF(a3). (4.20)

The constants of integration C5>*, C$** present in the solution of anti-symmetric case will be
determined by matching procedure (1n classical interaction these terms are zero). The unknown
function AA’(z3) is “the difference of the displacement functions” on the upper and lower side
of the plate.

4.3.2 Upper deck

The upper deck represents the disturbed potential flow.
The procedure for deriving the equations valid in upper deck has been already explained in the
previos sub-section and we start with asymptotic expansions for the symmetric part:

_ _2_
4®¥(x3,y3) = 1 + Re"84® ¥ (z3,y3) + ...,
_2_
5(3’3)(1‘.37:93) = Re 8”53, 3)($3>y3) + o
79 (3, y4) = Re™ 35 (23, 93) + ...
and for the anti-symmetric:

2 (w3, 3) = Re™ s A (z3,33) + Re ™8 AV (s, 95) + .,

£V (23,y3) = Re™5 Avf® (23, y3) + Re ™5 Ao (23, y3) + ...
AP (z3,ys) = Apf I (z3,s) + Re™5 Ap® ¥ (z3,43) + ...
Matching the v-component of the main deck with the v-component of the upper deck yields:

79 (23,0) = 339 (x3,00) = —A'(z3). (4.21)

Thus the potential flow in the upper deck can be represented by a source distribution on the
zz-axis (Schneider 1978, pp. 142). Together with the linearized Bernoulli equation we obtain
for the pressure distribution:

oo
pas,0) = #{ L [ 2 o)
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The pressure perturbation and displacement function are “connected” by Hilbert’s inte-
gral, where the Cauchy principal value and also Hadamard’s notion (finite part of integral, cf.
Hadamard (1932)) have to be involved.

The source distribution procedure holds for the anti-symmetric part as well and we have

Ap®(z3,0) = .7-'{ /AA’(C) d(}

Now, considering the pressure perturbations by the matching principle (matching the upper
with the main deck) the complete form of the pressure corrections in the trailing edge region is
given by:

509 (s )_}—{ /m e d (4.22)

29> (s) = Az (ya) + F{ /PAN«)M} (4.23)

4.3.3 Lower deck

Also in the lower deck the analysis starts from the governing equations and the asymptotic
expansions, thus for symmetric part we have:

_1_
a®®(z3,y5) = Re7 88> (z3,y5) + ...,

749 (z3,y5) = Re™ 8539 (23, y5) + ...,
5% (z3,y5) = Re~ 85 (23,y5) + ...
89 (z3,y5) = Re 30 (z3, ys) + ...

and for anti-symmetric part:

_1
Du® D (xz3,y5) = Auf ¥ (x3,y5) + Re™8 Aul D (z3,95) + ...,y

L9 (z3,y5) = Re™8 Av® ) (23, y5) + Re ™5 Avf ) (z3,y5) + ...
Ap®® (z3,y5) = DS (z3,y5) + Re™ 8 Ap D (23, 5) + ...
DO (z3,y5) = DS (w3, y5) + Re™ 5 AIED (23, 5) + ..

The equations valid inside of lower deck (thin, viscid sub-layer) for the symmetric part are:

APV + ot al) = -l (424
1T A
PO (z3) = F{ = ac}, 4.25
(25) = {w/x_cf (4.25)
u§3x§)+v§3y§) 0, (4.26)
1

7(3,5)1(3,5) 5(3,5)9(3,5) _ 03,5
a 015 + U1 al,ys = Pr gi’ys)ys’ (4.27)
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with boundary conditions (no-slip and symmetry condition)
ﬁia's)($3,0) = '1753’5)(.'1:3,0) = éis’s)(:l,‘;;,()) =0; z3<0,

@y (w3,0) = o (23,0) = 03 (23,0) = 0; 25 >0,

matching conditions
@ ® (z3,00) ~ ys + A(zs) 5 0% (23,00) ~ ys + A(z3),
and initial condition
39 (z3 — —00) ~ ys.
For the anti-symmetric part we have:

a(l3,5)Au(()?:,v53) + A'U:(()a 3 8) 5 (3 5) + ,U(3 S)Au(3 5) + A,U(3 5)u§3y5) _ Ap(lagg) + Aug3y55)ys,

2p>(z5) = Aws) + {2 / 229 acl,

3,5 3,5
Aul )+Av( )- ,

0,T3

1
SRINA ©OED 4 5> AGE, s) (3,5)§(3,5 — (3,5)
UV Doy + Dug 200 + 077 Dbgy, + Dvg 20, = pr Sowsys

with the boundary conditions:
Aul(z3,0) = Av$ P (z3,0) = AP D (23,0) =0; z3 <0,

Aul ¥ (z3,0) = Apl® P (z3,0) = A (23,0) =0; 3 > 0.

30

(4.28)

(4.29)

(4.30)

(4.31)

(4.32)

(4.33)

(4.34)

(4.35)

(4.36)

(4.37)

The symmetric part of the solution (4.24-4.27) is the triple-deck problem for the flow past
a finite plate considered by Stewartson (1969) and Messiter (1970) and thus the solution is well

known (classical interaction, no buoyancy influence).

However, the anti-symmetric part (4.32-4.35) can only be solved, after the determination of the
solution of the classical interaction problem. Due to the scaling of the buoyancy parameter, the

anti-symmetric part of the solution does not influence the symmetic one.

In order to complete the formulation of the tripe-deck problem for the anti-symmetric case,
the asymptotic behavior for £3 — —oco has to be analyzed, which is done in the following

subsection.
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4.4 Asymptotic behavior for z3 — o0

In order to define an adequate numerical scheme to solve the system of equations (4.24—
4.37), a detailed analysis of the problem is necessary. The asymptotic behavior of the unknown
variables in the region of the trailing edge and infinity are of particular interest. Since the
problem is of elliptic/parabolic nature, it will be sensitive to any changes in asymptotic of
pressure distribution and displacement function, respectively.

4.4.1 Symmetric part

We start with the symmetric problem (Stewartson’s solution) and recall the asymptotic
behavior of its solution (Melnik&Chow 1975):

z33Us(¢) 3 — +oo (¢ =ys/x33

r3 — —00

0 z3—> —00

7(3,5) —

0 xz3— —00

A (g3) = ,
( 3) 133%0,3 3 — +00

where a; = 0.892 is the Stewartson’s constant and Uy, V;; are the Goldstein’s similarity solutions

(1930), respectively.

4.4.2 Anti-symmetric part

Since the flow in the upper deck is a potential flow, the function A¢(z3,y3) = —Au® ¥ (x3,y3)+
iAv® 3 (x3,y3) can be interpreted as an analytical function of the complex variable z3 = z3+1ys.
Due to the matching condition with the main deck (4.21) and the linearized Bernoulli equation

we have
Au®(z3,0) = —Ap®3(z3) , Av@® 3 (z3,0) = —AA(z3).

The pressure perturbation Ap‘®® and the derivative of the displacement function —AA’(z3)
can be now interpreted as the real an imaginary part of the analytical function evaluated on the
real axis. Using the equation for the pressure distribution in the main deck (4.21) we have

Ad(x3,0) = Ap®P —iAA (z3) = Lp® D — A(z3) — iDA (x3).

Now taking the asymptotic behavior of A(x3) into account, we assume an asymptotic ex-
pansion of A¢ for z — oo in the form: A¢ = A¢g + (a + ib)z%, where Agg(z) is analytical at
z — oo. The constants a and b are determined such that AA’'(z3) — 0 for z3 — —oo is valid.
They turn out to be a = —a, and b = vV3a,.

Thus we obtain for the real and imaginary part of A¢g (cf. Appendix A.1):

RA¢o = Ap®® (z3) — A(ws) — aglas|? (1 + h(—mg)),
SAge = —AA(z3) + \/gasxg%h(a:g),

where h(z3) =1 for z > 0 and h(z3) = 0 for z < 0 is the Heaviside jump function.
Thus the asymptotic behavior of Ap®® and AA'(x3) is given as:

3v3 4

AP (~a3) ~ —25|33]7 3 DA(zs) ~ Ty %8t T3 oo

and the interaction law can be written in the form:
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(€) + V3asC3R(C)

z3—¢

1 oA

- 1

ApPO(x3) = A(z3) — 2as|x3|3 (1 + h(z3)) + - / dc. (4.38)
—00

The interaction law formulated by equation (4.38) separates the singular parts and the integrand
in the Hilbert integral decays sufficiently fast to zero for 3 — Foo0.

We point out the asymptotic behavior of A(x3) ~ .’E3%, which has not been observed in the
literature before.

In order to find the numerical solution, the asymptotic behavior (both in 3 — +00) of the
pressure perturbation and the displacement function has to be known. This behavior is crucial,
since the solution is very sensitive to any variation of boundary conditions.

4.4.3 Asymptotic behavior of the velocity profile for z3 — —oc0

Considering the asymptotic behavior of the pressure Ap{®® and the behavior of Stewartson’s
solution as 3 — —oo, we conclude that flow in the lower deck is self-similar. Making the
similarity ansatz (using the scaled stream function AH)

Aul® = AH'(n), with n= %7 (4.39)
x3|3

we obtain the similarity equation

2 1"
AH" — Fg(O)%AH” - FBT(O)(AH —nAH') = —2—;3 (4.40)
with boundary conditions AH(0) = AH'(0) = 0. The right hand-side of the equation (4.40) is

due to the asymptotic behavior of the pressure perturbation Ap*® ~ —2a,|z3|3.

The corresponding homogeneous equation has three linearly independent solutions, namely
h1, ha, hg, where we have: hy(n) ~ nlnn for n — oo, ha(n) = 7.

2a,

+ Cf"Pha(n) + CF Pha(n) + C§* Vs (1) (4.41)

The third solution h3 increases exponentially for 7 — co and in order to match the velocity
profile with the main deck it has to be eliminated. Thus the asymptotic behavior of the AH (n)
for n — oo is given as

2a,
AH(n) = - o (B) + C*¥nlnn + C$ %y (4.42)
and finally for the velocity profile we have:
AH = AulP(n) ~CP Inn+CY, n— o0, (4.43)
(3,5)
Au$ P (z3,y5) ~ C¥ ¥ Inys + C5 Y + 013 Inzg, ys > 0. (4.44)
A/;(rrl:a)

The constant terms with respect to ys can be identified as the asymptotic behavior of AA.
The solution of the ODE (4.40) has a logarithmic term in the velocity profile.

The presence of the “In”-terms has to be confirmed by matching with the boundary layer
region (near the trailing edge), which will be done in next section.

In order to supplement the lower deck equation with correct asymptotic boundary condition
for y5 — 00, we need a condition which is satisfied by all linear combinations of the two admissible
fundamental solutions, namely 1 (derivative of ha(7)) and Inys.
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ysAuff?'/?ys + Au((fg’fs) =0; ys— 00 (4.45)
The asymptotic boundary condition (4.45) completes the formulation of lower deck equations
system. The problem is well posed and the numerical calculation will be done in section 5.

4.5 Matching in trailing edge region

In order to complete the trailing edge problem, the detailed matching procedure for z — 0
will be preforn};ed. Special attention is paid to the appearance of the logarithmic terms and the
presence of z33-term in the displacement function AA. The matching procedure will confirm
how different is the interaction mechanism of mixed convection case, than in all previously done
investigations (inclinated plate Stewartson&Brown 1970, for instance). This strongly expressed
non-symmetry is responsible for difficulties by numerical calculations (longer convergence pro-
cess, “sensitivity” of numerical scheme in “zero region”, etc...), which will be mentioned in
section 5 (Numerics).

In the analysis particular attention will be given to the “genesis and resolution” of logarithm
terms (equation 4.40), but also to the transition of the displacement function into the center
wake line, which will enable correct implemerllta.tion of triple deck concept to the global flow
model with buoyancy parameter of order Re™4.

4.5.1 Triple deck structure

The existence of “In-terms” (both in the longitudinal and perpendicular direction) was first
observed in the lower deck region (for z; — —o0), so the matching procedure has to start here
(inside of the lower deck).

Formulating the lower deck solution of velocity and temperature profiles in the main deck
coordinates and applying the Van Dyke’s matching principle, the behavior of Au, A8, Ap inside
of the main deck is obtained (details of matching routine are given in Appendix A.3)

Main deck (general solution):

Dul (x5, Ys) ~ AA(z3)Fg(ya) + C53 Y InRe Fg(ys) + Cpylya) + -y
A6 (z5,y,) ~ AA(z3)Dp(ys) + C5; ¥ InRe Dig(ya) + Cpa(ya) + ..y

~1 G4 3
Ap P (zs,y4) ~ Re sCYx3 + .y

where Fg, Dgp are the Blasius similarity solution and temperature profile, respectively and the
coeflicients are given in Appendix A.3.

In contrast to equations (4.16 and 4.18) we have to add the terms C$%* InRe and C&¥ InRe.
Matching the velocity with the lower deck (with similarity solution 4.40) we obtain:

AA(z3) ~ Canlnlz,s] for z; — —o0

and Crs(ys) ~Iny, for y, — 0.

The same form is present by the temperature profile (the coefficients have to be adjusted ).
Considering the profile of Au$* in z; — —oo and rewritting it as:

X
B2 (w0, ) o Casln = +Coslua) + -
es8

To

the matching procedure can be continued in the boundary layer. Terms obtained inside of the
main deck have to be present in the boundary layer as well.
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4.5.2 Boundary layer near trailing edge

Using the results obtained by the global flow (sub-section 3.3.2, the pressure perturbations),
considerations in the main deck and combining them with governing equations (formulated as in
A.2), the behavior in the vicinity of the trailing edge can be analyzed (z¢ — 0, boundary-layer

scale).
) AP (@0, ys) ~ CS ¥\ zol3 + ...\

(3 5) 1
Y40 ) ~ s 1ol Fip(wa) + Cos(ya) + 52 Vleol
(0,4) o 0,4)),, 1%
A00 ’ (wO’ y4) F” (0) ln |x0| DB(y4) + CD3(y4) + Cle |x0|3 + “ey
B

together with the symmetric terms (Ruban 1998)'

YO (x0,9s) ~ Fa(ya) + (FB (ya) = y4F,'3(y4))$o +
0 (2o, ys) ~ Da(ys) — ‘2-1170D3(y4) T

where Fg,Dp (and their derivatives) are similarity solutions at the plate (Blasius), C5;*,CS:*
are constants of less importance (next order terms) and C®? is the value present in the equation
(4.40), which has to be calculated numerically.

Functions Cp3(y4), Cps(Ya) ~ yalnys, ys — 0 come from the matching procedure with viscid
sub-layer and main deck.

All the coefficients are determined by the matching principle given in the appendix A.3 and
A 4.

The terms present in the expansions for the stream function and temperature (A" *, A ?)
arise as a consequence of sub-layer solution. The flow near z, = 0 can be decomposed into an
inviscid and thin viscid sub-layer (~ mé/ 3) which has to fulfill the no-slip condition.

The sub-layer equations are solved in appendix A.4 and expanding the solutions for { — oo
(similarity variable ¢ = y./ |:v0| ), the structure equivalent to the expansion of AS* arises.

AFODQ) ~ CROCInC +CHIC+CRY +
AFEO(Q) ~ ORI ¢+ O + .

where A f(®% is a scaled stream function.
The analogous solution exists for the temperature profile:

DgOIC) ~ CHOIC+CRY +

and now Ag®?¥ is a scaled temperature profile.
Using the Van Dyke’s matching rule (( — oo) the unknown coefficients inside of the sub-layer
can be determined. For velocity holds:

AfEP(C — 00) ~ Aug (20— 0,34 = 0),

(0,4)

= AT,/)(O M= AU(O 4)(330 —0,y, = 0) ~ (0 “1n Ys — In |zo| + 0}2'4) + .

The final expansion is interesting since it delivers the coefficient C'3* = f(C{*™) and also
confirms the correct behavior of the functions Cg; and Chps.
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4.5.3 Matching the wake

The analysis presented in the previous sub-section can be applied in the near wake zone, but
this procedure won’t be given in details, since of greater importance is the transition of negative
displacement function AA into the center wake line. However, the asymptotic behavior of all
values will be shown in figure 4.4 . This transition should prove the correctness of matchlng the
triple-deck structure and the global flow with the buoyancy parameter of order Re™ i,

In order to make the transition “visable”, the analysis has to start from the global flow
(global coordinates), since the wake curvature has to be taken as well. For sake of convenience,
the formulation of sums and difference won’t be considered inside the main deck and the scaled
distance from the center wake line will be introduced (Z).

1

Z = Re2(yo — Yow)

[}
Yo / Yo = Yow + 2 Re_%

wake center line

4
_ _ 1 4
z . Y, = Z + Reicxd

Figure 4.3 Scaled wake center line

The longitudinal velocity component will be reformulated in terms of the new coordinates
(zo, Z) and expanding it for Re — oo (applying Taylor two-parameter expansion), the following
relationship is obtained:

'Uuw(-’l»'mz) ~ Uy (mo,y4 - Re% C(Re_% :1:3)%),

4
Re — 00 uw (o, Z) ~ uw (0, ys) + uw gy, (0,7.) Re™i 3 + ...

Finally, in the main deck we have:

uyp —u_ =2KAu =2 Re_%(Au0 +Re™ 8 Au, + ) =2 Re_%AA(xo) Fg(ya) + ...

© op

4
2 1{(3_‘ll :Eg CAAI Fg(y4)

= Uw,y, (%) =2 Can1 Fg(ya) ; CanFp(0) = \/_ (cf. Sub-section 4.4.2)

= UW’y4(y4) e 4 I3

It is easy to note, that there is a smooth transition of the u-velocity componet from the main
deck to the wake and the same can be said for temperature profile (by analogy). However, the
attention will be restrected to velocities since they represent the stream function.

We conclude that, since the behavior of center wake line “agrees” with displacement function
in the matching zone of main deck and the wake, the start assumption of 1mplementat10n of the
triple deck concepts into the global flow with the buoyancy parameter K ~ O(Re™ 4) is verified

— “the assumption holds”. Thus, the matching is completed.
In figures 4.4 and 4.5, the complete matching procedure is given.
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5 Numerical results

5.1 Iteration scheme

The difficulties encounter by numerical methods for solving the boundary-layer equations in
the vicinity of the trailing edge, or when the flow tends to separate from the body surface are
well known. From 1969 (Stewartson) a number of methods for solving the interactive boundary-
layer problems were developed and they have been categorized as direct, indirect or semi-inverse
(Veldman 1981).

However, by all these methods (techniques with alternate treatment of viscous and inviscid
region, cf. Veldman 1981), the numerical scheme provides a weak coupling of both areas. But
near the trailing edges (also in separation zones), the interaction has a strong simultaneous
character, i.e. there is no definitive solution-hierarchy between boundary layer and outer flow,
usual for classical numerical schemes. The solution-hierarchy describes how the pressure distri-
bution is calculated in the interactive boundary-layer problems. Following Veldman (1981) the
hierarchy can be of direct and inverse type.

Thus in order to resolve the problem at the trailing edge, the numerical scheme has to be orga-
nized in a way to describe correctly the nature of the triple deck. In fact, the organization of
the iteration technique appears to be crucial to its effectiveness.

Since the new (linear) triple deck problem is formulated at the trailing edge (equations
4.24-4.37), to avoid the numerical difficulties, it will be solved by so called “Quasi-simultaneous
method” — developed by Veldman (1981).

This method prescribes a linear combination of the pressure and the displacement function
(interaction law) as the boundary condition and then treats them as unknowns avoiding a fix
numerical solution-hierarchy at the trailing edge. Namely, inside of triple deck the hierarchy
changes its character form direct to inverse and again to direct. This change in hierarchy can
be used to explain the convergence difficulties of direct and inverse methods. It is observed that
numerical difficulties are present there, where numerical scheme differs from the asymptotic one.

ol Inviseid flow Quasi-simultaneous method

i e no difficulties near separation points
A P

) e smooth transition between regions

: Boundary |

. oun aiy aver - o fast convergence process

Interaction law

e over-relaxation possible

Figure 5.1 Quasi-simultaneous method

In order to compute the solution of equation system (4.24-4.37), the iteration procedure
shown in figure (5.1) will be slightly transformed, because of the peculiarities of the COLPAR
code (Usher&Christiansen 1981). The iteration process is necessary since the problem has
the elliptical/parabolic character and marching technique in this way can treat the triple deck
problem.

A0 Boundary layer | 4 . P
+ = Inviscid flow |—»
Interaction law
Y

Figure 5.2 Scheme used by COLPAR

Y
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This numerical scheme prescribes the value of displacement function A%, solves simultane-
ously boundary layer and interaction law and continues the iteration procedure until convergence
is obtained. The pressure distribution will be calculated with final value of A(z) using the in-
teraction law.

The equations (44.24-4.37) are discretized in horizontal direction by a simple first order
difference scheme. Thus at each grid point z; a system of ordinary differential equations is
obtained and solved by COLPAR.

5.2 Solution of lower deck equations

Using the argumentation given in chapter 4.4.3, the system (4.24-4.37) will be written in
terms of stream functions and similarity variable:

(@} + 1)3989 (23,0), (@3 + 1) AYE (23,(), (= —2—.

(z32 + 1)
For further simplification of the calculation, the energy equation won’t be considered, since

the buoyancy influence is present in the interaction law. The momentum equation for the
symmetric part is

2 =z — -
5(3:5),53:8) /a: +19&ge _ 2 3 (3,5),,7,(3, )
3 \/T "[} d) 3 '()[" 1/’1’@3 3 33% +1 1/’1 d)l,gc

x
_1_ _, —_
—\/23+ 18000 = — (23 + 1)5pls) + 970 (5.1)

For the anti-symmetric part we have:

B LN, + B B DU A B0
1 =z
(35 A (3 5 /.2 7(3,5) 3,5 1 3 7(3,5) (3,5)
3 /—T— 1 0 ¥de z3 + 1 "!)1 , T3 A¢0,CC 3 /—xg n ' 1,¢¢ A"l’

- 2
L PEDAYEY = —@d + DRAPED + 895D, (5.2)
(The boundary conditions (4.36, 4.37) have to be written in a similar way)

Even though the system (5.1-5.2) seems more complicated than it use to be, this form is
convenient to define the initial condition properly (region z — —o0). Using some simple algebra
manipulation the similarity equation (4.40) can be obtained (Appendix A.5).

The problem is well posed and also reformulated in a way which will simplify the calculation,
the solution of the lower deck equations are obtained and shown in following figures.
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Figure 5.3 Stewartson solution of lower deck equations

The solutions in figure (5.3) concerning the symmetric problem, i.e. the Stewartson solution.
The displacement function A(z3) is growing slowly from zero in z3 — —oo region and the
2

pressure is falling following the asymptotic behavior ~ z, 3. In the vicinity of the trailing
edge the pressure reaches the finite negative value and the displacement function continues to
grow. Then there is a region of the pressure recovery (and hence adverse pressure gradient)
immediately after the trailing edge, before a pressure maximum is reached, after which pressure
decreases to its asymptotilc value (tends to zero). The displacement function reaches also its
asymptotic behavior (~ z3).
The accuracy obtained by calculations is more than satisfying comparing with the solution of
Melnik&Chow (1975).

On the other hand, solution of anti-symmetric case has several interesting properties pre-
dicted by section 4.4.
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Figure 5.4 Solution of anti-symmetric problem
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Figure 5.5 Solution of anti-symmetrical problem for z3 — —oo

In figures 5.4 and 5.5 the values of the difference of the displacement functions and the
pressure distribution are pointed out, namely as the values which directly characterize the in-
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teraction mechanism. The velocity profiles are also calculated (the velocity differences in the
longitudinal direction) and shown in figure 5.6.

Figure 5.6 The velocity differences profiles

The solution of anti-symmetrical problem caused several numerical difficulties which will be
briefly mentioned.

The problem is sensitive to any changes of the initial conditions (at 3 — £00), which made
impact on the values near the trailing edge (3 — 0). The non-uniform mesh was necessary “to
reach” the correct asymptotic behavior, which could stable the solution in z3 — 0 region. The
finite tangente is obtained by the pressure distribution at the trailing edge (figure 5.5).

The displacement function decreases from the infinity, since the asymptotic behavior is like
~ In |z3| (figure 5.6 shows this behavior in logarithmic scale for negative values of z3).

In the vicinity of the trailing edge, it starts to grow, stays finite at the z3 = 0 and finally it
. 4/3

reaches the asymptotic value of z3'".

The shape of the displacement function in the z3 ~ 0 region, i.e. the logarithmic singularity of

displacement thickness derivative, signifies the peculiar “situation” at the trailing edge.

The pressure distribution causes this kind of behavior of 1AA , since it is discontinuous here. Far

a way form the trailing edge, the pressure grows like z33.

The figure 5.6 shows the velocity profiles in the vertical direction at specified x3-values (at
z3 — —00, x3 ~ 0, z3 > 0). It is important to note that the asymptotic behavior of solutions
is like ~ Iny4, which confirms that the boundary condition (4.45) is satisfied. Recalling the
analysis done in sub-section 4.4.3 the origin of the Inys-term can be resolved. On the other
hand, the boundary condition at the plate (y4 — 0) is also satisfied (4.36, 4.37).

We note to figures 5.4, 5.5 and 5.6 that boundray-layer flow is effected by buoyancy in a way
that is here reported for the first time.

The pressure, in fact the pressure gradient, is adverse at the plate, it stays so up to trailing
edge, where shortly obtains the favorable character. Note that we are dealing with pressure
difference (difference between pressures at upper and lower side of the plate).

However, the pressure is discontinuous at 3 = 0 and therefore the continuous transition in the
wake is not possible on the length scale of lower deck. On the other hand, the displacement
thickness is continuous at z3 =0

The appearance of the pressure discontinuity is not possible in the viscid flows, or in the
Navier-Stokes equations at all. It is known that problems occurred by the pressure distribution
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can be overcome by local analysis (vicinity of z3 = 0). Introduction of new sub-layers will
effect the equations in a sense that derivatives in z-direction will be of greater importance.
Going further up to trailing edge, the equations will tend to complete Navier-Stokes (following
Stewartson 1969., it is a region O(Re*g)). Inside of this zone, all discontinuities have to be
resolved, but analysis becomes to complicated. Thus, a try was done to find some other region
which could overcome the problems by lower deck solution and still does not deal with complete
Navier-Stokes equations.

In the present investigation two sub-layers will be introduced O(Re™ 8) and O(Re™ 8) which
might be able to eliminate obtained discontinuity.

5.3 Local analysis of (3,5)-region near (0,0)-point

The numerical solution of the problem (5.1 and 5.2) pointed out that the pressure difference
has a peculiar behavior at the trailing edge (the pressure is discontinues). This discontinuity
from the lower deck exists in the main deck as well. However, in the upper deck Ap!®® is
singular at (0,0). Thus, using the analytic functions of a complex variable z3 = z3 + iy3 we can

guess the behavior of Ap‘s '3 The complex velocity will be introduced:
w(zz) =—u+iv=1ilnz

Now using the linearized Bernoulli equation (Ap®3(z3) = Au®3(z3,0)) the pressure can
be interpreted as a real part of the analytical function ¢ In z3 evaluated on the real z-axis. Thus
we have:

Ap®® = %{z’(ln |23| + ¢ arctan :—Z)}

After the evaluation, the pressure difference in the upper deck (close to zero) is given as:

Y3

p*¥(0,0) = C>¥ arctan
z3

(6.3)
The coefficient C{>® will be obtained after the matching procedure with main deck. In fact
(5.3) will be used as a matching condition by the analysis of the additional sub-layers, where
the pressure discontinuity might be resolved. This will be done in the next section.
On the other, in order to resolved the velocity field in the vicinity of the trailing edge the
following strategy was performed.
Starting from the equations (4.32-4.35) and integrating the z-momentum equation (4.32) and
continuity equation (4.34) in terms of 3 we have:

+€

% Aul?) + Avl® 5)u(“ 5) = —Ap%), /da:3, e—0
—€
+€
Duld) + Av(3 5) =0, /dfb'sy
—€
= PO [AuO) + AVESY = (Ao, 54
(DUl + AV, =0, (5.5)

+€
where AV = / AV Vdzy,  [Aul®] is an integral over possible discontinuity (jump) in a-

—€
component of the velocity, [Ap®®] is a pressure jump at the trailing edge.
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Eliminating [Au$®®] form the equation (5.4) using (5.5), the linear differential equation is
derived 739

1 .
AViy, — (;y:) AV = @9 [Ap* ), (5.6)
1
with solution
s &9 (y )
= [&p® / —oo oy + BT (). (5.7)
oo W’ ©)

The coefficient B has to be derived from the continuity equatlon (5.5) which yields:

Apt® d¢
[Buf9] = —AViy, = ——ao— — (Ap®® / — > B)a® (5.8)
YT @l (ys) ( 1 a9 (¢ )2 ) e

Considering the equation (5.8) in the limit of y5 — oo (matching with the main deck region),
we conclude that [Au(3 5)] = 0. In fact, the horizontal velocity component does not have the
discontinuity in the main deck, since the displacement function AA(z;) is continues at the
trailing edge. Following the main deck investigation ([AuS”®](zs,ys — 0) = AA(zs)Fa(0) +...)

and keeping in mind that > )(3;3, Ys — 00) ~ Y5, it turns out that B = 0. Thus we have
v a®9(
Y
Vi = [ApP?) / s - (5.9)
oo Uy (C)
and Ys
(3,5)
[Aul®® _bm T Apt®® L A (5.10)
e 5)( ) Y2 o) 2 ) Lys .
Uy Ys o U, (C)

Further investigation of the [Au$®] in the vicinity of the trailing edge show again some
interesting facts. Considering the [Au$®] in the limit of small vertical coordinate y; and using
the integration by parts, we obtain a singularity in the velocity profile

1 ()
[Dug21(0) = —[Ap 0] lim (450 () | —soen—as o) (5.11)
( y +£ @) a2 ()" )

The singularity in the equation (5.11) was portended by the numerical solution of equations
(5.1) and (5.2). The profile of the velocity differences in the vicinity of the trailing edge is given
in figure 5.7.

1

Auf,s' ®)
0.5

-1.5 —
0.1

Ys

Figure 5.7 Velocity profile in the vicinity of the trailing edge
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In the small region after the trailing edge the velocity has some “difficulties” to satisfy the
boundary condition in the wake. This peculiar behavior indicates that a new sub-layer is needed
in order to resolve the singularity obtained in (5.11). However these considerations are out of the
scope of the present study. The disturbances shown in figure 5.7 vanish after a few calculation
steps in the horizontal direction.
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6 Additional sub-layers

The numerical results showed that Ap!*® has a discontinuity at zz3 = 0. Consequently
the pressure perturbations in the main deck Ap®* and in the upper deck Ap®® are also
discontinues. To resolve the discontinuity we will introduce additional sub-layers of the main

and lower deck.

£ Upper deck .
II, yo ‘\
III % “\
/ N |
' P9 \
,' G4 ||
! \
B TR N B i
Main deck L7 Main deck
................................................... e N b
.
L\
z:O(Re—%) o
z=0(Re™ 8)
_3
z = O(Re7s)

Figure 6.1 Additional layers

6.1 The (4,4)-region

It is well known that the solution of the “classical” trailing edge problem (Stewartson 1969,
Messiter 1970) is continuous at the trailing edge. Thus the expansions of the symmetric part of
the problem have the form:

_ _ 1
a9 (24, 94) = 73" (ya) + Re™5a" 9 (24, 94) + ...,

B 2
749 (24, y4) = Re730 ) (24, 94) + ..y

_ -2 _ —3_
P4 V(w4 a) = Re™ 8519 (0) + Re™ 855" (74, a) + -,
04 (1, 34) = 009 (ua) + Re™ 301 (24, pa) + ..

The leading order terms of the tangential component of the anti-symmetric part are also con-
tinues. The interaction pressure Ap{®* acts onto the first order terms, namely on AV AP
and A0, These effects have to be taken in to account, thus for the anti-symmetric part we

have:

(3,5)
Au* N (z4,y4) = _F’l' 0 Fg(ya)InRe + Aul ¥ (y4) + Re 5 Au* ¥ (zq,y4) + ...,
B
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AV (4, y4) = A0S (ya) + Re™ 8 DD (z4,y4) + ..

1
Ap* D (zq,y4) = AP (ya) + Re75 APV (24, y4) + ...y

C(3,5) 1
A (zq,y4) = me(yO InRe + A6 (ya) + Re™5 A0 (24, 3a) + ...
B

Using these expansions the problem for the leading order terms is:

T ) dud + Do = — gl (6.1)
B ) Aol = ~ D) + B, 62
Aull? + AP =0, (6.3)

as” 9 (ya) D07 + Avf® 4)5((,‘,’@:) =0. (6.4)

Subjected to the boundary conditions:

Av{ 9 (z4,y4 — 0) =0, Ap{*?(z4,y4 — 0) = Ap**(0-) ; z <0, (6.5)
A0§4’4) (.’124, Ya — 0) =0
AU (4,34 — 0) =0, Ao (ag,ys —0) =0, Ap* (24,94 »0)=052>0.  (6.6)

A9§4’4) (.’124, Yqg — 0) =0.

The flow described by the equations (6.1-6.4) is inviscid, but in contrast to the main deck
the y-momentum equation is not degenerate. Thus, the boundary conditions have some extra
peculiarities which will be explained.

We note that boundary condition Ap{**® = Ap*¥(0-) is all but trivial. Since Ault?
in general will not satisfy the no-slip condition at the plate, a viscous sub-layer (Re%, Reg) is
expected. The pressure in this viscous region is again determind by an interaction process.
However, it turns out that this interaction process permits only the trivial solution Ap{** =
const = Ap P (0-).

Matching the (4,4)-region with the upper deck (following results obtained in the sub-section
5.4) yields:

lim Ap{*®(rg,p) = lim Ap® 2 (rs, ) = LApE9(0-), (6.7)
T4—00 r3—0 b

where 74 = \/z42 + y42, T3 =z32+ Y32, @ = arctan% and

[Ap] = ApP(0+) — ApPP(0-) = —Ap**(0-)

is a value of the pressure jump occurring in the lower deck. The matching zone will be illustrated
in figure (6.2).
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_3
) YoRe™s 2(Ap)
yoRe™8
&
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A Y- ¥
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p=m 0 $=0 g,Re s

Figure 6.2 Matching of O(Re_g') zone

Taking the z-derivative of (6.1) and adding it to the y-derivative of (6.2) and using (6.2) to
eliminate Av{**, we obtain the pressure equation:

2480 [ 09 (ua) — L2 ] = 50 () 042 — Lpiy, — BpGS, (6.8)

It is an an elliptic equation and for y4 — oo (using: @l (ys — c0) = 1 and 0>V (y, —
o0) = 0), it reduces to the potential equation (Laplace equation).

To analyze the local behavior at the z4 = y4 = 0 we use the polar coordinates (r, ) and
rewrite the equation (6.8) as

_ 1
—2(9§"“) (ya) — Op{;Y sing + ——A ¥ “’) —r smw(Ap‘fr;‘? + = Ap(“ -+ ﬁﬁp‘{f&’:)- (6.9)

Considering that r is small, assuming that derivatives to the respect to r are uniformly
bounded, we obtain the following ODE:

sing Apiiy) —2cosp Apll) =0, (6.10)
with the solution
1 1
ptP(r — 0,¢) = —C{*9 [2<p -1 sin2<p], (6.11)

satisfying the boundary conditions (6.5) and (6.6).

The solution (6.11) shows again the discontinuous behavior of the pressure in the vicinity of
the trailing edge.

Introduction of sub-layer (4,4) couldn’t resolve the discontinues behavior of the pressure at
z4,Y4 = 0, but reduced it to a single point. Thus, the continuation of local investigation will be
done in the region (5,5).
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6.2 Numerical solution of (4,4)-region

The pressure equation (6.8) is rewritten as
~(0,4)

ApED. 4 Aphd _ 9ZWL A8 g _ opes (6.12)

1,Z424 LYaYq ,a(O, 4) L,Y4 L,Y,
0

We decompose the solution of the linear elliptic partial equation (6.12) into a particular
solution and a solution of the homogenous problem:

AptO(za,ya) = A)BXO(ya) +  Blza,ya) (6.13)
particular solut. homog. solut.
S oy
= DPzszq T Py,y, — 2Wpy4 =0 (6'14)

With some small corrections due to transformation (6.13), the boundary conditions (6.5)
and (6.6) are also valid for equation (6.14):

B(x4,0) = —A(0)8(0); x4 >0, (6.15)
p(zq,0) = AP (0-) — A(0)I>(0); x4 <O. (6.16)

Following the transformation (6.13), the matching condition (according to equation (6.7))
has the form

@o_y
5 — 00, 0) = 22 Zo)ae0(0), o e ol (6.17)

Figure 6.3 The pressure distribution

The solution of equation (6.14) is shown in figure 6.3 and compared with the Laplace equa-
tion, which serves as asymptote for r — oo of equation (6.14).
Near the trailing edge (z4,y4 ~ 0) the difference between the (6.14)-solution and the Laplace
solution is expressed. In the region of “infinity” (z4,y4 — 00) the “transition” to the Laplace
solution occurs.
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6.3 The (5,5)-region

The local analysis of (5,5)-region follows the same lines as the previous analysis of the
(4,4)-region, thus for the symmetric part there are:

@® 9 (x5, y5) = Re™545 % (ys) + ...,
_3_
79 (z5,y5) = Re"5 05 (25, 95) + ...,
ﬁ(s’s)($57y5) - Re—%ﬁ§5,5)(0) + ..,

02 (x5, y5) = 0 (y5) + ...

and for the anti-symmetric part:
AU (z5,5) = DD (x5, y5) + Re ™8 Aul® D (25, 95) + ---
AV (5, y5) = A (x5, y5) + Re ™5 Aol (25, 35) + ..
_1
p® ) (z5,y5) = ApP > (0) + Re™8 Ap® ™ (x5, y5) + ...,
A& (z5,5) = AOF D (25, 95) + Re™ 3 AIED (25, 5) + ...

Using these expansions the problem can be formulated as:

70 (45 DUl + DO = —2p53, (6.18)
1P (ys) Avsyy = — AP, (6.19)
AR + MY = 0, (6.20)
B9 (ys) AOSD + AuO05D = 0, (6.21)

subjected to the boundary conditions:

D (@5,0) = 0, AIPI(25,0) =0, ApPI(s,0) = Ap-9(0-) ;2<0,  (622)
DuP D (25,0) = 0, Av®P(35,0) =0, ApF(e5,0)=0 ; z>0,  (6.23)

A6 (z5,0) = 0.

As in sub-section 6.1 we obtained an inviscid flow with the same boundary condition at
y = 0. These conditions have to be supplemented by the matching condition to the (4 4)-region.

Applying the same arguments as in sub-section 6.1 the condition Ap{>®(zs5,0) = Api* ¥ (0-) =
const can be derived. Thus the matching condition to (4,4)-region is given by the equatlon (6.10)
and it is illustrated in figure 6.4.
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yoRe™s [Ap]
yoRe ™3
&
/
L
(Ap]

‘ A (sl .
’ p=m 0 =0 :EORe—%

[Ap] = Apf*?(0-)

zoRe™ %
Figure 6.4 Matching condition for zone O(Re"%)

Taking the z-derivative of equation (6.17) and y-derivative of (6.18) and manipulating them
(cf. sub-section 6.2), the form suitable for numerical calculation is obtained:

2 @G ApB S = 4% (ys) [Ap(s' 5+ Aplo) ] (6.24)

1,Ys 1,Ys 0,255 0,YsYs

Similar to the region (4,4), the equation (6.24) can be further transformed using the polar
coordinates (r,¢), keeping in mind now that @{®® is the Stewartson solution (evaluated at
z=0-)

singp Ap) —2cosp ApS) = 0. (6.25)

The local behavior is given by

APEI(r — 0,p) = —CHY [%w - isin 2<p]. (6.26)

As it was expected, the pressure discontinuity is reduced to a single point.
The equation (6.24) won’t be numerical analyzed (solution of the equation 6.13 is available),
however the matching of the (5,5)-region is preformed.

6.4 Matching the velocity components

To conclude the analysis we discuss the matching of the velocity components. Special
care is taken of the logarithmic terms. We remark that the vertical velocity component Av$*

(approaching z3 — 0) has a logarithmic singularity.



6. Additional sub-layers 52

6.4.1 Matching of (3,4),(4,4)-regions

The considerations start from (3,4)-region, namely form the main deck (cf. sub-sections 4.3
and 4.4.2), where the vertical velocity component is written as

Ap@ 9 — Re_é AA’(;L-3) F}'3(y4) +..= Re_% In x4 Fé(y4) + e

Applying the Van Dyke’s matching principle, i.e. matching the main deck solution with (4,4)-
region, we conclude that the logarithmic terms presenlt in the main deck expansions “appear”
in the (4,4)-region just as next order terms (~ O(Re™8)):

DD (25 — 0,y,) = Av™ D (24 — 00,14),
(3,4) -1 101 /
Av®Y(zRe™8,y,) = Re™ 8 (—§ InRe + lna:4)FB(y4) + ...
In the (4,4)-region we have
AV (2, — 00,y) = Avf(y4) + Re™s (bg“"‘) InRe + b{** In :1:4) +

(4,4)

thus it is obvious that Awvg '™ is not affected by the In-terms.

6.4.2 Matching of (4,4),(5,5)-regions

Recalling the asymptotic expansions of the velocity in the (5,5)-region and considering the
limit y, — 0 and ys — oo (matching the (4,4) and (5,5)-region now) we can conclude again, that
the singular (In)-terms do not influence the leading order terms of the velocity (Av{>®).

A (g5, y5 — 00) = Avl ¥ (z5,y5 — ) + Re_éAvgs’s)(%,yg, — 00) + ...,
AvE9(z,,y, — 0) = Av*D(y, — 0) + Re™ 5 (bg‘“ “1nRe + b* ¥ In x4) + ...

The further investigations of (5,5)-region are out of the scope of the present study.
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7 Conclusions

The present work describes the steady, laminar flow around a heated finite plate for large
Reynolds numbers and weak buoyancy effects. Eventhough the problem of the flow around a
finite plate (with or without temperature difference) has been an interesting theme for a long
time (starting with Stewartson 1969), this study is one of few reported investigations dealing
with a complete flow field analysis. The flow field was originally decomposed into a four regions,
namely potential flow, boundary layer at the plate, wake and trailing edge. However at the
trailing edge additional zones (sub-layers) had to be involved as well. All these regions and
sub-regions have been analyzed in detail.

The resolving of the mixed convection flow past a horizontal plate has brought several in-
teresting facts, concerning the global flow (potential flow and boundary layer in the wake and
at the plate) and the trailing edge properties as well. In contrast to all previous studies (Stew-
artson&Brown 1970, Melnik&Chow 1975, Schneider 2005, etc...), the present problem is charac-
terized by a strong flow unsymmetry, resulting as a consequence of the buoyancy-acting on one
hand and the inclination angle of the free stream on an other.

Their influence on the global flow has been considered in terms of limit K — 0, Re — oo,
¢ — 0. The investigation showed that the buoyancy parameter K and the inclination angle
of the free stream ¢ have to be of comparable size K ~ ¢ ~ O(Re—%), in order to obtain an
meaningfull solution for the global flow. For the analysis of the flow near the trailing edge the
tripe deck concept (Stewartson 1969, Messiter 1970) can be applied and the local solution can
be matched to the outer flow without any difficulties.

The most interesting new feature concerning the global flow is the interaction mechanism
between the wake and the outer (potential) flow. Thus we are dealing with a coupled problem,
which affects the boundary-layer flow at the plate as well.

Two coupling parameters, namely A and x (reduced inclination parameter and reduced buoy-
ancy parameter, respectively), have been defined to characterize the global flow field. The first
one is a measure for the velocity overshoot in the far wake region and the second one, measures
the influence of the hydrostatic pressure perturbations onto the potential flow around the plate.
We note that solution have been found only for A > 0 and & less than a critical value (depending
on A, here A = 1).

The critical value of « is near 0.915 and all values larger than the critical one cause the break-
down of proposed numerical solution scheme. The reason for the difficulties by the marching
technique (which we are using by the boundary-layer equation solution), remains an “open
question”.

e Is it a small region of reversed flow (indicated by the longitudinal velocity componet at
the center line of the wake)?
The marching technique does not work in this case!

e Is it a bifurcation point?
e Are there locally multiple solutions?

On the other hand for « > 0 the buoyancy effects are not limited to the boundary layer and
the wake only, where it leads to the velocity overshoot. The potential flow is then markedly
influenced by buoyancy.

The potential flow correction (induced by the hydrostatic pressure difference across the wake)
was determined by the vortex strength distribution in the wake and at the plate. The difficulties
with unbounded velocities induced by the vortex sheet are circumvented by the positive reduced
inclination parameter (A > 0). It guarantees that the vortex strength will decay for x — oo.
As we already remarked, Schneider (2005) used a different concept to handle the matter (he
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neglected the inclination of the center line of the wake and introduced the horizontal walls
parallel to the plate).

Further, the buoyancy-induced potential flow influences the lift forces and in the present case
it reduces them and for sufficiently large values of « it reverses them. The same phenomenon
was reported in Schneider (2005).

The local analysis of the trailing edge region also pointed out severa.l interesting facts.

The order of the magnitude of the buoyancy parameter K ~ Re™ 1 is one of the major results
since by all recent investigations (Lagree (1999) and Steinriick (2001)) the value K ~ Re™ § was
named as a necessary factor for applicability of the triple deck concept.

Since the unsymmetric flow was considered, for the sake of convenience the flow near the
trailing edge was decomposed into the symmetric and anti-symmetric part. The symmetric
one was described in terms of the classical triple deck concept (Stewartson 1969), while for
anti-symmetric part the new (linear) triple deck problem was formulated.

Solution of the linear triple deck problem brought several interesting features concerning
the displacement function and the pressure distribution (new asymptotic behaviors are derived,
In-terms by the matching procedure, etc...).

It turns out that on the triple deck scale the pressure is discontinuous at the trailing edge. Note
that on the scale of the global flow, the pressure is continues satisfying the Kutta condltlon

In order to resolve the discontinuity new sub-layers of order (Reg Reg) and (Res Re8) are
introduced. However, these sub-layers reduced the discontinuity to a single point.

It seems that the complete resolution of the singular behavior of the pressure is only possible
in the Res -scale, where the flow is described by the full Navier-Stokes equations.

Beside analysing the linearized full Navier-Stokes equations, the further investigations might
concern the three dimensional flow around the horizontal surface.
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A Appendix

A.1 Interaction law for anti-symmetric part of solution

Applying the potential theory and analytic functions and combining them with Stewartson
solution, the interaction law of the anti-symmetric problem will be formulated.

Using the known pressure distribution in the main deck (equation 4.23), the analytic function
A¢(x3,y3) at the real axis (close to zero) can be written as

A(ﬁ(:ﬂg) = Ap(:l}g) - A(CC;;) - ZAA’(.'B;;)
Taking the asymptotic behavior of A(z3) into account, the asymptotic expansion for A¢(z)
can be assumed as:
Ag(z) = Ddo+ (a+bi)25 5 2 — oo, (A1)

where A¢y is analytic at z — oo.
Similar holds for the displacement function (derivative of the displacement function)

AA'(z3) = B'(z3) — bas3 h(zs), (A.2)

where h(z3) is jump function and B’(z3) finite part of the integral.

Then at the real axis there are:
0=0, AA(z3)~—bxs3,

Ap——ANail?3%,
3b
p=m, Ap—A~ §R{(a+bz)|a:| (cos—+zsm3}—(——£)| |3,
AA N—\s{(a+bz)|:z:| (cos——{—zsm3}—— = \/_as)| |—

At the plate the derivative of displacement function has to fulfill the condition

NAA" -0, for £ — —o0

and as the consequence, the coefficients a and b are obtained: a = —a;, b= —v3a = V3a, .
Then the real and imaginary part of function A¢o(z) are:
RAGo = Ap — A(z) = aola|3[L + h(-a)], (A3)
1
SA¢e = —AA'(z) + V3as|z|2 h(z) (A.4)
and using
T
RAGp = — / BQ 4 (A.5)
T ) z3—(¢
—00

- -

finite part of integral

the interaction law in the form of equation (4.38) is obtained.

AA(Q) + VBas(ih(Q)

z3 — (¢

Ap(lz, 5)(:1;3) = f_l(:vg) — 2a3|w3| (1 + h(xg)) - / dC. (A6)

—oQ
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A.2 Scaling of governing equations

The governing equations are the complete Navier-Stokes equations (systems 4.1, 4.2) combined
to the continuity and energy equations. However for convenience, they will be reformulated inside
of each mentioned regions, to point out the different low and physical characteristics. Similar
to systems (4.1, 4.2), again the sums and differences will be distinguish.

A.2.1 Boundary layer scale

The anti-symmetric part:

1
7(0,4) A, (0, ) ©.495(0,4) | £(0,4) A ,,(0,4) ©HZO.4) = _ApOD 4~ (A D )
a Auwo + Au Uz, + U Auy4 + Av U, = Ap:z:o + Re (Aul‘o-'l?o + ReAuy4y4)’
1 Gr
L seo 09 ©950,9) | 5(0,4) A 4)(©09) ©HFOD) = _ApOH 4 O
- (@29 + Au® 955 + 5@V A0 D + Av© 9GP Y) = —ApP Y + ~ 6 +
1

i 1
-3 (0,4) 2 (0,4)
= (Re™ 2z Avgpq + Rez Avy» ),

Dufpn® + A ® =0,

1
0,4) (0,4)
ﬁ(AGxOO;O + Rery(;yi .

4@ Agg)(),@ + Au(o,ct)g‘%‘l) + 5©9 A%cl,‘t) + Av©@ 4)52(&, 4 _
The symmetric part:

1
—(0,4) ~(0,4 ~(0,4) =(0,4 2 0,4 0,4 0,4 0,4 =(0,4 =(0,4 —(0,4
a*Vag® + 7@ %09 + K*(Au® Y Aulr? + Av@ P A V) = —pin? + Re (@G zy + Reur)),

1 Gr
(g 950.4) 4 55(0,4)5(0,4) 2 (0,4) A\ ,,(0,4) OHALODYY = _50,9) 4 0,4
Re <u Tge” + 0V Y + KH(Au™ Y Avgg ¥ + Av® D Avy )) =—p, Y + —5KAO®Y +
Re2
1 1
—373(0,4) 3 7(0,4)
Re? (Re™20z5q; + Re20y,,),
—(0,4 —(0,4) __
u-glio )+U1(I4 ) =0,

_ _ 1 - _
72(0,4)0(0,4) 750, 4) (0, 4) 2 (0,4) (0,4) (0,4) 049y — = (p0.4) (0,4)
w05, Y + 0000, + K*(Au P Dby ® + LA™ VA0 Y) = RePr (Ozgzo + Rebyy2).

A.2.2 Main deck scale
The anti-symmetric part:
TOO UG + AuB TG + TV AUEY + AvC gD = —ApS?

+é(Re%Au‘3"‘) + Res Au@®®

Z3T3 YalYa?

1 6 6 3 3
- g§77(3:4) (3,4) 8 (3,4) (3, 4) g3 (3,4) g (3,4)5(3,4)y — _ (3,4)
e (Res @™V Avl:® + Res Au® ;Y + Res o™ Y Avyt Y + Res Av® V52 Y) = —Ap

Ya
Gr - 1 5 7
3,9 5 , T Ay(3,0)
RS B E(RGSA”%Z + Res Avgh),

3,9 @3,4) _
Aug,® + Ay ® =0,
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=(3,4) (3,4) (3,4)1(3,4) —(3,4) (3,4) (3,4)9(3,4) _
P VA0S + DuS V95 + 9 VA0V + AP =
1 3 5
N ) SAQE
+Re Br (Res A0z, + Res AGy,0).

The symmetric part:

1 3 5
77(3,4)7(3,4) § =(3,4)5(3,4) 2 3,4) 3,4) 3,4 (3,4)y — _ 5G4y 54734 g 739
a®Vag Y+ Vel Y+ K (Au® D AuZ Y+ A0V Ay » V) = —ply +Re (Res gz, +Res 4} 0),
1 ] s _ ] ] _
R_ (ReS'E(?”“)Q_)_% OIS Re81‘1(3’4)v1‘l‘1’ 49 4 K2(Re8Au(3'4)Av%4) + Res Av(a"‘)Av;f: 4))) = _p:f/i:4) +
e
Gr

Re? Re?

1 5 7
3,4 = ~(3,4) 53,4
KAG®Y + —5 (Resug,z), + Resvgy,?),

—(3,4) 4 ~(3,4) _
ui(Ea )+v!(!4 )—0’

_ — 1 3 5 =
73 9g39 4 56,976.9) 2( Ay DAHBD BUAQEY — 2969 2 peo
a> 0050 + 05V + K5 (Au® VAP + AvP VA Y) = RePr(Resezm + Res 6,7).

A.2.3 Lower deck scale

The anti-symmetric part:

735 A 3.9 (3:5)75(3,5) | 7(3,5) Aq,(3:5) (3,5)73.5) — _Ap@S)
a? Aug;® + Au™2ug® + 950 Augr® + [o®Vag = —Apg;

1 3 7
—_ 8 (3,5) K (3,5)
+ e(ReSAu3 ; +Re8Auy3 2,

T3IT3 sYs5

1 5 5 3 3 1
5738 A3 5 & Agy 35 5(3,5) 3 53,5) A\ ,,(3,5) 3 A3 HTE) — _Res Ap5
ﬁ(ReSu Avg,® + Res Au™ 290 + Res o™ ¥ Avy»® + Res Av™ 27 ») = —Res Apy
Gr e 1 2 ApB® (3, 5)
+—5—0%" + —5 (Res Avg;z) + Relvy ),
Rez K Re2

DuG® + Dug® =0,

77(3,8) (3,5) (3,5)g(3,5) 4 5(3,5) (3,5) (3,5)f(3,8) —
aB YA, + AutV05Y + 00V A0 Y + At Y00 =
1

a 7
Be Pr (Re8 ABS: 2, + Res NG 2).

+ 5Ys

The symmetric part:

1 3 7
735 53:5) L 5G9 53,8 4 F2( A4, 35) A gy (3:5) GO ALBD) = _539) ) I a@®
a2z, O+ un ¥+ K Au™? Auf; ¥+ Av® P Au2®) = —pg, +Re(Re8uxaxa+Re8 Ty)),
1

5 5 5 5 1
395G 3539569 2(Res Au®® Ay EAUEDALGED)) = —_Red 539
S (Re8u Uz, +Resto™®g,2% + K*(Res Au™® Avg,; > + Res Av™ ¥ Awy )) = —Res p»” +

St koo ¢ L

a4 _ _
(Res ©$:2) + Re 750

5 3 ?
s 3 Ys¥s

Re Re

(3, 5) 77(3,8)
Ug,” + Vys = 0,

— — 1 3= 7 =
~(3,5)0(3,5 —(3,5) (3,5 2 3,5 3,5 3,5 (3,5)y £ (3,5 £
@905 + 59909 + K2(Au® I AIGD + MA@ I AGY) = ——-(Re88(;7) + Res 0

3,8)).
RePr

Ys¥s
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A.2.4 Wake equations

The anti-symmetric part:

(0,4 0,4 (0,4)7(0,4) | :(0,4) A, (0,4) 0,4)(0,4) _ \ =/ 3
Th >Au§1,,,go + Auf ugu,_,go + 3y VDG + AvyOu ) = X G0, +

1
[ (0,4) (0,4)
Re (Auy, 2z + Rebuy,yiy,);
L 09 AL00 L AQ@O50.9 | 50.0A08 ¢ A00z0.0) = _Ap0o G sos
R_(uw Uy, z, + Ay, Vw, z, + Uy Uy, T OV Uy, ) = Puw,y, 50y +
€ Re2
1 _1 1
5 (Re™2A0{ 2 ;0 + Rez2 Av() ),
Res 0 4Ya

(0,4) ©4 _
Duy 'z, + Dvyy, =0,

. _ 1
(0, 4) (0,4) (0,4) 9(0, 4) (0, 4) (0,4) (0,4)9(0,4) _ (0,4) (0,4)
BHOA0G Y, + MG 0D + IO + AP IEDD = o (MDD oy + RAOSD ).

The symmetric part:

77(0,4) 77(0, 4) 73(0, 4) 75(0, 4) 2 (0,4) (0,4) (0,4) (0,4) )y — _5(0,4) i
a$ )uw’% + Uy Yy, + K*(Duy P Duy 3 + Doy VD)) = —byz, + KAG,Aby

1
7(0,4) =(0,4)
Re \Bw,zozo T Retiy, yy,);
1 Gr
7(0,4)7(0,4) | 5(0,4) (0,4 20 Ag 0D Ag© ) ©,4) A0 ) — _509) ©,9)
ﬁre(u,gu BOD 4GV D + KAAuG A0S + AvS O Av0 D ) =P, + KON +
1 Re-3509 +Re2g®9 )
5 (Re™20y 7 7, €2Vu, yays)>
Re2
~(0,4 H(0,4) _
553, +953 =0
_ _ 1 - _
7(0,9)5(0,4) | £(0,4) (0,4 2( Ag (09 A GO ©,HDAQOD ) — (0,4) (0,4)
@y 00D, + 3580, + KADuG Y0099, + Doy Y809 0) = =—=(058 0y + RIS, ).
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A.3 Matching main - lower deck

Using the similarity solution of equation (4.40) and applying Van Dyke’s matching principle
(1975) we have y
Aud® (z3,y5) ~ C ¥ In —51 +C& + ...

z4|3
Rewriting the expansion for Auf>® in terms of z; — —o0,ys — oo (inner variable)
3.5) -1 D) > > 3,9)
Aul®(z3,y, Re™8) ~CE > Iny, — In|zs| - InRe+ C>% + ...

and doing the same by outer variable (y, — 0)

Aul9(z5,0) ~ Canln|zs|F(0) + CH Y InRe FEO) + ... ...... (sub-section 4.5.1),
= Aul V(23,91 — 0) = Aul>¥(z;3,ys — 00) ... (matching principle),
thus, finally we have: @ 5) 3.5
CAA (3 4) _ — 1 .
3FI0) “8FL0)

Similar is valid for temperature profile:
(3 5)

DO (x5, ys — 00) ~ Cﬁ 9 Inys — In |z5| + C'(3 R

A0V (25,0) ~ Caaln|z,o| Dg(0) + Co;” InRe Dig(0) + .o oeve (sub-section 4.5.1),

= A (x5, Y0 — 0) = DO (x5, y5 — 00) ... (matching principle),
= 0(3 5) (3 5) __ f(CAA, )

A.4 Boundary layer solution in region z, — 0

Using the governing system (appendix A.2) and the expansions proposed in section 4.5.2 (for
AP P and AG?), the obtained boundary equations (close to the trailing edge) are inviscid,
so the viscid sub-layer intoduction is necessary.

The highest order terms:

(3,5)
POO CHD — PED, COY =0 = C%O(ys) = a%? PO = _—3Fl” 70) Fg(y,), (A7)
n 0,4 0,4 0,4 0,4 0(3 ®
00 OS89, —BEPCHY =0 = CHO() = o® 659 = D), (A8)

0,Ys — 3F" (0)

where Fg, Dg come from boundary-layer solution at the plate (Blasius).

Other perturbations (coefficients) can be determined as next order terms, but these investi-
gations are beyond the scope of the present work.

The sub-layer has to fulfill the no-slip condition, where the similarity solution exists (simi-

larity variable ¢ = y./ |:1:0|%):

F7(0 F 1 (3,4)
Af(((()(ti) B( ) <2 Af(o 4) ( ) C Af(O ,4) FB3(O) Af(o, 4) _ CP31 ’ (A9)
2o — Fg (;)) ¢? Ag Y — B(30)Pr ¢ AFOY 4 ng(BO)Pr AfOD =0, (A.10)

with f©@9(¢), g (¢) as scaled stream function and scaled temperature profile, respectively.
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Considrations done by the equation (4.40) can be applied here as well (there are analytical
solutions for both profiles):

AfOY¢ = 00) ~CHUINC+CRYC+CH + ..,

AfO¢C - 00) ~CHPIn¢+CHY + ..,
DGOV = 00) ~CH O InC+CPY + ...

The obtained solutions have to be matched to the inviscid solution, in order to calculate the
unknown coeflicients.
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A.5 Asymptotic conditions at £ — —oo

The reformulation of lower deck equations in system (5.1-5.2) was done in order to simplify the
numerical procedure, since the asymptotic behavior in £ — —oo region is defined by ODE (4.40).
In order to derive the form of equation (4.40) starting with the system of equations (5.1,5.2),
we use the classical interaction problem i.e. the asymptotic behavior of the Stewartson solution
(sub-section 4.4.1). At z — —oo the following relations hold:

- 1
wi:&, %~ 5(27

then following derivatives vanish
535 — , ,d;(&s) =0

lima 11(: z3
and knowing that 1 T3
ApP9 = daslaal} o n 1,

the equation (5.2) is transformed to

2
(3,5) _ C_ (3,5) _ 1 (3,5) _ 3,5)) _
Bosec ~ 5 P%oc 3(A¢° COus) =

2as (A.11)
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