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Abstract

H.264 is a powerful video compression standard using advanced spatial and temporal
encoding techniques. Compared to the MPEG4 Part 2 standard, H.264 achieves the
same visual quality at half of the bitrate.

The coding e�ciency of H.264 makes it well suitable for quality- and time-critical
video applications such as low-latency video transmission. This work concentrates on
a part of the H.264 coding process that is used in many of these applications � the
spatial (Intra) prediction. This coding tool propagates pixels in a frame for predicting
unknown neighbouring pixel regions. H.264 supports multiple propagation patterns
which are referred to as coding modes. The challenge of most real-time video encoders
is to choose an e�cient coding mode in a reasonable amount of time. This process
is called coding mode selection (CMS) and involves the computation of all possible
coding modes and choosing the best one.

In this thesis, we focus on reducing the computational complexity of the CMS. First,
we investigate the behaviour of the CMS on a set of test sequences. The impact
on the coding e�ciency when using only a reduced number of coding modes is ana-
lyzed. Second, we develop two methods for speeding up the CMS. Both methods skip
the computation of coding modes that are unlikely to improve the coding e�ciency.
This results in a signi�cant reduction in the computational complexity of the encoder.

For each of the two proposed CMS algorithms, we evaluate the impact on the coding
e�ciency, the runtime reduction and the quality. We demonstrate that they reduce
the computational complexity of the CMS with no signi�cant degradation of the
bitrate and quality.



Kurzfassung

H.264 ist ein leistungsfähiger Standard zur Videokompression, der erweiterte Me-
thoden zur zeitlichen und räumlichen Kodierung benutzt. Im Vergleich zu früheren
Standards erreichen H.264 konforme Encoder höhere Kompressionsraten bei gleich-
bleibender Bildqualität.

Die vorliegende Arbeit beschäftigt sich mit einem Teilbereich von H.264, der speziell
für qualitäts- und zeitkritische Anwendungen von Bedeutung ist. Es handelt sich
hierbei um die räumliche (Intra) Kodierung. Zur Vorausberechnung von Bildpunk-
ten innerhalb eines Bildes benutzt dieses Verfahren die vorhandenen Bildpunkte aus
der direkten Nachbarschaft und einen Satz von speziellen Kodierungsmustern. Diese
Kodierungsmuster werden üblicherweise als coding modes bezeichnet. Eine groÿe Her-
ausforderung von echtzeitfähigen Encodern ist die e�ziente und zeitgerechte Wahl
des geeigneten Kodierungsmusters. Der Fachbegri� für diesen Vorgang lautet coding
mode selection (CMS) und beschreibt die Wahl des besten Kodierungsmusters durch
Anwenden aller vorhandenen Muster und dem Vergleich der Ergebniswerte.

Das Ziel dieser Arbeit ist das Herausarbeiten und Entwickeln von Möglichkeiten zur
Verringerung des Berechnungsaufwandes dieser CMS. Unter Zuhilfenahme von 12
Testsequenzen wird dazu in einem ersten Schritt das grundsätzliche Betriebsverhal-
ten der CMS untersucht. Der zweite Schritt befasst sich mit der Entwicklung von
zwei geeigneten Methoden zur E�zienzsteigerung der CMS. Beide Methoden elimi-
nieren Kodierungsmuster, die mit hoher Wahrscheinlichkeit keine Verbesserung des
Kodierungsergebnisses bringen. Diese Vorgehensweise resultiert in einer wesentlichen
Herabsetzung des Berechnungsaufwandes und einer Verbesserung des Laufzeitverhal-
tens.

Die Auswirkungen dieser dynamischen Reduktion von Kodierungsmustern werden für
beide Methoden im Anschluss an die Implementierung analysiert. Von besonderem
Interesse sind dabei die Änderungen des Laufzeitverhaltens und der Kompressions-
qualität. Die Ergebnisse zeigen, dass eine deutliche Reduktion des Berechnungsauf-
wandes ohne signi�kante Verschlechterung der Qualität oder Bitrate erreicht werden
kann.
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1 Introduction

H.264 represents a powerful and challenging video compression standard with im-
proved compression e�ciency and image quality compared to its predecessors such
as MPEG-2 and H.262. This is achieved by introducing improved coding tools for
removing temporal, spatial and statistical redundancies. However, these tools result
in an increased computational complexity that often makes H.264 real-time encod-
ing intractable on many hardware con�gurations. In this section, we will describe
the performance bottleneck most real-time encoders have to deal with (Section 1.1).
Various methods for solving this bottleneck have been introduced in previous work.
Section 1.2 provides an overview of the existing work.

1.1 Problem Statement

For many modern real-time video applications, encoding solutions based on Intra cod-
ing are used. This enables the compression of the video data in an e�cient way and
keeps the requirements on the hardware in terms of computation power and memory
requirements low. However, the H.264 intra coding is based on a computational com-
plex prediction scheme which is challenging for most embedded hardware platforms.
For enabling real-time intra coding on these architectures, a compromise between
coding e�ciency and complexity is required. This is done by using a reduced number
of H.264 intra coding modes for the encoding. This lowers the complexity but results
in a less e�cient prediction process.

A simple strategy would involve the usage of a constant sub-set of coding modes for
the coding mode selection (CMS). However, as each coding mode addresses a unique
texture pattern, it is most likely that removing some coding modes from the CMS
will result in a strongly reduced coding e�ciency. Consequently, the CMS requires
methods for dynamically selecting good coding mode sub-sets. However, this dynamic
selection of the `most probable' coding modes is not straight-forward. The quality of
the coding mode prediction has to be estimated based on available information.
In the next section, we describe approaches that di�er in the way they predict the
`e�ciency' of a coding mode. This allows us to avoid the computation of coding
modes that are unlikely to increase the coding e�ciency.
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1.2 Related Work

1.2 Related Work

According to Section 1.1, the improvement of the Intra coding mode selection (ICMS)
process can be identi�ed as a major starting-point for lowering the encoding complex-
ity. In the recent past, many scienti�c investigations have been conducted for optimis-
ing the H.264 coding mode selection. The following summary provides an overview of
related works. The existing approaches can be divided into two major groups. These
groups are described in the following sections.

1.2.1 Optimised ICMS Working Directly on the Pixel Data

The basic idea of these methods is to reduce the set of mode candidates. This lowers
the computational complexity of the ICMS. The decision on whether to skip a coding
mode or not is based on the pattern of the involved pixels and varies with the tools
used for analysing these pixels.

Wei et al. [1] proposed an Intra coding mode selection algorithm by using a fast
edge detection method. Detecting edges is done by using a non-normalised Haar -
transformation (NNHT). Li and Ngan proposed another e�cient and fast method for
classifying edge blocks by using a normalised Haar -transformation (NHT) ([2]).

The method presented in [3] is similar to these approaches. Yang et al. proposed
an e�cient Intra-4 × 4 mode decision algorithm, based on the observation of the
sub-macroblock properties. These properties are calculated by using Mean Absolute
Di�erences (MAD)-values of horizontal, vertical and plane directions. According to
the MAD-results only the most probable coding modes are examined.

Hwang et al. [4] proposed an e�cient H.264 Intra-mode decision scheme, using image
structure tensors. These image structure tensors provide local information concerning
the structure of a macroblock. This structure information is used to select the most
probable coding modes.

Comparing Sum of Absolute Di�erences (SAD)-values of co-located macroblocks within
consecutive frames can be used for early terminating the coding mode selection. This
method had been analysed by Mithun [5]. Using partially evaluated SADs as abort
trigger is described in [6]. These methods are dedicated for Intra-encoded macroblocks
within P-slices. They are used to decide whether a macroblock is more likely to be
Inter-coded or Intra-coded (Fast moving objects or objects entering the scene are
more likely to be encoded using Intra-modes. On the other hand static areas tend
to use Inter coding modes as these techniques are exploiting their ability to reduce
temporal redundancies.).
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1.2 Related Work

For e�ciently determining the partition-size (16× 16 or 4× 4) of a macroblock, Kim
and Jeong [7] use texture features of a given macroblock for determining the most
probable Intra coding mode.

Another promising approach for deciding the block-size (16× 16 or 4× 4) is given by
Ryu and Kim [8]. This method analyses the pixel-di�erence of horizontal and vertical
pixel-slices at the borders of a given macroblock. For deciding the optimal block-size,
the intensity values of these slices are compared to the values of the previous frame.

A recent approach uses intensity-distributions. It is presented by Tsai et al. [9]. The
described method introduces a preprocessing stage for extracting orientation features
from a macroblock. The algorithm uses a gradient-�lter described in [10]. The so
evaluated features are used to determine the most probable Intra coding modes.

In [11], Hwang et al. proposed a novel H.264 Intra-mode decision scheme for optimis-
ing the Intra coding mode selection inside P-slices.

Dominant Block

Estimated Block

Co-located Block

Motion Vector

Figure 1.1: Coding Mode selection using temporal correlation. This �gure shows the
relation of the dominant block, estimated block, co-located block and the
motion vector.

The described method thereby uses the temporal correlation of the predicted pixel-
block and a corresponding block in a reference frame. The position of the correspond-
ing block is determined by moving the co-located block (see Figure 1.1) towards the
location evaluated by the motion-estimation. According to Hwang, this method re-
duces the computational complexity while maintaining similar Peak Signal-to-Noise
Ratio (PSNR)-values and data-rates.

Similar approaches are presented in [11], [12] and [13]. Ko et al. [12] state that the
Intra coding mode of stationary macroblocks will remain as there are no disturbances
caused by motion shifts. The reuse scheme thereby references to the co-located posi-
tion in a given reference-frame.

3



1.2 Related Work

A fundamentally di�erent method is presented by Wang et al. [14]. The authors in-
troduce an interesting method for lowering the complexity of the Intra-mode decision.
In a �rst step, this method locates the position of a pixel-block in the previous frame.
In the second step, the coding information at this location is extracted and reused.

Hwang et al. propose a method for deciding the optimal Intra coding mode by esti-
mating the pixel-orientations using the transformation coe�cients1 of the residuals
([18]). The evaluation of the pixel-orientation uses Tsukuba's method (see [19]). In
this work, Tsukuba et al. estimate the pixel-orientation of a macroblock by evaluating
the frequency domain. Firstly, the current block is transformed by using a Discrete
Cosine Transformation (DCT). Secondly, the vertical and horizontal energies are cal-
culated. The resulting energies are determining the best Intra coding mode.

1.2.2 Optimised ICMS Using Coding Information of

Neighbouring Blocks

Practical demonstrations showed that the above described methods are suitable for
lowering the computational complexity of the ICMS. However, the major drawback
is the computational e�ort of the implemented mode skipping mechanism. To avoid
this, the following methods derive the necessary information for the mode skipping
from surrounding and already encoded neighbours.

Jafariand Kasaei [20] presented a fast H.264 Intra-mode selection strategy, using
macroblock properties. These properties are used to select the most probable subset
of candidate modes. This reduction of coding modes considerably improves the en-
coder's runtime.

In [21], Fritts et al. describe a novel Intra-4×4 coding mode selection scheme by reduc-
ing the number of candidate modes. To determine the required modes, Fritts acts on
the assumption that Intra-4×4 coding modes of adjacent blocks are highly correlated.

Similar to Fritts' method, is the presented approach of Elyous� et al. [22]. A selection
scheme is introduced which is based on the idea that the coding information of smaller
blocks is similar to that of the surrounding larger blocks. This assumption is used to
eliminate unlike coding modes for smaller blocks.

1Details regarding the transformation coe�cients can be found in [15], [16] and [17].
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1.3 Structure of the Thesis

1.3 Structure of the Thesis

Chapter 2 describes the H.264 recommendation of the ITU-T. Starting with the histor-
ical background, the main principles of the investigated video-compression standard
are described.

Chapter 3 presents and discusses the utilised methods and tools, used for analysing the
behaviour of the H.264 Intra-mode encoding. Additionally, the main characteristics
of the H.264 Intra-mode encoding are analysed. This analysis explores the in�uences
of spatial motion and the restriction of coding modes under varying conditions.

In Chapter 4, a �rst approach for lowering the encoding complexity of Intra-only
encoding is presented. Based on the conclusions of Chapter 2, the proposed method
reuses the encoding information of static 4 × 4-blocks.

An improved version of this algorithm is presented in Chapter 5. The major goal of
this novel method is to improve the detection of static 4× 4-blocks, as this lowers the
drawbacks of the simpli�ed ICMS.

The most important conclusions and a summary of this thesis are �nally given in
Chapter 6.
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2 H.264 Video Coding

2.1 Historical Background

H.264/Advanced Video Coding (AVC) is a sophisticated video compression standard
published by the ITU-T Video Coding Experts Group (VCEG) in 2003. The target of
the initial development was the long-term video compression standard H.26L which
is fundamentally new to its predecessors. In 2001 the ISO Motion Picture Experts
Group (MPEG) joined the development as they recognised the immense bene�ts of
this unique compression standard. These two groups formed the Joint Video Team
(JVT) which included experts of both MPEG and VCEG. The goal of this joint devel-
opment was the design of a video compression standard which is capable of achieving
the same quality at half the data-rate compared to the MPEG-4 Part 2 standard.

The �nal result of this joint development is commonly known under two names. The
ITU/VCEG speci�es the standard as ITU-T H.264 and the MPEG consortium as
MPEG-4/AVC. The reader is referred to [23] for further details.

2.2 H.264 Encoding and Decoding

In analogy to preceding video coding standards such as H.262 and H.263, H.264 spec-
i�es the syntax of an H.264 compliant bitstream and how it can be decoded. The
encoding process is not explicitly speci�ed. The only requirement on an H.264 en-
coder is that its output has to be an H.264 compliant bitstream.
In the following sections the structure of H.264 encoding and decoding will be dis-
cussed.

Structure of the Encoder

H.264 encoders typically incorporate two data paths, a forward path (Figure 2.1 left
to right) and the reconstruction path (Figure 2.1 right to left). The forward path
encodes each frame of the inputstream and delivers the compressed pendant. The
reconstruction path decodes previously encoded frames and provides this information
for future prediction steps.
In the forward path of Figure 2.1, the current frame Fn is encoded using either spatial
(Intra) or temporal (Inter) encoding methods. The temporal prediction uses motion

6



2.2 H.264 Encoding and Decoding

Fn
(current Frame)

F’n-t
(reference Frame)

T Q

ME

MC

Intra
prediction

F’n
(reconstructed 

Frame)

Filter

Inter

In
tra

T
-1

Q
-1

Reorder
Entropy 

encode

NAL

Dn

D’n

+

-

+

+

uF’n

P

X

Figure 2.1: Block-diagram of an H.264 encoder. The gray shaded blocks are represent-
ing an encoder only using spatial prediction methods. The white blocks
are used for encoders supporting temporal prediction too.

information and exploits the pixel similarity of consecutive frames; i.e. a large por-
tion of frame-information is the same information as used in a previous frame at a
di�erent spatial position. The temporal encoding process takes advantage of this fact
and provides mechanisms for referencing image portions between frames. The spatial
encoding only uses the visual information of a single frame making the encoder much
easier.

The prediction P is then subtracted from the original pixel-information. The resulting
di�erence Dn is called residual information. The next steps involve a transformation
of the residual information and a quantisation of the transformed residuals (signal
X in Figure 2.1). The quantised signal X is �nally re-ordered and entropy-encoded.
Combining the entropy-encoded coe�cients with additional syntax information (mac-
roblock coding mode, quantisation step-size, motion-vector information, etc.) will
lead to the compressed bitstream which is �nally passed to the Network Abstraction
Layer (NAL).

The reconstruction path has its origin after the quantisation step (X). The reconstruc-
tion reverts the quantisation and the block transformation. The di�erences between
the resulting signal D′

n and the signal Dn are caused by the lossy quantisation step.
To get the reconstructed frame, the sum of P and D′

n must be calculated. The �nal
�lter reduces the e�ects of blocking artefacts occurring at the borders between mac-
roblock (MB)s.
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2.2 H.264 Encoding and Decoding

Structure of the Decoder

F’n-1
(reference Frame)

MC

Spatial 
prediction

F’n
(reconstructed 

Frame)

Filter

Inter

In
tra

T
-1

Q
-1

Decode 

entropy & 

reorder

NALD’n
+

+

uF’n

P

X

Figure 2.2: Block-diagram of an H.264 decoder. The gray shaded blocks are repre-
senting a decoder only using spatial prediction methods. The white blocks
are used for decoders supporting temporal decoding.

The input stage of the decoder presented in Figure 2.2 receives the encoded bitstream
from the NAL. First the bitstream is entropy decoded (X) and reordered. In the
next step, this signal (quantised transform coe�cients) is re-scaled by multiplying
each coe�cient by an integer value for restoring the original scale. These rescaled
coe�cients are then inverse transformed to get D′

n. For building the prediction P ,
additional syntax information of the encoded bitstream determines whether to use
Intra or Inter prediction. F ′

n is �nally formed by adding the signals D′

n and P and
applying the deblocking �lter.

As explained in the last section, H.264 supports two types of prediction, namely the
spatial and the temporal prediction. H.264 Intra prediction uses information from
the current frame whereas H.264 Inter prediction uses information from previously
encoded frames. In the following sections, both encoding types are discussed whereas
the focus is set on the Intra prediction. This is because the thesis targets the runtime-
optimisation of H.264 Intra-only encoding.

Pro�les

Depending on the application, di�erent encoding functionalities are required. For
targeting this issue, H.264 supports three Pro�les :

• Baseline Pro�le

• Main Pro�le

8



2.3 Intra Prediction

• Extended Pro�le

SP and SI 

slices

Data 

Partitioning

B slices

Weighted 

Prediction

Interlace

CABAC

I slices

P slices

CAVLC

Slice Groups 

and ASO

Redundant 

Slices

Baseline profile

Main profile

Extended profile

Figure 2.3: H.264 Baseline, Main and Extended pro�les.

Each Pro�le de�nes a particular set of functions (see Figure 2.3). In the presented
thesis the functionalities of the Baseline Pro�le are explored as the provided encoder
implements this pro�le only. Further information regarding the other two pro�les are
given in [24] and [15].

Considering the required complexity of a compliant CODEC (enCOder / DECoder),
H.264 de�nes a set of Levels whereas each Level speci�es the limitations in terms of
processing rate, frame size and memory requirements.

2.3 Intra Prediction

An H.264 conform video sequence consists of several frames (or �elds), whereas each
frame is partitioned into rectangular areas with a constant size of 16 × 16 pixels.
These areas are called macroblocks (MBs).

9



2.3 Intra Prediction

Frame

Slice 1

Slice 2

Macroblock

Pixel

Figure 2.4: Structuring of H.264 into Frames, Slices and MBs : This �gure shows a
single frame which contains two di�erent Slices (Slice 1 and Slice 2 ) and
several MBs.

The encoder processes one MB after the other and produces the bitstream of the com-
pressed frames. Each MB holds luminance-information (luma) as well as chrominance-
information (chroma). The dimensions of MBs are di�erent for the luminance and
chrominance channels as the resolution di�ers (see Section 2.3). H.264 speci�es that
a set of MBs can be grouped to so called slices. Figure 2.4 shows that a frame may
consist of more than one slice.

The Intra prediction uses pixel information from neighbouring MBs to predict the
current MB. H.264 speci�es Intra coding modes that describe which pixels are used
for predicting the current MB or sub-block.

Intra-16 × 16 luma prediction

The MB prediction utilises the luminance samples from adjacent MBs according to the
schema given in Figure 2.5. Using the information from the left and upper neighbours
for predicting the current MBs pixels is possible because these MBs have already been
processed.

A ?

B C D

Figure 2.5: Neighbours used for spatial prediction of the current MB.

To form the MB prediction from the neighbouring pixel-values, four di�erent coding
modes are de�ned (Mode 0 - Mode 3 ). A graphical overview of the four Intra-modes

10



2.3 Intra Prediction

is given in Figure 2.6. H.264 supports vertical (Mode 0), horizontal (Mode 1) and
diagonal (Mode 3) Intra prediction. In cases with only partially available neighbouring
MBs (e.g. border regions), the H.264 standard provides the possibility for usingMode
2 (DC) with the available MBs. When there are no available adjacent MBs at all,
H.264 speci�es the use of Mode 2 (DC) using the decimal value 128.

Mode 0 (vertical) Mode 1 (horizontal)

V

Mode 2 (DC) Mode 3 (plane, diagonal)

H

V

H

V

H

V

H

Mean of 

H&V

Figure 2.6: Intra 16 × 16 luminance prediction modes.

Intra-4 × 4 luma prediction

Using the 16× 16 MBs with the four given coding modes is suitable for homogeneous
image-parts with little texture. This is because fewer syntax elements have to be
inserted into the data-stream.

However, the partitioning of a MB into sixteen sub-blocks according to Figure 2.7 is
preferable when the frame content is �nely textured. This partitioning requires a large
number of used syntax-elements in the data-stream but also improves the prediction
and lowers the prediction error (residuals)1. The compression of these lowered resid-

1The prediction error is evaluated using the SAD between the prediction and the original image
content.
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16

1
6

4

4

Figure 2.7: Partitioning schema of a 16× 16 luma MB. Each MB consists of 16 4× 4
sub-macroblocks (sub-blocks).

uals is in succession more e�cient and compensates the additional expenses caused
by the higher number of syntax-elements.

The prediction of sub-blocks is similar to the prediction of full MBs. The major
di�erence is that �ve additional coding modes are de�ned. These coding modes utilise
the luminance samples from neighbouring sub-blocks instead of complete MBs.
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Figure 2.8: Labelling of prediction samples for a 4 × 4 sub-block.

In Figure 2.8, these samples are labelled as A-M. The prediction P is determined by
the samples labelled a-p whereas the calculation investigates the surrounding pixel-
values A-M.

The Intra coding modes presented in Figure 2.9 can only be used if the necessary
border-samples are available. This means that some of the de�ned coding modes
are not applicable at some positions within the frame. A demonstrative example for
applying the Intra coding modes is given in Figure 2.10.
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Figure 2.9: Intra 4 × 4 luminance prediction modes.
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Figure 2.10: Intra 4 × 4 luminance prediction mode examples.
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Intra-8 × 8 chroma prediction

The Baseline Pro�le supports progressive scan video formats using the 4:2:0 chroma
sub-sampling scheme.

Y Sample

Cr Sample

Cb Sample

Image Width

Im
a
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e
ig
h
t

Figure 2.11: 4:2:0 chroma sub-sampling.

Figure 2.11 shows this often used video format which samples the two colour compo-
nents Cb and Cr in horizontal and vertical direction at half the luminance resolution.
This results in a �fty percent data reduction per frame. The 4:2:0 is commonly used
for medium quality applications like video conferencing, digital television and storage
on mass-media (e.g. digital versatile disc (DVD)). Alternative chrominance formats
with higher sampling rates are typically used for studio and high quality applications.
For the chrominance components Cb and Cr which are sampled at half the resolution
of the luminance channel, the single block size of 8×8 pixels is used for prediction. Like
the luma 16×16 prediction, the prediction also uses the vertical (upper) and horizontal
(left) neighbour-blocks and supports four di�erent coding modes (see Figure 2.12).
H.264 supports a mean (Mode 0), vertical (Mode 1), horizontal (Mode 2) and diagonal
(Mode 3) Intra prediction. Depending on the currently available adjacent encoded
MBs, only a sub-set of the speci�ed modes are possible. For the �rst block where no
information from neighbouring MBs is available, Mode-0 (DC) is used with a constant
value of 128.
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Figure 2.12: Intra-8 × 8 chrominance prediction modes.

ICMS in H.264

In the H.264 standard, there exist four coding modes for 16 × 16 MBs and nine
coding modes for each sub-block. These coding modes di�er in that they use di�erent
directions along with the texture pattern which is extrapolated from already encoded
pixels. For the chroma MBs, H.264 speci�es four coding modes which are similar to
the four 16 × 16 luminance coding modes. An overview of all possible combinations
is given in Table 2.1.

Block-size Number of Modes Modes to test per MB

16 × 16 (luma) 4 4
4 × 4 (luma) 9 144
8 × 8 (chroma) 4 4

Table 2.1: Overview of the supported Intra coding modes.

Depending on the image content (i.e. texture) of the MB and the used quantisation
parameter (QP), a di�erent mode may yield the best prediction. The process of �nd-
ing the best prediction mode for a MB is called Intra coding mode selection (ICMS).
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2.3 Intra Prediction

Typically, this process is computationally very expensive.

DecideIntraLumaMode16x16

DecideIntraLumaMode4x4
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p_mb->i_intra_16x16_cost

4x4_cost > 

16x16_cost

yes

i_min_cost = 

p_mb->i_intra_4x4_cost

no

Encode MB

START

Figure 2.13: Principle work-�ow of the used H.264 Intra-mode selection.

Considering the descriptions of Section 2.3, judging the quality of a coding mode
(prediction) is done by computing the SAD in intensity between the predicted block
and the original uncompressed block. The resulting value is denoted as prediction
error or SAD-costs. The Intra coding mode that is �nally selected is the one that has
the minimum SAD-costs (Figure 2.13).

It is therefore required to calculate the prediction error for each Intra coding mode.
This procedure is commonly known as Intra coding mode selection (CMS) and com-
prises the following steps:

• Determine the best Intra-16 × 16 coding mode (4 possibilities).

• Determine the best Intra-4 × 4 coding mode (144 possibilities).

• Compare the results of Intra-16 × 16 and Intra-4 × 4 CMS.

Figure 2.14 shows the average computational complexity of the Intra CMS in compar-
ison to the total encoder's complexity. It is shown that 47% of the required encoding
time is used for the Intra CMS. The remaining computation time (53%) is spent on
preparing the image-data, transformation of the residuals, entropy coding and writing
the compressed information to the NAL. Considering the consumed time of the Intra
CMS, it is also shown that nearly 85% of this time is used for deciding the best Intra-
4×4 coding mode, whereas the Intra-16×16 mode decision consumes just 15% percent.
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15% 85%

Write Layer

53%

7%
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I16x16 

Mode Decision

I4x4 
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Intra Coding 

Mode Decision

Figure 2.14: Runtime pro�ling of the encoding process for the 12 test sequences. It
is shown that 47% of the computational complexity is caused by the
Intra CMS (Intra-4× 4: 40%; Intra-16× 16: 7%) and 53% falls upon the
remainder.
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3 Intra Prediction Analysis

3.1 Test Environment

In this work, a baseline H.264 encoder as well as decoder was provided by ON DE-
MAND Microelectronics AG (ODM) [25]. It is a commercial encoder optimised for
embedded devices. The encoder functionality is used for processing the raw image
data, get key �gures from the compressed streams and applying new approaches in
video processing. The encoder had been extended to provide the required information
for a subsequent analysis. This evaluation is carried out by using MathWorks MAT-
LAB [26]. Therefore several scripts and functions have been developed for analysing
the data and visualising the results for better understanding and �nal documentation.

The user speci�c adaption and debugging of the provided H.264 encoder uses Micro-
soft R©Visual Studio as basic development platform. Additionally, some tasks (e.g.
code pro�ling) had to be carried out under Linux using GCC as evaluation environ-
ment.

3.2 Quality Metric

For measuring the quality of the compressed sequences, in this thesis the PSNR metric
is used. This commonly used metric is derived from the Mean Squared Error (MSE)
and rates the pixel prediction of a given frame according to Equation 3.1.

MSE =
1

N · M

N
∑

i=1

M
∑

j=1

[Ai,j − Bi,j]
2 (3.1)

The MSE is speci�ed as the mean squared di�erence of the undistorted intensity
value of a pixel and the degraded intensity value after the lossy data compression (A
represents the reconstructed frame and B is the non compressed, original frame.).

PSNR = 10 · log10

(

(2n − 1)2

MSE

)

(3.2)

Equation 3.2 calculates the PSNR of a single frame. However, it is not allowed to
average multiple PSNR-values for determining the mean PSNR of several frames. In-
stead, it is required to build the non-logarithmic average of the MSE which can then
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3.3 Test Sequences

be inserted into Equation 3.2 (see also [27]).

The PSNR can be computed for the intensity as well as the colour channels. In practice
only the luminance is analysed as the human eye is more sensitive to illumination
changes compared to chrominance changes.

3.3 Test Sequences

The presented thesis uses a set of 12 video sequences containing di�erent amounts of
motion (e.g. camera pan, zoom and translation of objects) and texture.

Barcelona Bus Canoe Container

F1Car Flowergarden Foreman Mobile

Mother Paris Tempete Waterfall
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33 / 29 / 26

2.1 / 1.9 / 1.7

34 / 30 / 27
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35 / 31 / 27

1.1 / 0.9 / 0.7

36 / 32 / 29

0.8 / 0.6 / 0.5

Sequence

PSNR / dB

Bits/Pixel

36 / 31 / 28

0.8 / 0.6 / 0.5

34 / 30 / 26

1.7 / 1.5 / 1.3

36 / 32 / 28 33 / 29 / 25

0.6 / 0.5 / 0.4 2.0 / 1.7 / 1.5

PSNR / dB

Bits/Pixel

38 / 34 / 31

0.4 / 0.3 / 0.3

35 / 31 / 28

1.2 / 1.0 / 0.8

34 / 30 / 26 34 / 30 / 26

1.4 / 1.2 / 1.0 1.1 / 0.9 / 0.7

Sequence

Sequence

Figure 3.1: Overview of the used test sequences. This �gure shows one sample image
for each sequence and the individual PSNRs and Bitrates for varying QPs
(QP = 30/35/40).

These sequences had been captured in progressive format and CIF resolution at a
capturing rate of 25 frames per second. Figure 3.1 shows these sequences along with
the key �gures PSNR and Bitrate for varying QPs (QP = 30/35/40).
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3.4 Motion Analysis of Sequences

3.4 Motion Analysis of Sequences

The motion analysis presented in this section gives qualitative and quantitative in-
formation of the 12 test sequences. This knowledge is useful for understanding the
H.264 encoding behaviour.

3.4.1 Metric for the Motion Analysis

For determining the contained sequence motion, it is necessary to calculate the dis-
placement-vectors of corresponding MBs within consecutive frames.
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Figure 3.2: Determining the MV by minimising the SAD of corresponding MBs within
a given search-area (40 × 40 pixels).

The calculation scheme is shown in Figure 3.2. The used method thereby evaluates the
position of the corresponding MBs inside a search area (40×40 pixels) by minimising
the SAD (Equation 3.3 with A and B being the intensity values of the compared
image sections at the two consecutive timestamps t and t-1 ) of candidate MBs at
various locations.

SAD =
width−1
∑

i=0

heigh−1
∑

j=0

∣

∣

∣A(i,j) − B(i,j)

∣

∣

∣ (3.3)

To characterise the content motion for each test-sequence, the motion-vector (MV)s
of the contained MBs have been determined, classi�ed and graphically presented. Ac-
cording to the length of the MB's MV, the MBs are arranged into six di�erent classes.
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3.4 Motion Analysis of Sequences

Class No. Description De�nition

1 Pure Static |MV lim| = 0 pixel

frame

2 Very Slow Motion |MV lim| ≤ 1.4 pixel

frame

3 Slow Motion |MV lim| ≤ 4.2 pixel

frame

4 Moderate Motion |MV lim| ≤ 5.7 pixel

frame

5 High Motion |MV lim| ≤ 11.3 pixel

frame

6 Very High Motion |MV lim| ≤ 17.0 pixel

frame

Table 3.1: De�nition of the classi�cation-groups used for the MV-distribution.

The grouping of the six classes presented in Table 3.1 takes place by ranking the MVs
caused by equal horizontal and vertical movements.
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Figure 3.3: Determining the norm of the limiting MVs by using the vertical (y) and
horizontal (x) pixel-displacements.

For calculating the given values (0, 1.4, 4.2, 5.7, 11.3 and 17.0 ), Pythagoras' theorem
is used with the horizontal and vertical movements (see Figure 3.3).
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3.4.2 Motion Analysis

In this section, 12 sequences are presented and analysed with respect to their contained
motion. These sequences are used in the following sections.

Barcelona

This colourful sequence is strongly textured throughout each frame (see Figure 3.1).
The dominant motion is caused by a slow camera zoom-out. However, as shown in
Table 3.2, nearly sixty percent of the scene is purely static (|MV | = 0 pixel

frame
)). The

remaining forty percent of the content has a spatial motion of ≤ 1.4 pixel

frame
(one pixel

in vertical and horizontal direction).

Bus

This sequence has a medium frame texture and uniform motion in the foreground and
background. The motion is caused by a moving omnibus (driving to the left border)
and a camera pan for tracking the bus. Considering the motion information shown
in Table 3.2, the average motion is below 11.3 pixel

frame
. The motion information also

shows two transitions. The �rst one at frame 28 and the second at frame 79. These
transitions indicate motion changes caused by the complex overlay of the camera pan
and the moving bus, whereas the camera pan causes higher motion.

Canoe

This high motion sequence shows a canoe in a fast streaming river (see Figure 3.1).
The contained motion (Table 3.2) is caused by interfering a horizontal camera pan and
the �ow of the water. In the middle of the sequence, the direction of the camera pan
changes. The high motions are causing a motion-blur, resulting in a weak sequence
texture.

Container

This low textured video sequence has an almost static content (|MV | = 0 pixel

frame
)).

It presents a slowly moving container-ship on the shore (see Figure 3.1). Table 3.2
shows that the motion of the ship is just about 1.4 pixel

frame
.

F1 car

This low textured sequence has various camera viewpoints with additional changing
camera pan for tracking a fast moving formula one car (Figure 3.1). The contained
motion measures approximately 5.7 pixel

frame
on average and is shown in Table 3.2. The
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3.4 Motion Analysis of Sequences

texture of the foreground road surface in the �rst 50 frames is fairly low compared
to the remaining parts of the scene (e.g. car). By moving the camera down, the
amount and value of the road texture increases. This camera pan also causes a higher
sequence motion which is noticeable from frame 40 to frame 55. In this range, almost
two thirds of the sequence motion is between 5.7 pixel

frame
and 11.3 pixel

frame
.

Flowergarden

This video sequence contains a uniform, slow horizontal motion caused by a moving
camera. The sky in the background has no distinct texture while the �ower covered
foreground has a clear texture-pattern with high intensity contrast (see Figure 3.1).
These intensity-di�erences are causing higher prediction errors (residuals), leading to
increased data-rates.
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Table 3.2: Classi�ed MVs for the test sequences barcelona, bus, canoe, container, f1car
and �owergarden. Each resulting curve shows the measured values for the
�rst 100 frames.
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Foreman Mobile
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Table 3.3: Classi�ed MVs for the test sequences foreman, mobile, mother, paris, tem-
pete and waterfall. Each resulting curve shows the measured values for the
�rst 100 frames.

Foreman

This low textured sequence shows the head of a building site foreman, captured by a
non-professional hand-operated camera in the course of an interview (Figure 3.1). The
contained motion is mainly caused by the foreman's shaking head (in the �rst part
of the sequence) and a camera pan (in the second part of the sequence). In addition,
irregular jitter-movements caused by cameraman's hand-operation are superimposed.
As shown in Table 3.3, the average motion is about 1.4 pixel

frame
.

Mobile & Calendar

This sequence contains large moving image partitions. The motion is mainly caused
by a horizontally driving model railway and a vertically moving calendar (Figure 3.1).
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3.4 Motion Analysis of Sequences

The average motion measures approximately 1.4 pixel

frame
(Table 3.3).

Mother

In this video clip a mother is shown with her child. Both are sitting still in the
foreground (Figure 3.1). The achieved data-rates are very low as the sequence contains
insigni�cant texture patterns. Considering the motion information from Table 3.3, it
is obvious that the average MV is below 1.4 pixel

frame
.

Paris

This sequence shows a video conference, captured with a statically mounted camera.
The recorded scene shows a room with non-moving furniture and two moving persons
(Figure 3.1). The colourful frames have a sharp contrast with large homogeneous
areas. The contained motion is caused by the moving persons. However, as shown in
Table 3.3, the scene is mostly static.

Tempete

The captured scene in this sequence shows a mountain in the background and a
colourful �ower in the foreground (Figure 3.1). The leaves of the brightly coloured
�ower are swaying irregularly as there is a stormy wind. These jitter-movements are
overlaid by a slow zoom-out and a slight camera pan. The resulting MV is below
1.4 pixel

frame
on average (Table 3.3).

Waterfall

This sequence shows a highly textured forest and a waterfall in the centre (Figure 3.1).
The contained motion is caused by a slow camera zoom-out which is focused on the
waterfall. Nearly 90 percent of the contained MVs are below 1.4 pixel

frame
(Table 3.3).

In the following sections, the impacts on the quality and the data-rate are analysed
when using either 4 × 4 or 16 × 16 Intra-coding modes.
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3.5 Analysing the Impact of the Block Size

3.5 Analysing the Impact of the Block Size

The aim of this section is to evaluate the coding e�ciency of the Intra-16 × 16 and
Intra-4 × 4 prediction modes. For determining the coding performance of these cod-
ing techniques, the achieved PSNRs and data rates are determined and afterwards
compared for the following three encoding conditions:

• Full Intra-mode encoding.

• Intra-16 × 16 only encoding.

• Intra-4 × 4 only encoding.
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Figure 3.4: Data-rate changes for Intra-only encoding using either 4 × 4 or 16 × 16
coding modes. The data-rates are compared to the values of a full Intra-
mode encoding. (a) Intra-4 × 4 only encoding. (b) Intra-16 × 16 only
encoding. (c) Average data-rate changes for four di�erent QPs (25, 30, 35
and 40) and Intra coding modes.
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The resulting data-rates of the full Intra-mode encoding are used as reference values
for comparing the data-rates of the Intra-16 × 16 only encoding and Intra-4 × 4 only
encoding, respectively. This comparison is given in Figure 3.4, presenting the average
data-rate changes for the 12 test-sequences using di�erent coding modes and di�erent
QPs.

Figure 3.4(a) shows that for lower QPs (i.e. better image quality) the Intra-4 × 4
encoding is more e�cient on average. Using the Intra-16 × 16 coding modes is more
bene�cial for higher QPs (lower image quality, see Figure 3.4(b)). Using lower QPs
to maintain �ne image structures also requires smaller block sizes to produce accu-
rate predictions (smaller residuals). So, the achievable data-rate is lower when using
Intra-4 × 4 in this case. In contrast, a decrease of the image quality eliminates �ne
structures, making 16× 16 coding modes more attractive as they are able to produce
comparable residuals in this case while requiring fewer syntax elements in the com-
pressed data-stream for inserting the coding mode information.

Figure 3.4(c) illustrates the summary of the above given interrelation and shows the
favoured operational area of Intra-4× 4 and Intra-16× 16 coding modes with respect
to the achievable data-rates. The plotted curves are showing the average data-rate
changes for Intra-4×4 or Intra-16×16 coding modes and varying QPs. It is shown that
for QPs below 37, the Intra-4 × 4 coding modes achieve lower data-rates compared
to the Intra-16 × 16 coding modes as the smaller block-sizes are better suited for
maintaining �ne image structures and keeping the residuals low. These �ne image
structures disappear for higher QPs and the Intra-16 × 16 coding modes are more
advantageous as less syntax elements are required.

Figure 3.5 presents the impacts of the coding block-size on the achieved PSNR val-
ues for varying QPs (30, 35 and 40). The plotted graph shows the absolute PSNR
di�erences between the sequences using full Intra encoding, Intra-4× 4 only encoding
(Figure 3.5(a)) and Intra-16 × 16 only encoding (Figure 3.5(b)).

It is shown that the average PSNR di�erences are in both cases in the range between
0 - 0.8dB. However, the PSNR di�erences for of the Intra-4 × 4 coding modes (Fig-
ure 3.5(a)) are lower compared to the Intra-16 × 16 coding modes (Figure 3.5(b)).
This di�erence increases for higher QPs, which is illustrated in the summarising graph
in Figure 3.6. This behaviour is mainly due to the better encoding performance of
smaller block-sizes and the higher number of coding modes.
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Figure 3.5: PSNR-Changes for Intra-only encoding using either 4×4 or 16×16 coding
modes. (a) PSNR-Changes for Intra-4 × 4 only encoding. (b) PSNR-
Changes for Intra-16 × 16 only encoding.
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Figure 3.6: Summary of the PSNR changes for Intra-only encoding using either 4× 4
or 16 × 16 coding modes for various QPs (25, 30, 35 and 40) and coding
modes. The data-rates are compared to the values of a full Intra-mode
encoding.
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3.6 Reduced Number of Intra-Coding Modes

3.6 Reduced Number of Intra-Coding Modes

A high number of coding modes results in better coding e�ciency but increases the
computational complexity as more SAD-calculations are required. The aim of this sec-
tion is to lower the required complexity by omitting computational expensive modes
that do not improve the coding e�ciency signi�cantly.
The following analyses therefore evaluate the frequency and the impact on the coding
e�ciency of the coding modes of sub-blocks and MBs. This allows the identi�cation
of essential and insigni�cant coding modes and how they a�ect the coding e�ciency.
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Figure 3.7: Average frequency of the coding modes for various QPs and the 12 test-
sequences. (a) Frequency of the Intra-16×16 coding modes. (b) Frequency
of the Intra-4 × 4 coding modes.

The evaluation results of the coding mode frequencies are given in Figure 3.7. The
two histograms in Figure 3.7 are showing the coding mode frequencies for the four
Intra-16 × 16 coding modes (Figure 3.7(a)) and the nine Intra-4 × 4 coding modes
(Figure 3.7(b)) over all sequences.

Figure 3.7(a) shows that depending on the used QP, the modes DC, H, V occupy
nearly 85 percent on average when using Intra-16 × 16 coding modes.
For the 12 test sequences, using the simple modes only a�ects 15 percent of the
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3.6 Reduced Number of Intra-Coding Modes

available MBs and considerably lowers the computational complexity as fewer SAD-
calculations are required for the CMS.
A similar result for Intra-4 × 4 sub-blocks is presented in Figure 3.7(b). It is shown
that nearly 60 percent of the encoded sub-blocks are using the DC, H or V mode.
The remaining 40 percent are equally distributed over the other coding modes.
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Figure 3.8: Relative Data-Rate changes for a reduced number of Intra coding modes.
The �gures show the data-rate changes for the 12 test sequences for three
QPs. (a) Result for QP=30. (b) Result for QP=35. (c) Result for QP=40.
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3.6 Reduced Number of Intra-Coding Modes

The second part of this section analyses the negative e�ects when omitting the com-
plex Intra coding modes. Therefore, the provided H.264 encoder has been modi�ed for
only using the Intra coding modes V, H and DC. The following evaluations analyse
the 12 test sequences using three test-cases. In the �rst test-case, the encoder uses
4× 4 and 16× 16 blocks with a reduced number of Intra coding modes (i.e. H, V and
DC only). In the second and third test-case, the 4 × 4 and 16 × 16 blocks are used
respectively.
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Figure 3.9: PSNR changes for a reduced number of Intra coding modes and the 12
test sequences. (a) Result for QP=30. (b) Result for QP=35. (c) Result
for QP=40.

The result of this evaluation is shown in the Figures 3.8 and 3.9. The given values for
the data-rates in Figure 3.8 are compared to the results of a full Intra coding mode
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3.7 Intra-Only Encoding of Static Regions

selection and using three QPs (30, 35 and 40).
Figure 3.8(a) shows that the data-rate changes for QP=30 are below three percent on
average for the three test-cases. These values are almost not a�ected by the used QP,
as the average data-rate changes for QP=35 and QP=40 are still below three percent
(see Figures 3.8(b) and 3.8(c)).
Considering the PSNR-values presented in Figure 3.9, no signi�cant changes are mea-
surable when reducing the number of coding modes. The in�uence of the used QP is
also very low.

The presented results show that a reduced number of Intra coding modes causes
slightly increased bit-rates while maintaining the image quality. This means that
H.264 is able to compensate prediction errors by increasing the data-rate. The bene�t,
however, is a considerable decrease of the computational complexity.

3.7 Intra-Only Encoding of Static Regions

This section analyses the encoding behaviour of the Intra-4×4 coding modes for static
regions in a sequence. In the context of this work, a region is static if no motion occurs
at this frame-position over the time.
The aims for the planned analysis are to evaluate the validity of the three assumptions
(A1-A3) stated below:

A1 Static sub-blocks tend to retain their coding mode between consecutive frames
(i.e. the most e�cient coding mode typically outperforms the other modes
signi�cantly).

A2 A sub-block that retains its coding mode over time will also have similar SAD-
costs.

A3 Spatially adjacent sub-blocks (e.g. the left and upper sub-block) tend to have a
similar temporal coding behaviour.

These assumptions are derived from the following theoretic considerations. Except of
sensor-related e�ects, the changes in a sub-block are typically too small for causing a
change of the coding modes (A1 ). As a static sub-block should not change signi�cantly
over time, the expected SAD-costs should also remain nearly constant (A2 ).
For the Intra-4× 4 coding mode selection it is useful to exploit the fact that spatially
adjacent pixels in a picture are typically correlated. This implies that neighbouring
sub-blocks often contain similar texture patterns and can be e�ciently described by
similar Intra coding modes. Assumably, there is also a high probability that static
sub-blocks will also have static neighbours (A3 ).
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3.7 Intra-Only Encoding of Static Regions

3.7.1 Mode Retention of Static Regions

The major goal of this section is to evaluate the temporal coding mode changes of
static sub-blocks as the gained conclusions and interrelations are important for un-
derstanding the Intra-4×4 encoding of slow motion scenes. In this thesis, a sub-block
is static when its maximum translation is one pixel in horizontal and/or vertical di-
rection between two consecutive frames.

1
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|M
V l
im
| =
 1
.4
pi
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pixelMV 4.111||
22

lim
=+=

Figure 3.10: Determining the magnitude of the limiting Motion Vector using the ver-
tical and horizontal components.

For computing the magnitude of the limiting Motion Vector MVlim (1.4 pixel) Pythago-
ras' theorem is used (Figure 3.10).
Detecting static sub-blocks for this analysis therefore requires adequate motion in-
formation. As the Intra encoding does not provide any motion information, it is
necessary to determine the MVs separately. This information is used for analysing
the mode retention of static regions at the three conditions C1-C3:

C1 (old mode == new mode) && |MV | ≤ MVlim

C2 (old mode != new mode) && |MV | ≤ MVlim

C3 (old mode == new mode) && |MV | > MVlim

Condition C1 describes static sub-blocks with constant Intra-mode and C2 describes
static sub-blocks with changing Intra-modes. Condition C3 covers non-static sub-
blocks with unchanged Intra-modes.
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Figure 3.11: Interrelation of the mode retention and image motion for the 12 test
sequences and QP = 30.
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Figure 3.12: Interrelation of the mode retention and image motion for the 12 test
sequences and QP = 35.
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Figure 3.13: Interrelation of the mode retention and image motion for the 12 test
sequences and QP = 40.

The Figures 3.11, 3.12 and 3.13 show the evaluation results of these conditions for
various QPs. Each bar represents the frequency of one condition in relation to the
total amount of sub-blocks.
It is shown that sequences with higher motion tend to have low values for condition
C1 and C3 as there are only few static areas. Furthermore, images with uniform
texture tend to have higher values of C3.
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3.7 Intra-Only Encoding of Static Regions

When comparing the quantities of the condition C1 and C3 it is obvious that approx-
imately 50 percent of the static sub-blocks tend to change their coding mode. This
is interesting, as intuitively it should not be the case that static sub-blocks change
their coding mode. However, the reason is that some modes produce very similar
SAD-costs and depending on the adjacent neighbours, the ranking of the most prob-
able coding mode may change. Furthermore, it can be seen that this characteristic is
barely a�ected by the used QP.
Considering the average in�uence of QP, the given �gures show that C1 for QP=35
is about �ve percent higher compared to QP=30 or QP=40. For C2 and C3 now
considerable in�uence of QP is noticeable.
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Figure 3.14: SAD-cost changes of static sub-blocks with alternating coding modes.
The changes are grouped in �ve classes, analysed in terms of frequency.
(a) SAD-cost changes for QP=30. (b) SAD-cost changes for QP=35.
(c) SAD-cost changes for QP=40.

Figure 3.14 illustrates the SAD-cost changes of static sub-blocks with changing coding
modes. The examined plots show the temporal changes of the SAD-costs for each
static sub-block. These SAD-cost changes are grouped in �ve classes. The �rst class
shows the frequency of the relative SAD-cost changes equal to or less than 5%, the
second class between 5% and 10% and so on. This statistical analysis exists for each
of the nine coding modes.
It is shown that nearly 60% of these sub-blocks have SAD-cost changes of less than

36



3.7 Intra-Only Encoding of Static Regions

20%. This means that irrespective of the used coding mode the SAD-costs remain
stable. These observations show that assumption A1 is valid for a larger part of the
static sub-blocks.

3.7.2 Temporal Changes of the SAD-Costs

For investigating assumption A2 it is necessary to evaluate the temporal SAD-cost
changes of co-located sub-blocks within consecutive frames. Figure 3.15 shows the
statistical evaluation of the SAD-costs derived from the 12 test-sequences. This sta-
tistical evaluation is expressed as the ratio between the SAD-cost of two co-located
sub-blocks. Equation 3.4 shows the calculation of the ratio SADratio for two co-located
sub-blocks at the position (x, y) and the timestamps t − 1 and t.

SADratio =
SAD(x, y)t

SAD(x, y)t−1

(3.4)
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Figure 3.15: SAD-cost changes of static sub-blocks with unchanged coding mode.
The changes are grouped in �ve classes, analysed in terms of frequency.
(a) SAD-cost changes for QP=30. (b) SAD-cost changes for QP=35.
(c) SAD-cost changes for QP=40.

The stacked bars in Figure 3.15 show the SAD-cost changes of static sub-blocks with
unchanged coding mode. The changes are grouped in �ve classes, analysed in terms
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of frequency. The �rst class shows the frequency of SAD-cost changes equal to or less
than 5%, the second class between 5% and 10% and so on.

It is shown that 50 percent of the static sub-blocks tend to have SAD-ratios above 20
percent and 80 percent of the static sub-blocks are within the 50 percent ratio-limit.
This result indicates that assumption A2 is valid for more than half of the static
sub-blocks in the test sequences. For 65 percent of the sub-blocks, the changes are
below 50 percent.

3.7.3 Correlation Between Neighbouring Static Sub-Blocks

For examining assumption A3, the coding mode of each constant sub-block is com-
pared with the coding modes of its left and upper neighbour sub-block. The statistical
probability for each mode combination of two spatial neighbours is analysed.
For calculating the correlation between the coding mode of the current sub-block and
the left/upper sub-block, four sequences have been used. This ensures an independent
veri�cation when using the heuristic described in Section 5 with the 12 test-sequences.
These four sequences are carphone (high motion, medium texture), claire (low mo-
tion, low texture), coastguard (high motion, high texture) and news (medium motion,
medium texture) (Figure 3.16).

Sequence Carphone Claire Coastguard News

PSNR / dB

Bits / Pixel

Motion

Texture

33 / 29 / 26

1.4 / 1.2 / 1.0

medium

medium

38 / 34 / 30

0.8 / 0.6 / 0.4

low

low

33 / 29 / 25

1.6 / 1.4 / 1.2

high

high

36 / 32 / 29

1.0 / 0.8 / 0.6

low

medium

Figure 3.16: Four extra sequences at CIF resolution using Intra-4 × 4 encoding and
QP=30/35/40. Rows 2 and 3 show the PSNR values and the resulting
data-rate. In Row 4, the sequence motion is described. The last row
gives qualitative statements to the contained texture.

The matrix in Figure 3.17 shows the statistical correlation of the following three sub-
blocks: current, left and upper. Each �eld in the matrix shows the most probable
coding mode for a given combination of the left and upper neighbour. The second
value in each �eld presents the evaluated probability for this correlation.
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It is shown that the coding modes of neighbouring sub-blocks are only weakly corre-
lated. For most cases the best coding mode for the current sub-block can be predicted
with a certainty of 25 to 30 percent.
However, if the left or upper sub-blocks are using the same coding modes (in the
range of 0 to 2), the current sub-block uses the same coding mode with a probability
of about 65 percent. This implies that assumption A3 is only valid under certain
conditions. To use this optimisation heuristics it is necessary to also consider these
conditions.
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0 (25%) 1 (30%) 2 (25%) 2 (25%) 2 (25%) 2 (30%) 1 (25%) 2 (25%) 8 (25%)

0 (25%) 1 (30%) 2 (25%) 1 (25%) 6 (25%) 0 (25%) 1 (25%) 0 (25%) 1 (25%)

0 (30%) 1 (25%) 0 (25%) 0 (25%) 0 (25%) 5 (30%) 1 (25%) 0 (25%) 8 (25%)

0 (25%) 1 (35%) 1 (25%) 1 (25%) 1 (25%) 1 (25%) 6 (35%) 1(25%) 1 (30%)

0 (30%) 1 (25%) 2 (25%) 7 (25%) 0 (25%) 0 (25%) 1 (25%) 7 (25%) 8 (25%)

1 (25%) 1 (35%) 1 (30%) 1 (25%) 1 (30%) 1 (25%) 1 (30%) 1 (30%) 1 (30%)
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Mode of upper 4x4-block

Figure 3.17: Matrix showing the prediction-heuristic. The values in the array are the
most likely modes and the probability values.

The second issue of assumption A3 refers to the notion that a static sub-block will
reuse its coding mode in case that adjacent neighbouring sub-blocks are keeping their
coding modes. The following evaluation therefore examines the frequency of the three
cases below:

Case 1: reuse coding mode =







true if left sub-block reused mode

false otherwise

Case 2: reuse coding mode =







true if upper sub-block reused mode

false otherwise

Case 3: reuse coding mode =







true if left and upper sub-block reused mode

false otherwise
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Figure 3.18: Probability of the coding mode reuse for sub-blocks where the left and/or
upper neighbours keep their coding mode. (a) Evaluation result exploit-
ing the left neighbour (Case 1). (b) Evaluation result exploiting the
upper neighbour (Case 2). (c) Evaluation result exploiting the left and
upper neighbours (Case 3).

Figure 3.18 shows the evaluation result of the three cases when using the 12 test
sequences. The evaluation result covers the probability of the coding mode reuse of
sub-blocks where the left and/or the upper neighbours also keep their coding modes.

It is shown that around 60 percent of the evaluated sub-blocks tend to reuse their
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coding mode when either the left or the upper neighbour leaves its coding mode un-
changed (Figure 3.18(a) and 3.18(b)).
The result for case 3 is shown in Figure 3.18(c). The average probability is approxi-
mately 70 percent when the coding modes of both neighbours are unchanged.
Considering this result, assumption A3 of Section 3.7 can be deemed as correct for a
large number of sub-blocks.

3.7.4 Résumé

The goal of this section was to analyse the encoding behaviour of static sub-blocks. It
was therefore necessary to evaluate the temporal SAD-cost and coding mode changes
according to theoretic considerations (assumptions A1, A2 and A3 ).

Section 3.7.1 showed that a large part of static sub-blocks tend to reuse the coding
modes of the previous frame. Coding mode changes for static sub-blocks are mostly
caused by similar SAD-cost of multiple coding modes. This results in a similar rank-
ing of the best coding modes and may change the mode of a static sub-block between
two frames.

A large number of sub-blocks tend to maintain their coding modes and SAD-costs
whereas others are vulnerable of changing both the coding mode and SAD-costs. The
evaluation of Section 3.7.3 �gured out the spatial dependencies of the coding mode
reuse considering the left and upper neighbours. This analysis showed that sub-blocks
tend to maintain their coding modes when the left and/or upper neighbours are static.
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4 Single Criterion Coding Mode
Reuse (SCCMR)

This section demonstrates the development of a criterion for deciding if the previous
coding mode of a sub-block is reused without performing a computational expensive
evaluation of all coding modes (i. e. full mode search). Based on the conclusions of
Section 3, it can be assumed that the SAD-costs of sub-blocks provide a good measure
for the `stability' of a sub-block's coding mode. The decision whether to reuse the
previous coding mode is based on the comparison of the SAD-cost of two co-located
sub-blocks according to following the equation:

SADratio =

∣

∣

∣

∣

∣

1 −
SADt

SADt−1

∣

∣

∣

∣

∣

(4.1)

In this equation SADt and SADt−1 are the sub-block's SAD values at frame t and
t − 1, respectively.

Calculate SADratio

SADratio ≤ T
Determine Best 

Intra Coding Mode

Reuse Coding Mode

yes

no

Store Coding Mode

Get the sub-block’s coding 

mode X used in the previous 

frame

Calculate the prediction with 

this mode X

Calculate SADt
Get SADt-1 of the previous 

frame

Figure 4.1: Principle work-�ow of the proposed single criterion coding mode reuse.
This �ow-chart shows the coding mode reuse of two co-located sub-blocks
depending on the comparison between the SADratio and a threshold T.

For the case that the SAD ratio is below a prede�ned threshold (e.g. 10 percent), the
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4.1 Impact on Runtime Performance

previously determined coding mode is reused:

reuse_mode =







1 if SADratio ≤ T

0 otherwise
(4.2)

Otherwise, it is required to determine the correct Intra-4× 4 coding mode by using a
full CMS. Figure 4.1 visualizes this decision strategy.

4.1 Impact on Runtime Performance

Before adopting the provided H.264-encoder, a simulation of the proposed method
is carried out. This simulation provides information about the improvements on the
runtime performance in terms of SAD-costs and mode-reuse. It is therefore necessary
to analyse the impact of a varying threshold T and di�erent QPs.
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Figure 4.2: Simulation-result of the approach using a single criterion coding mode
reuse. This simulation uses the 12 test sequences and a MATLAB script
for this analysis. Di�erent values for the threshold T (5%, 10%, 20% and
30%) and QP=30 are used for the evaluation. (a) SAD-changes related to
a full Intra CMS. (b) Reuse of Intra-4 × 4 sub-blocks related to the total
amount of Intra-4 × 4 sub-blocks.
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Figure 4.3: Simulation-result of the approach using a single criterion coding mode
reuse. This simulation uses the 12 test sequences and a MATLAB script
for this analysis. Di�erent values for the threshold T (5%, 10%, 20% and
30%) and QP=40 are used for the evaluation. (a) SAD-changes related to
a full Intra CMS. (b) Reuse of Intra-4 × 4 sub-blocks related to the total
amount of Intra-4 × 4 sub-blocks.

The results are given in Figure 4.2 (QP=30) and Figure 4.3 (QP=40). These �gures
are showing the average SAD-changes and the achieved mode-reuse for the given test-
sequences.
Considering the SAD-changes (see Figure 4.2(a) and Figure 4.3(a)), there is a no-
ticeable dependency on the adjusted threshold T. The average increases are about 15
percent for a 30 percent threshold.
Next, a relation between the threshold T and the reuse of encoding information (see
Figure 4.2(b) and Figure 4.3(b)) can be determined. E.g. a doubling of the threshold
also causes a doubling of reused coding modes. The Figures 4.2(b) and 4.3(b) also
show, that there is no signi�cant in�uence of the used QP as the number of reused
coding modes is in both cases comparable.
Noticeable variations are only due to the contained motion and texture. This means
that sequences having a very slow spatial-motion (e.g. container) and / or low tex-
ture (e.g. f1car) tend to have a higher coding mode reuse compared to high-motion
sequences (e.g. canoe). The range is between 38% (canoe) and 80% (container).
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4.2 Results

4.2 Results

In this section, the achieved performance results of the modi�ed encoder are pre-
sented. This evaluation targets the coding mode reuse, the data-rate and the PSNR
for di�erent values for the threshold T and various QPs.

4.2.1 Reuse of Coding Modes

The reuse of coding modes is a direct measure for the improvement of the computa-
tional complexity. I.e. the higher the number of reused coding modes, the lower is
the resulting computational complexity.
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Figure 4.4: Average coding mode reuse of sub-blocks using the single criterion ap-
proach. The values are given for each test-sequence and di�erent QPs.
(a) Result for QP = 30. (b) Result for QP = 35. (c) Result for QP = 40.

Figure 4.4 shows the evaluated coding mode reuse for a varying threshold T and dif-
ferent QPs. Considering the in�uence of the QP, it is obvious that there are nearly

45



4.2 Results

no dependencies as the number of reused coding modes is comparable in the Fig-
ures 4.4(a), 4.4(b) and 4.4(c).
The average number of sub-blocks with reused coding modes is 16 percent for thresh-
old T = 5% and reaches almost 60 percent for threshold T = 30%. The variations
over the sequences are mostly due to the contained motion. Sequences with a higher
amount of motion (e.g. canoe) gain a lower number of reused coding modes.

4.2.2 Coding E�ciency

For evaluating the coding e�ciency, in this section the PSNR- and the data-rate
changes are analysed. This analysis uses di�erent QPs and threshold values as pa-
rameters for examining their in�uences on the encoding result.
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Figure 4.5: Average values of the absolute PSNR di�erences for the single criterion
coding mode reuse. Di�erent values for the threshold T (5%, 10%, 20%
and 30%) and QPs are used for the evaluation. (a) Result for QP = 30.
(b) Result for QP = 35. (c) Result for QP = 40.
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4.2 Results

Figure 4.5 shows that the average PSNR-changes are below 0.05dB for QP=30 and
below 0.10dB for QP=40. This means that the visual quality does not su�er from
the inaccuracies caused by the mode-reuse.
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Figure 4.6: Average data-rate changes for the single criterion coding mode reuse. Dif-
ferent values for the threshold T (5%, 10%, 20% and 30%) and QPs are
used for the evaluation. The given values are compared to the achieved
data-rates of a full Intra CMS. (a) Result for QP = 30. (b) Result for
QP = 35. (c) Result for QP = 40.
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4.3 Conclusion

For evaluating the changes of the data-rate, Figure 4.6 shows the measured in�uences
when using di�erent threshold values and QPs. Having a 30 percent threshold T, the
average increases for QP=30 are 4 percent and 8 percent for QP=40 respectively.

4.3 Conclusion

Depending on the used parameters (threshold T and QP) the computational com-
plexity of the coding mode selection can be lowered in a range between 15 to 80
percent. However, this lowering leads to a trade-o� as the image quality and the
data-rates are a�ected. The visual quality does not change signi�cantly and the
changes are most likely not visible for the human eye. It can be noticed that the
encoder slightly increased the data-rate for maintaining the visual quality. This low
increase of data-rates, while maintaining the PSNR, makes this method applicable
for practical applications with low-performance embedded systems.
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5 Multi Criteria Coding Mode
Reuse (MCCMR)

The promising result of Section 4 showed that the coding mode reuse of static re-
gions lowers the computational complexity of the encoding process. Nevertheless,
the drawbacks are small increases of the data-rates and losses of the image-quality
(lower PSNR-values). The reason for this behaviour is that the usage of only one
discriminating criterion leads to ambiguous results. These uncertainties are causing
misclassi�cation of static and non-static sub-blocks.

5.1 Proposed Algorithm

To avoid the above stated prediction failures, in this section a method is presented
which incorporates a mixture of spatial and temporal features. The combination of
these features is then used as discrimination criterion for the detection of static sub-
blocks. Instead of the SCCMR presented in Section 4, a weighted combination of
multiple criteria decides on the reuse of a sub-block's coding mode.

Compute Criterion C

C ≤ Threshold T
Determine Best 

Intra Coding Mode

Reuse Coding Mode

yes

no

Store Coding Mode

Figure 5.1: The principle work-�ow of the proposed MCCMR. This �ow-chart shows
the coding mode reuse of co-located sub-blocks. The algorithm computes
the decision criterion C and compares it to the threshold T.

The proposed decision stage uses multiple di�erent decision criteria (c0-c4). These
criteria are explained in detail in the Sections 5.1.1 to 5.1.3. Each criterion ci is
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5.1 Proposed Algorithm

weighted by a weighting factor wi and compared to a threshold T :

reuse_mode =











1 if
4
∑

i=0
ciwi ≤ T

0 otherwise
(5.1)

The weighting factors wi have been determined by observations from the four se-
quences introduced in Section 3.7.3 (Figure 3.16). As these sequences are di�erent
from the 12 test-sequences, an impartial evaluation result of our multi-criterion opti-
misation technique is possible.

Criterion c0 exploits the SAD-cost di�erence between two co-located sub-blocks in-
troduced in Section 4.

5.1.1 Criterion c1

Criterion c1 observes the sub-block's coding mode for multiple frames and incorpo-
rates long-term knowledge into the proposed algorithm.

c1 =







1 if mode constant for N frames

0 otherwise
(5.2)

If a coding mode is constant for more than N frames, the criterion indicates a highly
static region and votes for the reuse of the previous coding mode. Practical experiences
showed that N = 3 is a proper value and had been used for the following examinations.

5.1.2 Criterion c2 and c3

These criteria examine the coding mode reuse of neighbouring sub-blocks. As for a
sub-block which is surrounded by sub-blocks with �xed coding modes, it could be
assumed that the coding mode of this sub-block is also constant. In larger static re-
gions, these criteria prevent mode changes of single sub-blocks which are surrounded
by sub-blocks with reused coding modes. The description of the thereby associated
mechanisms are described in Section 3.7.3.

Criterion c2 is true if the left sub-block reused its previous coding mode:
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5.2 Evaluation of the Modi�ed Encoder

c2 =







1 if left sub-block reused mode

0 otherwise
(5.3)

Criterion c3 uses the upper sub-block instead of the left one. Note that instead of using
only the directly neighbouring sub-blocks, these two criteria can propagate knowledge
about reused sub-block coding modes to more distant sub-blocks.

5.1.3 Criterion c4

Criterion c4 uses the statistical characteristics observed in Figure 3.17 which had been
introduced in Section 3.7.3. The �rst step is to check if the left and upper sub-blocks
use the same coding mode and if it is a mode between 0 and 2. In this special case,
the coding mode prediction of this current sub-block exploits the heuristic which is
given in Figure 3.17. This resulting coding mode is afterwards compared with the
mode used in the previous frame. If both modes are equal (i.e. reused mode equals
predicted mode) criterion c4 votes in favour of the coding mode reuse.

5.2 Evaluation of the Modi�ed Encoder

In this section the newly developed algorithm is evaluated by analysing the achieved
data-rates, PSNR values and the improvements of the encoder's runtime-behaviour.

5.2.1 Data-Rates

The average data-rate increase is according to Figure 5.2 below three percent. For
QP=40 and low textured sequences (e.g. mother), strong changes of the data-rates
are observed. For these sequences, even small data-rate changes are causing higher
relative �uctuations as the data-rates are signi�cantly smaller compared to the other
sequences. The sequence mother, for instance, takes less than half of the data-rate of
sequence canoe.
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5.2 Evaluation of the Modi�ed Encoder
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Figure 5.2: Resulting data-rate changes of the implemented multi criterion coding
mode reuse. The given values are compared to the full CMS for QP =
30/35/40.

5.2.2 Visual Quality

The test result of the modi�ed H.264 encoder is given in the Figures 5.2, 5.3 and 5.4.
These �gures are showing the most interesting key facts (PSNR, data-rate and coding
mode reuse) for the 12 test-sequences and varying QPs.
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Figure 5.3: Resulting PSNR changes of the implemented multi criterion coding mode
reuse. The values show the absolute di�erence between the implemented
approach and the full CMS for QP = 30/35/40.

The average PSNR-change is about -0.02dB for QP=40 and below -0.01dB for QP=30
(Figure 5.3). Assumably, these small changes are nearly imperceptible for the human
eye.

5.2.3 Runtime Behaviour

Figure 5.4 shows the average coding mode reuse for the 12 test-sequences. Considering
the presented bar-graph it is obvious that the coding mode reuse does not signi�cantly
depend on the used QP. The average value for QP = 30/35/40 is approximately 30
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5.3 Comparison Between SCCMR and MCCMR
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Figure 5.4: Summary of the average coding mode reuse of the implemented multi
criterion coding mode reuse. The result shows the evaluation result of the
12 test sequences and QP = 30/35/40.

percent. Furthermore, this value is higher for test sequences with little motion (e.g.
container), as larger parts of the scene are purely static. This indicates that the
multi-criterion method works well for di�erent data-rates and texture content.

5.3 Comparison Between SCCMR and MCCMR

A direct comparison of the two developed algorithms is presented in this section. Fol-
lowing to this comparison, the improvements of the runtime performance are shown.

5.3.1 Data-Rate Comparison

The comparison of the relative1 data-rate changes is given in Figure 5.5. It is shown
that the data-rate increases for both methods are similar, but the multi criterion ap-
proach tends to have better (=lower) data-rates. Furthermore, the resulting data-rates
are highly dependent on the used QP and have a �uctuation range of approximately
three percent on average.

1The data-rates are related to the achieved values when using a full CMS.
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Figure 5.5: Comparison of the data-rate changes between the single criterion coding
mode reuse and the multi criterion coding mode reuse. The bar-graphs are
showing the mean values of the achieved data-rates and the value range
for QP = 30/35/40.

5.3.2 Quality Comparison

This section shows the result of the quality comparison of the SCCMR and the MC-
CMR. The result is given for various QPs and the 12 test-sequences.
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Figure 5.6: Comparison of the average PSNR-changes between the single criterion
coding mode reuse and the multi criterion coding mode reuse. The
bar-graphs are showing the mean PSNR-values and the value range for
QP = 30/35/40.

Figure 5.6 shows that the multi criterion approach gains a higher image quality as the
PSNR di�erences are lower. However, both methods are only causing minor changes
on the achieved PSNR-values. Assumably, these changes are imperceptible for the
human eye as they are below 0.03dB on average.
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5.3 Comparison Between SCCMR and MCCMR

5.3.3 Improvements of the Runtime Behaviour

This section shows the improvements of the runtime behaviour when using the SC-
CMR or MCCMR.

Figure 5.7 presents the mean values of the achieved Intra-4 × 4 coding mode reuse.
The illustrated value for each test-sequence is almost constant for QP=30/35/40. The
multi criterion approach incorporates knowledge about the coding of neighbouring
sub-blocks and applies the coding mode reuse less aggressive. Depending on the test-
sequence, di�erences of up to 10 percent are distinguishable (e.g. barcelona), however,
it is also shown that both methods achieve similar coding mode reuse rates.
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Figure 5.7: Comparison of the coding mode reuse between the two proposed meth-
ods. This bar-graph shows the mean values of the achieved results for
QP = 30/35/40.

For analysing the computational savings of the modi�ed encoder, it is required to
determine the used number of SAD-calculations and compare this value with the
number of SAD-calculations which is used for a full Intra-4 × 4 CMS. This test used
the 12 test-sequences and various quantisation-parameters.
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Figure 5.8: Comparison of the runtime complexity between the two proposed algo-
rithms. The �gure presents the comparison-result of the runtime between
the investigated methods and the unmodi�ed encoder. It is shown that
both methods are lowering the computational complexity (approximately
20%) while maintaining the image quality.

Figure 5.8 illustrates the average reduction of the computational complexity of the
modi�ed H.264 encoder. Both approaches implement an improved version of the Intra
CMS and achieve approximately 20 percent lower encoding times on average.
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6 Conclusion

In this thesis, we presented two new algorithms that considerably speed up the
runtime of H.264 Intra-only encoders. We focused on speeding up the CMS
(coding mode selection) of the spatial encoding that represents the bottleneck
in Intra-only encoders. The proposed methods are based on the assumption
that for a large number of blocks their spatial prediction modes remain con-
stant over time. Using this assumption our algorithms perform the computa-
tionally expensive Intra-4×4 CMS only for a subset of the available 4×4-blocks.
For the other 4 × 4-blocks, their coding modes are propagated from the pre-
vious video frame. The validity of this assumption has been demonstrated on
various test sequences and resulted in a signi�cant reduction of the encoder's
computational complexity.

The �rst step after setting up this strategy was to determine the impact
of using a reduced number of coding modes. We documented that strictly
limiting the number of coding modes considerably lowers the visual quality
and increases the data-rate of the compressed stream. We concluded that it is
necessary to develop algorithms and heuristics for selectively dropping coding
modes in order to maintain the coding e�ciency. In the following step we there-
fore developed two methods that skip the computation of coding modes that
are unlikely to improve the coding e�ciency. The two presented approaches
di�er in the complexity and accuracy of determining meaningless coding modes
for the Intra-4 × 4 CMS. The �rst method uses a single decision criterion and
evaluates the stored information from the previous frame. The second method
additionally incorporates further criteria and heuristics to improve the detec-
tion of meaningless coding modes.

In our experiments we report that the developed algorithms decrease the
computational complexity in the range of 20 to 40 percent, while maintaining
similar bitrates and image qualities (PSNR). This result proves the validity of
the chosen assumptions and strategies for speeding up the runtime of H.264
Intra-only encoders.

In future work, the proposed algorithms could be adapted by using more de-
cision criteria to further improve the detection of meaningless coding modes.
It is also recommended to include strategies for handling 16 × 16 large mac-
roblocks. This measure is intended to lower the bitrates of the compressed
stream.
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Glossary and Acronyms

4:2:0 In 4:2:0 the chrominance components Cb and Cr are sub-sampled
at a factor of 2 in horizontal and vertical direction.

AVC Advanced Video Coding. See H.264.

CIF Common Intermediate Format: Is a format used to standardize the
horizontal and vertical resolutions in pixels of di�erent video signals
(352x288 Pixels).

CODEC enCOder / DECoder

DCT Discrete Cosine Transformation. A DCT expresses a sequence of
�nitely many data points in terms of a sum of cosine functions os-
cillating at di�erent frequencies. DCTs are important to numerous
applications in science and engineering, from lossy compression of
audio and images (where small high-frequency components can be
discarded), to spectral methods for the numerical solution of partial
di�erential equations.

DVD Digital Versatile Disc

GCC GNU Compiler Collection: The GNU Compiler Collection is a
compiler system supporting various programming languages pro-
duced by the GNU Project.

H.262 Is a standard for video compression and is equivalent to MPEG-
2. It had been introduced in 1994 and is currently used by several
technologies like DVD and so on.

H.263 Is a standard for video compression. It had been introduced in
1995.

H.264 Is a standard for video compression and is equivalent to MPEG-4
Part 10.

JVT Joint Video Team (JVT). The Joint Video Team is a group of video
coding experts from the ITU-T.
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MAD Mean of Absolute Di�erences: It works by taking the mean value
of the di�erence between each pixel in the original block and the
corresponding pixel in the block being used for comparison.

MATLAB Is a numerical computing environment and programming lan-
guage. This software is intended for scientists and mathematicians
for solving numerical problems.

MB macroblock

MPEG ISO Motion Picture Experts Group (MPEG). It was formed by
the ISO to set standards for audio and video compression and trans-
mission.

MSE Mean Squared Error: The mean squared error is a possibility to
quantify the amount by which an estimator di�ers from the original
value.

MV motion-vector

NAL Network Abstraction Layer (NAL).

ODM ON DEMAND Microelectronics AG.

PSNR Peak Signal to Noise Ratio: Measures the image quality of both
still images and motion images.

QP Quantisation Parameter.

SAD Sum of Absolute Di�erences: It works by taking the absolute value
of the di�erence between each pixel in the original block and the
corresponding pixel in the block being used for comparison. These
di�erences are summed to create a simple metric of block similarity.

VCEG ITU-T Video Coding Experts Group (VCEG) is the informal
name for Video coding of the ITU-T. It is responsible for stan-
dardization of the H.26x line of video coding standards and related
technologies.
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A Appendix

A.1 Prediction Table

Mode left Mode upper Most probable modes

0 0 0, 2, 1, 5, 7, 3, 4, 8, 6

0 1 0, 1, 2, 8, 6, 5, 3, 7, 4

0 2 0, 2, 1, 5, 8, 7, 3, 4, 6

0 3 0, 2, 1, 7, 8, 5, 3, 4, 6

0 4 0, 2, 1, 5, 6, 8, 4, 7, 3

0 5 0, 2, 5, 1, 7, 4, 8, 3, 6

0 6 0, 1, 2, 6, 8, 5, 4, 3, 7

0 7 0, 2, 7, 1, 5, 3, 8, 4, 6

0 8 0, 1, 2, 8, 6, 7, 5, 3, 4

1 0 1, 0, 2, 8, 6, 4, 5, 7, 3

1 1 1, 8, 2, 6, 0, 4, 3, 7, 5

1 2 1, 2, 8, 6, 0, 4, 3, 7, 5

1 3 1, 2, 8, 6, 0, 3, 4, 5, 7

1 4 1, 8, 2, 6, 0, 4, 3, 5, 7

1 5 1, 8, 2, 6, 0, 4, 3, 5, 7

1 6 1, 8, 6, 2, 0, 4, 3, 5, 7

1 7 1, 8, 2, 0, 6, 7, 3, 4, 5

1 8 1, 8, 2, 6, 0, 3, 4, 7, 5

2 0 2, 0, 1, 5, 6, 8, 4, 7, 3

2 1 1, 2, 8, 6, 0, 4, 3, 5, 7

2 2 2, 1, 0, 6, 8, 4, 3, 5, 7

2 3 2, 1, 0, 8, 6, 3, 4, 5, 7

2 4 2, 1, 0, 6, 8, 4, 5, 3, 7

2 5 2, 0, 1, 5, 6, 8, 4, 3, 7

2 6 1, 2, 6, 8, 0, 4, 3, 5, 7

2 7 2, 0, 1, 8, 3, 5, 7, 6, 4

2 8 1, 2, 8, 6, 0, 3, 4, 5, 7

60



3 0 0, 2, 1, 8, 3, 7, 6, 5, 4

3 1 1, 2, 8, 3, 6, 0, 7, 4, 5

3 2 2, 1, 3, 8, 0, 6, 4, 7, 5

3 3 2, 3, 8, 1, 0, 7, 6, 4, 5

3 4 2, 1, 8, 3, 6, 0, 4, 7, 5

3 5 2, 0, 8, 3, 1, 5, 6, 7, 4

3 6 1, 2, 8, 6, 3, 0, 4, 5, 7

3 7 2, 3, 8, 1, 0, 7, 5, 6, 4

3 8 8, 1, 2, 3, 6, 7, 0, 4, 5

4 0 0, 1, 2, 6, 5, 8, 4, 7, 3

4 1 1, 2, 8, 6, 0, 4, 3, 5, 7

4 2 2, 1, 8, 0, 6, 4, 5, 3, 7

4 3 1, 2, 8, 6, 0, 4, 5, 3, 7

4 4 6, 1, 4, 2, 0, 8, 5, 3, 7

4 5 0, 5, 1, 2, 4, 6, 8, 7, 3

4 6 1, 6, 2, 0, 8, 4, 5, 3, 7

4 7 0, 2, 1, 8, 6, 4, 5, 3, 7

4 8 1, 8, 2, 6, 0, 4, 3, 5, 7

5 0 0, 5, 2, 1, 7, 3, 8, 4, 6

5 1 1, 0, 2, 8, 6, 5, 4, 3, 7

5 2 0, 2, 1, 5, 8, 6, 4, 7, 3

5 3 0, 5, 2, 1, 8, 6, 7, 4, 3

5 4 0, 5, 2, 1, 4, 6, 7, 8, 3

5 5 5, 0, 2, 4, 1, 7, 8, 6, 3

5 6 1, 0, 2, 5, 6, 8, 4, 7, 3

5 7 0, 5, 2, 1, 7, 8, 3, 4, 6

5 8 8, 1, 0, 2, 5, 6, 4, 7, 3

6 0 0, 1, 6, 2, 8, 4, 5, 3, 7

6 1 1, 6, 8, 2, 0, 4, 3, 5, 7

6 2 1, 6, 2, 8, 0, 4, 3, 5, 7

6 3 1, 6, 8, 2, 0, 4, 3, 7, 5

6 4 1, 6, 8, 2, 4, 0, 3, 5, 7

6 5 1, 6, 2, 8, 0, 4, 5, 3, 7

6 6 6, 1, 8, 2, 0, 4, 3, 5, 7

6 7 1, 8, 6, 2, 0, 4, 3, 5, 7

6 8 1, 8, 6, 2, 0, 4, 3, 5, 7
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7 0 0, 2, 7, 1, 5, 3, 8, 4, 6

7 1 1, 0, 2, 8, 7, 6, 3, 4, 5

7 2 2, 0, 7, 1, 3, 6, 8, 5, 4

7 3 7, 0, 2, 1, 3, 8, 6, 5, 4

7 4 0, 7, 2, 1, 3, 5, 8, 4, 6

7 5 0, 7, 2, 3, 1, 5, 8, 6, 4

7 6 1, 0, 2, 3, 7, 8, 6, 5, 4

7 7 7, 0, 2, 1, 3, 8, 5, 6, 4

7 8 8, 1, 0, 7, 2, 6, 3, 4, 5

8 0 1, 0, 8, 2, 6, 3, 7, 4, 5

8 1 1, 8, 2, 6, 0, 3, 4, 7, 5

8 2 1, 8, 2, 6, 0, 3, 4, 7, 5

8 3 1, 8, 2, 6, 3, 0, 4, 7, 5

8 4 1, 8, 2, 6, 0, 3, 4, 5, 7

8 5 1, 8, 2, 0, 6, 3, 4, 5, 7

8 6 1, 8, 6, 2, 0, 3, 4, 5, 7

8 7 1, 8, 2, 0, 3, 6, 7, 4, 5

8 8 1, 8, 2, 6, 3, 0, 4, 7, 5
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