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Abstract

The demand for mobile communication systems with high data rates has dramatically increased in recent
years. New methods are necessary in order to satisfy this huge communications demand, exploiting the
limited resources such as bandwidth and power as efficient aspossible. MIMO systems with multiple an-
tenna elements at both link ends are an efficient solution forfuture wireless communications systems as
they provide high data rates by exploiting the spatial domain under the constraints of limited bandwidth
and transmit power. Space-Time Block Coding (STBC) is a MIMOtransmit strategy which exploits
transmit diversity and high reliability. STBCs can be divided into two main classes, namely, Orthogonal
Space-Time Block Codes (OSTBCs) and Non-Orthogonal Space-Time Block Codes (NOSTBCs). The
Quasi-Orthogonal Space-Time Block Codes (QSTBCs) belong to class of NOSTBCs and have been an
intensive area of research. The OSTBCs achieve full diversity with low decoding complexity, but at
the price of some loss in data rate. Full data rate is achievable in connection with full diversity only in
the case of two transmit antennas in case of complex-valued symbol transmission. For more than two
transmit antennas full data rate can be achieved with QSTBCswith a small loss of the diversity gain.
However, it has been shown that QSTBCs perform even better than OSTBCs in the SNR range of prac-
tical interest (up to 20 dB) that makes this class of STBCs an attractive area of research.

The main goal of this work is to provide a unified theory of QSTBCs for four transmit antennas and
one (or more) receive antennas. The thesis consists of two main parts: In the first part we analyze the
QSTBCs transmission without any channel knowledge at the transmitter and in the second part we an-
alyze transmission with QSTBCs assuming partial channel state (CSI) information at the transmitter.
For both cases, the QSTBCs are studied on spatially correlated and uncorrelated frequency flat MIMO
channels applying a Maximum Likelihood receivers as well asa low complexity linear Zero-Forcing
receivers. The spatial correlation is modelled by the so-called Kronecker Model. Measured indoor chan-
nels are also used in our simulations to show the performanceof the QSTBCs in real-world environment.

In the first part of this thesis we give a consistent definitionof QSTBCs for four transmit antennas.
We show that different QSTBCs are obtained by linear transformations and that already known codes
can be transformed into each other. We show that the (4 × 1) MIMO channel in the case of applying
quasi-orthogonal codes can be transformed into an equivalent highly structured virtual (4 × 4) MIMO
channel matrix. The structure of the equivalent channel is of vital importance for the performance of the
QSTBCs. We show that the off-diagonal elements of the virtual channel matrix are responsible for some
signal self-interference at the receiver. The closer theseoff-diagonal elements of the virtual channel ma-
trix are to zero, the closer is the code to an orthogonal code.Based on this self-interference parameter it
can be shown that only 12 QSTBC types with different performance exist.

In the second part of the thesis we provide two simple methodsto improve the QSTBC transmis-
sion when partial CSI is available at the transmitter. We propose two novel closed-loop transmission
schemes, namely channel adaptive code selection (CACS) andchannel adaptive transmit antenna selec-
tion (CAAS). By properly utilization of partial CSI at the transmitter, we show that QSTBCs can achieve
full diversity and nearly strict orthogonality with a smallamount of feedback bits returned from the re-
ceiver back to the transmitter. CACS is very simple and requires only a small amount of the feedback
bits. With CAAS full diversity of four and a small improvement of the outage capacity can be achieved.
The CAAS increases the channel capacity substantially, butthe required number of the feedback bits
increases exponentially with the number of available transmit antennas.
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Zusammenfassung

Die Nachfrage nach Mobilfunksystemen mit hoher Datenrate undÜbertragungsqualität ist in den letzten
Jahren dramatisch gestiegen. Zur Deckung des hohen Kommunikationsbedarfs werden neue Technolo-
gien benötigt, welche die knappen Ressourcen, wie Bandbreite und Sendeleistung, optimal ausnutzen
können. MIMO Systeme, bestehend aus mehreren Sende- und Empfangsantennen, stellen eine ef-
fiziente Maßnahme für eine deutliche Steigerung derÜbertragungskapazität gegenüber konventionellen
Kommunikationssystemen (mit je einer Sende- und Empfangsantenne) bei gleicher Sendeleistung und
Übertragungsbandbreite dar. Die Raum-Zeit Block Codierung (STBC) ist einÜbertragunsverfahren,
das neben der zeitlichen und der spektralen auch die räumliche Dimension der̈Ubertragungsstrecke
ausnutzt. Man unterscheidet zwischen orthogonalen Raum-Zeit Block Codes (OSTBCs) und nicht-
orthogonalen Raum-Zeit Block Codes (NOSTBCs). Die quasi-orthogonalen Raum-Zeit Block Codes
(QSTBCs) sind eine Unterklasse der NOSTBCs. OSTBCs erreichen volle Diversität mit einem ein-
fachen Decodierungsalgorithmus, jedoch mit einer eingeschränkten Datenrate. Volle Datenrate und volle
Diversität sind gleichzeitig nur in MIMO Systemen mit zweiSendeantennen erreichbar. In MIMO Syste-
men mit mehr als zwei Sendeantennen kann man volle Datenratenur mittels QSTBCs erreichen, welche
aber einen Diversitätsverlust zur Folge haben. Es wurde festgestellt, dass im SNR Bereich bis zu 20 dB
QSTBCs sogar weniger Fehler anfällig sind als OSTBCs. Aus diesem Grund sind QSTBCs ein wichtiges
Forschungsgebiet geworden.

Das Ziel dieser Arbeit ist die Formulierung einer vereinheitlichten Theorie über QSTBCs für vier Sendean-
tennen und eine (oder mehrere) Empfangsantennen. Die Arbeit umfasst zwei Themenschwerpunkte: Im
ersten Teil, analysieren wir die QSTBC-Übertragung ohne Kanalkenntnis am Sender und im zweiten
Teil analysieren wir Leistungsvermögen von QSTBCs unter der Annahme, dass der Sender den Kanal
nur teilweise kennt. In beiden Fällen werden QSTBCs über räumlich korrelierte und räumlich unkorre-
lierte echofreie Funkkanäle unter der Verwendung von Maximum-Likelihood Empfängern sowie auch
unter Verwendung von einfachen Zero-Forcing Empfängern untersucht. Die räumliche Korrelation wird
mit dem so genannten Kronecker Modell eingebracht. Um zu zeigen, wie sich QSTBCs in realen MIMO
Kanälen verhalten, haben wir in unseren Simulationen Messungen aus einem Büroraum-Szenario ver-
wendet.

Im ersten Teil dieser Dissertation definieren wir QSTBCs für vier Sendeantennen. Wir zeigen, dass
verschiedene QSTBCs durch lineare Transformationen konstruiert werden können und dass die bereits
bestehenden Codes ineinander überführt werden können.Im Falle von QSTBCs wird in dieser Arbeit
gezeigt, dass der(4 × 1) MIMO-Kanal in einen äquivalenten, hoch-struktuierten, virtuellen (4 × 4)
MIMO-Kanal transformiert werden kann. Die Struktur des äquivalenten Kanals ist von zentraler Be-
deutung für Eigenschaften von QSTBCs. Die Elemente, welche sich nicht auf der Hauptdiagonale der
virtuellen Kanalmatrix befinden, können als kanalabhängiger SelbstinterferenzparameterX interpretiert
werden. Wir zeigen, dassX eine bedeutende Wirkung auf die Systemeigenschaften hat. Je kleinerX
ist, um so näher ist der Code einem orthogonalen Code. Basierend auf dem ParameterX, wird gezeigt,
dass es nur 12 verschiedenen Typen von QSTBCs gibt.

Im zweiten Teil dieser Dissertation schlagen wir zwei einfache Methoden vor, um das Leistungsvermögen
von QSTBCs zu verbessern. Unter der Annahme, dass der Senderden Kanal nur teilweise kennt,
schlagen wir eine kanaladaptive Codeselektion (CACS) und eine kanaladaptive Sendeantennenselek-
tion (CAAS) vor. Bei richtiger Anwendung der partiellen Kanalkenntnis am Sender, zeigen wir, dass
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QSTBCs volle Diversität und beinahe volle Orthogonalität erreichen können. Dabei wird nur wenig
Kanalinformation vom Empfänger zum Sender gesendet. Die CACS ist sehr einfach und braucht nur
1-2 Rückkopplungsbits pro Schwundblock um die volle Diversität vier zu erreichen. Leider erhöht sich
bei diesem Verfahren die Kanalkapazität nicht wesentlich. Dem gegenüber erhöht sich die Kanalka-
pazität bei Verwendung der CAAS beträchtlich! Die Anzahldie nötigen Rückkopplungsbits steigt aber
exponentiell mit der Anzahl der vorhandenen Sendeantennen.
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Chapter 1

Introduction

Communication technologies have become a very important part of human life. Wireless communication
systems have opened new dimensions in communications. People can be reached at any time and at any
place. Over 700 million people around the world subscribe toexisting second and third generation
cellular systems supporting data rates of9,6 kbps to2 Mbps. More recently, IEEE 802.11 wireless LAN
networks enable communication at rates of around 54 Mbps andhave attracted more than1,6 billion USD
in equipment sales. Over the next ten years, the capabilities of these technologies are expected to move
towards the 100 Mbps - 1 Gbps range and to subscriber numbers of over two billion. At the present time,
the wireless communication research community and industry discuss standardizations for the fourth
mobile generation (4G). The research community has generated a number of promising solutions for
significant improvements in system performance. One of the most promising future technologies in
mobile radio communications is multi antenna elements at the transmitter and at the receiver.

MIMO stands formultiple-input multiple-outputand means multiple antennas at both link ends of
a communication system, i.e., at the transmit and at the receive side. The multiple-antennas at the
transmitter and/or at the receiver in a wireless communication link open a new dimension in reliable
communication, which can improve the system performance substantially. The idea behind MIMO is that
the transmit antennas at one end and the receive antennas at the other end are ”connected and combined”
in such a way that the quality (the bit error rate (BER), or thedata rate) for each user is improved.
The core idea in MIMO transmission isspace-timesignal processing in which signal processing in time
is complemented by signal processing in the spatial dimension by using multiple, spatially distributed
antennas at both link ends.

Because of the enormous capacity increase MIMO systems offer, such systems gained a lot of interest
in mobile communication research [1], [2]. One essential problem of the wireless channel is fading,
which occurs as the signal follows multiple paths between the transmit and the receive antennas. Under
certain, not uncommon conditions, the arriving signals will add up destructively, reducing the received
power to zero (or very near to zero). In this case no reliable communication is possible.
Fading can be mitigated by diversity, which means that the information is transmitted not only once but
several times, hoping that at least one of the replicas will not undergo severe fading. Diversity makes use
of an important property of wireless MIMO channels: different signal paths can be often modeled as a
number of separate, independent fading channels. These channels can be distinct in frequency domain
or in time domain.

Several transmission schemes have been proposed that utilize the MIMO channel in different ways,
e.g., spatial multiplexing, space-time coding or beamforming. Space-time coding (STC), introduced first
by Tarokh at el. [3], is a promising method where the number ofthe transmitted code symbols per time
slot are equal to the number of transmit antennas. These codesymbols are generated by the space-time

1
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encoder in such a way that diversity gain, coding gain, as well as high spectral efficiency are achieved.

Space-time coding finds its application in cellular communications as well as in wireless local area
networks. There are various coding methods as space-time trellis codes (STTC), space-time block codes
(STBC), space-time turbo trellis codes and layered space-time (LST) codes. A main issue in all these
schemes is the exploitation of redundancy to achieve high reliability, high spectral efficiency and high
performance gain. The design of STC amounts to find code matrices that satisfy certain optimality crite-
ria. In particular, STC schemes optimize a trade-off between the three conflicting goals of maintaining a
simple decoding algorithm, obtaining low error probability, and maximizing the information rate.

In the last few years the research community has made an enormous effort to understand space-
time codes, their performance and their limits. The purposeof this work is to explain the concept of
space-time block coding in a systematic way. This thesis provides an overview of STBC design princi-
ples and performance. The main focus is devoted to so-calledquasi-orthogonal space-time block codes
(QSTBCs). Our goal is to provide a unified theory of QSTBCs forfour transmit antennas and one receive
antenna and to analyze their performance on different MIMO channels, with and without channel state
information (CSI) available at the transmitter.

1.1 Outline of the Thesis

This thesis consists of six chapters and three appendices and is organized as follows:

Chapter 2introduces MIMO systems. We describe multiple antenna systems and the corresponding
statistical parameters [1]-[15] . The potential of MIMO systems as well their problems are described. We
present two channel correlation models which will be used throughout this thesis [16]-[22]. The Signal-
to-Noise Ratio (SNR) definition used in this thesis is explained in detail. At the end of this chapter, the
most important parameter of a MIMO system, the channel capacity, is presented [1], [2].

Chapter 3deals with space-time coding techniques and their performance in slow and fast fading
MIMO channels. It provides a systematic discussion of STCs and sets the framework for the rest of this
thesis. We start with the performance and the design criteria of STCs defined in [3]. We provide a more
systematic discussion of space-time block coding (STBC). We first explain the Alamouti STBC [29] that
provides a transmit diversity of two. Orthogonal and quasi-orthogonal designs [30] -[34] are presented
and their performance is evaluated by simulations.

Chapter 4is devoted to the analysis of quasi-orthogonal STBCs in open-loop transmission systems.
The complete family of OSTBCs is well understood, but for QSTBCs only examples have been reported
in the literature [42]-[47] without systematic analysis and precise definition. E.g., in [48] the character
matrices of known QSTBCs have been analyzed and new versionsof QSTBCs have been presented. In
[49] the design of the receiver structure for the QSTBC proposed in [42] has been studied.
The primary goal of this chapter is to provide a unified theoryof QSTBCs for four transmit antennas
and one receive antenna. Our aim is to present the topic as consistent as possible. The chapter starts
with an overview on known QSTBCs and their performance including recent analytic findings and their
experimental validation [42]-[44]. We introduce a conceptof extending OSTBCs to QSTBCs and show
how families of codes with essentially identical code properties but different transmission properties in
spatially correlated channels can be generated. No researcher ever dared to define exactly what a quasi
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orthogonal code exactly is. The word quasi is not well definedin such context. We give a consistent def-
inition of QSTBCs for four transmit antennas and show that essentially only 12 QSTBCs with different
performance exits. We analyze the structuring property of the equivalent virtual MIMO channel matrix
(EVCM) resulting from the QSTBCs due to which we can reformulate the transmission problem in an
equivalent form much more suitable for the system performance analysis. Finally, we discuss the per-
formance of various receivers under QSTBC transmission. ByMonte Carlo simulations we evaluate the
BER performance of the 12 different QSTBCs on i.i.d. channels as well as on correlated and measured
indoor MIMO channels.
The QSTBCs treated in this chapter do not exploit at least partial channel knowledge at the transmitter.
However in some applications, the transmitter can exploit channel state information (CSI) to improve the
overall performance of the system, especially in case of spatially correlated channels [66], [67], [80].

Chapter 5provides very simple methods to improve the QSTBC transmission strategy when the trans-
mitter knows the channel. Evaluating the performance of QSTBCs with feedback of CSI has been an
intensive area of research resulting in various transmission strategies [64] - [67]. In these works (and
references therein) it has been shown that partial channel knowledge can be advantageously exploited to
adapt the transmission strategy in order to optimize the system performance. In this chapter we study two
low complexity closed-loop transmission schemes relying on partial CSI feedback showing that QSTBCs
can achieve full diversity even if only a small amount of channel state information is available at the
transmitter. We present a simple version of a code selectionand a simple version of an antenna selection
method in combination with QSTBCs. In both cases the receiver returns a small amount of the CSI that
enables the transmitter to minimize the interference parameter resulting from the non-orthogonality of
all QSTBCs. In this way full diversity and nearly full-orthogonality can be achieved with a maximum
likelihood (ML) receiver as well as with a simple zero-forcing (ZF) receiver.

Chapter 6highlights the content of the thesis and summarises the major results.

Appendix Apresents the derivation of MIMO channel capacity for uninformed transmitter.Appendix
B shows 16 different(2 × 2) Alamouti-like code matrices for two transmit antennas necessary for the
design of QSTBCs in Chapter 4.Appendix Cpresents some examples of useful QSTBCs for four transmit
antennas explained in Section 4.7.7.Appendix Dexplains the principle of the maximum-likelihood
detection algorithm discussed in Section 4.6.2. InAppendix E, acronyms are listed that are often used in
this thesis.
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Chapter 2

Multiple-Antenna Wireless
Communication Systems

2.1 Introduction

The invention of the radio telegraph byGuglielmo Marconimore than hundert years ago marks the com-
mencement of wireless communications. In the last 20 years,the rapid progress in radio technology has
activated a communications revolution. Wireless systems have been deployed through the world to help
people and machines to communicate with each other independent of their location.”Always best con-
nected”is one of the slogans for the fourth generation of wireless communications system (4G), meaning
that your wireless equipment should connect to the network or system that at the moment is the ”best”
for you.
Wireless communication is highly challenging due to the complex, time varying propagation medium. If
we consider a wireless link with one transmitter and one receiver, the transmitted signal that is launched
into wireless environment arrives at the receiver along a number of diverse paths, referred to as multi-
paths. These paths occur from scattering and rejection of radiated energy from objects (buildings, hills,
trees ...) and each path has a different and time-varying delay, angle of arrival, and signal amplitude. As
a consequence, the received signal can vary as a function of frequency, time and space. These variations
are referred to asfading and cause deterioration of the system quality. Furthermore, wireless channels
suffer ofcochannel interference(CCI) from other cells that share the same frequency channel, leading to
distortion of the desired signal and also low system performance. Therefore, wireless systems must be
designed to mitigate fading and interference to guarantee areliable communication.
A successful method to improve reliable communication overa wireless link is to use multiple antennas.
The main arguments for this method are:

• Array gain
Array gain means the average increase insignal to noise ratio(SNR) at the receiver that can be
obtained by the coherent combining of multiple antenna signals at the receiver or at the transmitter
side or at both sides. The average increase in signal power isproportional to the number of re-
ceive antennas [9]. In case of multiple antennas at the transmitter, array gain exploitation requires
channel knowledge at the transmitter.

• Interference reduction
Cochannel interference contributes to the overall noise ofthe system and deteriorates performance.
By using multiple antennas it is possible to suppress interfering signals what leads to an improve-
ment ofsystem capacity. Interference reduction requires knowledge of the channelof the desired
signal, but exact knowledge of channel may not be necessary [9].

5
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• Diversity gain
An effective method to combat fading is diversity. According to the domain where diversity is
introduced, diversity techniques are classified intotime, frequencyandspace diversity. Spaceor
antenna diversity has been popular in wireless microwave communications and can be classified
into two categories:receive diversityand transmit diversity[4] , depending on whether multiple
antennas are used for reception or transmission.

– Receive Diversity
It can be used in channels with multiple antennas at the receive side. The receive signals
are assumed to fade independently and are combined at the receiver so that the resulting
signal shows significantly reduced fading. Receive diversity is characterized by the number
of independent fading branches and it is at most equal to the number of receive antennas.

– Transmit Diversity
Transmit diversity is applicable to channels with multipletransmit antennas and it is at most
equal to the number of the transmit antennas, especially if the transmit antennas are placed
sufficiently apart from each other. Information is processed at the transmitter and then spread
across the multiple antennas. Transmit diversity was introduced first by Winters [5] and it
has become an active research area [3], [7].

In case of multiple antennas at both link ends, utilization of diversity requires a combination of the
receive and transmit diversity explained above. Thediversity orderis bounded by theproduct of
the number of transmit and receive antennas, if the channel between each transmit-receive antenna
pair fades independently [8].

The key feature of all diversity methods is a low probabilityof simultaneous deep fades in the various
diversity channels. In general the system performance withdiversity techniques depends on how many
signal replicas are combined at the receiver to increase theoverall SNR. There exist four main types of
signal combining methods at the receiver:selection combining, switched combining, equal-gain combin-
ing andmaximum ratio combining(MRC). More information about combining methods can be found in
[9], [10].

Wireless systems consisting of a transmitter, a radio channel and a receiver are categorized by their
number of inputs and outputs. The simplest configuration is asingle antenna at both sides of the wireless
link, denoted as single-input/single output (SISO) system. Using multiple antennas on one or both sides
of the communication link are denoted as multiple input/multiple output (MIMO) systems. The differ-
ence between a SISO system and a MIMO system withnt transmit antennas andnr receive antennas is
the way of mapping the single stream of data symbols tont streams of symbols and the corresponding
inverse operation at the receiver side. Systems with multiple antennas on the receive side only are called
single input/multiple output (SIMO) systems and systems with multiple antennas at the transmitter side
and a single antenna at the receiver side are called multipleinput/single output (MISO) systems. The
MIMO system is the most general and includes SISO, MISO, SIMOsystems as special cases. Therefore,
the term MIMO will be used in general for multiple antenna systems.
The fundamentalproblem of MIMO systems is the mapping operation at the transmitter and the corre-
sponding inversion at the receiver to optimize the overall performance of the wireless system. Mostly,
researchers concentrate on the following system parameters: bit rate , reliability andcomplexity. The
goal is to design a robust and low complex wireless system that provides the highest possible bit rate per
unit bandwidth.
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2.1.1 Multi - Antenna Transmission Methods

To transmit information over a single wireless link, different transmission and reception strategies can
be applied. Which one of them should be used depends on the knowledge of the instantaneous MIMO
channel parameters at the transmitter side. If the channel state information (CSI) is not available at the
transmitterspatial multiplexing(SM) or space-time coding(STC) can be used for transmission. If the
CSI is available at the transmitter,beamformingcan be used to transmit a single data stream over the
wireless link. In this way, spectral efficiency and robustness of the system can be improved.
It is difficult to decide which of these transmission methodsis the best one. It can be concluded that the
choice of the transmission model depends on three entities important for wireless link design, namely bit
rate, system complexity and reliability. A STC has low complexity and promises high diversity, but the
bit rate is moderate. SM provides high bit rate, but is less reliable. Beamforming exploits array gain, is
robust with respect to channel fading, but it requires CSI.
In this thesis we will only consider STC transmissions. In the first part of the thesis, we will analyze
STC transmission without any channel knowledge at the transmitter side and in the second part of the
thesis, we will analyze STC transmissions with partial CSI at the transmitter. We will propose some low
complexity feedback methods which improve the overall system quality without increasing the system
complexity substantially.

In most cases the complexity of signal processing at the transmitter side is very low and the main part
of the signal processing has to be performed at the receiver.The receiver has to regain the transmitted
symbols from the mixed received symbols. Several receiver strategies can be applied:

• Maximum Likelihood (ML) Receiver
ML achieves the best system performance (maximum diversityand lowestbit error ratio (BER)
can be obtained), but needs the most complex detection algorithm. The ML receiver calculates
all possible noiseless receive signals by transforming allpossible transmit signals by the known
MIMO channel transfer matrix. Then it searches for that signal calculated in advance, which
minimizes the Euclidean distance to the actually received signal. The undisturbed transmit signal
that leads to this minimum distance is considered as the mostlikely transmit signal.
Note that the above described detection process is optimum in sense of BER for white Gaussian
noise. Using higher signal modulation, this receiver option is extremely complex. There exist
approximate receive strategies, which achieve almost ML performance and need only a fraction of
the ML complexity [11], [12], [13].

• Linear Receivers
Zero Forcing (ZF) receivers and Minimum Mean Square Error (MMSE) receivers belong to the
group of linear receivers. The ZF receiver completely nullsout the influence of the interference
signals coming from other transmit antennas and detects every data stream separately. The dis-
advantage of this receiver is that due to canceling the influence of the signals from other transmit
antennas, the additive noise may be strongly increased and thus the performance may degrade
heavily. Due to the separate decision of every data stream, the complexity of this algorithm is
much lower than in case of an ML receiver.
The MMSE receiver compromises between noise enhancement and signal interference and mini-
mizes the mean squared error between the transmitted symboland the detected symbol. Thus the
results of the MMSE equalization are the transmitted data streams plus some residual interference
and noise. After MMSE equalization each data stream is separately detected (quantized) in the
same way as in the ZF case. In practice it can be difficult to obtain correct parameter values of the
noise that is necessary for an optimum signal detection and only a small improvement compared
to the ZF receiver can be obtained. Therefore, this receiveris not used in practice.
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• Bell Labs Layered Space-Time (BLAST) nulling and canceling
These receivers implement aNulling and Cancelingalgorithm based on aDecision Feedbackstrat-
egy. Such receivers operate similar to the Nulling and Canceling method used by multiuser de-
tectors explained in [14] or to Decision Feedback equalizers in frequency selective SISO fading
channels [15]. In principle, all received symbols are equalized according to the ZF approach
(Nulling) and afterwards the symbol with the highest SNR (that can easily be calculated with the
knowledge of the MIMO channel) is detected by a grid decision. The detected symbol is assumed
to be correct and its influence on the received symbol vector is subtracted (Canceling). The perfor-
mance of these nulling and canceling receivers lies in between the performance of linear receivers
(ZF and MMSE) and ML receivers.

Along this thesis, the ML receiver and the ZF receiver for STC-transmissions will be discussed in detail.

2.2 Modelling the Wireless MIMO System

To analyze the wireless communication system, appropriatemodels for signals and channels are needed.
In this section we will present the necessary prerequisitesfor the models used in the thesis. We will give
an overview over the MIMO channels and the signal models and describe parameters of interest such as
antenna correlation, noise and SNR definition.

2.2.1 System (and Channel) Model

Let us consider a point-to-point MIMO system withnt transmit andnr receive antennas. The block
diagram is given in Fig. 2.1 Lethi,j be a complex number corresponding to the channel gain between

Transmitter Receiver

TX1

TX2

TXnt

RX1

RX2

RXnr

h1,1

h2,1

hnr,nt

Figure 2.1: MIMO model withnt transmit antennas andnr receive antennas.

transmit antennaj and receive antennai. If at a certain time instant the complex signals{s1, s2, · · · , snt}
are transmitted viant transmit antennas, the received signal at antennai can be expressed as:

yi =

nt
∑

j=1

hi,jsj + ni, (2.1)
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whereni is a noise term (to be discussed later). Combining all receive signals in a vectory, (2.1) can be
easily expressed in matrix form

y = Hs + n. (2.2)

y is thenr × 1 receive symbol vector,H is thenr × nt MIMO channel transfer matrix,

H =







h1,1 · · · h1,nt

... · · · ...
hnr ,1 · · · hnr ,nt






. (2.3)

s is thent × 1 transmit symbol vector andn is thenr × 1 additive noise vector. Note that the system
model implicitly assumes a flat fading MIMO channel, i.e., channel coefficients are constant during the
transmission of several symbols. Flat fading, or frequencynon-selective fading, applies by definition to
systems where the bandwidth of the transmitted signal is much smaller than the coherence bandwidth of
the channel. All the frequency components of the transmitted signal undergo the same attenuation and
phase shift propagation through the channel.
Throughout this thesis, we assume that the transmit symbolsare uncorrelated, that means

E{ssH} = PsI, (2.4)

wherePs denotes the mean signal power of the used modulation format at each transmit antenna. This
implies that only modulation formats with the same mean power on all transmit antennas are considered.

2.2.2 Channel Model

In this thesis, two different spatial channel models are considered, namely spatially uncorrelated and
spatially correlated channels.

2.2.2.1 Spatially Uncorrelated Channel

Spatially uncorrelated channels are modeled by a random matrix with independent identically distributed
(i.i.d.), circularly symmetric, complex Gaussian entrieswith zero mean and unit variance [3], [2]:

H ∼ Nnr×nt
C (0, 1). (2.5)

This is usually a rough approximation and such a model can be observed in scenarios where the antenna
elements are located far apart from each other and a lot of scattering surround the antenna arrays at
both sides of the link. In practice, the elements ofH are correlated by an amount that depends on the
propagation environment as well as on the polarization of the antenna elements and the spacing between
them. For this reason it is necessary to consider correlatedchannels too.

2.2.2.2 Spatially Correlated Channel

In many implementations, the transmit and/or receive antennas can be spatially correlated. For exam-
ple, in cellular systems, the base-station antennas are typically unhindered and have no local scattering
inducing correlation across the base-station antennas. Antenna correlation informs about the spatial
diversity available in a MIMO channel. If antennas are highly correlated, very small spatial diversity
gain can be achieved. In principle, correlated MIMO channels can be modeled in two ways. There are
geometrically-based [17], [18] andstatistically-based [19], [20] channel models. In this thesis the focus



10 2.2. MODELLING THE WIRELESS MIMO SYSTEM

lies on statistical models.

Channel correlation models

A very simple and appropriate approach is to assume the entries of the channel matrix to be complex
Gaussian distributed with zero mean and unit variance with complex correlations between all entries
[19]. The full correlation matrix can then be written as:

RH = E



















h1h
H
1 h1h

H
2 · · · h1h

H
nt

h2h
H
1 h2h

H
2 · · · h2h

H
nt

...
...

.. .
...

hnth
H
1 hnth

H
2 · · · hnth

H
nt



















(2.6)

wherehi denotes the i-th column vector of the channel matrix. Knowing all complex correlation coeffi-
cients, the actual channel matrix can be modeled as:

H = (h1h2 · · ·hnt) with (hT
1 hT

2 · · ·hT
nt

)T = (RH)1/2g. (2.7)

g is an i.i.d. (nr · nt) × 1 random vector with complex Gaussian distributed entries with zero mean
and unit variance. This model is called afull correlation model. The big drawback of this model is that
a huge number of correlation parameters, namely(nr · nt)

2 parameters, are necessary to describe and
generate the correlated channel matrices necessary for Monte Carlo simulations.

To reduce the huge number of necessary parameters, the so-called Kronecker Modelhas been intro-
duced [19], [21], [22]. The assumption of this model is that the transmit and the receive correlation can
be separated. The model is described by the transmit correlation matrix

Rt = EH{HT H∗}, (2.8)

and the receive correlation matrix:
Rr = EH{HHH}. (2.9)

Then, a correlated channel matrix can be generated as:

H =
1

√

tr(Rr)
R1/2

r V(R
1/2
t )T , (2.10)

where the matrixV is an i.i.d. random matrix with complex Gaussian entries with zero mean and unit
variance. With this approach the large number of model parameters is reduced ton2

r + n2
t terms. A

big disadvantage of this correlation model is that MIMO channels with relatively high spatial correlation
cannot be modeled adequately, due to the limiting heuristicassumption. More information about the
Kroncker model can be found in [23], [24].

In this thesis, we use the Kronecker model with the followingassumptions:
The coefficients corresponding to adjacent transmit antennas are correlated according to:

Eh{|hi,j h∗
i,j+1|} = ρt , j ∈ {1 . . . nt − 1}, (2.11)

ρt ∈ R , 0 ≤ ρt ≤ 1 .

independent from the receive antennai. In the same way the correlation of adjacent receive antenna
channel coefficients is given by:

Eh{|hi,j h∗
i+1,j|} = ρr , j ∈ {1 . . . nr − 1} (2.12)
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ρr ∈ R , 0 ≤ ρr ≤ 1 .

and does not depend on the transmit antenna indexj.
In this way, we obtain specifically structured correlation matricesRt (transmit correlation matrix) and
Rr (receive correlation matrix):

Rt = RT
t =



























1 ρt ρ2
t · · · ρnt−1

t

ρt 1 ρt · · · ρnt−2
t

ρ2
t ρt 1 · · · ρnt−3

t
...

...
.. .

...
ρnt−1

t ρnt−2
t ρnt−3

t · · · 1



























, (2.13)

Rr = RT
r =



























1 ρr ρ2
r · · · ρnr−1

r

ρr 1 ρr · · · ρnr−2
r

ρ2
r ρr 1 · · · ρnr−3

r
...

...
. . .

...
ρnr−1

r ρnr−2
r ρnr−3

r · · · 1



























, (2.14)

with real-valued correlation coefficients

ρt,ρr ∈ R , 0 ≤ ρt,ρr ≤ 1 .

TheseToeplitzstructured correlation matrices are quite appropriate formodelling the statistical behavior
when the antenna elements at the transmitter as well as at thereceiver are collocated linearly [25].

2.2.2.3 Noise Term and SNR-Definition

We assume the noise samples at the receive antennas to be spatially white circularly symmetric complex
Gaussian random variables with zero mean and varianceσ2

n:

n ∼ Nnr×1
C (0, σ2

n). (2.15)

Such noise is calledadditive white Gaussian noise(AWGN). There are two strong reasons for this as-
sumption. First, the Gaussian distribution tends to yield mathematical expressions that are easy to deal
with. Second, a Gaussian distribution of a disturbance termcan often be motivated via the central limit
theorem of many statistical independent small contributions.

In this thesis, the simulation results are presented in terms of bit error ratios (BERs) either as a
function of the average SNR or as a function of the average SNRper bit, SNRbit. The average SNR is
defined as the ratio of the total received signal power and thetotal noise power:

SNR=
EH,s

{

||y||22
}

En

{

||n||22
} =

EH,s

{

||Hs||22
}

En

{

||n||22
} , (2.16)

where||.||2 denotes thel2-norm operator. Assuming white Gaussian noise at each receive antenna and
uncorrelated symbols with powerPs, (2.16) yields:

SNR=

∑nr
i=1

∑nt
j=1 EH

{

|hi,j |22
}

Ps

nrσ2
n

. (2.17)
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Normalizing the MIMO channel matrix defined in (2.1) according toEH

{

|hi,j |22
}

= 1, the final result

for the mean SNR is obtained as:

SNR=
nrntPs

nrσ2
n

=
ntPs

σ2
n

. (2.18)

Note that the SNR definition is symbol based and bit based definition is given by:

SNRbit =
SNR
ld|A| (2.19)

where|A| denotes the cardinality of the modulation format.

2.3 Channel Capacity

Information-theoretic studies of wireless channels have been performed extensively. It has been shown
that the increase of MIMO capacity is huge compared to the capacity of a SISO system. One of the
most important fields in the research area of MIMO systems is how to exploit this potential increase in
channel capacity in an efficient way. There are a lot of approaches, which can mainly be subdivided into
space-time coded and uncoded transmission systems.

The maximum error-free data rate that a channel can support is called thechannel capacity. The
channel capacity for SISO AWGN channels was first derived by Claude Shannon [26]. In contrast to
AWGN channels, multiple antenna channels combat fading andcover a spatial dimension.
Theergodic (mean) capacityof a a deterministic SISO channel with an input-output relation y = Hs+n
and average power per time slotPs can be expressed as

C = E
{

max
p(s):P6Ps

I(s; y)
}

[bits/channel use], (2.20)

whereI(s; y) represents themutual informationbetween inputs and outputy. The mutual information
is maximized with respect to all possible transmitter statistical distributionsp(s) on the input that satisfy
the power constraint1. The average power of a single channel codeword transmittedover the channel is
denoted byP = E [|s|2] 6 Ps (E denotes the expectation over all channel realizations).
With nt = nr = 1 and a random complex gainh11, the ergodic channel capacity can be written as [1]

C = E
{

log2(1 + ρ|h11|2)
}

[bits/channel use] (2.21)

whereρ is the average SNR at each receiver branch independent ofnt.
For the MIMO channel given in (2.2) the ergodic channel capacity can be expressed as [2]:

C = E
{

max
p(s):tr(Φ)6Ps

I(s;y)
}

[bits/channel use], (2.22)

whereΦ = E{ssH} is the covariance matrix of the transmit signal vectors. When the transmitter has
no knowledge about the channel the transmit covariance matrix is given byΦ = Ps

nT
Int and it is also to

assume uncorrelated noise in each receiver branch. In this casethe ergodic capacitycan be expressed as
[2]:

C = EH

{

log2

[

det
(

Inr +
ρ

nt
HHH

)

]}

[bits/channel use], (2.23)

1The mutual information between two random variableM andN can be written asI(M ;N) = H(N)−H(N |M), where
H(.) represents the entropy of a random variable.
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whereEH denotes expectation with respect toH andρ = Ps
σ2

n
. The proof can be found in Appendix

A. The ergodic capacity grows with the numbern of antennas (under the assumptionnt = nr = n),
which results in a significant capacity gain of MIMO fading channels compared to a wireless SISO
transmission.
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Figure 2.2: Ergodic MIMO channel capacity vs. SISO channel capacity (spatially uncorrelated channel).

Example 2.1 Channel Capacity of Spatially Uncorrelated MIMO Systems

In Fig. 2.2 the ergodic channel capacity vs. the mean SNR is plotted for several uncorrelated MIMO
systems withnt = nr = n. The channel capacity for the SISO system (nt = nr = 1) at SNR=10 dB
is approximately 2,95 bit /channel use. By applying multiple antennas, it is obvious that the channel
capacity increases substantially. A(4× 4) MIMO system (with four transmit and four receive antennas)
can transmit more than 10,9 bit / channel use and the MIMO system with eight transmit and eight receive
antennas (8×8 MIMO) promises almost the ten fold capacity (29,7 bit / channel use) of the SISO channel
at this SNR value.

2.4 Summary

This chapter provided an introduction into multiple antenna systems. Transmit and receive methods
have been discussed and a brief overview on the algebraic framework used to describe MIMO channel
has been given. Two channel correlation models have been presented and the corresponding statistical
parameters, which will be used throughout this thesis have been explained. One of the most important
parameters of a MIMO system, the channel capacity, has been studied. The basic concepts which are
relevant to understanding the MIMO channel capacity have been given. By means of one example we
illustrated the capacity of different MIMO systems and compared them with a SISO system.
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Chapter 3

Space-Time Coding

3.1 Introduction

Space-Time Codes (STCs) have been implemented in cellular communications as well as in wireless
local area networks. Space time coding is performed in both spatial and temporal domain introducing
redundancy between signals transmitted from various antennas at various time periods. It can achieve
transmit diversity and antenna gain over spatially uncodedsystems without sacrificing bandwidth. The
research on STC focuses on improving the system performanceby employing extra transmit antennas.
In general, the design of STC amounts to finding transmit matrices that satisfy certain optimality criteria.
Constructing STC, researcher have to trade-off between three goals: simple decoding, minimizing the
error probabilty, and maximizing the information rate. Theessential question is:How can we maximize
the transmitted date rate using a simple coding and decodingalgorithm at the same time as the bit error
probability is minimized?

3.2 Space-Time Coded Systems

Let us consider a space-time coded communication system with nt transmit antennas andnr receive
antennas. The transmitted data are encoded by a space-time encoder. At each time slot, a block ofm ·nt

binary information symbols
ct = [c1

t , c
2
t , · · · , cm·nt

t ]T (3.1)

is fed into the space-time encoder. The encoder maps the block of m binary data intont modulation
symbols from a signal set of constellationM = 2m points. After serial-to-parallel (SP) conversion, the
nt symbols

st = [s1
t , s

2
t , · · · , snt

t ]T 1 6 t 6 N (3.2)

are transmitted simultaneously during the slott from nt transmit antennas. Symbolsi
t, 1 6 i 6 nt,

is transmitted from antennai and all transmitted symbols have the same duration of T sec. The vector
in (3.2) is called aspace-time symboland by arranging the transmitted sequence in an array, ant × N
space-time codeword matrix

S = [s1, s2, · · · , sN ] =











s1
1 s1

2 . . . s1
N

s2
1 s2

2 . . . s2
N

...
...

. . . . . .
snt
1 snt

2 . . . snt
N











(3.3)

15
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can be defined. Thei-th rowsi = [si
1, s

i
2, · · · , si

N ] is the data sequence transmitted form thei-th transmit
antenna and thet-th columnst = [s1

t , s
2
t , · · · , snt

t ]T is the space-time symbol transmitted at timet, 1 6

t 6 N .
As already explained in Section 2.2, the received signal vector can be calculated as

Y = HS + N. (3.4)

The MIMO channel matrixH corresponding tont transmit antennas andnr receive antennas can be
represented by annr × nt matrix:

H =











ht
1,1 ht

1,2 . . . ht
1,nt

ht
2,1 ht

2,2 . . . ht
2,nt

...
...

. . . . . .
ht

nr ,1 ht
nr ,2 . . . ht

nr ,nt











, (3.5)

where theji-th element, denoted byht
j,i, is the fading gain coefficient for the path from transmit antenna

i to receive antennaj. We assume perfect channel knowledge at the receiver side and the transmitter has
no information about the channel available at the transmitter side. At the reciver, the decision metric is
computed based on the squared Euclidian distance between all hypothesized receive sequences and the
actual received sequence:

d2
H =

∑

t

nr
∑

j=1

∣

∣

∣
yj

t −
nt
∑

i=1

ht
j,is

i
t

∣

∣

∣

2
. (3.6)

Given the receive matrixY the ML-detector decides for the transmit matrixS with smallest Euclidian
distanced2

H .

3.2.1 Performance Analysis

To unterstand the properties of the STC, we will give an overview on the performance analysis first de-
veloped by Tarokh [3] and Vucetic [27].

For the performance analysis of STCs it is important to evaluate thepairwise error probability
(PEP). The pairwise error probabilityP (S, Ŝ) is the probability that the decoder selects a codeword
Ŝ = [ŝ1, ŝ2, · · · , ŝN ], when the transmitted codeword was in factS = [s1, s2, · · · , sN ] 6= Ŝ.
Assuming that the matrixH = [h1,h2, . . . ,hN ] is known, than the conditional pairwise error probability
is given as:

P (S, Ŝ|H) = Q

(

√

Es

2N0
d2

H(S, Ŝ)

)

, (3.7)

whered2
H(S, Ŝ) is given by

d2
H(S, Ŝ) = ||H(Ŝ − S)||2F (3.8)

=

N
∑

t=1

nr
∑

j=1

∣

∣

∣

∣

∣

nt
∑

i=1

ht
i,j(s

i
t − ŝi

t)

∣

∣

∣

∣

∣

2

, (3.9)

whereEs is the energy per symbol at each transmit antenna,N0 is noise power spectral density andQ(x)
is the complementary error function defined by:

Q(x) =
1√
2π

∫ ∞

x
e−t2/2dt. (3.10)
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By applying the bound

Q(x) 6
1

2
e−x2/2, x > 0, (3.11)

the PEP in (3.7) becomes

P (S, Ŝ|H) 6
1

2
exp

(

− d2
H(S, Ŝ)

Es

4N0

)

. (3.12)

3.2.1.1 Error Probability for Slow Fading Channels

If slow fading is assumed, the fading coefficients are assumed to be constant duringNs symbols and
vary from one symbol block to another, which means that the symbol period is small compared to the
channel coherence time. Since the fading coefficients within each frame are constant the superscriptt of
the fading coefficients can be ignored:

h1
j,i = h2

j,i = · · · = hN
j,i = hj,i, i = 1, 2, · · · , nt, j = 1, 2, · · · , nr. (3.13)

Let us define ant × N codeword difference matrixB:

B(S, Ŝ) = S− Ŝ =











s1
1 − ŝ1

1 s1
2 − ŝ1

2 · · · s1
N − ŝ1

N

s2
1 − ŝ2

1 s2
2 − ŝ2

2 · · · s2
N − ŝ2

N
...

...
. . .

...
snt
1 − ŝnt

1 snt
2 − ŝnt

2 · · · snt
N − ŝnt

N











. (3.14)

Next, ant × nt code distance matrixA is defined as:

A = BBH , (3.15)

where the superscript H denotes the Hermitian (transpose conjugate) of a matrix.A is a nonnegative
definite Hermitian matrix, sinceA = AH and the eigenvalues ofA are nonnegative real numbers [28] .
Therefore, there exits a unitary matrixU and a real diagonal matrix∆ such that

UAUH = ∆. (3.16)

The rows ofU, {u1,u2, · · · ,unt} are the eigenvectors ofA. The diagonal elements of∆, denoted as
λi, i = 1, 2, · · · , nt are the eigenvalues ofA. Let r denote the rank of the matrixA. Then there existr
real, nonnegative eigenvaluesλ1, λ2, · · · , λr.
With hj = [hj,1, hj,2, · · · .hj,nt]

T andβj,i = hj · ui Eqn. (3.9)1 can be rewritten as

d2
H(S, Ŝ) =

nr
∑

j=1

r
∑

i=1

λi|βj,i|2. (3.17)

Substituting (3.17) in (3.12) we obtain

P (S, Ŝ) 6
1

2
exp

(

−
nr
∑

j=1

r
∑

i=1

λi|βj,i|2
Es

4N0

)

. (3.18)

Inequality (3.18) is an upper bound on the conditional pairwise error probability expressed as a func-
tion of |βj,i|. Assuming knowledge ofhj,i we can determine the distribution of|βj,i|. Note that, for
U = const, and assuming thathj,i are complex Gaussian random variables with meanµj,i

h and variance
1/2 per dimension and{u1,u2, · · · ,unt} is an orthonormal basis of an N-dimensional vector space.

1· denotes the inner product of complex-valued vectors
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Therefore|βj,i| are independent complex Gaussian random variables with variance1/2 per dimension
and meanµj,i

β ,

µj,i
β = E[hj ] · E[ui] = [µj,1

h , µj,2
h , · · · , µj,nt

h ] · ui (3.19)

whereE[·] denotes the expectation. LetKj,i = |µj,i
h |2, then |βj,i| has a Rician distribution with the

probability density function(pdf) [30]

p(|βj,i|) = 2|βj,i|exp(−|βj,i|2 − Ki,j)I0(2|βj,i|
√

Ki,j). (3.20)

To compute an upper bound on the mean probability of error, wehave simply to average over

nr
∏

j=1

exp

((

Es

4N0

)

nt
∑

i=1

λi|βj,i|2
)

. (3.21)

For the special case of flat Rayleigh fading withE[hi,j ] = 0 andKi,j = 0 for all i andj, the PEP can
be bounded by [3]

P (s, ŝ) 6

(

r
∏

i=1

λi

)−nr
(

Es

4N0

)−rnr

(3.22)

wherer denotes the rank of the matrixA(S,Ŝ) andλ1, λ2, · · · , λr are the nonzero eigenvalues of the
matrixA(S,Ŝ).

From (3.22) two most important parameters of a STC can be defined:

• The diversity gainis equal tornr. It determines the slope of the mean PEP over SNR curve. It is
an approximate measure of a power gain of the system with space diversity compared to system
without diversity measured at the same error probability value.

• The coding gainis (
∏r

i=1 λi)
1/r. It determines a horizontal shift of the mean PEP curve for a

coded system relative to an uncoded system with the same diversity gain.

To minimize the PEP, it is preferable to make both diversity gain and coding gain as large as possible.
Since the diversity gain is an exponent in the error probability upper bound (3.22), it is obvious that in
the high SNR range achieving a large diversity gain is more important than achieving a high coding gain.

3.2.1.2 Error Probability for Fast Fading Channels

In a fast fading channel, the fading coefficients are constant within each symbol period but vary from one
symbol to another. At each timet thespace-time symbol difference vectorf(st, ŝt) is

f(st, ŝt) =
[

s1
t − ŝ1

t , s
2
t − ŝ2

t , · · · , snt
t − ŝnt

t

]

. (3.23)

Let us consider annt × nt matrixC(st,ŝt) defined as:

C(st,ŝt) = f(st, ŝt)f
H(st, ŝt). (3.24)

It is clear that the matrixC(st,ŝt) is Hermitian and there exists a unitary matrixUt and a real-valued
diagonal matrixDt, such that:

UtC(st,ŝt)U
H
t = Dt. (3.25)
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The diagonal elements ofDt are the eigenvaluesDi
t, i = 1, 2, · · · , nt, and the rows ofUt, {u1

t ,
u2

t , · · · ,unt
t }, are the eigenvectors ofC(st, ŝt), which form a complete orthonormal basis of an

nt -dimensional vector space.
In the casest = ŝt, C(st,ŝt) is an all-zero matrix and all the eigenvaluesDi

t are zero. On the other hand,
if st 6= ŝt the matrixC(st,ŝt) has only one nonzero eigenvalue and the othernt − 1 eigenvalues are
zero. LetD1

t be the single nonzero eigenvalue element which is equal to the squared Euclidian distance
between the two space-time symbolsst andŝt:

D1
t = ||st − ŝt||2 =

nt
∑

i=1

||si
t − ŝi

t||2. (3.26)

The eigenvector ofC(st, ŝt) corresponding to the nonzero eigenvalueD1
t is denoted byu1

t , hj
t is defined

ashj
t = [ht

j,1, h
t
j,2, · · · , ht

j,nt
] andβt

j,i = h
j
t · ui

t. Sincehi,j are samples of a complex Gaussian random
variable with meanE[hi,j ] and sinceUt is unitary, it follows thatβt

j,i are independent Gaussian random
variables with variance1/2 per dimension. The mean ofβt

j,i can be easily computed from the mean of

h
j
t and the matrixC(st,ŝt) [27].

Assuming fast fading, the modified Euclidian distance in (3.9) can be rewritten as:

d2
H(S,Ŝ) =

N
∑

t=1

nr
∑

j=1

nt
∑

i

|βt
j,i|2 · Di

t. (3.27)

Since at each timet there is at most only one nonzero eigenvalueD1
t , the (3.27) can be represented as:

d2
H(S,Ŝ) =

N
∑

t∈ρ(s,ŝ)

nr
∑

j=1

|βt
j,i|2 · D1

t

=

N
∑

t∈ρ(s,ŝ)

nr
∑

j=1

|βt
j,i|2 · ||st − ŝt||2 (3.28)

whereρ(s, ŝ) denotes the set of time instancest = 1, 2, · · · , N where||st − ŝt|| 6= 0. Substituting (3.28)
into (3.7), we obtain:

P (S, Ŝ|H) 6
1

2
exp

(

−
∑

t∈ρ(s,ŝ)

nr
∑

j=1

λi|βj,i|2||st − ŝt||2
Es

4N0

)

. (3.29)

DenotingδH as the number of the space-time symbols in wich two code wordsS andŜ differ, then at
the right side of inequality (3.29), there areδHnr different random variables. The termδH is called
space-time symbol-wise Hamming distancebetween two code words [27].

For a special case where|βt
j,i| are Rayleigh distributed, the upper bound of the pairwise error proba-

bility at high SNR’s becomes [3]

P (S, Ŝ) 6
∏

t∈ρ(s,ŝ)

|st − ŝt|−2nr

(

Es

4N0

)−δHnr

= d−2nr
p

(

Es

4N0

)−δHnr

, (3.30)
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whered2
p is the product of the squared Euclidian distances between the two space-time symbol sequences

and it is given by

d2
p =

∏

t∈ρ(s,ŝ)

|st − ŝt|2. (3.31)

The termδHnr is called thediversity gainin case of fast fading channels and

Gc =
d21/δH

p

d2
u

(3.32)

is calledcoding gain, whered2
u is the squared Euclidian distance of the uncoded reference system.

Diversity and coding gains are obtained as the minimum ofδHnr andd21/δH
p over all pairs of distinct

codewords [3], [27].

The optimal code design in fading channels depends on the possible diversity gain (called total diver-
sity in [27]) of the STC system. For codes on slow fading channels, the total diversity is the product of
the receive diversity,nr, and the transmit diversityr provided by the coding scheme (3.22). For codes on
fast fading channels, the total diversity is the product of the receive diversitynr, and the time diversity
δH , achieved by the coding scheme (3.30). For small values of total diversity and slow fading channels,
the diversity and the coding gain should be maximized by choosing a code with the largest minimum rank
and the largest determinant of the distance matrixA. For fast fading channels, a code with the largest
minimum symbol-wise Hamming distance and the largest product distance should be chosen. Further
details about code design can be found in [3] and in [27].

3.2.2 Space-Time Codes

Essentially, two different space-time coding methods, namely space-time trellis codes (STTCs) and
space-time block codes (STBCs) have been proposed. STTC hasbeen introduced in [3] as a coding
technique that promises full diversity and substantial coding gain at the price of a quite high decoding
complexity. To avoid this disadvantage, STBCs have been proposed by the pioneering work of Alamouti
[29]. The Alamouti code promises full diversity and full data rate (on data symbol per channel use) in
case of two transmit antennas. The key feature of this schemeis the orthogonality between the signal
vectors transmitted over the two transmit antennas. This scheme was generalized to an arbitrary number
of transmit antennas by applying the theorie oforthogonal design[40]. The generalized schemes are
referred to asspace-time block codes[32]. However, for more than two transmit antennas no complex-
valued STBCs with full diversity and full data rate exist. Thus, many different code design methods
have been proposed providing either full diversity or full data rate [31], [32], [33], [34]. In our opinion,
the essential of STBCs is the provision of full diversity with extremely low encoder/decoder complex-
ity, what will be discussed in this thesis afterwards. If we want to increase the coding gain further, we
should apply an additional high performance outer code concatenated with an appropriate STBC used as
an inner code. Such schemes have been proposed e.g. under thename of Super Orthogonal Space-Time
Trellis Codes [35].

3.3 Space-Time Block Codes

In a general form, an STBC can be seen as a mapping ofnN complex symbols{s1, s2, · · · , sN} onto a
matrixS of dimensionnt × N :

{s1, s2, · · · , sN} → S (3.33)
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An STBC code matrixS taking on the following form:

S =

nN
∑

n=1

(s̄nAn + js̃nBn), (3.34)

where{s1, s2, · · · , snN
} is a set of symbols to be transmitted withs̄n = Re{sn} and s̃n = Im{sn} ,

and with fixed code matrices{An,Bn} of dimensionnt × N are called linear STBCs. The following
STBCs can be regarded as special cases of these codes.

3.3.1 Alamouti Code

Historically, the Alamouti code is the first STBC that provides full diversity at full data rate for two
transmit antennas [29]. A block diagram of the Alamouti space-time encoder is shown in Fig. 3.1. The

Alamouti Code SModulatorInformation Source Tx2

Tx1
s1 = [s1, −s∗2]

s2 = [s2, s∗1]

Figure 3.1: A block diagram of the Alamouti space-time encoder.

information bits are first modulated using an M-ary modulation scheme. The encoder takes the block
of two modulated symbolss1 ands2 in each encoding operation and hands it to the transmit antennas
according to the code matrix

S =

[

s1 s2

−s∗2 s∗1

]

. (3.35)

The first row represents the first transmission period and thesecond row the second transmission period.
During the first transmission, the symbolss1 ands2 are transmitted simultaneously from antenna one
and antenna two respectively. In the second transmission period, the symbol−s∗2 is transmitted from
antenna one and the symbols∗1 from transmit antenna two.
It is clear that the encoding is performed in both time (two transmission intervals) and space domain
(across two transmit antennas). The two rows and columns ofS are orthogonal to each other and the
code matrix (3.2) is orthogonal:

SSH =

[

s1 s2

−s∗2 s∗1

] [

s1∗ −s2

s∗2 s1

]

=

[

|s1|2 + |s2|2 0
0 |s1|2 + |s2|2

]

= (|s1|2 + |s2|2)I2, (3.36)

whereI2 is a(2 × 2) identity matrix. This property enables the receiver to detect s1 ands2 by a simple
linear signal processing operation.

Let us look at the receiver side now. Only one receive antennais assumed to be available. The channel at
time t may be modeled by a complex multiplicative distortionh1(t) for transmit antenna one andh2(t)
for transmit antenna two. Assuming that the fading is constant across two consecutive transmit periods
of durationT , we can write

h1(t) = h1(t + T ) = h1 = |h1|ejθ1

h2(t) = h2(t + T ) = h1 = |h2|ejθ2 , (3.37)
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where|hi| andθi, i = 1, 2 are the amplitude gain and phase shift for the path from transmit antennai to
the receive antenna. The received signals at the timet andt + T can then be expressed as

r1 = s1h1 + s2h2 + n1

r2 = −s∗2h1 + s∗1h2 + n2, (3.38)

wherer1 andr2 are the received signals at timet andt + T , n1 andn2 are complex random variables
representing receiver noise and interference. This can be written in matrix form as:

r = Sh + n, (3.39)

whereh = [h1,h2]
T is the complex channel vector andn is the noise vector at the receiver.

3.3.2 Equivalent Virtual (2 × 2) Channel Matrix (EVCM) of the Alamouti Code

Conjugating the signalr2 in (3.38) that is received in the second symbol period, the received signal may
be written equivalently as

r1 = h1s1 + h2s2 + ñ1

r∗2 = −h∗
1s2 + h∗

2s1 + ñ2. (3.40)

Thus the equation (3.40) can be written as

[

r1

r∗2

]

=

[

h1 h2

h∗
2 −h∗

1

] [

s1

s2

]

+

[

ñ1

ñ2

]

or in short notation:

y = Hvs + ñ, (3.41)

where the modified receive vectory = [r1, r
∗
2]

T has been introduced.Hv will be termed the equivalent
virtual MIMO channel matrix (EVCM) of the Alamouti STBC scheme. It is given by:

Hv =

[

h1 h2

h∗
2 −h∗

1

]

. (3.42)

Thus, by considering of the elements ofy in (3.41) as originating from two virtual receive antennas
(instead of received samples at one antenna at two time slots) one could interpret the(2 × 1) Alamouti
STBC as a(2× 2) spatial multiplexing transmission using one time slot. Thekey difference between the
Alamouti scheme and a true(2× 2) multiplexing system lies in the specific structure ofHv. Unlike to a
general i.i.d. MIMO channel matrix, the rows and columns of the virtual channel matrix are orthogonal:

HvH
H
v = HH

v Hv = (|h1|2 + |h2|2)I2 = |h|2I2 , (3.43)

whereI2 is the(2 × 2) identity matrix andh2 is the power gain of the equivalent MIMO channel with
h2 = |h1|2 + |h2|2. Due to this orthogonality the receiver of the Alamouti scheme (discussed in detail
in the following subsection) decouples the MISO channel into two virtually independent channels each
with channel gainh2 and diversityd = 2.
It is obvious that the EVCM depends on the structure of the code and the channel coefficients. The
concept of the EVCM simplifies the analysis of the STBC transmission scheme. The existence of an
EVCM is one of the important characteristics of STBCs and will be frequently used in this thesis.
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3.3.3 Linear Signal Combining and Maximum Likelihood Decoding of the Alamouti
Code

If the channel coefficientsh1 and h2 can be perfectly estimated at the receiver, the decoder can use
them as channel state information (CSI). Assuming that all the signals in the modulation constellation
are equiprobable, a maximum likelihood (ML) detector decides for that pair of signals(ŝ1, ŝ2) from the
signal modulation constellation that minimizes the decision metric

d2(r1, h1s1 + h2s2) + d2(r2,−h1s
∗
2 + h2s

∗
1) = |r1 − h1s1 − h2s2|2 + |r2 + h1s

∗
2 − h2s

∗
1|2, (3.44)

whered(x1, x2) = |x1 − x2|. On the other hand, using a linear receiver, the signal combiner at the
receiver combines the received signalsr1 andr2 as follows

s̃1 = h∗
1r1 + h2r

∗
2 = (|h1|2 + |h2|2)s1 + h∗

1n1 + h2n
∗
2

s̃2 = h∗
2r1 − h1r

∗
2 = (|h1|2 + |h2|2)s2 − h1n

∗
2 + h∗

2n1. (3.45)

Hences̃1 ands̃2 are two decisions statistics constructed by combining the received signals with coeffi-
cients derived from the channel state information. These noisy signals are sent to ML detectors and thus
the ML decoding rule (3.45) can be separated into two independent decoding rules fors1 ands2, namely

ŝ1 = argmin
ŝ1∈S

d2(s̃1, s1) (3.46)

for detectings1, and

ŝ2 = argmin
ŝ2∈S

d2(s̃2, s2) (3.47)

for detectings2.

The Alamouti transmission scheme is a simple transmit diversity scheme which improves the signal
quality at the receiver using a simple signal processing algorithm (STC) at the transmitter. The diversity
order obtained is equal to that one applying maximal ratio combining (MRC) with one antenna at the
transmitter and two antennas at the receiver where the resulting signals at the receiver are:

r1 = h1s1 + n1 (3.48)

r2 = h2s1 + n2 (3.49)

and the combined signal is

s̃1 = h∗
1r1 + h∗

2r2

= (|h1|2 + |h2|2)s1 + h∗
1n1 + h∗

2n2. (3.50)

The resulting combined signals in (3.45) are equivalent to those obtained from a two-branch MRC in
(3.50). The only difference are phase rotations on the noisecomponents which do not degrade the ef-
fective SNR. Therefore, the resulting diversity order obtained by the Alamouti scheme with one receiver
is equal to that of a two-branch MRC at the receiver. We confirmthis statement by simulating the BER
performance of the Alamouti scheme.

Example 3.1 BER Performance of the Alamouti Scheme

The performance of the Alamouti scheme using QPSK symbols, Gray coding and averaged over 10.000
channel realizations obtained by simulations of slow Rayleigh fading channels is shown in Fig. 3.2. It
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is assumed that the total transmit power from the two antennas used with the Alamouti scheme is the
same as the transmit power sent from a single transmit antenna to two receive antennas and applying
an MRC at the receiver. It is also assumed that the amplitudesof fading from each transmit antenna to
each receive antenna are mutually uncorrelated Rayleigh distributed and that the average signal powers
at each receive antenna from each transmit antenna are the same. Further, it is assumed that the receiver
has perfect knowledge of the channel. The BER performance ofthe Alamouti scheme is compared with
a (1 × 1) system scheme (no diversity) and with a(1 × 2) MRC scheme.
The simulation results show that the Alamouti(2× 1) scheme achieves the same diversity as the(1× 2)
scheme using MRC. However, the performance of Alamouti scheme is 3 dB worse due to the fact that the
power radiated from each transmit antenna in the Alamouti scheme is half of that radiated from the single
antenna and sent to two receive antennas and using MRC. In this way, the two schemes have the same
total transmit power [29]. The(2 × 2) Alamouti scheme shows a better performance than either of the
other curves because the order of diversity in this case isntnr = 4. In general, the Alamouti scheme with
two transmit andnr receive antennas has the same diversity gain as an MRC receive diversity scheme
with one transmit and2nr receive antennas.
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Figure 3.2: The BER performance of the QPSK Alamouti Scheme,nt = 2, nr = 1,2.

3.3.4 Orthogonal Space-Time Block Codes (OSTBCs)

The pioneering work of Alamouti has been a basis to create OSTBCs for more than two transmit anten-
nas. First of all, Tarokh studied the error performance associated with unitary signal matrices [32]. Some
time later, Ganesan at al. streamlined the derivations of many of the results associated with OSTBC and
established an important link to the theory of the orthogonal and amicable orthogonal designs [40].
Orthogonal STBCs are an important subclass of linear STBCs that guarantee that the ML detection of
different symbols{sn} is decoupledand at the same time the transmission scheme achieves a diversity
order equal tontnr. The main disadvantage of OSTBCs is the fact that for more than two transmit an-
tennas and complex-valued signals, OSTBCs only exist for code rates smaller than one symbol per time
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slot.
Next, we will give a general survey on orthogonal design and various properties of OSTBCs. There exist
real orthogonal and complex orthogonal designs. We focus here on complex orthogonal designs. More
about real orthogonal design can be found in [27], [32].

Definition 3.1 Orthogonal Design

An OSTBC is a linear space-time block codeS that has the following unitary property:

SHS =
N
∑

n=1

|sn|2I (3.51)

Thei-th row ofS corresponds to the symbols transmitted from thei-th transmit antenna inN transmis-
sion periods, while thej-th column ofS represents the symbols transmitted simultaneously through nt

transmit antennas at timej.
According to (3.51) the columns of the transmission matrixS are orthogonal to each other. That means
that in each block, the signal sequences from any two transmit antennas are orthogonal. The orthogo-
nality enables us to achieve full transmit diversity and at the same time, it allows the receiver by means
of simple MRC to decouple the signals transmitted from different antennas and consequently, it allows a
simple ML decoding.

3.3.4.1 Examples of OSTBCs

Next, we will show some OSTBC matrices fornt = 3 and4 antennas. Fornt = 2 transmit antennas the
most popular OSTBC is the Alamouti code (3.35).

Example 3.2 OSTBC with a rate of1/2 symbol per time slot

For any arbitrary complex signal constellation, there are OSTBCs that can achieve a rate of1/2 for any
given number ofnt transmit antennas. For example, the code matricesS3 andS4 are OSTBCs for three
and four transmit antennas, respectively and they have the rate1/2 [3].

S3 =

























s1 s2 s3

−s2 s1 −s4

−s3 s4 s1

−s4 −s3 s2

s∗1 s∗2 s∗3
−s∗2 s∗1 −s∗4
−s∗3 s∗4 s∗1
−s∗4 −s∗3 s∗2

























, (3.52)

S4 =

























s1 s2 s3 s4

−s2 s1 −s4 s3

−s3 s4 s1 −s2

−s4 −s3 s2 s1

s∗1 s∗2 s∗3 s∗4
−s∗2 s∗1 −s∗4 s∗3
−s∗3 s∗4 s∗1 −s∗2
−s∗4 −s∗3 s∗2 s∗1

























. (3.53)
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With the code matrixS3, four complex symbols are taken at a time and transmitted viathree transmit
antennas in eight time slots. Thus, the symbol rate is1/2. With the code matrixS4, four symbols are
taken at a time and transmitted via four transmit antennas ineight time slots, resulting in a transmission
rate of1/2 as well.

Example 3.3 OSTBC with a rate of3/4

The following code matricesS′
3 andS′

4 are complex generalized designs for OSTBC with rate3/4 for
three and four transmit antennas, respectively [3]

S′
3 =













s1 s2
s3√
2

−s∗2 s∗1
s3√
2

s∗
3√
2

s∗
3√
2

(−s1−s∗
1
+s2−s∗

2
)

2
s∗
3√
2

− s∗
3√
2

(s2+s∗
2
+s1−s∗

1
)

2













, (3.54)

S′
4 =













s1 s2
s3√
2

s3√
2

−s∗2 s∗1
s3√
2

− s3√
2

s∗
3√
2

s∗
3√
2

(−s1−s∗
1
+s2−s∗

2
)

2
(−s2−s∗

2
+s1−s∗

1
)

2
s∗
3√
2

− s∗
3√
2

(s2+s∗
2
+s1−s∗

1
)

2 − (s1+s∗
1
+s2−s∗

2
)

2













. (3.55)

Obviously, some transmitted signal samples are scaled linear combinations of the original symbols.

3.3.4.2 Bit Error Rate (BER) of OSTBCs

In this subsection we provide simulation results for the codes given above. In Fig. 3.3 and Fig. 3.4 we
plot thebit error rate (BER) versus SNR for thent × 1 MISO channel with i.i.d distributed Rayleigh
channel coefficients using OSTBCs.

Example 3.4 OSTBC with transmission rate of 3 bits/channel use

Fig. 3.3 shows bit error rates for the transmission of 3 bits/channel use. The results are reported for
an uncoded 8-PSK and for the STBCs using two, three, and four transmit antennas. Simulation results
in Fig. 3.3 are given for one receive antenna. The transmission using two transmit antennas employs
the 8-PSK constellation and the Alamouti code code (3.35). For three and four transmit antennas, the
16-QAM constellation and the codesS′

3 from (3.54) andS′
4 from (3.55), respectively, are used. The

total transmission rate in each case is 3 bits/channel use. It is seen that at the BER of10−3, the rate 3/4
16-QAM codeS′

4 provides about 8 dB gain over the use of an uncoded 8-PSK data transmission. For
higher SNR values, the codeS′

4 for four transmit antennas provides about5 dB gain at BER=10−4 over
use of the Alamouti code.

Example 3.5 OSTBC with transmission rate of 2 bits/channel use

In Fig. 3.4, we provide bit error rates, for the transmissionof 2 bits/channel use using two, three,
and four transmit antennas together with an uncoded 4-PSK transmission. The transmission using two
transmit antennas employs the 4-PSK constellation and the Alamouti code from (3.35). For three and
four transmit antennas, the 16-QAM constellation and the codesS3 (3.52) andS4 (3.53), respectively,
are used. SinceS3 andS4 are rate 1/2 codes, the total transmission rate in each case is 2 bits/channel
use. It is seen that at the BER of10−3 the rate 1/2 16-QAM codeS4 gives about 8 dB gain over the use
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Figure 3.3: Bit error performance for OSTBC of 3 bits/channel use onnt×1 channels with i.i.d Rayleigh
fading channel coefficients.
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Figure 3.4: Bit error performance for OSTBC of 2 bits/channel use onnt×1 channels with i.i.d Rayleigh
fading channel coefficients.

of an uncoded 8-PSK data transmission and at BER=10−4 about 2 dB over the codes with two and three
transmit antennas.
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From simulation results, we can see that increasing the number of transmit antennas can provide
significant performance gain. One of the most important advantages of OSTBCs is the fact that increasing
the number of transmit antennas does not increase the decoding complexity substantially, due to the fact
that only linear processing is required for decoding.

3.3.5 Quasi-Orthogonal Space-Time Block Codes (QSTBC)

The main characteristic of the code design methods explained in previous sections is the orthogonality
of the codes. The codes are designed using suchorthogonal designsusing transmission matrices with
orthogonal columns. It has been shown how simple decoding which can separately recover transmit
symbols, is possible using an orthogonal design. However, in [32] it is proved that a complex orthogonal
design of STBCs which provides full diversity and full transmission rate is not possible for more than
two transmit antennas.

In [42] - [47] so called Quasi Orthogonal Space-Time Block Codes (QSTBC) have been introduced
as a new family of STBCs. These codes achieve full data rate atthe expense of a slightly reduced diver-
sity. In the proposedquasi-orthogonalcode designs, the columns of the transmission matrix are divided
into groups. While the columns within each group are not orthogonal to each other, different groups are
orthogonal to each other. Using quasi-orthogonal design, pairs of transmitted symbols can be decoded
independently and the loss of diversity in QSTBC is due to some coupling term between the estimated
symbols.
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Figure 3.5: Comparison of OSTBCs and QSTBC on ant × 1 channel withnt = 4 and i.i.d Rayleigh
fading channel coefficients transmitting 2 bits/channel use.

In Fig. 3.5 we compare rate one QSTBC (using 4-PSK ) with the rate 1/2 full diversity OSTBC
(using 16-QAM) using four transmit antennas and one receiveantenna with an uncoded 4-PSK data
transmission over one transmit antenna and one receive antenna. The transmission rate is 2 bits/channel
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use in each case. Simulation results show that full transmission rate is more important at very low SNR
values and high BERs, whereas full diversity is the right choice for high SNR values and low BERs.
This is due to the fact that the slope of the performance curveat high SNR is determined by the diversity
order. Therefore, the BER-SNR curve of the full diversity scheme passes the curve for the QSTBC at
some moderate SNR value. Note, that the receiver of the full diversity OSTBC can decode the symbols
one by one while the decoding for the rate one QSTBCs is performed for pairs of symbols that interfere
and thus loose diversity, as will be shown later in more details. This means that the decoding complexity
of the full diversity orthogonal codes is lower, although both codes have a very low decoding complexity
compared to the decoding of Space-Time Trellis Codes. Decoding of QSTBCs will be treated in detail
in Section 4.6. The encoding complexity of the two systems islow for both STBC types.
In the next chapter we will analyze the performance of QSTBC for four transmit antennas on MIMO
channels. We will provide a unified theory of QSTBCs for four transmit antennas and one receive
antenna.

3.4 Summary

This chapter provided a summary of space-time codes and their performance. Performance and design
criteria of the STCs have been discussed. A substantial partof this chapter was dedicated to orthogo-
nal STBCs. We focussed on general principles illustrated bya few simulation examples. The simple
Alamouti code and its performance were discussed in detail.Then we provided a short introduction into
QSTBCs and their performance, that are the main focus of thisthesis.
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Chapter 4

Quasi-Orthogonal Space-Time Block Code
Design

4.1 Introduction

In the previous chapter we have already pointed out that fullrate orthogonal STBC only exist for two
transmit antennas. For four transmit antennas, there existfull rate quasi-orthogonal STBCs which pro-
vide no full diversity and the decoder can work on pairs of transmitted symbols instead of single symbols.
The complete family of OSTBCs is well understood, but for QSTBCs only examples have been reported
in the literature without systematic analysis and precise definition. The primary goal of this chapter is to
provide a unified theory of QSTBCs for four transmit antennasand one receive antenna. Our aim is to
present the topic as consistent as possible.
The first step in this chapter will be a review on recently published QSTBCs. We will show that there is
only a small set of QSTBCs with different performance and allother codes can be generated by linear
transformations of these set members. The performance of QSTBCs will be studied by means of the
equivalent virtual MIMO channel (EVCM). Decoding methods for QSTBCs will be discussed in detail.
This chapter refers solely to a transmission system with channel knowledge only available at the receiver.

4.2 Structure of QSTBCs

A full rate QSTBC can be defined by a mappingC, with

C[s] = S, (4.1)

wheres denotes a symbol vector withN independent data symbols,s = [s1,s2,...,sN ], andS denotes a
code word matrix of sizeN × N with entries derived from the elementssi of s andN is the number of
data symbols in a block. We are specifically interested in block codes where all elements ofs appear ex-
actly once in each row and in each column. Since we also allow−si or the conjugate-complex values∗i ,
the number of possible codewords derived froms grows rapidly with the numberN of symbolssi. Some
of these mappings have received particular interest in the literature [42]-[48] and therefore they will be
described next. We will limit our discussion to codes transmitting four symbolss1, · · · , s4, (N = 4) in
a block overnt = N = 4 transmit antennas but our results can be easily extended to higher values ofN ,
in particular toN = 2k with k = 3, 4, · · · [47].

All previously published QSTBCs are extensions of the Alamouti (2 × 2) matrix (3.35) defined in
[29] to a(4 × 4) code matrix and are designed following theAlamoutisation rules:

31
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Design Rule 4.1Alamoutisation rules1

1. Each row and each column contains all elements ofs. This rule ensures symmetry of the code
behavior and an equal distribution of all symbols in a code word.

2. Any element in a code word may occur with a positive or negative sign.

3. The conjugate complex operation of symbols is only allowed on entire rows of the(4 × 4) block
matrix. This rule is required for holding quasi-orthogonality and low decoding complexity.

4. The code matrix is divided into groups where the columns ofthe code matrix are not orthogonal
to each other, but columns of different groups are orthogonal to each other.

These constraints make QSTBCs more attractive for wirelesscommunication than other non-orthogonal
STBCs especially due to the low complexity of the decoding algorithm. Surprisingly, no researcher ever
dared to define exactly what a quasi orthogonal code exactly is. The wordquasi is not well defined in
such context. Therefore we propose the following definition:

Definition 4.1 A QSTBC of dimensionN ×N is a code word matrix that satisfiesSSH =
∑N

i=1 |si|2Q
with Q being a sparse matrix with ones on its main diagonal and having at leastN2/2 zero entries at
off-diagonal positions.

We will continue our overview mostly on the basis of four transmit antennas and one receive antenna
although we like to point out that the statements we give are equivalently true for more transmit antennas.
However, explicit terms are often not as comprehensible as for the four antenna case and four antennas
are more likely to be used in the near future than for example 8or 16 transmit antennas.

4.3 Known QSTBCs

4.3.1 Jafarkhani Quasi-Orthogonal Space-Time Block Code

The first QSTBC was proposed by Jafarkhani [42] where two(2 × 2) Alamouti codes [29],S12 andS34

with

S12 =

[

s1 s2

−s∗2 s∗1

]

and S34 =

[

s3 s4

−s∗4 s∗3

]

(4.2)

are used in a block structure resulting in the so calledextended AlamoutiQSTBC,SEA, for four transmit
antennas:

SEA =

[

S12 S34

−S∗
34 S∗

12

]

=









s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
−s∗3 −s∗4 s∗1 s∗2

s4 −s3 −s2 s1









. (4.3)

1Note that the rules 1-4 are required but not sufficient for thedesign of QSTBCs, as will be shown in the rest of this chapter.
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The underlying block structure shown at the left side of the (4.3) strongly simplifies the analysis of the
EA code. The decoder is based on the multiplication ofSEA with its Hermitian matrixSH

EA leading to
thenon-orthogonal Grammian matrix2 QEA:

QEA = SH
EASEA = SEASH

EA

= s2









1 0 0 γEA

0 1 −γEA 0
0 −γEA 1 0

γEA 0 0 1









(4.4)

= s2

[

I2 VEA

−VEA I2

]

whereI2 denotes the(2 × 2) identity matrix,

s2 = |s1|2 + |s2|2 + |s3|2 + |s4|2, (4.5)

andVEA is defined as

VEA =

[

0 γEA

−γEA 0

]

(4.6)

with

γEA =
2Re(s1s

∗
4 − s2s

∗
3)

s2
. (4.7)

From (4.7) it can be seen that the symbolss1, s4 and the symbolss2, s3 appear in pairs, a fact that
simplifies the analysis of the code. In this thesis QSTBCs with the block structure of (4.3) are called
EA-typeQSTBCs. This structure is strongly related to the concept ofcomplex Hadamard matrices [50].
We therefore propose the following rule to generate a set ofEA-typeQSTBCs:

Design Rule 4.2Design of the EA-type QSTBCs

The(4 × 4) EA-type code matrix is split up into four(2 × 2) sub-matrices and any sub-matrix must be
Alamouti-like (Appendix B). The columns of the(4 × 4) EA-type code matrix are not orthogonal to
each other, but different Alamouti-like(2 × 2) submatrices are orthogonal to each other. Following this
rule we obtain the following 16 variants of the EA-type QSTBCs. The first four examples of EA-type
QSTBCs are:

[

−S1 S2

S∗
2 S∗

1

]

;

[

S1 −S2

S∗
2 S∗

1

]

;

[

S1 S2

−S∗
2 S∗

1

]

;

[

S1 S2

S∗
2 −S∗

1

]

.

Inverting the sign of each code matrix we obtain four more code matrices:
[

S1 −S2

−S∗
2 −S∗

1

]

;

[

−S1 S2

−S∗
2 −S∗

1

]

;

[

−S1 −S2

S∗
2 −S∗

1

]

;

[

−S1 −S2

−S∗
2 S∗

1

]

.

All eight code matrices given above can be complex conjugated, resulting in eight more variants.S1

andS2 are Alamouti-type(2 × 2) code matrices given in Appendix B. The Grammian matrices of these
(4 × 4) codes have a similar structure as the quasi-orthogonal Grammian matrixQEA in (4.4): On the
main diagonal they contain only ones and on the second diagonal there occur non-zero terms, similar to
γEA in (4.7). The authors in [46] termed these codes as the superset of Jafarkhani’s QSTBC and they
studied their performance in highly correlated channels. It has been shown there that these codes are
very robust against channel correlation when compared to the ABBA code that we explain next.

2A Grammian matrixA is a Hermitian symmetric matrix that fulfillsAH = A, whereH indicates conjugate-transpose.
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4.3.2 ABBA Quasi-Orthogonal Space-Time Block Code

Again, two(2 × 2) Alamouti codesS12 andS34 from (4.2) are used to build the ABBA code [43] for
four transmit antennas:

SABBA =

[

S12 S34

S34 S12

]

=









s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
s3 s4 s1 s2

−s∗4 s∗3 −s∗2 s∗1









. (4.8)

By multiplication of the code matrixSABBA by its Hermitian the followingnon-orthogonal Grammian
matrixQABBA is obtained:

QABBA = SH
ABBASABBA

= s2









1 0 γABBA 0
0 1 0 γABBA

γABBA 0 1 0
0 γABBA 0 1









(4.9)

=

[

I2 VABBA

VABBA I2

]

with I2 denoting the(2 × 2) identity matrix, andVABBA defined as

VABBA =

[

γABBA 0
0 γABBA

]

(4.10)

with

γABBA =
2Re(s1s

∗
3 + s2s

∗
4)

s2
. (4.11)

QSTBCs with the block structure

[

S1 S2

S2 S1

]

(4.12)

are calledABBA-typeQSTBCs, ifS1 andS2 are Alamouti-type(2 × 2) code matrices.

4.3.3 Quasi-Orthogonal Space-Time Block Code Proposed by Papadias and Foschini

A third proposal for a QSTBC is due to Papadias and Foschini [44]. They arranged the signal elements
s1 to s4 in a slightly different way such thatSPF cannot be composed as a simple combination of two
(2 × 2) Alamouti-like subblocks and their complex-conjugated and/or negative variants:

SPF =









s1 s2 s3 s4

s∗2 −s∗1 s∗4 −s∗3
s3 −s4 −s1 s2

s∗4 s∗3 −s∗2 −s∗1









. (4.13)



CHAPTER 4. QUASI-ORTHOGONAL SPACE-TIME BLOCK CODE DESIGN 35

The correspondingnon-orthogonal Grammianmatrix QPF has a very similar structure asQEA and
QABBA resulting in:

QPF = SH
PFSPF

= s2









1 0 −γPF 0
0 1 0 γPF

γPF 0 1 0
0 −γPF 0 1









(4.14)

=

[

I2 VPF

−VPF I2

]

with I2 denoting the(2 × 2) identity matrix andVPF defined as

VPF =

[

−γPF 0
0 γPF

]

. (4.15)

γPF can be interpreted as a self-interference parameter given as

γPF =
2jIm(s∗1s3 + s2s

∗
4)

s2
. (4.16)
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Figure 4.1: Comparison of known code designs on spatially uncorrelated and spatially correlated MIMO
channels (ρ = 0,95) with ML receiver.

The only difference between the code designs reviewed aboveis the self-interference parameterγcode

showing up in the corresponding non-orthogonal Grammian matrices. In fact, the allocation ofγcode in
the corresponding Grammian matrix does not affect the code performance. That is confirmed by their
identical performance in spatially uncorrelated channels. However, in spatially correlated channels one
can observe a substantial performance difference due to different values of the self-interference parameter
γcode as shown in Fig. 4.1.
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Example 4.1 Performance of the known QSTBCs applying an ML receiver

In Fig. 4.1 we compared the above explained QSTBCs on spatially uncorrelated as well as on spatially
correlated MIMO channels with four transmit antennas and one receive antenna, applying QPSK modu-
lation and an ML receiver. We modeled the channel correlation as explained in Chapter 2, Eqn. (2.13).
For highly correlated channels withρ = 0,95 the ABBA- type QSTBC shows very poor performance.
There is almost10 dB performance loss at BER= 10−2 when compared with i.i.d. channels and about
5 dB loss when compared with a PF-type QSTBC, that shows the best performance on highly correlated
MIMO channels. The BER curve named ideal four-path diversity corresponds to an ideal four-path data
transmission assumingγ = 0.

4.4 New QSTBCs

4.4.1 New QSTBCs Obtained by Linear Transformations

Although similar in appearance, the codes (4.3), (4.8), and(4.13) show quite different behavior on par-
ticular channels. Thus the question arose how many QSTBCs exist which are equivalent, and are certain
codes optimal for particular channels. Although the first question of how many codes exist is rather
difficult to answer, we will show in the next section by working out the concept of the equivalent virtual
channel matrix that there are just a few code types withdifferent behavior. This is due to the fact that
various QSTBCs can be translated into each other by linear transformations.
We consider the following linear transformations on a givenQSTBC:

1. The first transformation of a given code matrix permutes rows and columns in a code matrix. This
is performed by the application of an elementary permutation matrix or by a concatenation of
several elementary permutation matrices. An elementary permutation matrixPij is anN × N
matrix with ones at its diagonal and zeros at all off-diagonal positions with the exceptionpii =
pjj = 0, butpij andpji = 1. E.g., the matrix

P34 =









1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0









(4.17)

is a permutation matrix that changes the third and the fourthrow or the third and the fourth column
of anN × N matrixS, if P34 multipliesS from the left or from the right.

Applying the permutation matrix to a code matrix either the columns no. i andj are switched
(corresponding to switching antennai andj), if we multiply Pij from the right hand side, getting

Snew = SPij, (4.18)

or the rows no.i andj of the code matrixS are switched (which is equivalent to changing the
temporal order of the symbol vector sequence), if we multiply Pij from the left hand side, resulting
in:

S′
new = PijS. (4.19)

Applying a permutation matrixPij to a symbol vectors the two elements ofs at positioni andj
are switched.
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2. A second class of linear transformations changes the signof either a column or a row of the original
matrix S. This can be performed by multiplyingS with a diagonal matrix̄Ii which has only+1
values at its diagonal entries except at thei−th diagonal position it has a−1. Depending on left
or right multiplication of̄Ii to the code matrixS, such a matrix can either change the sign of the
column No.i with

Ssign = SĪi (4.20)

or the sign of thei-th row ofS:
S′

sign = ĪiS. (4.21)

Applying the matrix̄Ii to a symbol vectors the sign of thei−th elementsi is flipped.

3. Similarly to the previous sign inverting transformation, an operatorI∗i (non-multiplicativ) can be
applied to change the entries of column no.i or the entries of the rows no.j to their conjugate
complex values.

Note that all of these elementary operations are easily performed without essential hardware or soft-
ware complexity. Applying one or several of such operationsTi on a given codeword matrix, new codes
are generated. In the following we consider transformations of the type:

Snew = [T2C [T1s]]T3. (4.22)

Heres is the set of symbols (for example{s1,s2,s3,s4}) generating the space-time code matrixS. A
permutation matrixT1 may change the ordering of the symbols. The linear code mapping functionC

maps the vectorT1s into a space-time code matrix by repeating the symbols N times in each row in a
different order. The symbols are placed in such a way that allsymbols appear once in each row and once
in each column. The linear transformationT2 may permute the rows ofC, or may change the entire
rows to their conjugate complex values, and/or may reverse the sign of some rows ofC. Finally,T3 may
permute the columns and/or may reverse the sign of some columns.
To generate a new quasi-orthogonal space-time code matrixS, the linear transformations described above
must be applied in such a way, that the new code also fulfills the constraints given in Definition (4.1).
Note that all of these linear transformations (4.22) areunitary, i.e., energy preserving. Therefore some
essential properties like the trace value of all these codes, remain unchanged.
With these linear transformations discussed above the already known code types (4.3), (4.8), and (4.13)
can be transformed into each other, and new code variants canbe obtained. This will be illustrated by
the following examples.

Example 4.2 ABBA-type QSTBC obtained by Linear Transformations of the EA-type QSTBC

Let us start with the EA code given in (4.3) Applying a linear transformation (4.19) we can permute the
3rd row with the 4th row ofSEA to:

Snew = P34SEA

=









1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

















s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
−s∗3 −s∗4 s∗1 s∗2

s4 −s3 −s2 s1









=









s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
s4 −s3 −s2 s1

−s∗3 −s∗4 s∗1 s∗2









(4.23)
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whereP34 is the permutation matrix that permutes the 3rd row and the 4th row of SEA. Multiplying
Snew with P34 from the right hand sinde, the 3rd column ofSnew is permuted with the 4th column
resulting in

S′
new = SnewP34 =









s1 s2 s4 s3

−s∗2 s∗1 s∗3 −s∗4
s4 −s3 s1 −s2

−s∗3 −s∗4 s∗2 s∗1









. (4.24)

Changing the sign of the 2nd column and the 4th row leads to an ABBA-type QSTBC defined in (4.8):

SEAnew = Ī2[S
′
newĪ2]=SABBA(S̃12 ,̃S34)=

[

S̃12 S̃34

S̃34 S̃12

]

=









s1 −s2 s4 s3

−s∗2 −s∗1 s∗3 −s∗4
s4 s3 s1 −s2

s∗3 −s∗4 −s∗2 −s∗1









. (4.25)

TheĪi are diagonal matrices defined in (4.20) and (4.21), respectively, andS̃12 andS̃34 are the Alamouti-
type (2 × 2) STBCs (see Appendix B) with differently arranged symbols. The corresponding non-
orthogonal Grammian matrixQ has the same structure asQABBA given in (4.9) with the self-interference
parameterγEA already given in (4.11):

SEAnewSH
EAnew

= s2









1 0 γEA 0
0 1 0 γEA

γEA 0 0 0
0 γEA 0 1









.

Example 4.3 EA-type QSTBC obtained by Linear Transformations of the ABBA-type QSTBC

In a similar way as shown in the previous example, we can applythe linear transformation (4.22) on the
ABBA code (4.8) to obtain a new QSTBC. The new code matrix is generated by applying the following
linear transformations toSABBA

[

Ī4[P34SABBA

]

P12]Ī1 = SABBAnew , (4.26)

whereP34 denotes the permutation matrix that permutes the 3rd and the4th row of the ABBA code
matrix, P12 changes the 1st and the 2nd column of the code matrix in brackets , the diagonal matrix
Ī4 changes the sign in the 4th row, and the diagonal matrixĪ1 changes the sign of the 1st column the
corresponding matrix. Finally, the new code matrix has the structure of the EA-type QSTBC with

SABBAnew = SEA(S̃12 ,̃S34) =

[

S̃12 S̃34

−S̃∗
34 S̃∗

12

]

=









s2 −s1 s3 s4

s∗1 s∗2 −s∗4 s∗3
−s∗3 −s∗4 s∗2 −s∗1

s4 −s3 s1 s2









.

This linear transformation leads to a new QSTBC with a non-orthogonal Grammian matrixQ similar to
the EA code (4.4)

SABBAnewSH
ABBAnew

= s2









1 0 0 −γnew

0 1 γnew 0
0 γnew 1 0

−γnew 0 0 1









.
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with the self-interference parameter

γnew =
2Re(s1s

∗
3 + s2s

∗
4)

s2
. (4.27)

As has been demonstrated by these two examples, the linear transformations can lead to different
positions of the interference parameterγ in the corresponding Grammian matrix. However, we will
show that the positions of the interference parameter essentially do not influence the performance of the
QSTBC, but rather the value of the interference parameterγ effects the code performance.
In [48] some other examples of QSTBCs obtained by permutations of rows and/or columns of a given
code matrix can be found.

4.5 Equivalent Virtual Channel Matrix (EVCM)

As will be shown in this section, an important characteristic of QSTBCs is their unique equivalent, highly
structured, virtual MIMO channel matrixHv with the following property:

Definition 4.2 The equivalent virtual channel matrixHv is a matrix that satisfiesHH
v Hv =

∑N
1 |hi|2G,

whereG is a sparse matrix with ones on its main diagonal, having at least N2/2 zero entries at off-
diagonal positions and its remaining (self-interference)entries being bounded in magnitude by1.

The EVCM has a very similar structure as the code matrixS of the underlying QSTBC.

Example 4.4 Construction of the EVCM

Let us consider a QSTBC denoted byS, e.gSEA from (4.3), and an(4×1) frequency flat MISO channel.
Then we obtain

r = Sh + n, (4.28)

as already shown in (3.39) wherer denotes the vector of four temporally successive signal samples at the
receive antenna. The channel coefficients are denoted byh = [h1, h2, h3, h4]

T , andn = [n1, n2, n3, n4]
T

is the noise vector. Assuming a single receive antenna and the code matrixSEA given in (4.3) the re-
ceived signals within four successive time slots are given as:

r1 = s1h1 + s2h2 + s3h3 + s4h4 + n1

r2 = s∗2h1 − s∗1h2 + s∗4h3 − s∗3h4 + n2

r3 = s∗3h1 + s∗4h2 − s∗1h3 − s∗2h4 + n3

r4 = s4h1 − s3h2 − s2h3 + s1h4 + n4. (4.29)

If the second and the third row of the code matrixSEA is complex conjugated, then the modified received
signal vectory can be written as

y =









r1

r∗2
r∗3
r4









= Hvs + n̄, (4.30)

with

y1 = r1, n1 = n̄1

y2 = r∗2, n2 = n̄∗
2

y3 = r∗3, n3 = n̄∗
3

y4 = r4, n4 = n̄4,



40 4.6. RECEIVER ALGORITHMS FOR QSTBCS

and the virtual equivalent (4 × 4) channel matrixHv given as

Hv =









h1 h2 h3 h4

h∗
2 −h∗

1 h∗
4 −h∗

3

h∗
3 h∗

4 −h∗
1 −h∗

2

h4 −h3 −h2 h1









. (4.31)

In this caseHv can be interpreted as an equivalent, highly structured, virtual (4 × 4) MIMO channel
matrix (EVCM), replacing the(4 × 1) channel vectorh.

In this way, the QSTBC pretends a virtual, specificallystructured (4 × 4) MIMO channel with four
transmit and four virtual receive antennas. This EVCM simplifies the analysis of the QSTBCs as will be
shown in the next chapter.

4.6 Receiver Algorithms for QSTBCs

4.6.1 Maximum Ratio Combining

The simplest way to decode a QSTBCs is to apply a simple maximum ratio combining technique. A
maximum ratio combining (MRC) of the modified received signal vectory can be done in a very simple
way by multiplyingy with HH

v
3. Then we obtain a new decision vectorz as

z = HH
v y = HH

v Hvs + HH
v n̄

= Gs + Hvn̄, (4.32)

with thenon-orthogonal GrammianmatrixG = HH
v Hv. G is asparsematrix with the real-valued gain

factorh2 at its main diagonal and a self-interference factorX at some off-diagonal positions. This self-
interference factor can be real or purely imaginary, as we will explain later. This fact is very important
for the efficient decoding algorithm of the QSTBCs.
For the EA-type QSTBCs, thenon-orthogonal GrammianmatrixG has following form

G = HvH
H
v = HH

v Hv = h2









1 0 0 X
0 1 −X 0
0 −X 1 0

X 0 0 1









(4.33)

with

h2 = |h1|2 + |h2|2 + |h3|2 + |h4|2, (4.34)

and

X =
2Re(h1h

∗
4 − h2h

∗
3)

h2
.

Note, that in case of orthogonal STBCs the corresponding Grammian matrixG is strictly diagonal
(as it has been shown for the Alamouti scheme). Therefore, OSTBCs have an important advantage in
decoding, that comes from the fact that the inverse of the Grammian matrixG is proportional to the
identity matrix. This means that the MRC receiver degenerates to a low-complexity ZF receiver with
ŝ = 1/h2HHy = s + nZF and behaves exactly as an otherwise high-complex ML receiver.

3In literature, the operationHH
v is often denoted as matched filtering (MF). Through this thesis we will denote it as a MRC.
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Returning to ournon-orthogonal Grammianmatrix (4.33) corresponding to the MRC receiver oper-
ating according to (4.32), we find that decoding can be performed not one by one symbol but by splitting
up the decision vectorz into the subsetsz1 andz4, andz2 andz3. Due to the symmetry in (4.33), af-
ter MRC, the 4-input / 4-output system can be perfectly decoupled into sets of two 2-input / 2-output
systems. This can be seen by writing (4.32) explicitly as

z = h2









s1 + Xs4

s2 − Xs3

s3 − Xs2

s4 + Xs1









+ HH
v n̄ (4.35)

and by grouping the entries ofz in two pairs

[

z1

z4

]

= h2

[

1 X
X 1

] [

s1

s4

]

+

[

ñ1

ñ4

]

[

z2

z3

]

= h2

[

1 −X
−X 1

] [

s2

s3

]

+

[

ñ2

ñ3

]

, (4.36)

where thẽni i = 1, · · · , 4 are the receive noise terms after MRC. It is important to emphasize that the
two pairs of symbols in equation (4.35) are completely decoupled. As will be shown later, this leads to
complexity and computation reduction at the receiver.
After MRC an additional decoding step is required in order toretrieve the input signal. Different strate-
gies can be applied at this final step, from optimal Maximum Likelihood detection to ZF or MMSE
equalization (as will be described in the next section). Specific decoding solution for QSTBCs have been
derived in [44] and [49].

4.6.2 Maximum Likelihood (ML) Receiver

The ML detector is optimal in the sense of minimum error probability when all transmitted data vectors
are equally probable. However, this optimality is obtainedat the cost of an exponentially increasing com-
putational complexity depending on the symbol constellation size and the number of transmit antennas.
In general, the ML detector selects that signal vectors that minimizes the distanceDML1

(s) between
the receive vectory and all possible undisturbed output vectorsHvsi, wheresi stands for all possible
transmit vectors. For a specific transmit vectors we obtain

DML1
(s) = ||y − Hvs||2 = sHGs− 2Re(yHvs) + ||y||2. (4.37)

Considering a QPSK modulation we have to take into account44 = 256 symbol vectorssi to find the
best metricDML1

(s).
Using QSTBCs it is possible to reduce the decoding complexity of the ML- detector applying MRC
(4.32) toy before applying ML detection. In fact, the ML detection is now applied toz instead toy.
The benefit of this approach is that the MRC partly decouples the symbols. E.g for the EA-code (4.3)
the symbol pair{s1, s4} is decoupled from{s2, s3}. Consequently, the ML algorithm has to be applied
twice to search over both signal pairs but only over a reducedset of42 = 16 symbol pairs. The new
distance metric equivalent to (4.37) can be written as4

DML2
(s) = (z − Gs)HG−1(z − Gs). (4.38)

4A proof can be found in the Appendix D.
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Exploiting the sparse structure of the non-orthogonal Grammian matrix and following (4.36), for the
EA-type QSTBC, equation (4.38) results in

DML2
(s) =

















z1

z2

z3

z4









−









s1 + Xs4

s2 − Xs3

s3 − Xs2

s4 + Xs1

















H

1

1 − X2









1 0 0 −X
0 1 X 0
0 X 1 0

−X 0 0 1









·

















z1

z2

z3

z4









−









s1 + Xs4

s2 − Xs3

s3 − Xs2

s4 + Xs1

















=
1

1 − X2

[

z1 − h2(s1 + Xs4)
z4 − h2(s4 + Xs1)

]H [
1 −X

−X 1

] [

z1 − h2(s1 + Xs4)
z4 − h2(s4 + Xs1)

]

+
1

1 − X2

[

z2 − h2(s2 − Xs3)
z3 − h2(s3 − Xs2)

]H [
1 X
X 1

] [

z2 − h2(s2 − Xs3)
z3 − h2(s3 − Xs2)

]

= DML(s1, s4) + DML(s2, s3), (4.39)

with

DML(s1, s4) =
1

1 − X2

(

|z1 − h2(s1 + Xs4)|2 + |z4 − h2(s4 + Xs1)|2

− 2XRe{[z1 − h2(s1 + Xs4)][z
∗
4 − h2(s∗4 + Xs∗1)]}

)

(4.40)

and

DML(s2, s3) =
1

1 − X2

(

|z2 − h2(s2 − Xs3)|2 + |z3 − h2(s3 − Xs2)|2

+ 2XRe{[z2 − h2(s2 − Xs3)][z
∗
3 − h2(s∗3 − Xs∗2)]}

)

. (4.41)

The pair {s1, s4} is detected by minimizingDML(s1, s4) over all symbol combinationss1 and s4

transmitted over transmit antennant1 and nt4 and symbol pair{s2, s3} is detected by minimizing
DML(s2, s3) over all symbol combinationss2 and s3 transmitted over transmit antennant2 and nt3 .
Finally, both search algorithms (4.37) and (4.38) give the whole estimated transmit vectorŝ [47], [52],
[53]. Applying (4.38) or (4.40) and (4.41) respectively, the ML algorithm only searches over a reduced
set of42 = 16 symbol pairs. In Fig. 4.2 the performance of QSTBC applying aML receiver is shown.

4.6.3 Linear Receivers

Linear receivers (Zero Forcing (ZF) and Mean Squared Error(MMSE) receiver) can reduce the decoding
complexity but they typically suffer from noise enhancement. Linear detection can be described by

ŝ = (HH
v Hv + µI)−1z (4.42)

whereµ = 0 for the ZF receiver andµ = σ2
n for the MMSE receiver. The MMSE receiver behaves

similar to the ZF receiver, however with an additional term in the matrix inverse proportional to the noise
variance. In practice it can be difficult to obtain correct values ofσ2

n. But only for correct values a small
improvement compared to the ZF receiver can be obtained. Therefore, the MMSE technique is not used
in practice and will be not discussed in this thesis furthermore.
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A ZF receiver is highly appreciated for its low complexity. For large signal alphabets this can be
of great advantage, whereas for small signal alphabets the ML receiver can compete in complexity. ZF
decoding of QSTBCs separates the received signal into its components by

ŝ =
(

HvH
H
v

)−1
z = s +

(

HvH
H
v

)−1
Hv

H n̄ = s + ñ. (4.43)

The ZF receiver decouples the channel matrix intont parallel scalar channels with additive noise. The
noise is enhanced by the factor(HvH

H
v )−1 and furthermore, the noise is correlated across the channels

and contains signal components ofs (self-interference) due to the self-interference parameter X. The
correlation of the resulting noise samples is given by

E[ññH ] = σ2
n

(

HvH
H
v

)−1
= σ2

nG
−1

=
σ2

n

h2(1 − X2)









1 0 0 −X
0 1 X 0
0 X 1 0

−X 0 0 1









. (4.44)

In the final detection, the ZF receiver decodes each stream independently ignoring noise correlation and
self-interference. The decision about which symbols have been transmitted are then taken using a detec-
tor that associates to each term ofŝ the nearest symbol belonging to the constellation of the transmitted
symbols.
The resulting estimated signal vector is denoted asŝ. The ZF receiver reduces the decoding complexity,
but the receiver is sub-optimal and leads to a significant performance degradation. However, if the CSI
information is available at the transmitter, the self-interference can be compensated and the ZF receiver
can perform as well as the ML receiver, as we will show in next chapter.

Since we know the covariance matrix of the filtered noise, theBER of QSTBC for ZF receiver is easy
to calculate as has been shown in [47]. Thei-th diagonal element of the covariance matrix denotes the
variance of the modified noisẽn:

σ2
ñ =

σ2
ni

h2(1 − X2)
, 1 ≤ i ≤ 4 (4.45)

Considering (4.45), the BER for QSTBC is obtained5

BERZF = Eh2,X

{

Q
(
√

h2(1 − X2)

σ2
n

)}

, (4.46)

where the expectation value is computed with respect to the channel gainh2 and the self-interference
parameterX contained inG. The statistical properties ofh2 andX will be discussed in detail in Section
4.7.5.
From the above analytical result it is obvious, that the power of the filtered noise increases with increas-
ing X. Additionally, the correlation between the noise samplesn̄i also increases withX leading to a
performance gap compared with the results obtained by the MLreceiver [52]. The performance of the
QSTBC applying a low complexity ZF receiver is also shown in Fig. 4.2.

Example 4.5 Performance of the EA-type QSTBC for different receiver types

In Fig. 4.2 we illustrate the BER performance of the EA-type QSTBC given in (4.3) for different receiver
types in case of i.i.d. Rayleigh fading averaged over 10.000channel realizations. We apply an ML
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Figure 4.2: The performance of the QSTBC compared with idealthree and four-path diversity.

receiver as well as a ZF receiver and compare our simulation results with an ideal two, three and four
- path diversity transmission (assumingX = 0). The BER-performance is presented as a function of
the Eb/N0 with Eb/N0 = 1/2σ2

n. QPSK signal constellation with Gray coding has been used inour
simulations.
From the results in Fig. 4.2, we can conclude that the QSTBC applying the ZF receiver performs rather
weakly, e.g. at BER= 10−3 the QSTBC with four transmit antennas outperforms the idealtwo antenna
scheme only by about0,5 dB. Note that the Alamouti(2 × 1) scheme is equal to the ideal two-path
diversity (no self-interference). Obviously, the BER performance of the QSTBC with the ZF receiver
suffers from the noise enhancement compared to the ML decoding of QSTBCs. The QSTBC with the
ML receiver outperforms the two-antenna scheme by about2 dB at BER= 10−3. Comparing to the ideal
four-path transmission (with vanishing self-interference) there is loss of about2 dB at10−3 and the loss
increases further with increasingEb/N0 values.
The results shown in Fig. 4.2 indicate that the QSTBC with four transmit antennas heavily suffers from
the self-interference parameter X) such that at high SNR it only achieves diversity two instead of an
ideal diversity four. In the next chapter we will show several ways to improve the performance of the ZF
receiver by minimizing the channel interference parameterX.

4.7 EVCMs for known QSTBCs

Computing the EVCM for the three well known QSTBCs (4.8), (4.3), (4.13) and those QSTBC that are
obtained by linear transformations provides interesting insight into the specific properties of these codes.

5For the detailed derivation see [47].



CHAPTER 4. QUASI-ORTHOGONAL SPACE-TIME BLOCK CODE DESIGN 45

In the following,h2 denotes the overalchannel gain(also called fading factor) with

h2 = |h1|2 + |h2|2 + |h3|2 + |h4|2

indicating a potential system diversity order of four in allcases.

4.7.1 EVCM for the Jafarkhani Code

As already shown in Example 4.4, by changing the second and third element of the receive vector that
stems from the EA-code matrixSEA into their conjugate complex-values, the EVCM for the EA-code
can be derived. This virtual channel matrixHvEA

shows the same sub-block structure as the code matrix
SEA in (4.3) and results in

HvEA
=

[

Hv12
Hv34

H∗
v34

−H∗
v12

]

=









h1 h2 h3 h4

h∗
2 −h∗

1 h∗
4 −h∗

3

h∗
3 h∗

4 −h∗
1 −h∗

2

h4 −h3 −h2 h1









. (4.47)

The corresponding non-orthogonal Grammian matrixGEA results in:

GEA = HH
vEA

HvEA

= h2









1 0 0 XEA

0 1 −XEA 0
0 −XEA 1 0

XEA 0 0 1









(4.48)

= h2

[

I2 WE

−WE I2

]

,

whereh2 is the channel gain factor given in (4.34),I2 is the(2 × 2) identity matrix,WEA is defined as

WEA =

[

0 XEA

−XEA 0

]

, (4.49)

andXEA is a channel dependent self-interference parameter resulting in

XEA =
2Re(h1h

∗
4 − h2h

∗
3)

h2
. (4.50)

4.7.2 EVCM for the ABBA Code

Similarly to Example 4.4, the second and the fourth element of the receive vector are complex conjugated.
Then we obtain the equivalent virtual MIMO channel matrix for the ABBA Code (4.8):

HvABBA
=

[

Hv12
Hv34

Hv34
Hv12

]

=









h1 h2 h3 h4

h∗
2 −h∗

1 h∗
4 −h∗

3

h3 h4 h1 h2

h∗
4 −h∗

3 h∗
2 −h∗

1









. (4.51)

Multiplying (4.51) with its Hermitian conjugate leads to the Grammian matrixGABBA:

GABBA = HH
vABBA

HvABBA

= h2









1 0 XA 0
0 1 0 XA

XA 0 1 0
0 XA 0 1









(4.52)

= h2

[

I2 WA

WA I2

]

,
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whereh2 is the channel gain given in (4.34),I2 is the(2 × 2) identity matrix,WA defined as

WABBA =

[

XA 0
0 XA

]

(4.53)

andXA is a channel dependent self-interference parameter resulting in:

XA =
2Re(h1h

∗
3 + h2h

∗
4)

h2
. (4.54)

4.7.3 EVCM for the Papadias-Foschini Code

A third version of an EVCM is obtained from the Papadias-Foschini code (4.13). This EVCM does not
have a sub-block structure as the EVCMs discussed above:

HvPF
=









h1 h2 h3 h4

−h∗
2 h∗

1 −h∗
4 h∗

3

−h3 h4 h1 −h2

−h∗
4 −h∗

3 h∗
2 h∗

1









. (4.55)

The Grammian matrixGPF is obtained as

GPF = HH
vPF

HvPF

= h2









1 0 XPF 0
0 1 0 −XPF

−XPF 0 1 0
0 XPF 0 1









(4.56)

= h2

[

I2 WPF

−WPF I2

]

whereh2 is the channel gain given in (4.34),I2 is the(2 × 2) identity matrix,WPF is defined as

WPF =

[

XPF 0
0 −XPF

]

(4.57)

with the channel dependent self-interference parameterXPF :

XPF =
2jIm(h∗

1h3 + h2h
∗
4)

h2
. (4.58)

4.7.4 Other EVCMs with Channel Independent Diagonalization of G

The main focus in the design of useful QSTBCs is the Grammian matrixG that is of essential importance
in decoding the QSTBCs. Following Definition 4.1 and Definition 4.2, the Grammian matrix of each
QSTBC for four transmit antennas can be written in the following general way:

GQSTBC = HH
v Hv = HvH

H
v

= h2

[

I2 XcodeWl

XcodeWl I2

]

l = 1,2 (4.59)
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with Wl beeing either

W1 =

[

±1 0
0 ±1

]

, or W2 =

[

0 ±1
±1 0

]

. (4.60)

The Grammian matrixG should approximate a scaled identity-matrix as far as possible to achieve
full diversity and optimum BER performance. IfG is a scaled identity matrix, we have an orthogonal
STBC and we could use a simple linear matrix multiplication of the modified received vectory byHH

v to
decouple the vector component ofs perfectly and to obtain full diversity orderd = 4. Otherwise,Xcode

leads to a partial interference between symbol pairs. This means,X should beas small as possible. As
(4.46) indicates, we can achieve full diversityd = 4, if X can be made zero. In the next chapter we will
show several ways to minimize the self-interference parameter X.

A nice property of the Grammian matrixG shown in (4.59) is the fact that it can be diagonalized by
Λ = DT GD with a channelindependenteigenmatrixD [45], [52] given as

D =
1√
2

[

I2 Ji

Ji I2

]

, (4.61)

consisting of the(2 × 2) identity matrixI2, andJi resulting either as

J1 =

[

0 ±1
±1 0

]

or J2 =

[

±1 0
0 ±1

]

(4.62)

depending on which code design is considered.J1 results in case of the EA-type QSTBCs andJ2 in case
of the ABBA-type or the PF-type QSTBCs.
The diagonal matrixΛ consists of two pairs of eigenvalues with :

λ1 = λ2 = h2(1 + X)

λ3 = λ4 = h2(1 − X). (4.63)

Obviously, these eigenvalues depend on the channel parameters. In case ofX = 0 all eigenvalues are
equal.

4.7.5 Statistical Properties of the Channel Dependent Self-Interference Parameter

Since the self-interference parameterX is the most important parameter of a QSTBC with respect to di-
versity order and BER performance, in the following we will discuss its statistical properties at Rayleigh
fading channels in detail. If the channel coefficientshi are complex i.i.d. Gaussian distributed random
variables, then the probability density function (pdf) ofX can be easily derived. Starting e.g. withXEA

in (4.50) given as:

XEA =
2Re(h1h

∗
4 − h2h

∗
3)

h2
(4.64)

we can calculateXEA + 1 as [47]

XEA + 1 =
|h1 + h4|2 + |h2 − h3|2

|h1|2 + |h2|2 + |h3|2 + |h4|2
. (4.65)

Sincehi are i.i.d. complex-valued Gaussian distributed variables, the variablesh1 + h4 andh2 − h3 are
also complex Gaussian distributed and independent of each other. Defining a linear orthogonal coordinate
transformation

u = (h1 + h4)/
√

2, v = (h2 − h3)/
√

2,

u′ = (h1 − h4)/
√

2, v′ = (h2 + h3)/
√

2, (4.66)
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we obtain
4
∑

i=1

|hi|2 = |u|2 + |v|2 + |u′|2 + |v′|2 = h2.

By substituting (4.66) into (4.65) we obtain

XEA + 1

2
=

|u|2 + |v|2
|u|2 + |v|2 + |u′|2 + |v′|2 =

χ2
1

χ2
1 + χ2

2

. (4.67)

χ2
1 andχ2

2 are statistically independent random variables [47] that are chi-square distributed withν1 =
ν2 = 4 degrees of freedom and (4.67) is Beta(p, q) distributed withp = ν1/2 = 2 andq = ν2/2 = 2
degrees of freedom. Then the pdf ofXEA + 1 results in

f(ξ) =
1

B(p,q)
ξp−1(1 − ξ)q−1, with p = ν1/2 = 2, q = ν2/2 = 2. (4.68)

For ν1 = ν2 = 4 the pdf (4.68) results inf(ξ) = 6ξ(1 − ξ). Transforming (4.67) back toX, the
probability density function of the self-interference parameterXEA results in [47]

fXEA
(x) =

{

3
4(1 − x2) ; |x| < 1,
0 ; else .

(4.69)

This function is depicted in Fig. 4.3 forX > 0. Obviously, |XEA| is highly distributed around zero.
Consequently, the four eigenvalues ofG given in (4.63) are mostly nearh2. SinceXEA is always
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Figure 4.3: The pdf of|XEA|.

the sum or the difference of two terms which are the product oftwo i.i.d. complex-valued channel
coefficients that are i.i.d. complex-valued Gaussian distributed, the pdf of all interference parameters,
that are composed in this way is the same for all QSTBCs and given by (4.69).
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4.7.6 Common Properties of the Equivalent Virtual Channel Matrices Corresponding to
QSTBCs

Let us now summarize the main properties of the EVCMs and their Grammian matricesG for four
transmit antennas:

1. Any virtual MIMO channel matrixHv has a structure very similar to the corresponding quasi-
orthogonal code matrixS.

2. Working out linear transformations onS in such a way that the sparse structure ofG with only
one off-diagonal self-interference parameterX is maintained, these transformations may change
thevalue of X.

3. The self-interference parameterX indicates the non-orthogonality of the code. The closerX is to
zero, the closer is the quasi orthogonal code to an orthogonal code withG = h2I.

4. |X| is bounded by1, and thus the eigenvalues ofG are in the range ofh2[0,2].

5. In all (4×4) EVCMs, the Grammian matrixG has two pairs of eigenvalues with valuesh2(1±X).
Due to the channel gain given in (4.34), QSTBCs provide potentially full diversity, if X 6= 1.

6. SinceX is the only term that changes its value with the constrained linear transformations,only
the values ofX (but not the eigenvectors ofHv) depend on the particular channel realization, and
thus determine the BER performance of the code.

7. By an appropriate code design,X can be designed to be either purely real-valued or purely
imaginary-valued (as will be shown in Section (4.7.7.1)).

The number of distinct QSTBCs is not easy to find. However, thenumber ofusefulcodes that show
a distinct behavior on a given wireless MIMO channel can be easily derived. Although many linear
transformations exist which lead to different QSTBCs, someconstraints are necessary to achieveuseful
QSTBC codes in the case of four transmit antennas. Therefore, we propose a definition ofusefulQSTBCs
considering a QSTBC design with respect to their corresponding EVCMs:

Definition 4.3 AusefulQSTBC of dimensionN×N has an EVCM that satisfiesHvHv
H =

∑N
1 |hi|2G

with G being a sparse matrix with ones on its main diagonal, having at leastN2/2 zero entries at off-
diagonal positions and its remaining entries being boundedin magnitude by1.

With the Definition (4.3) and the design rules proposed in theprevious sections, we can reduce the
large number of different QSTBCs to 12usefulcode types for four transmit antennas. In the next section
we will present these 12 useful code types and we will discusstheir BER performance.

4.7.7 Useful QSTBC Types

In previous sections, we have required, that by linear transformations of the QSTBCs the sparse struc-
ture of the GrammianG matrix is preserved and only the value of the interference parameterX may
be changed. By these constraints, the number of useful QSTBCs that perform differently can be easily
calculated. SinceX is always the real or the imaginary part of the sum or the difference of two complex
terms which are the product of two channel coefficients in case of four transmit antennas, only 12 dif-
ferent code types exist (we do not count the negative values of X seperately, since these codes have the
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same BER performance). The 12 distinctX values that can occur with useful QSTBCs are listed below.
First, six code types with real-valued self-interference parametersXi are given as:

X1 =
2Re(h1h

∗
3 + h2h

∗
4)

h2

X2 =
2Re(h1h

∗
3 − h2h

∗
4)

h2

X3 =
2Re(h1h

∗
2 + h3h

∗
4)

h2
(4.70)

X4 =
2Re(h1h

∗
2 − h3h

∗
4)

h2

X5 =
2Re(h1h

∗
4 + h2h

∗
3)

h2

X6 =
2Re(h1h

∗
4 − h2h

∗
3)

h2
.

Additionally, we can get six code types with purely imaginary-valuedXi given as:

X7 =
2jIm(h1h

∗
3 + h2h

∗
4)

h2

X8 =
2jIm(h1h

∗
3 − h2h

∗
4)

h2

X9 =
2jIm(h1h

∗
2 + h3h

∗
4)

h2
(4.71)

X10 =
2jIm(h1h

∗
2 − h3h

∗
4)

h2

X11 =
2jIm(h1h

∗
4 + h2h

∗
3)

h2

X12 =
2jIm(h1h

∗
4 − h2h

∗
3)

h2
.

The corresponding QSTBCs can be found by starting with an arbitrary QSTBC and applying appro-
priate linear transformations as described in Section 4.4.1. Given a wireless channel, these 12 possible
variants ofX indicate whether the obtained code is close to an orthogonalcode or not. A detailed
analysis of these codes is given in Section 4.7.8.

4.7.7.1 QSTBCs with real and purely imaginary-valued self-interference parameters

In Appendix C we have listed examples of useful QSTBCs matricesS. The subscripts of the QSTBCs
presented there correspond to the subscripts of the channeldependent parametersXi given in (4.70)
and (4.71). By linear transformations many different variants of the QSTBCs with the same channel
dependent self-interference parameterX can be obtained. In fact, we distinguish between two classesof
QSTBCs according to their interference parameterX: Codes with real-valued self-interference parame-
tersXi and codes with imaginary-valued self-interference parametersXi.
Studying these different codes we have found one additionalinteresting property of QSTBCs:

Conjecture 4.1 If the QSTBC signal matrix has a block-structure obtained bytwo different(2 × 2)
Alamouti-like matrices and their conjugate complex and/ortheir negative variants, the values ofX are
always real-valued. Otherwise,X is purely imaginary.
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We corroborate this conjecture by an example.

Example 4.6 QSTBCs with real-valued channel dependent self-interference parameterX.

We start with the ABBA-type QSTBC (4.8)

QSTBC =

[

S1 S2

S2 S1

]

with the EVCM Hv =

[

Hv1 Hv2

Hv2 Hv1

]

, (4.72)

whereHv1
andHv2

are(2 × 2) EVCMs with Alamouti-like structure. e.g.

Hv1
=

[

h1 h2

−h∗
2 h∗

1

]

, Hv2
=

[

h3 h4

−h∗
4 h∗

3

]

. (4.73)

The Grammian matrix ofHv can be calculated as

G = HvH
H
v = HH

v Hv

=

[

Hv1
Hv2

Hv2
Hv1

]

·
[

Hv1
Hv2

Hv2
Hv1

]H

=

[

Hv1
Hv2

Hv2
Hv1

]

·
[

HH
v1

HH
v2

HH
v2

HH
v1

]

=

[

Hv1
HH

v1
+ Hv2

HH
v2

Hv1
HH

v2
+ Hv2

HH
v1

Hv1
HH

v2
+ Hv2

HH
v1

Hv1
HH

v1
+ Hv2

HH
v2

]

. (4.74)

Hv1
HH

v1
andHv2

HH
v2

are real-valued and the corresponding(2 × 2) Grammian matrices are diagonal:

Hv1
HH

v1
= (|h1|2 + |h2|2)I2 (4.75)

Hv2
HH

v2
= (|h3|2 + |h4|2)I2. (4.76)

The off-diagonal submatrices of the matrixG show the following structure:

Hv1
HH

v2
+ Hv2

HH
v1

= Hv1
HH

v2
+ (Hv1

HH
v2

)H

= A + AH . (4.77)

From matrix algebra, we know that if a matrixA is a complex-valued matrix, than it follows thatA+AH

is a matrix with real diagonal values (aii + a∗ii = 2Re{aii}). Thus the termHv1
HH

v2
+ Hv2

HH
v1

is a
(2 × 2) matrix with real diagonal values:

Hv1
HH

v2
+ Hv2

HH
v1

=

[

h1 h2

−h∗
2 h∗

1

]

·
[

h3 h4

−h∗
4 h∗

3

]H

+

[

h3 h4

−h∗
4 h∗

3

]

·
[

h1 h2

−h∗
2 h∗

1

]H

=

[

h1h
∗
3 + h2h

∗
4 −h1h4 + h2h3

−h∗
2h

∗
3 + h∗

1h
∗
4 h∗

2h4 + h∗
1h3

]

+

[

h3h
∗
1 + h4h

∗
2 h4h1 − h3h2

h∗
3h

∗
2 − h∗

4h
∗
1 h∗

4h2 + h∗
3h1

]

=

[

2Re(h1h
∗
3 + h2h

∗
4) 0
0 2Re(h1h

∗
3 + h2h

∗
4)

]

. (4.78)

This real diagonal value has been called self-interferenceparameter in the previous section. Therefore
any QSTBC signal matrix with a block structure as the ABBA-type QSTBC, (4.8) has a real-valued self-
interference parameterX. In a similar way it can be shown that all QSTBCs with block structure from
the EA-type QSTBC (4.3) have a real-valued self-interference parameter.
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4.7.8 Impact of Spatially Correlated Channels on the Self-Interference Parameter X

In this section we show simulation results for the 12 useful QSTBC types with distinct values ofXi.
We simulated the BER in case of QPSK as a function ofEb/N0. Note that the subscripti of the code
Si corresponds to the subscript of the self-interference parameterXi, (i = 1, 2, · · · , 12) given in (4.70)
and (4.71). The 12 corresponding QSTBCs can be found in Appendix C. The QSTBCsS1 to S6 have
real-valued channel dependent interference parametersX1 toX6 and the codesS7 toS12 have imaginary-
valued channel dependent interference parametersX7 to X12. In our simulations, we have used a QPSK
signal constellation and the transmitted bit sequence is modelled as a stationary, statistically independent
random sequence with equal symbol probability. The bit-to-symbol mapping uses Gray coding to guar-
antee that a nearest neighbor symbol error only results in a single bit error. The Rayleigh fading channel
has been kept constant during the transmission of each code block of length four but has been changed
independently from block to block.

At the receiver side, we have implemented ML receivers as well as ZF receivers. Each code was
simulated on i.i.d. Rayleigh fading channels and on spatially correlated channels (correlation factor
ρ = 0,75 and0,95) using the the correlation matrix already defined in Chapter2, Eqn. (2.13) :

Rhh = E[hhH ] =









1 ρ ρ2 ρ3

ρ 1 ρ ρ2

ρ2 ρ 1 ρ
ρ3 ρ2 ρ 1









. (4.79)

Consider the 12 different values ofXi in detail. In case of spatially correlated Rayleigh fading channels
the average value of the|Xi| variables can be evaluated as

E[|X1|] = ρ2

E[|X2|] = 0

E[|X3|] = ρ

E[|X4|] = 0 (4.80)

E[|X5|] = (1 + ρ2)ρ/2

E[|X6|] = (1 − ρ2)ρ/2

while the modulus of the imaginary-valuedXi are all zero in the mean. These functions are shown in
Fig. 4.4. In the case of i.i.d. channels the mean values of|Xi| are all zero. As Figures 4.5 - 4.8 show, the
performance of all 12 codes on i.i.d. channels is indeed identical for the ZF receiver as well for the ML
receiver.

For the spatially correlated channel, however, the situation is different. In this case, we have

E[|X2|] = E[|X4|] = 0

and
E[|X6|] ≤ E[|X1|] ≤ E[|X5|] ≤ E[|X3|].

The performance of the corresponding codes is accordingly:Fig 4.4 reveals that on correlated channels
codes with smaller values of|X| perform better than codes with larger values of|X|. Obviously, the
codes withX2 andX4 show the best performance. In conclusion, assuming a linearantenna array with
correlation properties given in (4.79), codesS2,S4 andS7 to S12 perform best on spatially correlated
channels.
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Figure 4.4: Expectation of|Xi| as a function ofρ.

4.8 BER Performance of 12 useful QSTBCs

4.8.1 BER Performance of QSTBCs using Linear ZF Receiver

Fig. 4.5 shows simulation results for the codes with real-valued channel dependent self-interference pa-
rametersXi if a ZF receiver is applied. For not to high channel correlation, withρ = 0,75, (Fig. 4.5 (a))
the codesS2 andS4 outperform all other codes with real values ofX by 0,1 to 3 dB at BER= 10−2.
The performance loss compared to i.i.d. channels is only about 1 dB. The worst performance shows code
S3 with about4 dB overall performance loss compared to i.i.d channels.

For high channel correlation (ρ = 0,95) the codesS2,S4 andS6 are more robust against channel
correlation than the other three codes (Fig. 4.5 (b)). The performance of the codeS3 deteriorates dra-
matically. The performance gap between codesS3 andS2 is about7 dB at BER= 10−2.

In Fig. 4.6 the simulation results for codes with imaginary values ofX (S7 − S12) are shown. In
low correlated channels (ρ = 0,75) the performance of all code members is quite similar (Fig. 4.6 (a)).
For higherEb/N0 values (above 15 dB) there is only a small performance difference between all codes,
about1 dB. Comparing to the i.i.d channels, there is only a small performance loss of about0,3 dB at
BER= 10−2 (Fig. 4.6 (b)).

Fig. 4.6 (b) shows the simulation results for codes with imaginary-valued channel dependent self-
interference parametersX in highly correlated channels (ρ = 0,95). Obviously, all six codes perform
very well even in highly correlated channels. A performanceloss up to4 dB at BER= 10−2 compared
to the performance on spatially uncorrelated channels can be observed. Note that all these code members
with imaginary-valuedX are at least as good as all code members with real-valuedX in highly correlated
channels!
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Figure 4.5: BER performance of QSTBCsS1 − S6 on spatially uncorrelated and spatially correlated
channels using a ZF receiver a)ρ = 0,75, b) ρ = 0,95.
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Figure 4.6: BER performance of QSTBCsS7 − S12 on spatially uncorrelated and spatially correlated
channels and ZF receiver a)ρ = 0,75, b) ρ = 0,95.

4.8.2 BER Performance of QSTBCs using a ML Receiver

In this subsection we present simulation results for all 12 code types when an ML receiver is used. Fig.
4.7 shows the BER performance for the six codes with real-valued channel parametersXi in spatially
correlated channels withρ = 0,75 andρ = 0,95 respectively. As in the case of an ZF receiver, the codes
S2 andS4 outperform all other codes with real-valuedX in correlated channels and the codeS3 shows
the worst performance. For a correlation ofρ = 0,75 these codes show a performance loss of1 to 3 dB
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at BER= 10−2 compared to the results on uncorrelated i.i.d. MIMO channels (Fig. 4.7 (a)).
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Figure 4.7: BER performance of QSTBCsS1 − S6 on spatially uncorrelated and spatially correlated
channels and ML receiver a)ρ = 0,75, b) ρ = 0,95.

In highly correlated channels (Fig. 4.7 (b)) the performance of codeS3 degrades enormously as
in the case when a ZF receiver is used. Obviously, this code collapses in highly correlated channels
regardless what receiver algorithm is applied. The BER performance for the six codes with imaginary-
valued channel parametersXi in spatially correlated channels is presented in Fig. 4.8 for ρ = 0,75 (a)
and forρ = 0,95 (b) respectively. For channels correlated by a factorρ = 0,75 all code members show
the same BER performance and there is an overall loss of0,5 dB compared to spatially uncorrelated
channels. For highly correlated channels (ρ = 0,95) we can see a loss of about5 dB at BER=10−3 for
all codes. In a high correlation scenario, all codes with imaginary-valuedXi perform equally; they are
quite robust against channel correlation.

4.8.3 BER Performance of QSTBCs on Measured MIMO Channels

In the analysis of STBCs, mostly channel models with i.i.d. Rayleigh fading channel transfer coefficients
have been used. Since this is rather far from practical setups, it is better to use realistic MIMO channels to
evaluate different transmission schemes. In [16], [57], [58] (and references therein) it was shown that the
realistic MIMO channels provide a significantly lower channel capacity than the idealized i.i.d. channels.
This is mainly due to spatially correlated MIMO channel coefficients. In [60] and [61] the performance of
some codes on measured MIMO channels has been studied. In this section we investigate the behavior
of all distinct 12usefulQSTBCs defined above on measured indoor MIMO channels. Additionally
we use realistic channel parameter measurements to estimate the correlation matrices necessary for the
generation of a Kronecker channel model as defined in Chapter2.

4.8.3.1 Measurement Setup

In order to get realistic channel parameters, model parameters are extracted form MIMO channel mea-
surements, which have been performed at our Institute. In the following, some important measurement
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Figure 4.8: BER performance of QSTBCsS7 − S12 on spatially uncorrelated and spatially correlated
channels and ML receiver a)ρ = 0,75, b) ρ = 0,95.

parameters are listed:

carrier frequency 5,2 GHz
bandwidth 120 MHz

transmit antenna array virtual 20 × 10 antenna array with0,5λ inter element spacing
receive antenna array 8 element Uniform Linear Array (ULA) with0,4λ inter element spacing

Details about the measurements can be found in [16], [57].

The channel measurements have been performed at the Institute of Communications and Radio-
Frequency Engineering at the Vienna University of Technology. The measurements have been performed
with the RUSK ATM wideband vector channel sounder [59] with ameasurement bandwidth of120 MHz
at a centre frequency of5,2 GHz. At the transmit (TX) side, a virtual20 × 10 matrix formed by a hor-
izontally omnidirectional TX antennas and at the receive (RX) side an 8-element uniform linear array
(ULA) of printed dipoles with0,4λ inter-element spacing and 120◦ 3 dB beamwidth have been used.
The transmit antennas have been fixed for all measurements, whereas several positions of the receive an-
tenna array have been considered, where the 8 element receive ULA has been looking in three different
directions. These directions are labeled with D1, D2 and D3.An example for the notation of a measure-
ment scenario is”14D3”, where 14 stands for the RX position 14 and D3 denotes that thereceive arrays
broadside is looking in direction 3.

In the following it is explained how the model parameters areextracted from the measurement data.
The channel transfer coefficients have been measured between the virtual20×10 transmit array and the 8
element ULA at the receiver at 193 frequency values. With thelarge virtual transmit array, it is possible
to find 130 distinct realizations of an 8 element linear transmit array. For example, one realization is
produced by taking the 1st to the 8th element of the first row (out of 10 rows) from the virtual transmit
antenna array. The second realization refers to the positions 2 to 9 of the first row and so on. Taking
into account all rows, 130 so-called spatially distinct realizations can be found. Note that the inter
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element spacing is0,5λ for each realization. Taking into account the 8 element ULA at the receiver, 130
realizations of an(8× 8) indoor MIMO channel matrix can be obtained for every frequency bin. 193 so-
called frequency realizations for each spatial realization are available and thus in total130 ·193 = 25.090
realizations of an(8 × 8) MIMO channel matrix are obtained, which is considered to be asufficiently
large ensemble.
Extracting the channel parameters for one(4× 1) MIMO channel, only the first four rows of the(8× 8)
channel matrix discussed above are considered. Each of these rows consists of 8 elements, where again
only the first four are used. Thus, a distinct(4 × 1) matrix out of each(8 × 8)matrix is extracted.

4.8.3.2 Simulation Results

For our simulation, the position (Rx17D1) has been chosen because it contains a Line-of-Sight (LOS)
component with a strong correlation between the MIMO channel transfer coefficients. In this scenario
there is a significant difference in ergodic capacity between the measured channel and the corresponding
Kronecker channel model derived from these measurements [19]. We used all25.090 realization of mea-
sured MIMO channel to analyze the performance of the QSTBC. QPSK signal constellation was used.
Fig. 4.9 shows the performance of the 12usefulQSTBCs applying the ZF receiver. Fig. 4.10 shows the
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Figure 4.9: BER performance of QSTBCsS1 toS12 on real MIMO channels and ZF receiver a) QSTBCs
with real-valued ofXi , b) QSTBCs with imaginary-valued ofXi.

performance of the codes if the ML receiver is used. For both receiver types, from 6 codes with real-
valuedX, the codesS2 andS4 perform best (see Fig. 4.9 (a) for the ZF receiver and for the ML receiver
(see Fig. 4.10 (a)). A gain of about 3 dB at a BER= 10−3 is obtained forS2 compared toS3.
In Fig. 4.9 (b) the performance of codes with imaginary-valuedXi applying the ZF receiver is depicted.
At the BER= 10−3 the codes differ up to2,5 dB (S12 andS11). For the ML receiver, the BER perfor-
mance of all code members with imaginary-valued X are almostequal Fig. 4.10(b). Between the best
code,S8 and the worst codeS1 there is a difference of about0,5 dB at a BER= 10−3.

Furthermore, we can see that all six codes with imaginary values ofXi perform better than those with
real values ofXi, no matter which receiver type is used. The difference in coding gain is about 2 dB at



58 4.9. SUMMARY

BER= 10−3, betweenS3 (the worst code with real-valuedX) andS11 (the worst code with imaginary-
valuedX) and about 0,1 dB betweenS2 (the best code with real-valuedX) andS12 (the best code with
imaginary-valuedX). It is interesting to observe, that the codes with imaginary-valuedXi outperform
all other codes for correlated channels and for measured indoor channels.

−10 −5 0 5 10 15 20
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 [dB]

B
E

R

S3
S5
S1
S6
S4
S2
i.i.d. channel

−10 −5 0 5 10 15 20
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 [dB]

B
E

R

S11
S10
S9
S7
S12
S8
i.i.d. channel

a) b)

Figure 4.10: BER performance of QSTBCsS1 to S12 on real MIMO channels and ML receiver a)
QSTBCs with real-valued ofXi , b) QSTBCs with imaginary-valued ofXi.

4.9 Summary

This chapter discussed the performance of quasi-orthogonal space-time codes (QSTBC) for four trans-
mit antennas and one receive antenna on spatially correlated and uncorrelated MIMO channels. First, a
consistent definition of a QSTBC for four transmit antennas has been given and it has been shown that
distinct QSTBCs are obtained by constrained linear transformations and that already existing codes like
the ABBA code or the Jafarkhani code can be transformed into each other by such linear transformations.
The main point of the second part of the chapter was the introduction of the equivalent virtual channel
matrix (EVCM) of a QSTBC, that can be used to efficiently analyze different QSTBCs. The EVCM
can also be used to apply a low complexity ZF receiver rather than an ML receiver type. It has been
shown that the EVCM has the same structure as the corresponding QSTBC. The interference parameter
Xcode is the only relevant code parameter that is responsible for the non-orthogonality of the code and
has essential impact on the BER performance. The closerXcode is to zero, the closer is the code to an
orthogonal code minimizing the BER. Based on this parameterXcode we showed that only 12 essentially
different QSTBCs exist that differ in performance. In last section of this chapter, we analyzed the BER
performance of all these 12 codes on i.i.d. channels as well as on correlated channels, and on indoor
MIMO channels measured at our Institute.



Chapter 5

Quasi-Orthogonal Space-Time Block
Codes with Partial Channel Knowledge

5.1 Introduction

In previous chapters various space-time coding schemes have been presented. In the analysis of these
STBCs it is usually assumed that the channel state information (CSI) is known perfectly at the receiver
but not at the transmitter. On the other hand, CSI can be made available at the transmitter. In some cases
CSI is limited to the channel statistics whereas the actual CSI is unknown. In fact, the transmitter should
exploit any channel information available. This knowledge, whether partial or complete, can be advan-
tageously exploited to adapt the transmission strategy in order to optimize the system performance. Full
channel knowledge at the transmitter implies that the instantaneous channel transfer matrixH is known
at the transmitter.

If the channel is known at the transmitter the channel capacity can be increased by resorting to the
so-calledwater-filling principle [1]. In order to use water-filling we have to perform a singular value
decomposition (SVD) of the MIMO channel ifH is available at the transmitter [82]. Define the SVD of
the channel matrixH as

H = UΛVH (5.1)

whereU is annr×nr matrix,V is nt×nt complex unitary matrix andΛ is annr×nt matrix containing
real, non-negative singular valuesλ

1/2
i , i = 1, 2, · · · , r andλi are at the same time the eigenvalues of

the matrixHHH (r denotes the rank of the matrixH). Applying a preprocessing of the transmit vector
s and of the modified receive vectory due to

ỹ = UHy

ñ = UHn

s̃ = VHs

(5.2)

then the channel model in (2.2),y = Hs + n, can be reformulated as

ỹ = Λs̃ + ñ. (5.3)

SinceΛ is annr × nt matrix with r nonzero elements, we have effectivelyr parallel and independent
transmission channels. When we transmit a vectors through a MIMO channel in this way, we excite

59
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the so-called eigenmodes of the channel. Each eigenmode is directly related to one of the channel eigen
vectors and each mode is received with a gain proportional tothe corresponding singular value, or in a
quadratic sense, with a power gain equal toλi. Thus the eigenvalues ofHHH play a fundamental role
in characterizing the performance of a MIMO channel.

With full CSI at the transmitter, the water-filling transmission scheme pours power on the eigenmodes
of the MIMO channel in such a way that more power is delivered to stronger eigenmodes and less or no
power to the weaker eigenmodes. This algorithm is an optimalpower allocation algorithm. Since this
algorithm only concentrates on good-quality channels and rejects the bad ones during each channel real-
ization, it is easy to understand that this method yields a capacity that is equal or better than the situation
when the channel is unknown to the transmitter.
Another strategy with full channel knowledge at the transmitter is beamforming[62], [63] where only
the strongest eigenmode is used. However, beamforming is a specific example of signal processing at the
transmitter, as it works only in the spatial domain. Note however, that this technique requires transmit
amplifiers which are highly linear [62]. At low SNR beamforming is a spectrally efficient transmission
scheme and at high SNR, where more channel eigenmodes can be used, water-filling is better for achiev-
ing high channel capacity.

In general and assuming an ideal channel knowledge at the transmitter, a transmission using a STBC
performs worse than a system using a beamforming technique [69], [70]. This stems from the fact, that
STBC systems spreads the available power uniformly in all directions in space, while beamforming uses
information about the channel to steer energy in the direction of the receiver. The gap in the performance
between the two methods can be quite significant, especiallyin highly correlated channels.
One general drawback of methods relying on complete CSI at the transmitter is feasibility and the need
for a feedback path delivering CSI from the receiver to the transmitter. In practical situations, the feed-
back channel may allow only partial CSI to be returned to the transmitter in order to save bandwidth in
the feedback path. Partial channel knowledge might refer tosome parameters of the instantaneous chan-
nel or some statistics on the channel. To close the gap between the beamforming system and the STBC
based system, improved space time coding using feedback of partial or full channel state information to
the transmitter may be used.

5.1.1 QSTBCs Exploiting Partial CSI using Limited Feedback

Designing STBCs and evaluating the performance of STBCs in transmission schemes with feedback has
been an intensive area of research resulting in several different transmit strategies [64] - [81]. Partial
CSI feedback can correspond to a quantized channel estimate[68], or can be used to find an optimum
index in a finite set of precoder matrices [69],[71], or can beused for antenna selection [77]-[81] or for
code selection [64]-[67]. Each of these partial feedback options returns a limited number of channel
information bits from the receiver to the transmitter. Due to practical limitations, the number of feedback
bits per code block returned from the receiver to the transmitter should be kept as small as possible.

Diversity order is an important indicator of the performance of any multi-antenna transmission scheme.
Since QSTBCs without feedback do not achieve full diversity, research on QSTBCs with partial feed-
back is beginning to gain more and more attention. For instance, a very simple and clever scheme was
presented in [64] where block codes with feedback have been used. On the transmitter side code se-
lection according to the feedback bit is performed. Selecting one of two possible code matrices already
leads to full diversity and some coding gain. However, this scheme requires also perfect synchronization
of transmitter and receiver. If this synchronization is erroneous or the feedback information is decoded
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incorrectly this concept easily looses most of its benefits.One more disadvantage of the scheme pro-
posed in [64] is that by increasing the number of transmit antennas, the required number of feedback bits
increases proportional.
In [65], [67] we presented recently an even simpler version of a channel adaptive code selection(CACS)
in combination with QSTBCs. The receiver returns one or two feedback bits per fading block and (de-
pending on the number of returned bits) the transmitter switches between two or four predefined QSTBCs
to minimize the channel dependent interference parameterX. In this way full diversity and nearly full-
orthogonality can be achieved with an ML receiver as well as with a simple ZF receiver. This method
can be applied to any number of transmit antennas without increasing the required number of feedback
bits. In [61, 66], our simulations have been applied on correlated MIMO channels and measured MIMO
indoor channels, and there we have shown that QSTBCs with oursimple feedback scheme are robust
against channel variations, and that they perform very welleven on highly correlated channels. This
method will be explained in detail in the next section.

In order to reduce the implementation complexity of MIMO systems (e.g. the high number of radio-
frequency (RF) chains on both link ends)channel adaptive antenna selection(CAAS) at the transmitter
and/or at the receiver side has been proposed in [77]-[81], where only a subset of ”best” antennas is used
for transmitting the data. CAAS was first combined using OSTBCs in [77, 78]. In [77], the transmit
selection criterion was based on maximization of the Frobenius norm of the channel transfer matrix. It
has been shown that this scheme achieves full diversity, as if all the transmit antennas were used.
In [80, 81] transmit and receive CAAS with QSTBC for four transmit antennas and a ZF receiver has
been proposed. The selection criterion is based on the analytic expression for the BER given in Chapter
4, Eqn. (4.46) and maximizes the termh2(1 − X2) [81]. This CAAS will be described in detail in the
next section.

5.2 Channel Adaptive Code Selection (CACS)

In this section a simple and effective way to adapt a full rateQSTBCs over2n transmit antennas to
the actual channel is proposed achieving full diversity, nearly full orthogonality and at the same time a
low bit error rate. A feedback system returning one or two bits per code block from the receiver to the
transmitter is applied. Depending on the feed-back information the transmitter switches between two or
four predefined QSTBCs which only differ in the resulting channel dependent interference parameter.
The transmitter chooses that code that minimizes the channel depended interference parameterX which
is responsible for the diversity loss of the QSTBC. With thissimple scheme, a ZF as well as an ML
receiver achieves nearly optimum system performance.

5.2.1 CACS with One Feedback Bit per Code Block

The feedback scheme using one bit feedback per code block sent from the receiver to the transmitter
characterizing the channel will be explained first. The transmission scheme is depicted in Fig. 5.1. Four
transmit antennas and one receive antenna and an actual channel transfer vectorh = [h1, h2, h3, h4]

T

are considered. The channel transfer elementshi may fade in any arbitrary way but it is assumed that
they are constant during the code block of length four. The signal transmission is described (as explained
in the Chapter 4, Eqn. (4.28)) by

r = Sh + n, (5.4)

wherer is the (4 × 1) vector of received signals of one the code-block within foursuccessive time
slots. S is the predefined QSTBC, eitherS1, as defined in (5.5), orS2 defined in (5.6) depending on
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Figure 5.1: Closed-loop scheme with code selection,nt = 4, nr = 1.

the feedback bitb defined below, andn is the(4 × 1) noise vector with circularly symmetric complex
Gaussian components with zero mean and varianceσ2

v . The two QSTBCs that can be chosen by the
transmitter are:

S1 =









s1 s2 s3 s4

s∗2 −s∗1 s∗4 −s∗3
s∗3 s∗4 −s∗1 −s∗2
s4 −s3 −s2 s1









(5.5)

and

S2 =









−s1 s2 s3 s4

−s∗2 −s∗1 s∗4 −s∗3
−s∗3 s∗4 −s∗1 −s∗2
−s4 −s3 −s2 s1









. (5.6)

Obviously, the predefined EA-type QSTBCsS1 andS2 differ only in the sign of the transmitted symbols
in the first column. Note that an entire family of QSTBCs can bederived by linear transformations
as explained in the previous chapter. All of the so obtained codes behave equivalent in terms of their
quasi-orthogonality, their complexity and their mean BER performance averaged over random channels.
For a fixed channel however, they behave different due to differently channel dependent interference
parameters, as will be shown in the following. As shown in Chapter 4, Section 4.5 , Eqn. (5.4) can be
rewritten in the form

y = Hvs + n̄,

with s = [s1, s2, s3, s4]
T and the EVCMHv, that is now equal to

Hv1
=









h1 h2 h3 h4

−h∗
2 h∗

1 −h∗
4 h∗

3

−h∗
3 −h∗

4 h∗
1 h∗

2

h4 −h3 −h2 h1









, (5.7)

if S = S1, or

Hv2
=









−h1 h2 h3 h4

−h∗
2 −h∗

1 −h∗
4 h∗

3

−h∗
3 −h∗

4 −h∗
1 h∗

2

h4 −h3 −h2 −h1









, (5.8)

if S = S2 is used.
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After MRC, the output equation is written as:

z = HH
v y = HH

v Hvs + HH
v n̄

= Gs + Hvn̄.

In both cases we obtain non-orthogonal Grammian matrices with the same structure

Gi = HH
vi
Hvi = HviH

H
vi

= h2









1 0 0 Xi

0 1 −Xi 0
0 −Xi 1 0

X1 0 0 1









(5.9)

for i = 1,2, with

h2 = |h1|2 + |h2|2 + |h3|2 + |h4|2,

but different values ofXi, namely

X1 =
2Re(h1h

∗
4 − h2h

∗
3)

h2
, (5.10)

if S1 is sent, and

X2 =
2Re(−h1h

∗
4 − h2h

∗
3)

h2
, (5.11)

if S2 is sent.

It is well known thatG should approximate a scaled identity-matrix as far as possible to achieve full
diversity and optimum BER performance [47]. IfG is a scaled identity matrix, we have an orthogonal
STBC and we could use a simple linear matrix multiplication of y by HH

v (corresponding to a simple
matched filter operation) at the receiver to decouple the channel perfectly and to obtain full diversity
orderd = 4. Otherwise,Xi leads to a partial interference betweenh1 andh4 and betweenh2 andh3.
This means,X should be as small as possible. AsGi indicates, our scheme inherently supports full
diversityd = 4, if Xi can be made zero.

Thus, our code selection strategy is to transmit that codeS1 or S2 that minimizes|X|. S2 is obtained
from S1 by a linear transformation, explained in Chapter 4, Eqn. (4.20):

S2 = S1 · I1, (5.12)

whereI1 is a diagonal(4 × 4) matrix that changes the sign of the 1st column of the matrixS1. By
changing the sign of the first column of the QSTBCS1 we change the sign of the first term of the channel
dependent self-interference parameterX given in (5.10) and (5.11). As it is assumed that the receiverhas
full information of the channel, knowingh1 to h4, the receiver can computeX1 andX2 due to (5.10) and
(5.11). With this information the receiver returns the feedback bitb informing the transmitter to select
that code blockSi(i = 1, 2) which leads to the smaller value ofXi. With this information the transmitter
switches between the predefined QSTBCS1 andS2 such that the resulting|X| will be min(|X1|, |X2|).
Obviously the control information sent back to the transmitter only needs one feedback bit per code
block. In our simulations it is assumed that the channel varies slowly such that the delay of the feedback
information can be neglected. In this way we obtain very small values ofX, due to the fact that in (5.10),
(5.11) two approximately equally valued terms are subtracted and thus at least partially compensate each
other. Nevertheless, some performance loss due to the non vanishing value ofX is expected resulting
from the residual interference between the signal elementss1 ands4, ands2 ands3, respectively.
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5.2.2 Probability Distribution of the Resulting Interference Parameter W

As explained before, the main idea of our adaptive space-time coding is to reduce the resulting interfer-
ence parameterX in order to improve the ”quasi-orthogonality” of the virtual equivalent channel matrix.
Therefore, we want to derive the corresponding probabilitydensity of this resulting random interference
variableX in case of switching between the two predefined QSTBCs,S1 andS2.
If the channel coefficientshi are i.i.d. random complex Gaussian distributed variables,then the proba-
bility density function ofX is given as (see Chapter 4, Section 4.7.5, Eqn. (4.69) )

fX(x) =

{

3
4(1 − x2) ; |x| < 1,
0 ; else .

To derive the probability density function of min(|X1|, |X2|) in case of one feedback bit per code block,
the pdfs of two random variables need to be considered. For this purpose a new random variable (RV) is
defined as:

W =

{

X1 ; if |X1| < |X2|
X2 ; else .

(5.13)

Due to its symmetry only the one sided (positive) pdf is considered and following [39][p. 195] we obtain:

fW (w) = fX1
(w) + fX2

(w) − fX1
(w)FX2

(w)

− FX1
(w)fX2

(w)

= 2fX1
(w)(1 − FX1

(w)) (5.14)

whereX1,X2 are assumed to be two statistically independent random variables. With (4.69), the final
solution forfW (w) is :

fW (w) =

{

3
2(1 − w2)

[

1 − 3
2 |w|(1 − w2

3 )
]

; |w| ≤ 1

0 ; else .
(5.15)

Simulations results verifying this result are presented inFig. 5.2 further ahead.

5.2.3 CACS with Two Control Bits fed back from the Receiver tothe Transmitter

In a similar way as discussed in Section 5.2.1, we can switch between four different QSTBCs at the
transmitter to improve our system further. Let us discuss the case when we are allowed to send two bits
b1, b2 as a feedback information from the receiver to the transmitter. Now, we let the transmitter switch
between four very similar QSTBCs, namelyS1 andS2 defined in (5.5) and (5.6) and two new code
matricesS3,S4 defined as:

S3 =









js1 −js2 s3 s4

js∗2 js∗1 s∗4 −s∗3
js∗3 −js∗4 −s∗1 −s∗2
js4 js3 −s2 s1









(5.16)

and

S4 =









js1 js2 s3 s4

js∗2 −js∗1 s∗4 −s∗3
js∗3 js∗4 −s∗1 −s∗2
js4 −js3 −s2 s1









. (5.17)

The corresponding EVCM,Hv, is equal to:

Hv3
=









jh1 −jh2 h3 h4

−jh∗
2 −jh∗

1 −h∗
4 h∗

3

−h∗
3 −h∗

4 −jh∗
1 jh∗

2

h4 −h3 jh2 jh1









(5.18)
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if S3 is transmitted, and

Hv4
=









jh1 jh2 h3 h4

jh∗
2 −jh∗

1 −h∗
4 h∗

3

−h∗
3 −h∗

4 −jh∗
1 −jh∗

2

h4 −h3 −jh2 jh1









(5.19)

if S4 is transmitted.

The code matricesS3 andS4 are derived by linear transformations ofS1 in such a way that the
resulting Grammian matricesG3 andG4 have the same quasi-orthogonal structure as in (5.9), but with
quite different values of the self-interference parameterX3 andX4. The resulting matricesG3 andG4

have exactly the same structure asG1 andG2 with the same channel gainh2, but the channel dependent
self-interference parameterX in case ofS3 andS4 results now in:

X3 = −2Im(h1h
∗
4 + h2h

∗
3)

h2
(5.20)

X4 = −2Im(h1h
∗
4 − h2h

∗
3)

h2
.

Using two feedback bits the transmitter can switch between the four space-time block codesSi, i =
1,2,3,4, mentioned above to decrease further the influence of the interference parameter. In the follow-
ing we define the minimum interference parameter that results from switching between the four transmit
codes by the new random variableZ. This new random variable is formally defined in (5.21). This
extended selection system provides higher diversity and smaller bit error rate than the system relying
only on the switching between two QSTBCs. The four QSTBCsS1 to S4 have been chosen in such a
way that a code change at the transmitter can be implemented in very simple way and that the resulting
self-interference parameterZ is as small as possible.

5.2.4 Probability Distribution of the Interference Parameter Z

If we have four statistically independent random variablesXi with the same pdffX(x), the density of
the variable

Z =















X1 ;if |X1| = min(|X1|,|X2|,|X3|, |X4|)
X2 ;if |X2| = min(|X1|,|X2|,|X3|, |X4|)
X3 ;if |X3| = min(|X1|,|X2|,|X3|, |X4|)
X4 ;else

(5.21)

is given by [39][p.246] :

fZ(z) = n[1 − FX(z)]n−1fX(z), with n = 4. (5.22)

With Eqn. (4.69) andn = 4 we get the PDF of the interference parameterZ:

fZ(z) =

{

3
2(1 − z2)

[

1 − 3
2 |z|(1 − z2

3 )
]3

; |z| ≤ 1

0 ; else .
(5.23)

The one sided pdfs of the three RVsX (4.69),W (5.13) andZ (5.23) are shown in Fig. 5.2.X corre-
sponds to no feedback, where onlyS1 is used;W corresponds to one feedback bit, where the transmitter
can switch betweenS1 andS2; andZ corresponds to 2 feedback bits, where the transmitter can switch be-
tweenS1 to S4. A comparison of the analytical functions with Monte-Carlosimulation results shown in
Fig. 5.2 exhibits excellent agreement between simulation results and analytical formulas given in (4.69),
(5.15) and (5.23). It is interesting to note that the mean absolute values of the resulting interference
parametersW, areE[|W |] = 0,2, andE[|Z|] = 0,1, that are substantially smaller thanE[|X|] = 0,3, in
case of using always the same QSTBC.
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Figure 5.2: One sided pdf of the interference parametersX,W , andZ.

5.2.5 Simulation Results

5.2.5.1 Spatially Uncorrelated MIMO Channels

In our simulations, we have used a QPSK signal constellation. A Rayleigh fading, frequency flat channel
remaining constant during the transmission of each code block has been assumed. At the receiver side,
we have used a ZF and an ML receiver. The BER results have been averaged over 2.048 QPSK informa-
tion symbols and104 realizations of a channel with uncorrelated random transfer coefficients.
Fig. 5.3 shows the resulting BER as a function ofEb/N0 for the ZF receiver and Fig. 5.4 shows the
results for the ML receiver.
Obviously, a substantial improvement of the BER can be achieved by providing only one or two feed-
back bits per code block enabling the transmitter to switch between two or four predefined code matrices.
With two bits returned form the receiver to the transmitter,for both receiver types ideal 4-path diversity
is achieved. Note, that there is only a small difference between the ZF receiver and the ML receiver
performance due the reduced self-interference parameterX or the small amount of ”non-orthogonality”
respectively. The ideal diversity curves (X = 0) are simulated averaging over106 channel realizations.

5.2.5.2 Spatially Correlated MIMO Channels

In this subsection we evaluate the performance of our transmission scheme on spatially correlated chan-
nels. We simulated a (4 × 1) MIMO system with a correlation matrix as explained in Chapter 2, Eqn.
(2.13), assuming that the antenna elements are correlated by factors ofρ = {0,5, 0,75, 0,95}. Both, the
ZF as well as the ML receiver have been considered.

Fig. 5.5 and Fig. 5.6 show the BER as a function ofEb/N0 applying the ZF receiver on spatially
correlated channels when the transmitter switches betweentwo and four predefined QSTBCs. It turns
out that for small correlation up toρ = 0,5 the feedback information still gives strong improvement
as in the i.i.d case. However with larger correlation the feedback information does not improve the
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Figure 5.3: BER for a (4 × 1) closed-loop scheme applying a ZF receiver, uncorrelated MISO channel.
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Figure 5.4: BER for (4 × 1) closed-loop scheme applying a ML receiver, uncorrelated MISO channel.

transmission very much.
Fig. 5.7 and Fig. 5.8 show the BER as a function ofEb/N0 applying the ML receiver for one and
two feedback bits returned back from the receiver to the transmitter that switch between two and four
QSTBCs.

In a similar way as described above, the feedback scheme can be applied to any set of QSTBCs,
e.g., ABBA-type QSTBCs, or PF-type QSTBCs, or other QSTBCs obtained by linear transformations.
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Figure 5.5: BER of (4×1) closed-loop scheme with one bit feedback, ZF receiver and fading correlation
factorρ.
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Figure 5.6: BER of (4×1) closed-loop scheme with two bits feedback, ZF receiver andfading correlation
factorρ.

As has been shown in the previous chapter, all QSTBC types show the same BER performance in un-
correlated channels so that the choice of the specific QSTBC is of no importance. However, in highly
correlated channels e.g. the ABBA-type QSTBCs become dramatically worse, leading to an extremely
poor performance. On the other hand, applying our simple switching scheme to the ABBA-type code,
the code shows the same performance as the EA-type QSTBC evenin highly correlated channels. In
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Figure 5.7: BER of (4×1) closed-loop scheme with one bit feedback, ML receiver and fading correlation
factorρ.
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Figure 5.8: BER of (4×1) closed-loop scheme with two bits feedback, ML receiver andfading correlation
factorρ.

fact, applying our simple feedback scheme, the specific choice of QSTBCs is not of further importance
since we minimize the channel dependent interference parameters in any case [67]. We demonstrate this
fact in the next example.
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Example 5.1 BER performance comparison of the ABBA- and EA-type QSTBC with one bit feedback
information and applying a ZF receiver

Let us start with the ABBA-type QSTBC defined in (4.8):

S1 =









s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
s3 s4 s1 s2

−s∗4 s∗3 −s∗2 s∗1









. (5.24)

The channel dependent self-interference parameterX1 of this code is (4.54)

X1 =
2Re(h1h

∗
3 + h2h

∗
4)

h2
. (5.25)

With the linear transformation from (4.20),S2 = S1 · I1, we obtain an alternative second code matrix

S2 =









−s1 s2 s3 s4

s∗2 s∗1 −s∗4 s∗3
−s3 s4 s1 s2

s∗4 s∗3 −s∗2 s∗1









(5.26)

with a channel dependent self-interference parameterX2

X2 =
2Re(−h1h

∗
3 + h2h

∗
4)

h2
. (5.27)

The principle of our code selection scheme is same as shown inthe previous section: The transmitter
chooses that codeS1 or S2 that minimizes|Xi|. In this case we observe the following results:

Spatially uncorrelated channels

First, a channel without spatial correlation (ρ = 0) has been investigated. As the simulation results
in Fig. 5.9 show, the ABBA-type code and EA-type code achievepractically identical performance re-
sults. With feedback the optimal performance of an OSTBC is closely achieved in both cases.

Spatially correlated channels

Figures 5.10 to 5.12 show simulation results assuming that the antenna elements are correlated by a
factor ρ = {0,5, 0,75, 0,95}. It turns out that for small correlation values up toρ = 0,5 (Fig. 5.10),
the ABBA-type and the EA-type code are equally robust against spatial correlation and the code switch-
ing still provides a substantial improvement of the BER performance. In case of higher correlation the
ABBA-type code performance deteriorates dramatically with increasingρ and collapses in the case of
heavily correlated channels (Fig. 5.12). In contrast, for asingle case without code selection, the EA-type
is more robust in spatially correlated channels and shows better BER performance than the ABBA-type
code. As simulation results show, our simple code switchinghelps in decorrelating the channel using the
ABBA-type code as well as the EA-type code.

The BER-curves of the ABBA-type code and the EA-type code agree completely for all values ofρ in
case of channel dependent code switching. That means, applying this transmission scheme the choice of
a specific quasi-orthogonal code is not of importance -due to the minimization of the channel dependent
self-interference parameterX in both cases.



CHAPTER 5. PERFORMANCE OF QSTBCS WITH PARTIAL CHANNEL KNOWLEDGE 71

−15 −10 −5 0 5 10 15
10

−4

10
−3

10
−2

10
−1

10
0

E
b
/N

0
 [dB]

B
E

R

EA−type

ABBA−type

EA−type with code selection

ABBA−type with code selection

Figure 5.9: BER-Performance comparison of the ABBA- and EA-type QSTBC for spatially uncorrelated
channels, ZF receiver.
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Figure 5.10: BER-Performance comparison of the ABBA- and EA-type QSTBC for spatially correlated
channels withρ = 0,5, ZF receiver.

To show that our simple scheme minimizes the channel dependent self-interference parameter X, no
matter which QSTBC-type is used, we simulated the probability density function of X for correlated
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Figure 5.11: Comparison of the BER-Performance between theABBA- and EA-type QSTBC for spa-
tially correlated channels withρ = 0,75, ZF receiver.
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Figure 5.12: Comparison of the BER-Performance between theABBA- and EA-type QSTBC for spa-
tially correlated channels withρ = 0,95, ZF receiver.

channels for the ABBA-type code (XA) and the EA-type code (XEA) (Fig. 5.13).
Without feedbackXEA is already small in correlated channels, since due to two approximately equal
valued terms that are subtracted inX, they compensate each other at least partially. Note that inaverage
E[|XEA|] ≈ 1

2ρ(1 − ρ2), keepingXEA values with small and with large correlation small. Therefore,
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code switching does not decreaseXEA any further. However, in highly correlated channels a smallvalue
of XEA is not sufficient to obtain a good BER performance since now the performance is essentially
controlled byh2, a parameter appearing in all OSTBCs as well as QSTBCs, that cannot be changed by
selecting different codes.
In contrast, in strongly correlated channels without code switching,XA is rather high. This is due to the
fact that two approximately equal terms are summed up resulting in rather high values ofXA. Therefore,
code switching reducesXA substantially and thus improves the BER-performance.

Conjecture 5.1 Applying our feedback scheme and switching between channeldependent code versions
improves any quasi-orthogonal code due to the minimizationof the self-interference parameterX.
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Figure 5.13: One sided pdf ofX for correlated channels for a) the EA-type QSTBC, b) the ABBA-type
QSTBC.

5.2.5.3 Measured Indoor MIMO Channels

In this section, the performance of our closed-loop transmission scheme applying code switching is eval-
uated on measured channels and on measurement based channelmodels. The impact of strong and weak
channel correlation was considered. The measurement environment for each scenario is explained in de-
tail in Chapter 4, Section 4.8.3. For our simulations we havechosen two exemplary scenarios. Scenario
A, denoted as Rx5D1 is characterized by a Non Line-of-Sight (NLOS) connection between transmit and
receive antennas and Scenario B (Rx17D1) has been chosen because it contains a LOS component, in
contrast to Scenario A. In both cases a big difference in ergodic channel capacity between the measured
channel and the corresponding channel simulations using the Kronecker model has been observed [19].

In simulations, we have used a QPSK signal constellation. Atthe receiver side, a ZF receiver as
well as a ML receiver has been used. We calculated the BER as a function ofEb/N0 from our simula-
tions, utilizing four transmit and four receiver antennas and EA-type QSTBC. We used all realizations of
(4 × 1) MIMO channel matrices to simulate the performance of the measured channels and to estimate
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the correlation matrices for the Kronecker model. The resulting BER curves are compared with results
obtained from simulations on an i.i.d. channel model.
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Figure 5.14: Performance of code selection on measured channels, Scenario A (NLOS) and ZF receiver.

Fig. 5.14 presents the simulation results for Scenario A where no LOS component exists and a ZF
receiver is applied. Fig. 5.15 shows the simulation resultsfor the ML receiver. The difference between
the results for the i.i.d. channel and the results obtained for the measured channel is small for both
receivers. With code selection we substantially improve the BER performance of the measured channel,
especially if the ZF receiver is applied, where the gain is2,5 dB at10−3 BER.
The Kronecker model leads to a big difference in BER performance compared with the i.i.d channels. If
the ZF receiver is applied, with code selection we achieve the same BER performance of the Kronecker
model as in a case of the measured channels without code selection. Applying the ML receiver, the code
selection does not improve the BER performance substantially.

The special case, when there is a LOS component between transmitter and receiver, is illustrated in
Fig. 5.16 for the ZF receiver. Fig. 5.17 shows the results forsame scenario and the ML receiver. For both
receiver types, there is a big difference in the BER performance between the i.i.d.chanel, the measured
channel and the Kronecker model. The BER curve for the measured channel and the Kronecker model
agree completely. Even, with code selection at the transmitter the difference between the i.i.d. channel,
the measured channel and the Kronecker model remains quite remarkable.

5.2.5.4 Real-Time Evaluation

In this subsection we demonstrate the capabilities of our channel adaptive code selection scheme by
real-time experiments. Measurements using a flexible and scalable testbed for the implementation and
evaluation of signal processing algorithms for(4 × 4) MIMO systems proposed in [72] and [73] have
been carried out to investigate this performance for physical, imperfect channels. A radio frequency
front-end which allows conversion between70 MHz and2,45 GHz, and a Matlab interface for transfer-
ring data from and to digital baseband hardware has been available. By the use of these components,
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Figure 5.15: Performance of code selection on measured channels, Scenario A (NLOS) and ML receiver.
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Figure 5.16: Performance of code selection on measured channels, Scenario B (LOS) and ZF receiver.

arbitrary signals can be transmitted.
In Fig. 5.18 we compare simulated and real-time measured BERperformance of the EA-type QSTBC
applying the channel adaptive code selection and an ML receiver. Different channel realizations have
been created by channel emulators to obtain reproducible results. The measured BER curves for the
channel adaptive code selection are compared with results obtained by a Matlab simulation. The sim-
ulated diversity improvement obtained by the feedback is verified by the measurements, although the
curves are shifted up to0.8 dB at a BER =10−3. This gap is mainly due to imperfect time synchroniza-
tion at the receiver. The measurement results are also compared with ideal two and four-path diversity
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Figure 5.17: Performance of code selection on measured channels, Scenario B (LOS) and ML receiver.

transmissions (X = 0). The results in Fig. 5.18 show that the measured BER curves match very well
with the simulated results and prove the enormous potentialof QSTBCs.
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Figure 5.18: BER-performance of code selection in real-time measurement.



CHAPTER 5. PERFORMANCE OF QSTBCS WITH PARTIAL CHANNEL KNOWLEDGE 77

5.3 Channel Adaptive Transmit Antenna Selection (CAAS)

The main impediment in deploying multiple antennas is the additional complexity associated to them.
This complexity comes from the following two facts.

1. Increased processing effort.
Both transmitter and receiver need to be equipped with powerful signal-processors in order to
handle the algorithmic intricacy introduced by the use of multiple antennas.

2. Multiple radio-frequency (RF) front ends.
Thesimultaneousutilization of multiple antennas also implies that the number of costly analog-
circuitry elements integrated on both sides of the link is significantly higher compared to the single
antenna case.

Technical advancements in the field of digital signal processor (DSP) design are significantly faster then
in the domain of low cost integration of high frequency analog equipment. Consequently, the need
for more DSP power will eventually become less of a problem. The following quote taken from [79]
confirms this conjecture:

“While additional antenna elements (patch or dipole antennas) are usually inexpensive, and
the additional digital signal processing power becomes ever cheaper, the RF elements are
expensive and do not follow Moore’s law.”

One attractive way to reduce the number of RF chains is antenna selection (AS) [74, 75, 76, 77]. Systems
equipped with this capability optimally choose a subset of the available transmit and receive antennas
and only process the signals associated with them. This allows to maximally benefit from the multiple
antennas within given RF complexity and cost constraints since the diversity order associated with an
optimally selected antenna system is the same as that of the system with all antennas in use.

Obviously, the performance of an AS scheme compared to the non-selective, full complexity system
depends on the signaling scheme, the receiver structure, the capability of the applied selection algorithm
to compute the subset that is best suited (optimum) for the current channel state and the nature of the
channel knowledge.

Generally, three different ways of antenna selection exist:

1. Antenna selection at the receiver only (no feedback information).

2. Antenna selection at the transmitter only (feedback information required).

3. Antenna selection at both ends (feedback information required).

In all of those selection scenarios the computation of the optimum antenna subset is based on estimates
of the channel coefficients as perceived by the receiver. Since channel reciprocity cannot be assumed
in general the transmitter cannot do this by itself and needsto be provided with that subset information
(closed loop system). This critical requirement is a major drawback of transmit and combined selection
schemes. Furthermore, the information rates of permanently available feedback links are usually very
limited. It is therefore of interest to devise closed loop schemes that can achieve high selection gains
with as little feedback information as possible.
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In this thesis we study antenna selection at the transmittercombined with QSTBCs for four transmit
antennas and a single receive antenna. The main goal is to improve the BER performance of the QSTBC
using a simple linear decoding algorithm by using an additional channel dependent antenna selection
scheme. We investigate three different selection criteriaand propose an optimum selection criterion for
a ZF receiver. It has been assumed that the occurrence of all effectively different subsets is equally
probable. It is easily verified that this is exact as long as the random variables entering the function
of the selection criterion are statistically independent (i.e for uncorrelated channels). However, when
the coefficients of the channel become statistically dependent this behavior is not guaranteed anymore. It
was observed in the simulations that in a heavily correlatedenvironment the number of frequently chosen
subsets rapidly drops to a relatively small value.
We will show that transmitting over a time varying transmit antenna subset, selected according to some
channel dependent selection criterion, a significantly improved diversity compared to a transmission over
a fixed set of antennas can be achieved.

5.3.1 Transmission Scheme

The transmission scheme is shown in Fig. 5.19. We consider a(Nt × Nr) MIMO channel and assume

QSTBC QSTBC Decoding

Feedback Link Selection Logic

hi

hj

hk

hl

Figure 5.19: Antenna Selection at the Transmitter,h = [h1, h2, · · · , hNt ] → hsel = [hi, hj , hk, hl].

quasi-static flat Rayleigh fading.Nt is number of the available transmit antennas andNr is number of the
available receive antennas. The channel coefficientshi,j are modelled as complex zero mean Gaussian
random variables with unit variance, i.e.hi,j ∼ N(0,1).

We assume thatNt ≥ 4 antennas are available at the transmitter andNr = nr = 1 antenna is
used at the receiver. We also assume perfect channel knowledge at the receiver and partial channel
knowledge at the transmitter provided by a low feedback rateso that the a subset of transmit antennas
can be selected and furthermore we assume that the feedback channel is without error or delay. Regarding
to the selection criterion (as will be explained in the next section), the transmitter chooses the ”best” four
transmit antennas and transmits the QSTBC over these properly selected transmit antennas.
After transmit antenna selection, the signal transmissioncan be described by (as explained in Chapter 4,
Eqn. (4.28))

r = Sh + n, (5.28)
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whereS is the QSTBC,r is the (4 × 1) vector of signals received at the receive antenna within four
successive time slots andv is the(nr × 1) complex-valued Gaussian noise vector.
From the previous chapter we know, that by complex conjugation of some elements ofr, the transmission
(5.28) can be reformulated as

y = Hvs + ñ,

whereHv is an(4 × 4) equivalent virtual channel matrix (EVCM).

On the receiver side we apply a low-complexity ZF receiver. Due to the quasi-orthogonality of the
applied QSTBC the results for this transmission system using a linear receiver differ from the optimum
maximum-likelihood (ML) receiver performance. On the other hand, the simple ZF detection approach
exhibits very low computational complexity and also benefits from the fact that complex matrix inversion
is not necessary. The ZF receiver algorithm leads to

ŷ = (HH
v Hv)

−1y = s + (HH
v Hv)

−1HH
v ñ. (5.29)

As already has been shown in Chapter 4, Section 4.6.3, Eqn.(4.46) the expression for the instantaneous
bit error ratio of QSTBC using the ZF receiver is

BERZF = Eh2,X

{

Q
(
√

h2(1 − X2)

σ2
n

)}

.

In fact, the fading factorh2 as well as the interference parameterX determine the BER performance as
already shown in previous sections. Our optimization criterion will be based on minimizing BER.

5.3.2 Antenna Selection Criteria

The selection process consists of selecting thent ”best suited” antennas (in this section we choosent =
4) out of Nt available with channel coefficientsh2

i,j,k,l = |hi|2 + |hj |2 + |hk|2 + |hl|2,
1 ≤ i < j < k < l ≤ Nt. The ordering of the transmit antenna elements is always setto the de-
fault sequence with strictly increasing indicesi, j, k, l.
We assume that the receiver has perfect channel knowledge and that it returns some channel information
to the transmitter in form of some control bits. At the transmitter, four out ofNt transmit antennas are
selected for transmitting the QSTBC. In total, there are

qeff =

(

Nt

4

)

possibilities to select a subset ofnt = 4 transmit antennas out of a set ofNt available antennas and
therefore

bfeedback =
⌈

log2(qeff)
⌉

=

⌈

log2

[(

Nt

4

)]

⌉

bits

have to be returned to inform the transmitter which transmitantenna subset should be used. We assume
that the receiver knows allNt complex channel gainsh1 to hNt and finds the best subset ofnt = 4
transmit antennas to be used, according to one of the three optimization criteria discussed below. Then,
the receiver provides the transmitter with this information via a low-rate feedback channel (we assume
that the channel varies slowly and is constant during each QSTBC block).

From the previous section, we know that the self-interference parameterX and the channel gain
h2 need to be jointly considered when”the best” antenna subset has to be determined. In fact, our
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optimization criterion is based on the analytic expressionof the BER performance (4.46) for the QSTBC.
We actually minimize the BER by means of the transmit antennaselection. Thus, the following three
selection rules have been investigated:

1. Maximization of the channel gain:

h2
sel = arg max

1≤i<j<k<l≤Nt

(

|hi|2 + |hj |2 + |hk|2 + |hl|2
)

. (5.30)

2. Minimization of the channel dependent self-interference parameter X:

Xsel = arg min
1≤i<j<k<l≤Nt

(

2|Re(hih
∗
l − hjh

∗
k)|

h2
i,j,k,l

)

. (5.31)

3. Minimization of the filtered noise power:

(h2(1 − X2))sel = arg max
1≤i<j<k<l≤Nt

[

h2
i,j,k,l(1 − X2

i,j,k,l)
]

. (5.32)

Obviously, we have to maximize the termh2(1 − X2) in order to minimize the BER. That means,
those four transmit antennas will be selected that maximizethe termh2(1 − X2). This criterion trades
off a maximization of the channel gainh2 and a minimization of the channel dependent interference
parameterX.
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Figure 5.20: Comparison of the three antenna selection criteria for selectingnt = 4 out of Nt = 6
available antennas with i.i.d. Rayleigh fading channel coefficients.

We have compared these three selection rules and we have found that the third joint optimization cri-
terion leads to the best BER performance over the entire SNR range. In Fig. 5.20 we show the simulated
BER overEb/N0 for an i.i.d MIMO channel withNt = 6, nt = 4 andnr = 1. In all our simulations we
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have used QPSK signal symbols and an EA-type QSTBC. Maximization of h2 only and minimization of
|X| lead to a coding gain of about 3 dB at BER =10−3 and some additional diversity gain compared to
the case of no transmit antenna selection withNt = nt = 4. Applying the best optimization (maximizing
h2(1 − X2)) criterion for transmit antenna selection yields by far thebest overall performance with the
highest coding gain and highest diversity.

Fig. 5.21 shows the pdf’s of|X| for all three algorithms forNt = 6. With the optimum antenna
selection algorithm the resulting mean of|X| is substantially reduced from0,3 (no selection) to0,15.
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Figure 5.21: One sided pdf of|X| for three selection criteria,nt = 4 out ofNt = 6, Nr = nr = 1.

5.3.3 Simulation Results

In this section we show the simulation results (already partly published in [80] and [81]) for space-
time coded transmission with antenna selection for variouschannel realisations. In each simulation we
evaluated the BER as a function ofEb/N0 using QPSK symbols leading to an information rate of 2
bits/channel use. First, the channel coefficients are modelled as zero mean i.i.d complex Gaussian ran-
dom variables with unit variance that are assumed to be invariant during a frame length of 2.048 QPSK
data symbols. Then, spatially correlated channels (as explained in Chapter 2, Eqn. (2.13)) are considered
and at last indoor measured MIMO channels (see Chapter 4, Section 4.8.3) are used to simulate the per-
formance of transmit antenna selection in a realistic environment. In our simulations we always consider
the EA-type QSTBC.

Spatially Uncorrelated Channels

In Fig. 5.22 we present the simulation results for4 ≤ Nt ≤ 7 available transmit antennas andNr =
nr = 1, where four transmit antennas are selected according to thebest optimization rule, that is maxi-
mizingh2(1 − X2). For a BER =10−3 andNt = 5, the coding gain is about 3 dB compared toNt = 4,
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the case without antenna selection. Increasing the numberNt of available transmit antennas by one
more, the coding gain increases again by about 1 dB. Most important, Fig. 5.22 shows that the system
diversity increases substantially with the numberNt of the available transmit antennas. The big advan-
tage of transmit antenna selection is that the MIMO system which selectsnt out ofNt transmit antennas
achieves the same diversity gain as the system that makes useof all Nt transmit antennas.
In Fig. 5.23 we compare the results of the QSTBC transmit antenna selection system (optimum criterion)
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Figure 5.22: Transmit antenna selection, channels with i.i.d. Rayleigh channel coefficients,nt = 4 out
of 5 ≤ Nt ≤ 7.

with the ideal open-loop transmit diversity system fornt = Nt = 5,6,7. The ideal transmit diversity
curves are obtained by assumingX = 0. As can be seen from Fig. 5.23 with transmit antenna selection
we can achieve in a(4 × 1) system, idealNt × 1 diversity with reduced system complexity.
In Fig. 5.24 we show the relation between the essential feedback bits, the number of available transmit

antennas and the SNR gain for the simulation results presented in (Fig. 5.23) at BER=10−4. If Nt = 5
transmit antennas are available andnt = 4 transmit antennas are selected, the SNR gain of the transmit
antenna selection scheme, when compared with ideal open-loop transmission (X = 0), is rather small
(about 0.15 dB). Increasing the number of transmit antennas, the SNR gain increases. However, a con-
sequence of increasing the number of transmit antennas is the fact that the number of required feedback
bits also increases. To obtain a gain of about1.5 dB, eight available transmit antennas are required and
the receiver must send back at least 6 feedback bits to the transmitter.

Spatially Correlated Channels

Fig. 5.25 shows the simulation results for transmit antennaselection in case of spatially correlated chan-
nels (E[hih

∗
i+1] = ρ = 0,95). Even the strong spatial correlation, additional antennaselection in addition

to quasi-orthogonal space-time coding leads to a strong BERimprovement when compared with non se-
lection system on spatial correlated channels. For a BER =10−3 andNt = 5 there is more than5 dB
coding gain when compared to a non selection system and the BER is close to non selection system on
i.i.d. channels. Increasing the number of available transmit antennas further and for higher SNR values
(up to 15 dB) we obtain even a coding gain and a diversity improvement when compared to non selection
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Figure 5.23: Transmit selection performance forNt = 5,6,7 using the maxh2(1 − X2) criterion com-
pared with the corresponding ideal transmit diversity systems.
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Figure 5.24: Interrelation of closed loop transmit selection gain on i.i.d. channels and required amount
of feedback information at BER=10−4.

systems on i.i.d. channels. At BER=10−4 and forNt = 6there is about3 dB gain. Even we deal here
with very strong channel correlation and since we know that QSTBCs perform poorly in highly corre-
lated channels we conclude that our optimization criterionis robust against channel correlation.

Indoor Measured MIMO Channels

In Fig. 5.26 and Fig. 5.27 the effect of antenna selection on QSTBC-data transmission in indoor measured
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Figure 5.25: Transmit antenna selection on spatially correlated channels, (ρ = 0,95).

MIMO channels is shown. For both channel scenarios (LOS and NLOS), antenna selection substantial
improves the BER performance when compared to the case without antenna selection. For a BER=10−3

andNt = 5 there is gain of about2,5 dB. Increasing the number of available transmit antennas further,
we achieve only a slight improvement of the BER performance and the diversity. This can be explained
by a strong channel correlation that causes the big gap between results on the i.i.d. channels and on the
measured channels.
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Figure 5.26: Transmit antenna selection on measured MIMO channels, Scenario A (NLOS), ZF receiver.
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Figure 5.27: Transmit antenna selection on measured MIMO channels, Scenario B (LOS), ZF receiver.

5.3.4 Is there a Need for QSTBCs with Antenna Selection?

In previous sections of this chapter we have discussed space-time coded transmission techniques in com-
bination with transmit antenna selection. In this section an attempt has been made to work out the most
important differences between antenna selection schemes using QSTBCs, antenna selection schemes us-
ing Alamouti(2 × 1) STBC and antenna selection schemes without any STBC.

The question is: Does it really offer a considerable benefit if space-time coding is combined with antenna
selection, or is it more advisable to apply a simple selection principle that only utilizes the simple ”best”
transmit antenna without applying any STBC?

We evaluated the performance of the transmit antenna selection with the Alamouti code presented
in [78], selection of a single transmit antenna as discussedin [79], and our transmit antenna selection
applied on QSTBC based MISO transmission where we considernt = 4 out of Nt = 6 transmit an-
tennas and one receive antenna, channels with Rayleigh distributed i.i.d. channel coefficients and a ZF
receiver. The selection criterion for the Alamouti coded transmission and the single antenna selection is
maximizing the channel gainh2. Our simulation results are presented in Fig. 5.28. The(4 × 4) QSTBC
as well as the standard Alamouti coded transmission system with two transmit antennas [29] and antenna
selection are outperformed by the single antenna selectionscheme without any coding!
This can be explained as follows: Basically, the closed loopapproach allows to assign the transmit power
onto the antenna with the lowest path attenuation (i.e. highest path gain). On the other hand, if the num-
ber of simultaneously used transmit antennas is increased to two and the Alamouti scheme is applied,
then the total transmit power is equally split between the best and the second best transmit antenna and
using QSTBC for four transmit antennas, the total transmit power is equally distributed among the four
best antennas and the best transmit path is not fully used.
Note that the results shown in Fig. 5.28 are based on the following assumptions:

• Quasi-static channel,
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Figure 5.28: Transmit antenna selection performance for three transmission schemes.

• Perfect channel estimation,

• Ideal feedback link (error free, zero-latency).

However, we never have such ideal channel conditions. Thus,we also evaluated the performance of all
three transmit antenna selection schemes in case of non perfect feedback transmission. The simulation
scenario is the same as before. The only difference is that for a particular amount of channel realizations
the receiver feeds back a wrong information about the optimum transmit antenna subset.
The corresponding results are shown in Fig. 5.29. Introducing a small amount of feedback error, the
performance of the simple antenna selection scheme heavilydeteriorates, whereas both STBC based
schemes still achieve reasonable transmit diversities. The QSTBCs with antenna selection outperform
the Alamouti scheme as well as the single antenna selection in case of erroneous feedback. Therefore,
QSTBCs with antenna selection are more important when the idealistic model assumptions are replaced
by more realistic ones.

5.3.5 Code and Antenna Selection

An alternative way of improving the statistics of the self-interference parameterX of a QSTBC and
thereby enhancing the performance of the resulting closed loop system is to adapt the QSTBC to the
instantaneous channel as explained in previous section. Asalready shown, by this simple code selection
the channel self-interference parameterX can indeed be reduced. In this way full diversity and better
quasi orthogonality can be achieved even using a simple ZF receiver.
In this section we combine the transmit antenna selection with the code selection scheme, explained
in Section 5.2. The only difference to the antenna selectionscheme from above is that in case of a
joint antenna and code selection scheme a set of two (or more)predefined QSTBCs is available at the
transmitter. We now select this antenna subset that minimizes the BER and this QSTBC that minimizes
the channel interference parameterX.
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Figure 5.29: Transmit antenna selection performance when abit error ratio ofBERfeedback = 10−2 at
the feedback link is assumed.

In case of joint antenna/code selection the amount of required feedback information increases to:

bfeedback =

⌈

log2

[(

Nt

4

)]

⌉

+ bcode ,

wherebcode is the number of feedback bits necessary for the code selection. In case the transmitter
switches between two predefined QSTBCsbcode = 1, in case of four available QSTBCsbcode = 2 and
so on.

Unfortunately, analyzing the results shown in Fig. 5.30 it turns out that the achievable additional per-
formance gain obtained by code selection is negligible. In fact, only a very small BER performance
improvement is achieved due to the additional channel dependent code selection, since the channel de-
pendent self-interference parameterX is already heavily decreased by the antenna selection algorithm.

An important point of interest are the statistical properties of|X|. Fig. 5.31 illustrates the probability
density function of|X| with and without antenna selection, and using additional code selection. The
mean absolut values of the resulting interference parameters in case of antenna selection (E|X| = 0,15)
and joint antenna/code selection (E|X| = 0,082) are substantially smaller compared to the mean value
in case of no antenna selection (E|X| = 0,3). Surprisingly, in contrast to the remarkable difference
between these pdfs of|X| only a very small gain in BER performance (0,1dB) shown in Fig. 5.31
results from the additional code selection. This result canbe explained by the fact, that not only the
self-interference parameterX, but both, channel gainh2 and interference parameterX effect the code
performance.
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Figure 5.30: Joint antenna/code selection,nt = 4 out of5 ≤ Nt ≤ 7.

5.4 Channel Capacity of QSTBCs

5.4.1 Capacity of Orthogonal STBC vs. MIMO Channel Capacity

The design of STBCs that are capable of approaching the capacity of MIMO systems is a challenging
problem and of high importance. The Alamouti code is suitable to achieve the channel capacity in the
case of two transmit and one receive antennas [82]. However,no such scheme is known for more than
two transmit antennas. In this last section we will shortly discuss the channel capacity of the orthogonal
design. Then we will analyze the channel capacity of quasi-orthogonal STBCs with partial CSI at the
transmitter.

In [83] has been shown that OSTBCs can achieve the maximum information rate only when the
receiver has only one receive antenna. That means, that in general OSTBCs can never reach the capacity
of a MIMO channel. We proof that in the following.
If we denote the variance of the transmitted symbols asσ2

s , the overall energy necessary to transmit the
space-time codeS is

Φ = E{tr(SSH)} = ntE{||s||2} = ntnNσ2
s , (5.33)

wherenN is a number of symbols different from zero that are transmitted on each antenna withinN time
slots. If the STBC spans overN time slots, the average power per time slot is

Ps =
ntnNσ2

s

N
(5.34)

Assuming that the OSTBC transmitsnN information symbols withinN time slots, the maximum achiev-
able capacity of OSTBC conditioned to the channelH is achieved with uncorrelated input signals and
results in [1], [84]:

COSTBC =
nN

N
log2det

(

1 +
NPs

nNntσ2
n

||H||2
)

[bits/channel use]. (5.35)
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Figure 5.31: One sided pdfs ofX for joint antenna/code selection,Nt = 6.

Using the singular value decomposition approach withHHH = UΛUH , the capacity in (5.35) can be
rewritten as:

COSTBC =
nN

N
log2

(

1 +
NPs

nNntσ2
n

r
∑

i=1

λi

)

[bits/channel use]. (5.36)

On the other side, the capacity of the equivalent MIMO channel without channel knowledge at the trans-
mitter for a given channel realization is

CMIMO = log2det
(

Inr +
Ps

ntσ2
n

HHH
)

=
r
∑

i=1

log2

(

1 +
Ps

ntσ2
n

λi

)

[bits/channel use], (5.37)

whereH is the MIMO channel matrix. The second expression in the (5.37) is obtained using the singular
value decomposition approach, whereλi are the positive eigenvalues of theHHH andr is the rank of
the channel matrixH. From this we can see that the MIMO channel capacity corresponds to the sum of
the capacities of a SISO channels, each having a power gain ofλi and a transmit powerPs/nt

1.
The loss in capacity between a MIMO channel and an OSTBC transmission withnN 6 N is:

COSTBC − CMIMO =
nN

N
log2

(

1 +
NPs

nNntσ2
n

r
∑

i=1

λi

)

−
r
∑

i=1

log2

(

1 +
Ps

ntσ2
n

λi

)

6 log2

(

1 +
Ps

ntσ2
n

r
∑

i=1

λi

)

−
r
∑

i=1

log2

(

1 +
Ps

ntσ2
n

λi

)

. (5.38)

(5.39)
1For the proof, see [27], Chapter 1.6



90 5.4. CHANNEL CAPACITY OF QSTBCS

With the property

a log(1 + x/a) 6 log(1 + x), for 0 < a 6 1 and x > 0, (5.40)

and

log

(

1 +
∑

i

xi

)

6
∑

i

log(1 + xi), for x > 0. (5.41)

we obtain

COSTBC − CMIMO 6 0. (5.42)

The equality sign in (5.38) and (5.42) hold true if and only ifnN = N and the channel rank is one
(r = 1). This condition is only fulfilled by the Alamouti full rate,full diversity code. Therefore, from
(5.38) we can conclude that the orthogonal design cannot reach the MIMO channel capacity, except for
the case whennN = N and the channel rank is one (r = 1) [82].

For the case of a MISO system (nr = 1, nt > nr), the channel matrix is a row matrixH =
(h1, h2, · · · , hnt). With HHH =

∑nt
j=1 |hj |2 eqn. (5.37) specializes into

CMISO = log2

(

1 +
Ps

ntσ2
n

nt
∑

j

|hj |2
)

[bits/channel use]. (5.43)

5.4.2 Capacity of QSTBCs with No Channel State Information at the Transmitter

Since we know that the eigenvalues of a QSTBCs induced equivalent virtual channel matrixHv are
λ1,2 = h2(1 + X) andλ3,4 = h2(1 − X) (4.63) the capacity of the QSTBCs for four transmit antennas
(when the channel is unknown at the transmitter) can be written as

CQSTBC =
1

4
log2det

(

1 +
Ps

4σ2
n

HvHv
H
)

=
1

4
· 2 ·

2
∑

i=1

log2

(

1 +
Ps

4σ2
n

λi

)

=
1

2

{

log2

(

1 +
Ps

4σ2
n

h2(1 + X)
)

+log2

(

1 +
Ps

4σ2
n

h2(1 − X)
)}

[bits/channel use]. (5.44)

If the channel dependent interference parameterX vanishes, the channel capacity of a QSTBC scheme
becomes

CQSTBCX=0
= log2

(

1 +
Ps

4σ2
n

r
∑

j

|hj |2
)

[bits/channel use]. (5.45)

This is the ideal channel capacity of a rate-one orthogonal STBC for four transmit antennas and one
receive antenna with uniformly distributed signal power and a given channel realization [84]. However,
such a rate-one code does not exist for an open-loop transmission scheme with more than two transmit
antennas. Therefore a QSTBC for four transmit antennas and using one receive antenna cannot reach the
MISO channel capacity (5.43).
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5.4.3 Capacity of QSTBCs with Channel State Information at the Transmitter

As has been explained in the previous sections, when partialCSI is returned to the transmitter the QST-
BCs performance can be substantially improved. In the previous sections, we have shown, that for both
closed-loop transmission schemes, the channel dependent interference parameterX is approximately
zero. Thus the channel capacity for QSTBC in code selection transmission scheme withX ≈ 0 can be
written as:

CQSTBCCS
≤ log2

(

1 +
Ps

4σ2
n

h2
)

[bits/channel use] (5.46)

and for the space-time coded transmission in antenna selected MIMO system gain, withX ≈ 0 and
h2

sel =
∑

j max|hj |2, j = 1, 2, · · · , 4, the channel capacity is given by

CQSTBCTAS
≤ log2

(

1 +
Ps

4σ2
n

h2
sel

)

[bits/channel use], (5.47)

whereh2
sel is the channel gain from the optimum selected antenna subset. From Equation (5.47), it is

obvious that the channel capacity of QSTBC with CSI is equal to the MISO channel capacity without
CSI. We approve this with simulation results given in next section.

5.4.4 Simulation Results

We simulated a3% outage capacity of the EA-type QSTBC with code selection (Fig. 5.32) and with
transmit antenna selection (Fig. 5.33). The channel coefficients are chosen as Gaussian random variables
with unit variance. The outage values are computed based on10.000 independent runs. The results are
compared with the capacity of an ideal open-loop(4 × 1) transmission scheme Eqn. (5.45) and with the
channel capacity of QSTBC without CSI at the transmitter (Eqn. (5.44)).

For low SNR values (up to10 dB) we have not any improvement of the outage capacity applying
code selection at the transmitter (Fig. 5.32). In the higherSNR range, there is only a small improvement
of the outage capacity, about0,2 dB at3 bits/channel use. Even with two bits feedback returned fromthe
receiver to the transmitter we do not achieve ideal(4 × 1) open-loop transmission scheme.

From Fig. 5.33 we can observe that QSTBC with transmit antenna selection achieves much higher
outage capacity than QSTBC with code selection. The performance gain between the outage capacity
of a transmit antenna selection system whenNt = 5 transmit antennas are available andnt = 4 are
selected, compared to the(4× 1) QSTBC without CSI at the transmitter is approximately4,5 dB gain at
3 bits/channel use. Increasing the number of the available transmit antennas further, the channel capacity
increases up to1 dB per additional antenna and it remains constant for higherSNR values. It is im-
portant to observe, that the outage capacity of the transmitantenna selection system is above the outage
capacity of the ideal open-loop transmission scheme. This is due to the fact that exploiting the CSI at
the transmitter only ”optimum” antennas are used for the data transmission. Obviously, transmit antenna
selection not only reduces the complexity of MIMO systems having Nt transmit antennas available, but
also improves the capacity of the MIMO systems at the cost of aminimal amount of feedback.

In Fig. 5.34 we demonstrate that the channel capacity of a QSTBC with CSI at the transmitter can be
seen as a MISO channel capacity without any CSI at the transmitter. We compare the outage capacity of
channel adaptive code selection (one bit feedback) and channel adaptive antenna selection (nt = 4 out
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Figure 5.32:3% outage capacity of QSTBCs with code selection when comparedwith ideal open-loop
transmission scheme,nt = 4, nr = 1.
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Figure 5.33:3% outage capacity of QSTBCs with transmit antenna selection when compared with an
ideal open-loop transmission scheme,Nt = 5,6,7, nt = 4, nr = 1.

of Nt = 5, 6) with the channel capacity of MISO systems (nt = 4, 5, 6;nr = 1).
Fig. 5.34 shows that for low SNR values both QSTBC closed-loop transmission schemes achieve exactly
the same outage capacity as the MISO systems without CSI. Forhigh SNR values (above 10 dB) there
is only a slight difference between the outage capacity of the QSTBC with partial CSI at the transmitter
and the outage capacity of the MISO systems without CSI at thetransmitter.



CHAPTER 5. PERFORMANCE OF QSTBCS WITH PARTIAL CHANNEL KNOWLEDGE 93

−5 0 5 10 15 20
0

1

2

3

4

5

6

SNR [dB]

C
 [b

its
/c

ha
nn

el
 u

se
]

6x1, MISO
N

t
=6, n

t
=4, CAAS

5x1, MISO
N

t
=5, n

t
=4, CAAS

4x1, MISO
QSTBC with code selection, one bit
4x1, QSTBC

Figure 5.34: Comparison of the3% outage capacity for the QSTBC with CSI at the transmitter anda
MISO system without any CSI at the transmitter.

5.5 Summary

In this chapter we have shown techniques to optimize the transmission when the transmitter knows the
channel and we have presented some principles to design space-time coded closed-loop transmission
schemes. We have assumed that the receiver has perfect channel knowledge and the transmitter only has
imperfect channel knowledge. We have proposed two channel adaptive transmission schemes, namely,
channel adaptive code selection and channel adaptive transmit antenna selection. By code selection,
the relevant channel state information is sent back from thereceiver to the transmitter quantized to one
or two feedback bits. Switching between two or four QSTBCs improves transmit diversity near to the
maximum diversity of four. Such high diversity can be exploited with a zero forcing receiver as well
as with a maximum-likelihood receiver. In case of transmit antenna selection, the ”best”nt out of Nt

transmit antennas are selected for the coded transmission.In such a way, the same diversity can be
achieved as with the system that makes use of allNt transmit antennas.

It has been shown that the channel adaptive code selection isvery simple and requires only a small
amount of feedback bits. With code selection transmit diversity four can be achieved and there is only
small improvement of the outage capacity. Transmit antennaselection combined with a QSTBC reduces
the system complexity and increases the outage capacity substantially. However this is achieved at the
cost of additional feedback bits. The required number of thefeedback bits increases exponentially with
the number of available transmit antennas.
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Chapter 6

Conclusions

This thesis is devoted to space-time coding for multiple- input/multiple-output (MIMO) systems. The
concept of space-time coding is explained in a systematic way. The performance of space-time codes for
wireless multiple-antenna systems with and without channel state information (CSI) at the transmitter
has been also studied.

The most prominent space-time block codes (STBCs) are orthogonal STBCs (OSTBCs) and the most
popular OSTBC is the Alamouti code. A linear OSTBCS has a code matrix of the dimension(nt × N)
with the unitary propertySHS =

∑N
n=1 |sn|2I, wheresn are complex symbols. OSTBCs provide full

diversity using simple detection algorithms which can separately recover transmit symbols. A complex
orthogonal design of OSTBCs which provides full diversity and full transmission rate is not possible for
more than two transmit antennas and the Alamouti code is the only OSTBC that provides full diversity
at full data rate (1 symbol/time slot) for two transmit antennas.

Quasi Orthogonal Space-Time Block Codes (QSTBC) have been introduced as a new family of STBCs.
In such a non-orthogonal design, the decoder cannot separate all transmitted symbols from each other,
but pairs of transmitted symbols can be decoded separately.These codes achieve full data rate at the
expense of a slightly reduced diversity. The full transmission rate is more important for lower signal-
to-noise ratios (SNRs) and higher bit error rates (BERs) andfull diversity is the right choice for higher
SNRs and lower BERs. Since the lower SNR range is more important for practical interest, QSTBCs
have attracted a lot attention recently.

This work provides a unified description of QSTBCs. New QSTBCs obtained by linear transformations
have been defined. The concept of an equivalent highly structured virtual (4× 4) MIMO channel matrix
(EVCM) that is of vital importance for QSTBCs performance has been introduced. The off-diagonal ele-
ments of the virtual channel matrix can be interpreted as channel dependent self-interference parameters
X. This parameterX is essential for the QSTBCs performance. The closerX is to zero, the closer is
the code to an orthogonal code maximizing diversity and minimizing the BER. It has been shown that
only 12 useful QSTBCs types exist based on this parameterX that can be either real valued or imaginary
valued. All-important is that by the useful QSTBCs the symbols from different antennas can be decoded
pairwise allowing for a low complexity receiver.

One common aspect of STBC design is that it is assumed that no channel information is available at
the transmitter. However, the performance of multiple antennas can be improved if channel state infor-
mation obtained at the receiver is fed back to the transmitter. Exploiting partial channel knowledge at the
transmitter, two simple channel adaptive transmission schemes, namely, channel adaptive code selection
and channel adaptive transmit antenna selection have been proposed in this thesis.

95



96

In case of code selection, the receiver returns one or two feedback bits per fading block and (depend-
ing on the number of returned bits) the transmitter switchesbetween two or four predefined QSTBCs
to minimize the channel dependent self- interference parameterX. In this way full diversity and nearly
full-orthogonality can be achieved with an ML receiver as well as with a simple ZF receiver. This method
can be applied to any number of transmit antennas without increasing the required number of feedback
bits.
QSTBCs with antenna selection are analyzed based on different selection criterions. The ” best”nt out of
Nt transmit antennas are selected for the transmission with respect to a certain selection criterion. With
an optimum selection criterion the same diversity can be achieved as with the system that makes use of all
Nt transmit antennas. Transmit antenna selection reduces thehardware complexity and achieves the sys-
tem diversity as the complete systems were used. With transmit antenna selection, high channel capacity
can be achieved. However, a one drawback of this method is that the number of required feedback bits

increases exponentially with the number of antennas andbfeedback =
⌈

log2(qeff)
⌉

=
⌈

log2

[

(Nt

4

)

] ⌉

bits

have to be returned to inform the transmitter which transmitantenna subset should be used.

In this work new useful QSTBCs have been proposed which can bea good candidate for future wireless
communication systems. These useful QSTBCs provide high transmission rate with simple decoding
algorithms and perform very well on i.i.d. MIMO channels as well on realistic MIMO channels. The
drawback of these codes, a diversity loss, can be avoided by simple closed-loop transmission schemes
which only require a small amount of feedback bits. Partial channel knowledge at the transmitter in-
creases the diversity of QSTBCs and orthogonalizes the QSTBCs opening the way to simple decoding
algorithms that offer a good trade-off between performanceand complexity. Furthermore, QSTBCs us-
ing partial channel information make a MIMO system more robust against the negative influences of the
wireless channel environment, e.g. high antenna correlations.
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Appendix A

MIMO Channel Capacity

The input/output relations of a single user MIMO link can be written as:

y = Hs + n, (A.1)

wheres is (nt × 1) transmit vector,y is the(nr × 1) receive vector,H is the(nr × nt) channel matrix
andn is the(nr × 1) noise vector.
The MIMO channel capacity can be expressed as:

C = EH

{

max
p(s):tr(Φ)6Ps

I(s;y)
}

[bits/channel use], (A.2)

whereEH denotes expectation with respect toH and Φ = E{ssH} is the covariance matrix of the
transmit signal vectors. The total transmit power is limited toPs, irrespective of the number of transmit
antennas. By using (A.1), the mutual information used in (A.2) for a given channel matrixH can be
expressed as:

I(s;y) = h(y) − h(y|s)
= h(y) − h(Hx + n|s)
= h(y) − h(n|s)
= h(y) − h(n), (A.3)

whereh(.) denotes the differential entropy of a continuous random vector. It is assumed that the trans-
mit vectors and the noise vectorn are independent. The mutual information is maximized wheny is
Gaussian distributed, since the normal distribution maximizes the entropy for a given variance. For a
complex Gaussian vectory, the differential entropy is less than or equal to log2det(πeR), with equality
if and only if the components ofy are circularly symmetric complex Gaussian distributed random vari-
ables [1]. R is the covariance matrix ofy defined asR = E{yyH}. Assuming the optimal Gaussian
distribution for the transmit vectors, the covariance matrix of the received complex vectory is given by:

E{yyH} = EH{(Hs + n)(Hs + n)H}
= EH{(HssHHH} + E{nnH)}
= HΦHH + Rn

= Rd + Rn (A.4)
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The superscriptsd andn of R denote the desired signal part and the noise part of the receive correlation
matrix. With (A.4) the mutual information in (A.3) is given by

I(s;y) = h(y) − h(n)

= log2[det(πe(Rd + Rn))] − log2[det(πeRn)]

= log2[det((Rd + Rn))] − log2[det(Rn)]

= log2[det((Rd + Rn))(Rn)−1]

= log2[det(Rd(Rn)−1) + Inr ]

= log2[det(HΦHH(Rn)−1) + Inr ]. (A.5)

When the transmitter has no knowledge about the channel it isoptimal to use a uniform power distri-
bution of s with statistically independent terms [1]. Then the transmit covariance matrix is given by
Φ = Ps

nT
Int. We also assume uncorrelated noise in each receiver branch characterized by the covariance

matrixRn = σ2
nInr . In this case the ergodic capacity is obtained by

C = EH

{

log2

[

det
(

Inr +
ρ

nt
HHH

)

]}

[bits/channel use] (A.6)

with ρ = Ps
σ2

n
.



Appendix B

Alamouti-type STBCs for Two Transmit
Antennas

The Alamouti code matrix is a code from the complex orthogonal design type (Hadamard complex
matrices) [55], [56]. The symbolss1 ands2 are arranged in the transmit code matrixS in such a way,
that the resulting code matrix fulfillsSSH = SHS = s2I with s2 = |s1|2 + |s2|2 (see [50] and [51] for
more details). To preserve this constraint the symbolss1 ands2 can be arranged in many ways, such that
16 variants of code matrix can be obtained:

Table B.1: Alamouti-type code matrices.

S −S S∗ −S∗

−s1 s2

s∗2 s∗1

s1 −s2

−s∗2 −s∗1

−s∗1 s∗2
s2 s1

s∗1 −s∗2
−s2 −s1

s1 −s2

s∗2 s∗1

−s1 s2

−s∗2 −s∗1

s∗1 −s∗2
s2 s1

−s∗1 s∗2
−s2 −s1

s1 s2

s∗2 −s∗1

−s1 −s2

−s∗2 s∗1

s∗1 s∗2
s2 −s1

−s∗1 −s∗2
−s2 s1

s1 s2

−s∗2 s∗1

−s1 −s2

s∗2 −s∗1

s∗1 s∗2
−s2 s1

−s∗1 −s∗2
s2 −s1

All this matrices have equivalent properties, since we knowthat two Hadamard matrices are equiva-
lent if one can be obtained from the other by a sequences of rownegations, row permutations, column
negations and column permutations [50].
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Appendix C

”Useful” QSTBC Matrices for Four
Transmit Antennas

Table C.1: QSTBC members with real-valued channel dependent self-interference parameterX.

X ABBA-Type QSTBCs EA-Type QSTBCs

X1

s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
s3 s4 s1 s2

−s∗4 s∗3 −s∗2 s∗1

s1 s2 s4 s3

−s∗2 s∗1 −s∗3 s∗4
−s∗4 −s∗3 s∗1 s∗2

s3 −s4 −s2 s1

X2

s1 −s2 s3 s4

s∗2 s∗1 −s∗4 s∗3
s3 s4 s1 −s2

−s∗4 s∗3 s∗2 s∗1

s1 s2 −s4 s3

−s∗2 s∗1 −s∗3 −s∗4
s∗4 −s∗3 s∗1 s∗2
s3 s4 −s2 s1

X3

s1 s3 s2 s4

−s∗3 s∗1 −s∗4 s∗2
s2 s4 s1 s3

−s∗4 s∗2 −s∗3 s∗1

s1 s4 s3 s2

−s∗4 s∗1 −s∗2 s∗3
−s∗3 −s∗2 s∗1 s∗4

s2 −s3 −s4 s1

X4

s1 −s3 s2 s4

s∗3 s∗1 −s∗4 s∗2
s2 s4 s1 −s3

−s∗4 s∗2 s∗3 s∗1

s1 −s4 s3 s2

s∗4 s∗1 −s∗2 s∗3
−s∗3 −s∗2 s∗1 −s∗4

s2 −s3 s4 s1

X5

s1 s2 s4 s3

−s∗2 −s∗1 −s∗3 s∗4
s4 s3 s1 s2

−s∗3 s∗4 −s∗2 s∗1

s1 −s2 s3 s4

s∗2 s∗1 −s∗4 s∗3
−s∗3 −s∗4 s∗1 −s∗2

s4 −s3 s2 s1

X6

s1 −s2 s4 s3

s∗2 s∗1 −s∗3 s∗4
s4 s3 s1 −s2

−s∗3 s∗4 s∗2 s∗1

s1 s2 s3 s4

−s∗2 s∗1 −s∗4 s∗3
−s∗3 −s∗4 s∗1 s∗2

s4 −s3 −s2 s1

The values ofXi, i = 1, 2, · · · , 12 can be found in Section 4.7.7. Design I and Design II in Tab. (C.2)
are two possible designs of useful QSTBCs with imaginary values of channel dependent self-interference
parameterX. Design I is similar to the ABBA-type QSTBCs and Design II is similar to the EA-type
QSTBCs both given in Tab. (C.1).
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Table C.2: QSTBC members with imaginary valued channel dependent self-interference parameterX.

X Design I Design II

X7

s1 s2 s4 s3

−s∗2 s∗1 −s∗3 s∗4
−s4 s3 s1 −s2

s∗3 s∗4 −s∗2 −s∗1

s1 s2 s4 s3

−s∗2 s∗1 −s∗3 s∗4
−s∗4 s∗3 s∗1 −s∗2

s3 s4 −s2 −s1

X8

s1 −s2 s3 s4

s∗2 s∗1 −s∗4 s∗3
−s3 s4 s1 s2

−s∗4 −s∗3 −s∗2 s∗1

s1 −s2 s4 s3

s∗2 s∗1 −s∗3 s∗4
−s∗4 s∗3 s∗1 s∗2

s3 s4 s2 −s1

X9

s1 s3 s2 s4

−s∗3 s∗1 −s∗4 s∗2
−s2 s4 s1 −s3

−s∗4 −s∗2 s∗3 s∗1

s1 −s4 s3 s2

s∗4 s∗1 −s∗2 s∗3
−s∗3 s∗2 s∗1 s∗4

s2 s3 s4 −s1

X10

s1 −s3 s2 s4

s∗3 s∗1 −s∗4 s∗2
−s2 s4 s1 s3

−s∗4 −s∗2 −s∗3 s∗1

s1 s4 s3 s2

−s∗4 s∗1 −s∗2 s∗3
−s∗3 s∗2 s∗1 −s∗4

s2 s3 −s4 −s1

X11

s1 s2 s4 s3

−s∗2 s∗1 −s∗3 s∗4
−s4 s3 s1 −s2

−s∗4 −s∗3 s∗2 s∗1

s1 −s2 s4 s3

s∗2 s∗1 −s∗3 s∗4
−s∗4 s∗3 s∗1 s∗2

s3 s4 s2 −s1

X12

s1 −s2 s4 s3

s∗2 s∗1 −s∗3 s∗4
−s4 s3 s1 s2

−s∗4 −s∗3 −s∗2 s∗1

s1 s2 s4 s3

−s∗2 s∗1 −s∗3 s∗4
−s∗4 s∗3 s∗1 −s∗2

s3 s4 −s2 −s1



Appendix D

Maximum Likelihood Receiver Algorithms

In general, the maximum-likelihood detection selects thattransmit vector̂sML which minimizes

ŝML = argmin
s∈S

{||y − Hvs||2} (D.1)

among all combinations of symbol vectorss taken from the transmit alphabetS.
Applying maximum ratio combining ony we get

z = HH
v y

and the ML detection changes into

ŝML = argmin
s∈S

{

(z −HH
v Hvs)

H(HH
v Hv)

−1(z − HH
v Hvs)

}

. (D.2)

To proof (D.2) that we start with (D.1)

ŝML = argmin
s∈S

{(y − Hvs)
H(y − Hs)}

= argmin
s∈S

{yHy − yHHvs − sHHH
v y + sHHH

v Hvs}

= argmin
s∈S

{−yHHvs − sHHH
v y + sHHH

v Hvs}. (D.3)

The last step follows from the fact that the minimization is done with respect to the transmitted symbol
vectors and thusyHy need not be taken into account furthermore.
After multiplication of the quadratic form in (D.2), we obtain

ŝML = argmin
s∈S

{zH(HH
v Hv)

−1z − zH(HH
v Hv)

−1(HH
v Hv)s − sH(HH

v Hv)(H
H
v Hv)

−1z + sHHH
v Hvs}

= argmin
s∈S

{yHy − yHHvs− sHHH
v y + sHHH

v Hvs}

= argmin
s∈S

{−yHHvs− sHHH
v y + sHHH

v Hvs}. (D.4)

Obviously the minimization of the transmitted vectors in (D.4) is identical expression to the minimiza-
tion in (D.3), last equation.
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Appendix E

Acronyms

AWGN Additive WhiteGaussianNoise
BER Bit Error Ratio
BLAST Bell Labs-LayeredSpace-Time
CAAS ChannelAdaptiveAntennaSelection
CACS ChannelAdaptiveCodeSelection
CSI ChannelStateInformation
EA ExtendedAlamouti
EVCM EquivalentVirtual ChannelMatrix
i.i.d independentlyidenticaldistributed
MIMO Multiple InputMultiple Output
MISO Multiple InputSingle Output
ML MaximumLikelihood
MMSE Minimum MeanSquareError
MRC MaximumRatio Combining
OSTBC OrthogonalSpace-Time Block-Code
PEP PairwiseError Probabilty
PDF ProbabiltyDensityFunktion
QPSK QuadraturePhaseShift Keying
QSTBC Quasi-OrthogonalSpace-Time Block Codes
SER Symbol Error Ratio
SISO Single InputSingle Output
SIMO Single InputMultiple Output
SM SpatialMultiplexing
STBC Space-Time Block Code
SNR Signal toNoiseRatio
STC Space-Time Coding
STTC Space-Time Trellis Code
ULA Uniform LinearArray
ZF ZeroForcing
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