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Abstract

In this thesis we examine the autonomous oscillator model for synthesis of speech signals.
The contributions comprise an analysis of realizations and training methods for the nonlinear
function used in the oscillator model, the combination of the oscillator model with inverse
filtering, both significantly increasing the number of ‘successfully’ re-synthesized speech signals,
and the introduction of a new technique suitable for the re-generation of the noise-like signal
component in speech signals.

Nonlinear function models are compared in a one-dimensional modeling task regarding their
presupposition for adequate re-synthesis of speech signals, in particular considering stability.
The considerations also comprise the structure of the nonlinear functions, with the aspect of
the possible interpolation between models for different speech sounds. Both regarding stability
of the oscillator and the premiss of a nonlinear function structure that may be pre-defined,
RBF networks are found a preferable choice. In particular in combination with a Bayesian
training algorithm, RBF networks with Gaussian basis functions outperform other nonlinear
function models concerning the requirements for the application in the oscillator model.

The application of inverse filtering, in particular linear prediction as a model for speech
production, in addition to nonlinear oscillator modeling, allows the oscillator to model an
estimated speech source signal as evoked by the oscillatory motion of the vocal folds. The
combination of linear prediction inverse filtering and the nonlinear oscillator model is shown to
provide a significantly higher number of stably re-synthesized vowel signals, and better spectral
reconstruction than the oscillator model applied to the full speech signal. However, for wide-
band speech signals the reconstruction of the high-frequency band is still unsatisfactory. With
a closer analysis it becomes clear that – while the oscillatory component can now be reproduced
satisfactorily – a model for the noise-like component of speech signals is still missing.

Our remedy is to extend the oscillator model by a nonlinear predictor used to re-generate
the amplitude modulated noise-like signal component of stationary mixed excitation speech
signals (including vowels and voiced fricatives). The resulting ‘oscillator-plus-noise’ model
is able to re-generate vowel signals, as well as voiced fricatives signals with high fidelity in
terms of time-domain waveform, signal trajectory in phase space, and spectral characteristics.
Moreover, due to the automatic determination of a zero oscillatory component, also unvoiced
fricatives are reproduced adequately as the noise-like component only. With one instance of
the proposed model all kinds of stationary speech sounds can be re-synthesized, by applying
model parameters – i. e., the RBF network weights and linear prediction filter coefficients –
learned from a natural speech signal for each sound.

In a first objective analysis of naturalness of the oscillator-plus-noise model generated
signals measures for short-term variations in fundamental frequency and amplitude are found
to better resemble the measures of the original signal than for the oscillator model only,
suggesting an improvement in naturalness.
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Chapter 1

Introduction

Speech synthesis is a key function in many systems for human-machine communication, par-
ticularly in applications like information retrieval, dialog systems, but also in inter-human
communication applications, for example in automatic translation. Current speech synthesis
systems – though often rated well in terms of intelligibility – still have to be improved con-
cerning naturalness of the synthetic speech signal. This thesis is concerned with a technique to
generate synthetic speech signals based on concepts from nonlinear dynamical systems theory
and focusses on improving stability of the speech signal synthesis system and naturalness of
the synthetic speech signals generated.

1.1 Motivation

Speech production is a nonlinear process whose physics are governed by the equations describ-
ing the oscillatory motion of the vocal folds and flow of air through the glottis for voiced speech
signals, as well as by the effect of turbulent air flow for noise-like excitation. Consequently,
speech analysis and, in particular, speech synthesis should be performed in the framework of
the theory of nonlinear dynamical systems to capture the important nonlinear phenomena and
to produce naturally sounding synthetic speech signals.

In most state-of-the-art signal generation algorithms for speech synthesis the nonlinear
aspect of speech production is greatly neglected and properties inherent to nonlinear systems
have to be artificially introduced to the synthesis system. For example, qualities like continuous
phase of the generated signal – which is an implicit property of nonlinear dynamical systems
– or short-term variations in amplitude and fundamental frequency – which may naturally be
generated by a nonlinear oscillating system – have to be introduced artificially to many speech
synthesizers, e. g., by pitch-synchronous processing and by means of fundamental frequency
control, respectively.

The appropriate reproduction of such features of natural speech signals is, however, a key
issue for naturalness of synthetic speech. Naturalness – as opposed to intelligibility, which is
attained well – is an attribute that still has to be improved for most state-of-the-art speech
synthesis systems. Beyond that, the synthesis of emotional speech, variations and modifications
in speaking styles or speaker identity also require high-quality versatile speech generation
models.

In previous investigations on nonlinear signal generation algorithms for speech synthe-
sis, the oscillator model based on the prediction of the signal trajectory in phase space
[Kub95, PWK98] is laid out as a prospective tool for re-generation of natural speech sig-
nals. In particular an appropriate modeling of the above mentioned short-term variations in
the oscillator generated signal is reported in several studies (e. g., [MM99, NPC99, MM01]),
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leading to adequate reproduction of, e. g., spectral properties of speech signals [Man99]. Also,
phase coherence is a natural feature of the oscillator model.

The successful application of the oscillator model is, however, limited to the reproduction
of a small number of stationary speech sounds only, generally to some specific vowel signals.
When attempting to reproduce the results from previous studies one soon finds that for new
speech signals, like arbitrary stationary vowel signals, or even the same vowel signal from a
different speaker, a specific implementation of the oscillator model reported to yield successful
re-synthesis in previous studies fails to adequately reproduce the signal, and often displays
“unstable” behavior, comprising, for example, large amplitude peaks in the generated signal, an
output signal tending to infinity, or high-frequency oscillations. Thus the robust identification
of a stable oscillator model is the first task to be tackled here.

Another shortcoming of the oscillator model as applied until now is the lack of high-
frequency components in the synthetic speech signal, identified in several investigations [Bir95,
Bir96, MM99, Man99]. To some extent this can be explained by the necessity of regularization
applied for oscillator identification, and in [Man99], for example, the control of the amount of
high-frequency components by varying the regularization factor is demonstrated for one vowel
signal. In general, however, this method cannot be applied successfully. From simple percep-
tion experiments, it becomes clear that particularly noise-like high-frequency components of
the natural speech signal are missing in the oscillator generated speech signals, even for voiced
speech like vowels.

For both of these main challenges a thorough incorporation of knowledge from other speech
synthesis methods and from phonetics and speech science seems desirable, for example the con-
sideration of speech production models like the source-filter model, and a basic understanding
of the human speech production process is requisite.

1.2 Human speech production

Human speech production is a complex process. Even neglecting the complicated higher-lever
linguistic background, or the motor control of muscles and tissue, the mere physical process
that leads to the generation of acoustic speech waves is impressive: Air pressure is generated
by the lungs – the source of energy – evoking air flow through the larynx, where, for voiced
sounds, the flow is modulated according to the nonlinear relation between air pressure and
velocity and the dynamical system of the larynx. The larynx is made up of vocal folds which
are capable of closing completely together or, as they move apart, creating an opening called
the glottis. During normal respiration or for the production of unvoiced sounds, air passes
almost freely through the glottis.

For the production of voiced sounds the vocal folds are set under tension and, with air
passing through, an almost periodic1 vibration is evoked being the source of an according
acoustic wave propagating through the vocal tract. Since the geometry of the vocal tract is
not uniform the acoustic wave is partially reflected (and absorbed to a little extent) along the
vocal tract before it is emitted from mouth and/or nose as acoustic speech signal. The partial
reflections result in a filtering of the glottal source signal depending on the configuration of
the vocal tract that allows humans to form specific phonemes. Vowels, for example, can be
distinguished by the first two resonance frequencies (formants) of the vocal tract filter.

For unvoiced sounds the glottis is open and no almost periodic source signal is present, but

1We shall use the term almost periodic to describe a motion or signal with possibly slight variations in
frequency, amplitude or exact waveform shape of individual ‘fundamental’ cycles, i. e., corrupted by some
additive signal or noise – but with a strong and clearly identifiable underlying periodic waveform. The term
almost periodic should be differentiated from quasi-periodic: A quasi-periodic signal is a signal composed of a
sum of sinusoids, which may be periodic or non-periodic.
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the speech sound is evoked by turbulent air flow at constrictions along the vocal tract, e.g.,
between upper front teeth and lower lip for the fricative /f/, or between the tongue and the
palate (roof of the mouth) for /S/2.

Both the motion of the vocal folds for voiced sounds and the turbulent air flow for unvoiced
sounds are nonlinear processes converting the direct current (DC) signal of air flow due to lung
pressure into audible acoustic waves. While turbulence is a high-dimensional phenomenon,
which is probably better modeled by a statistical approach [KAK93], the equations that govern
the almost periodic signal evoked by vocal fold oscillations can be modeled by a low-dimensional
nonlinear system.

While the presence of an almost periodic source signal for voiced phonemes is evident, and
can be easily verified from the speech signal, the presence of noise-like signal components in
voiced speech signals is somewhat more difficult to observe. From the mere signal the noise-like
components may be best visible for mixed excitation phonemes, like voiced fricatives (/v/, /z/,
/Z/). However, also for purely voiced phonemes like vowels a certain small noise-like component
is present in the speech signal. In general the noise-like component in voiced speech signals is
modulated by the oscillatory component.

To add meaning to a speech signal, different speech sounds are connected to form words
and sentences, making speech production a highly non-stationary process. In normally spoken
fluent speech the portion of the speech signal that belongs to transitions between phonemes
is quite large, meaning that for many phonemes actually no stationary signal portion may be
observed. This fact also leads to the bad quality of speech synthesis systems based on concate-
nation of single phoneme elements (in comparison to systems based on elements containing
transitions between phonemes).

In the scope of this thesis the non-stationary aspect of speech signals is covered only in
a limited way: Since the training of the nonlinear models used here requires a large number
of training examples, the models are derived from recordings of artificially sustained speech
signals for each speech sound. However, in sect. 4.5 some attempts to generate non-stationary
synthetic speech signals using the models derived from sustained signals are depicted.

For speech signal processing a main advance is based on the introduction of speech pro-
duction models [Fan70] into speech analysis, coding, and synthesis algorithms. In particular,
algorithms considering the source-filter model of speech production are advantageously applied
in speech coding and synthesis.

1.3 Nonlinear modeling of speech signals

Our work aims at modeling the speech signal by a dynamic system, not necessarily in a physical
modeling sense, like, for example, by mimicking the physical speech production process, but
using a dynamic system model that correlates with the natural signal generation system of
human speech production, e. g., a low-dimensional oscillatory system for the voiced speech
source. There are only specific cases of linear systems that display stable oscillatory output
without a driving input signal, the simplest being a purely recursive second order filter with
the filter poles at the unit circle. In the ‘real world’ – i. e., taking energy dissipation into
account – autonomous oscillatory systems have to contain nonlinear elements.

The oscillator-plus-noise model for speech production developed in this thesis is built upon
the autonomous oscillator model [Kub95, HP98b, PWK98], based on the phase-space recon-
struction of scalar time signals by a time-delay embedding [Tak81, SYC91] and a nonlinear

2Symbols within slashes denote phonemes, e. g., /f/ and /S/ stand for the initial sound in the words
“phoneme” and “she”, respectively. We make no special distinction between different acoustic realizations
(allophones) of one phoneme here, which may, e. g., occur for speech sounds uttered by different speakers.
Phonemes are stated in the form of the international phonetic alphabet (IPA).
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predictor. We ground on the basis of several recent investigations of this model, particularly
investigations regarding the modeling of speech signals.

Basic findings from these investigations include the fact that voiced speech signals are
low-dimensional. In [Tow91] a correlation dimension of 2.9 for speech signals (in general) is
stated. In particular for sustained vowel signals even lower dimensionality is found, e. g., a
saturation in prediction gain for an embedding dimension N ≥ 3 and a correlation dimension
between 1.2 and 1.7 in [BK91]. This means that such signals can be modeled in a reasonably
low-dimensional phase space.

A second important finding is that for a given signal the embedding delay of the time-delay
embedding can be optimized using mutual information between delayed signal samples [Fra89,
BK91], for which computationally fast algorithms are available [BK94, HKS99, BD99]. Hence,
the best structure (embedding delay) of the oscillator model can be chosen for each individual
signal.

Another finding is that, using the oscillator model the reproduction of important properties
of nonlinear systems, like signal dimension or Lyapunov exponents, is possible, as shown, e. g.,
for modeling the Lorenz system in [HP98b, Ran03].

For the application to speech synthesis a number of investigations [Kub95, Bir95, Kub96b,
Kub96a, Bir96, Ber97, Kub98, Ber98, HK98, Man99, MM99, NPC99, LMM00, RK01, Ran01,
MM01, Ran03, RK03, LZL03] show encouraging results. In particular, the oscillator generated
speech signals often display characteristic features of natural speech signals better than other
signal generation algorithms, for example cycle-to-cycle variations [Man99, NPC99, MM01].
Signal generation for speech synthesis based on the oscillator model thus seems to be suitable
for achieving natural synthesis results.

Besides synthesis, the applications of phase-space modeling and of the oscillator model for
speech signal processing comprise time scale modification [KK94], adaptive-codebook pulse
code modulation for speech coding [Kub95], noise reduction [Sau92, HKM01], fundamental
frequency analysis (pitch extraction) [Ter02a], determination of instants of equal phase inside
the glottal cycle (epoch marking) [MM98, HK05], as well as new concepts for speech recognition
[PM02, LJP03, LJP04].

For speech synthesis with the oscillator model a nonlinear function model for signal
prediction is applied to capture the signal dynamics in embedding phase space. The pa-
rameters for the nonlinear function model are, in general, learned from recorded speech
signals. A number of possible realizations of the nonlinear function have been investi-
gated in the literature, e. g., lookup tables [Tow91, KK94], artificial neural networks –
such as the multi-layer perceptron [PWK98, HP98b, NPC99], radial basis function net-
works [Bir95, HP98b, MM99, Man99, MM01], or, recently, the support vector machine [LZL03]
– or multivariate adaptive regression splines [HK98]. All these nonlinear function models are
reported to provide the means for natural speech synthesis when applied in the oscillator model
for the re-generation of some example signals. However, positive synthesis results are often
achieved for only a small number of stationary vowel signals. In general, a main challenge for
speech synthesis using the oscillator model still lies in the task to obtain a stable oscillator.
Considering this, a comparison of possible realizations of the nonlinear function is pursued
here, first in an easy to visualize one-dimensional regression task in Chapter 3, and specifically
for the application in the oscillator model in Chapter 4.

Regarding signal prediction, it was found that nonlinear prediction with predictors of
reasonably low complexity actually outperforms linear prediction for speech signals in terms
of prediction gain [Tow91, TNH94, FMV97], in particular in long-term prediction tasks with
equal predictor complexity [BBK97]. Hence, in most investigations the nonlinear oscillator
modeling of the full speech signal has been pursued without a possible pre-processing by linear
prediction inverse filtering, since the nonlinear predictor is assumed to optimally incorporate
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the linear prediction part.
For the modeling of voiced speech signals, however, the pre-processing by linear prediction

(or by other inverse filtering algorithms) should be considered, since it shifts the dynamic mod-
eling task to the regime of the oscillatory system of human speech production, the oscillatory
movement of the vocal folds. For this purpose a decomposition of the speech signal into a
linear prediction filter or a similar system (e. g., an acoustic tube model) and a residual signal,
which corresponds to the glottal source signal (the output of the actual nonlinear system in
speech production), will be investigated in combination with the oscillator model in Chapter 4.
To our knowledge, a combination of inverse filtering and a nonlinear oscillator has only been
investigated in [NPC99] and our own work [RK01, Ran01].

Another important aspect of nonlinear dynamic modeling of speech signals is that only the
deterministic component can be captured by the model. However, speech generally contains
a noise-like component, which is generated by turbulent air flow, i. e., by a high-dimensional
system. As noted above, this process – though nonlinear and deterministic – should be consid-
ered a stochastic process [KAK93] and can commonly not be mimicked by a low-dimensional
dynamic system. Carefully considering the properties of the noise-like component of speech
signals we will develop the means to re-generate a proper noise-like component that can be
added to the oscillatory component and allows for faithful re-production of all kinds of sta-
tionary speech signals in Chapter 5: The oscillator-plus-noise model.

Nonlinear speech modeling – or rather: Modeling of the nonlinear system in speech pro-
duction – can be traced back to the year 1791 when Wolfgang van Kempelen published a book
comprising an astonishingly concise analysis of human speech production and a description
of a mechanical speaking machine [vK70]. Our work runs a lot in parallel with the evolution
of van Kempelen’s machine: We start on the foundation of �modeling stationary vowel sig-
nals�3 laid in previous investigations on the oscillator model, and aim at the re-generation
of general mixed excitation speech sounds as well as unvoiced sounds (�consonants�) with
one and the same model, including the aim to create transitions between different sounds and
thus �combine them to syllables and words�. Hence, we shall include some citations from van
Kempelen’s work here, starting with the encouraging notion that, following the path indicated
above, �it is possible to make an all-speaking machine�:
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3Texts enclosed by � � quotes are partial translations of the corresponding reproductions from [vK70] by
the author.



6 CHAPTER 1. INTRODUCTION

1.4 Thesis outline

The structure of the remainder of this thesis is the following: In Chapter 2 we provide a brief
overview of current speech synthesis techniques. We focus particularly on signal generation –
as opposed to text processing, prosody generation, or parameter control. The motivation to
include this description of ‘linear’ synthesis techniques is that we will refer to several of them
in the development of the oscillator-plus-noise model.

Chapter 3 deals with a number of realizations of the nonlinear function to be used in the
oscillator model, mainly with models based on radial basis function (RBF) networks. Since in
the oscillator model the nonlinear function is applied in a higher than two- or three-dimensional
space, thus being difficult to visualize, the nonlinear function models will be compared on a
one-dimensional regression task in this chapter. Characteristics of the different nonlinear
function realizations important for speech modeling are deduced.

In Chapter 4, first, the fundamentals for nonlinear prediction of scalar signals are presented,
including signal embedding in phase space, and leading to the autonomous oscillator model.
Application of the oscillator model to the re-generation of stationary vowel signals is exempli-
fied for different nonlinear function realizations and RBF network training methods. Second,
a combination of vocal tract modeling by linear prediction filtering and the oscillator model
is developed, resulting in improved stability and spectral reconstruction of the re-generated
speech signals. Furthermore, the possibility of varying oscillator parameters for non-stationary
modeling by interpolation of RBF network weights is considered.

The still unsatisfactory spectral re-construction in the high-frequency range of wide-band
vowel signals motivates the introduction of the oscillator-plus-noise model in Chapter 5.
Speech signals generally comprise a noise-like component due to the high-dimensional fluid
dynamics of turbulent air flow. Since this high-dimensional component cannot be modeled by
a low-dimensional oscillator, we propose to re-generate the noise-like signal component using
a random noise signal that is pitch-synchronously modulated in amplitude, with an individual
modulation envelope learned for each speech sound. Thus, vowel signals are re-synthesized
satisfactorily, and with the extension of a second linear prediction path for individual spectral
shaping of the noise-like component, besides vowels, also stationary mixed excitation and un-
voiced speech signals can be re-synthesized. As performance measure, synthesized signals are
compared to natural speech signals regarding objective measures related to naturalness.

The scientific contributions and the main conclusions and potentials of this thesis are
summarized in Chapter 6.
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Chapter 2

Current speech synthesis techniques

In this section we will give a summary of a number of signal generation techniques of current
speech synthesis systems, traditionally classified into the three categories articulatory synthesis
(sect. 2.1), formant synthesis (sect. 2.2), and concatenative synthesis (sect. 2.4). A special case
of concatenative synthesis is the so called unit selection method (sect. 2.5).

Several aspects of all these synthesis algorithms are important for this work. Since we claim
to capture the dynamics of the actual nonlinear oscillator in speech generation – although not
necessarily in a one-to-one modeling of vocal fold movements – we also refer to some models
for glottal waveform generation (sect. 2.3) utilized in articulatory and formant synthesis. It
shall be advantageous to relate the oscillator model to signal generation models that have been
used in the ‘traditional’ synthesis systems.

The last section (sect. 2.6) is dedicated to the challenges arising from some commonly
encountered problems using current speech synthesis techniques.

As mentioned, we will primarily focus on the signal generation stage of the different syn-
thesis algorithms, greatly neglecting the (no less important and challenging) task of control
parameter generation, which is not covered in this thesis.

2.1 Articulatory synthesis

Articulatory synthesis is based on modeling the physics of the human articulators (‘physical
modeling’), like vocal tract geometry and vocal fold movements. The speech production pro-
cess is imitated by inducing ‘movements’ of the model articulators akin to the way a human
person would do. The concept of mimicking the human speech production system has been
first exploited more than 200 years ago by van Kempelen’s mechanical ‘speaking machine’
that was able to reproduce ‘all sounds of the German language’ [vK70]. Nowadays, however,
articulatory synthesis relies on mathematical models rather than mechanical models for the
physical structure involved in the human speech production process [Scu90].

Control of articulatory movement is accomplished by speech gestures (i. e., stylized move-
ments of tongue, lips, etc.) [SA83, Scu86, Bai97] or even by neuromotor command : To speak,
a person thinks of a message and sends commands to her/his lungs and vocal tract muscles,
which cause air flow from the lungs, vocal fold oscillations (for voiced speech), and articulator
movement, changing the shape of the vocal tract and resulting in the production of the speech
signal [O’S87]. The increase in computing power over the last years allows for a fine control
of articulatory movement in current articulatory synthesizers (see, e. g., [IGW+03]), and the
combination with a virtual ‘talking head’ [BBEO03]. The physical modeling of evolution and
of propagation of the acoustic signal naturally incorporates feedback from the vocal tract filter
on the glottal dynamics.
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Albeit the convincing concept, and despite the power of current computing systems, the
implementation of an articulatory synthesizer is quite involved and not crowned with the suc-
cess of resulting in high quality synthetic speech. The reasons are twofold: First, building an
articulatory synthesizer relies on a number of measurements (e. g., X-ray data for vocal tract
shapes [BBRS98]), assumptions and simplifications that may not be as comprehensive and
accurate as necessary. Second, in the actual synthesis procedure a fine-grained control of the
synthesizer parameters (articulator movements, etc.) is necessary, that accounts for variations
in the natural speech production process, like different time constants for the various articula-
tors, co-articulation, etc. Generating appropriate trajectories for the control parameters as a
function of time is a task that still requires manual optimization and cannot be accomplished
satisfactorily by a fully automatic system.

Some of the models used for articulatory synthesis are, however, also relevant for other
synthesis techniques, namely the approximation of the vocal tract shape by area functions (the
cross section areas of a series of, usually, equal-length uniform tubes), which is closely related
to linear prediction [MG76]. Linear prediction can be utilized to estimate area functions for
articulatory synthesis or the synthesis filter transfer function for formant synthesis (see sect. 2.2
below), and is also used in a number of concatenative synthesis techniques (sect. 2.4).

2.2 Formant synthesis

Formant synthesizers are based on the source-filter model for speech production [Fan70], which
distinguishes between a system that gives rise to acoustic waves (the source) and a system that
influences the properties of the acoustic waves on its way from the source to the free-field (the
filter). For synthesis the voice source is either modeled by a periodic signal related to the
glottal pressure signal for a voiced source or by a noise signal for an unvoiced source. The
source signal is fed through a linear, slowly time-varying filter that resembles the vocal tract
characteristics and, e. g., establishes the distinctive formant resonances for different vowels. In
formant synthesis there is commonly no possibility to include feedback from the filter to the
source.

The simplest formant synthesizers use a periodic train of impulses with a fundamental
period T0, corresponding to the fundamental frequency F0 = 1/T0, for voiced sounds or white
noise for unvoiced sounds as source signal, as well as a time-varying all-pole filter H(f, t) (or a
set of parallel or cascaded resonator filters) to establish the relevant formants (fig. 2.1). More
elaborate models use a variable mixing of both periodic and noise source signals, a glottal pulse
shaping filter for the voiced source, additional anti-resonance filters (for nasals), a filter for
lip radiation, and amplitude modulation of the noise source signal related to the fundamental
period for mixed excitation. A prominent example for an elaborate formant synthesis system
is the Klatt-synthesizer (e. g., [Kla80]).

Formant synthesizers can generate high-quality synthetic speech if appropriate control
parameter sequences are supplied. However, for this purpose the control parameter sequences
commonly have to be optimized manually and cannot be generated entirely automatically.
Formant transitions between phonemes, for example, depend on the phoneme context (co-
articulation) and cannot be re-generated satisfactorily by simple rules. Thus, as for articulatory
synthesis, the difficulty of automatically generating adequate control parameter trajectories
hinders the use of formant synthesizers for general purpose text-to-speech synthesis.

2.3 Glottal waveform generation

In the framework of formant and articulatory synthesis several models for the generation of the
glottal source signal have evolved. Since here we are also concerned with finding an appropriate
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Figure 2.1: Simple speech synthesis system based on the source-filter model for human
speech production. As signal source either a series of impulses xvoi(t) – corresponding to the
glottal derivative waveform – for voiced speech, or a white noise signal xuv(t) for unvoiced
speech is used. The source signal is filtered by a (slowly time-varying) linear filter H(f, t)
corresponding to the vocal tract filtering in speech production to yield the synthetic speech
signal y(t). The coefficients for the filter H(f, t) can be determined by rule, e. g., by specifi-
cation of formant frequencies and bandwidths (formant synthesis), or may be deduced from
recorded speech signals by linear prediction analysis (as used for pulse-excited LP synthesis,
see sect. 2.4.2). The time varying amplitude is controlled by the parameter a(t).

representation for the source signal we will shortly introduce some of them in the following.

The Liljencrants-Fant (LF) model is a parametric signal model for the glottal waveform
[FLL85]. The glottal waveform shape is characterized by four parameters tp, te, ta and Ee, as
well as the length of the fundamental period T0. For one fundamental period the derivative
of the glottal waveform – which corresponds to the acoustic pressure signal that is used as
input to the vocal tract filter – is composed of two smooth functions joined at the instant
of glottal closure te. An example of the glottal waveform and its derivative represented by
the Liljencrants-Fant model is given in fig. 2.2 labeled with the model parameters. The main
excitation is due to the large (negative) pulse in g(t) at the instant of glottal closure te corre-
sponding to the delta impulses in the simplified model in fig. 2.1. Similar parameterization of
the glottal waveform is used in the Rosenberg model and other related models [Ros71, Vel98].

The parameters of the above models are not all directly related to physical properties of
the glottis or acoustical properties of the source signal. Thus, appropriate parameter values
often have to be determined from recorded speech signals by inverse filtering (cf. sect. 4.4.1) or
in an analysis-by-synthesis procedure. Although the LF model only comprises four parameters
for the fundamental waveform shape it is possible to achieve a wide variety of different speech
characteristics, even when the shape parameters are derived from only one control parameter
[Fan95]. However, for the adequate reproduction of specific speech qualities, like source-filter
interaction, or for the identification of speaker dependent variations of the fundamental wave-
form shape, the parameterization by the LF model does not suffice, and additional modeling
effort is necessary [PCL89, PQR99].

Other parametric models represent the glottal waveform by a weighted sum of basis func-
tions. The most common example of such a signal decomposition into basis functions is
the Fourier series representation, which is also the basis for sinusoidal modeling discussed in
sect. 2.4.3.

The model for glottal signal generation proposed in [Sch90] and refined in [Sch92] deals
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Figure 2.2: Example glottal flow waveform f(t) and acoustic pressure waveform g(t) (time
derivative of f(t)) generated by the Liljencrants-Fant model for one glottis cycle. Model
parameters are: tp instant of maximum glottal flow, te nominal instant of glottal closure, ta
time constant of exponential recovery, and Ee absolute value of glottal flow derivative at te.
The periodic repetition of the signal g(t) can be used as the source signal of voiced speech
instead of a series of pulses in formant synthesis (cf. fig. 2.1).

with polynomial series (Volterra shaping functions) of a sinusoidal basis function. The poly-
nomial coefficients can be deduced from the Fourier coefficients of an inverse filtered recorded
speech signal. Synthesis is performed by feeding a sinusoidal signal to a static nonlinear func-
tion. Fundamental frequency, duration, and amplitude are easily controlled by changing the
respective parameters for the driving sinusoidal signal. This synthesis model allows for the
generation of different spectral characteristics in the output signal by changing the amplitude
and phase of the sinusoidal driving signal. For a low amplitude input signal the output signal
will be almost sinusoidal. With increasing amplitude the amount of higher harmonics will in-
crease, too. This is a feature also encountered in natural speech signals. For a fixed nonlinear
function, however, the spectral characteristic of the output signal is solely determined by the
amplitude and phase of the sinusoidal input signal and cannot be controlled independently of
these parameters.

A glottal signal generation model based on a second order resonance filter is proposed
in [DA00]. Here, the nonlinear function acts on the (two-dimensional) state vector of the
resonator, and its output is fed back as filter input signal. Thus, the fundamental frequency
can be controlled by the resonance filter parameters whereas the waveform shape is determined
by the nonlinear function. Using a quite low number of parameters the system is able to re-
generate glottal flow waveforms from inverse filtered speech signals, and allows for easy control
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of fundamental frequency due to the use of physically informed parameters.
The approach towards the generation of the glottal signal from the field of articulatory

synthesis is physical modeling of the vocal fold oscillations. Here, a simplified description of
the mechanics of the vocal folds is set up by means of masses, springs, and damping elements
together with equations for the fluid dynamics of the air passing through the vocal folds. The
resulting differential equations are solved to yield the acoustic signal.

The most prominent among physical models for the vocal folds is the two-mass model
introduced in [IF72] and widely studied [Tit88, Per88, Per89, Luc93, TS97, LHVH98, JZ02],
and extended, e. g., to a three-mass model in [ST95]. The main control parameter for the
two-mass model is the sub-glottal pressure. To achieve a desired glottal waveform, however, a
complex fine-tuning of the system parameters is necessary. However, it has been shown that, for
example, by varying sub-glottal pressure and one other parameter (amount of coupling between
the two model masses) a variety of possible system behaviors from nonlinear system theory is
possible, like bifurcations resulting in sub-harmonics of the fundamental frequency [Luc93], and
that introducing turbulence noise or random stiffness in the two-mass model induces chaotic
behavior [JZ02]. If the two-mass model is directly coupled to a vocal tract model [IF72, TS97],
the resulting articulatory synthesis system naturally includes feedback from the vocal tract
filter to the source, which is not the case for formant or concatenative synthesis systems, in
general. There is, however, no direct relation between the parameters of the two-mass model
and prosodic parameters, or spectral content. Thus, as previously mentioned for articulatory
synthesis in general, the control of the two-mass model in terms of F0, amplitude, or spectral
characteristics of the output signal becomes a difficult task.

2.4 Concatenative synthesis

The currently prevailing speech synthesis approach is concatenative synthesis, i. e., synthesis
based on the concatenation of prerecorded speech segments. Compared to model-based speech
synthesis (i. e., articulatory and formant synthesis), the use of recorded speech segments in
concatenative synthesis yields a perceptually more natural synthetic speech output, as of
today. Due to the use of recorded speech signals, the natural segmental quality of the signal is
maintained during synthesis by concatenation to a great degree. Also, by an adequate choice
for the length of the recorded signal segments the natural trajectories of signal parameters
– like energy, formant frequencies and bandwidths, etc. – over time are reproduced in the
synthetic speech signal. To that end, the speech signals chosen as inventory segments usually
do not relate to single phonemes, but rather to transitions between phonemes, called di-phones,
or even include more than two phonemes with a strong mutual influence in articulation and
segmental duration (co-articulation). Strong co-articulation is, for example, encountered in the
German language with its consonant clusters of various size, and here the recorded segments
often comprise demi-syllables [Det83, Por94, RP98].

For concatenative synthesis with a fixed signal inventory, a medium size corpus of segments
(between 1000 and 2000 segments [Por94, RP98]) has to be recorded in a controlled environ-
ment – that is, each segment embedded in a sentence at a neutral position regarding stress,
lengthening, etc. The inventory segments have to be extracted from the corpus of recorded
speech, which is a time-consuming task and requires considerable workload. Simple concate-
native synthesis systems rely on a corpus with one instance of each segment and during the
synthesis procedure the series of segments to be concatenated is chosen by rule.

More elaborate concatenative synthesis systems make use of more than one instance for
each inventory segment, for example stressed/unstressed instances of one segment1. In this
case, the instance of one segment is chosen during synthesis according to the information

1The different instances of the inventory segments may as well represent different speaking styles or different



12 CHAPTER 2. CURRENT SPEECH SYNTHESIS TECHNIQUES

about stress from text preprocessing. This is a first step towards unit selection synthesis (see
sect. 2.5) and results in a concatenation of speech segments that reflect part of the natural
prosody and in less artifacts due to signal manipulation and concatenation [KV98].

For natural speech synthesis we want the synthetic speech signal to resemble the trajectories
of the prosodic parameters (F0 contour, segmental duration, amplitude contour) of a human
speaker. Since natural prosody greatly varies with the content of the spoken message, the
synthetic speech signal concatenated from the inventory segments has to be modified to achieve
a desired prosody2. This is accomplished by a suitable method to alter the prosodic parameters
in the prerecorded speech segments, a prosody manipulation algorithm.

Many researchers in speech synthesis consider an adequate prosody the main key for “nat-
uralness” – in contrast to intelligibility – of synthetic speech [TL88, BHY98, KBM+02]. The
advantage of yielding an adequate prosody, however, is of course coupled to a degradation in
segmental quality when the speech signal is processed to embody the desired prosodic para-
meters. Or, to quote from [Bai02b]:

(. . . ) the modifications are often accompanied by distortions in other spatio-
temporal dimensions that do not necessarily reflect covariations observed in natural
speech.

In the following we present an overview of a number of prosody manipulation algorithms
commonly used in current speech synthesis systems.

2.4.1 Pitch synchronous overlap add (PSOLA)

Pitch synchronous overlap add is possibly the most widely applied algorithm for prosody ma-
nipulation today. Is is based on a signal segmentation related to the individual fundamental
cycles, based on estimated glottal closure instants (GCIs), and achieves fundamental frequency
modification by shifting windowed signal segments from each GCI to a position in time such
that the lags are the inverse of the desired fundamental frequency. The series of overlapping
windowed signal segments are then added to give the modified speech signal [MC90], as de-
picted in fig. 2.3. Duration is altered by repeating or leaving out signal segments corresponding
to individual pitch cycles in the overlap and add procedure.

PSOLA is easy to implement, relies on a good estimation of glottal closure instants3, and
can be applied to the full speech signal without any additional signal processing. However,
for large scale modifications of fundamental frequency, and for duration modification of un-
voiced phonemes processing artifacts are clearly audible, like artificial periodicity in unvoiced
segments. In spite of the simplicity of the algorithm, the processing artifacts introduced using
PSOLA for fundamental frequency modifications are not easy to describe analytically. In the
original publication of the algorithm [MC90] the effect of a comb-filter (periodic spectral zeros)
has been identified if the window function length is chosen four times the fundamental period,
i. e., considerably longer than the usual window length of twice the fundamental period (as in
fig. 2.3). This is due to the destructive interference of specific frequency components in the
overlay-add process. Analysis of processed speech signals for the ‘classical’ window of length
of twice the fundamental period revealed a smoothing of the formant peaks in the spectrum of
the output signal, but other effects – e. g., on the phase spectrum – were described as ‘difficult
to analyze’. An important prerequisite for PSOLA to avoid additional processing artifacts is

emotional states of the speaker and can be chosen, e. g., according to background information about the current
speech act in a dialog system [ICI+98].

2In text-to-speech systems the ‘desired prosody’ is commonly derived from the text input, either by rule or
by machine learning techniques.

3Robust estimation of the GCIs is a complex task, see [Hes83].
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Figure 2.3: Fundamental frequency modification using PSOLA. The original speech sig-
nal x(n) (taken from the vowel /a/, at top) is partitioned according to GCI markers (vertical
lines). Segments are centered at GCIs and comprise two fundamental periods in this example.
To alter fundamental frequency the windowed segments are shifted in time to positions repre-
senting GCIs according to the desired fundamental frequency contour. The shifted segments
are then added to form the output signal y(n) (at bottom).

the precise and consistent determination of the GCIs, in particular the consistency of GCIs
for signal parts that shall be concatenated, to avoid phase mismatches at the concatenation.

Multi-band re-synthesis overlap add (MBROLA) [DL93] has been developed to overcome
some of the processing artifacts of PSOLA. It applies a normalization of the fundamental period
and of the glottal closure instants by harmonic re-synthesis [MQ86] of voiced segments in an
off-line preprocessing stage. This normalization results in a reduction of phase mismatches in
the PSOLA synthesis procedure and provides the means for spectral interpolation of voiced
parts [DL93].

The MBROLA algorithm is widely used in research and experimental synthesis systems
since a text-to-speech system is freely available for non-commercial use with pre-processed
corpora for a variety of languages4.

2.4.2 Linear prediction (LP) based synthesis

Linear prediction or inverse filtering (see also Chapter 4.4.1) is widely used in speech signal
processing, e. g., in speech coding to reduce the bit rate, in speech analysis for formant es-
timation, in speech recognition for feature extraction, and also in speech synthesis. Linear
prediction is related to the source-filter model of speech production in the way that the LP
synthesis filter resembles the acoustic tube model of the vocal tract [MG76, sect. 4.3]. LP
based concatenative synthesis uses recorded speech signals to estimate the coefficients of the
LP filter for a sequence of speech frames. Frames are either of fixed length (typically about

4http://tcts.fpms.ac.be/synthesis/mbrola.html

http://tcts.fpms.ac.be/synthesis/mbrola.html
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20 ms) or related to the pitch periods (pitch synchronous analysis). In the synthesis procedure
the LP synthesis filter is excited either by impulses, by the residual from LP analysis, or by an
artificial glottal pressure signal. Prosodic features are solely related to the excitation signal.

Pulse-excited LP synthesis

In pulse-excited LP synthesis, the LP synthesis filter is excited by a series of impulses. The
temporal distance between two impulses determines the fundamental period T0 and thus the
fundamental frequency F0. This resembles the simple formant synthesis model of fig. 2.1 with
the filter transfer function H(f, t) determined by LP analysis.

In an elaborate model also used for speech coding, the excitation consists of a series of code-
words with several impulses per pitch period [CA83, CA87]. Codewords are chosen according
to the LP analysis residual signal by minimizing a distortion criterion.

Residual excited linear prediction (RELP) synthesis

The residual from LP analysis of a speech signal is used to excite the LP synthesis filter. With-
out prosodic manipulations, perfect reconstruction of the speech signal is possible, only limited
by a possible quantization of the residual signal for storage. For prosodic manipulations, the
residual has to be processed. Commonly utilized algorithms for the prosody manipulation are
LP-PSOLA and SRELP.

LP-PSOLA

For LP-PSOLA the PSOLA algorithm is applied to the residual signal of LP analyzed speech.
Like PSOLA on the full speech signal, LP-PSOLA is performed pitch synchronously. To that
means a glottis closure instant analysis (pitch marking) is necessary and also the LP analysis
can be performed pitch synchronously.

Fundamental frequency manipulations of voiced phonemes using PSOLA on the residual
signal often result in less artifacts than for using PSOLA on the full speech signal, since for
voiced speech the energy in the residual signal is commonly concentrated at the glottis closure
instant. For unvoiced speech similar problems are encountered as for PSOLA applied to the
full speech signal.

SRELP

A prosody manipulation algorithm closely related to LP-PSOLA is simple residual excited
linear predictive synthesis. Here, no windowing and no overlap add procedure is applied, but
the residual signal segments centered at the GCIs are simply cut or zero padded (symmetrically
at both ends) to yield a segment length equal to the desired fundamental period. Since for
most voiced speech signals the energy of the residual signal is concentrated at the glottis
closure instants these segment length manipulations affect only little of the total signal energy.
Also some of the artifacts caused by adding the overlapping signal segments in the LP-PSOLA
algorithm are avoided with SRELP, however, other degradations are introduced, particularly if
LP analysis results in a residual signal with the energy spread more widely over time. No frame
length modifications are applied to unvoiced speech frames, avoiding the artificial periodicity
artifacts encountered for such signals using PSOLA and LP-PSOLA.

Like LP-PSOLA, SRELP requires GCI determination and preferably pitch synchronous LP
analysis. SRELP is implemented for concatenative synthesis in the freely available Edinburgh
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Speech Tools for the Festival speech synthesis system5, and is also used in the phoneme-to-
speech front-end for the Vienna Concept-to-Speech system6 [Kez95, Ran02].

2.4.3 Sinusoidal/harmonic-plus-noise modeling

For the sinusoidal model the speech signal is considered a sum of sinusoidal components. This
relates to the model of (voiced) speech sounds being generated by a periodic source filtered by
a linear vocal tract filter, both slowly time-varying. The number of sinusoidal components as
well as frequency, phase, and amplitude of each component are commonly estimated frame-wise
from a short-time Fourier transform or by analysis-by-synthesis of a recorded speech signal.
During synthesis the signal is re-generated as the sum of the output of several sine signal
generators [MQ86, Qua02]. Due to the non-stationary nature of speech, individual sinusoidal
components do not only vary in amplitude and frequency over time, but new components may
emerge (be born) or components may vanish (die).

In the original sinusoidal model [MQ86] the sinusoidal components comprise for both the
periodic and the non-periodic signal component of speech signals (the presence of these two
components is most evident in mixed excitation speech sounds, like voiced fricatives or breathy
vowels). As such, the sinusoidal model can only be applied for speech coding and time scale
modification.

The harmonic-plus-noise model [Ser89, LSM93] considers sinusoidal components with a
harmonic relation, i. e., components with a frequency that is an integer multiple of the fun-
damental frequency, as the harmonic (periodic) signal component and the residual (difference
between original speech signal and the harmonically modeled signal component) as the noise
component. The residual is modeled either again by a combination of sinusoids or as a filtered
time-variant random process using linear prediction and a (possibly sub-sampled) time-varying
power estimate. Fundamental frequency modifications are achieved by changing the frequency
of each sinusoid in the harmonically related signal component to integer multiples of the desired
fundamental frequency (spectral re-sampling) [Sty01] (or by applying PSOLA to short-time
synthesis frames [MC96], which, however, introduces the shortcomings of the PSOLA algo-
rithm into sinusoidal modeling).

With prosodic manipulations, the amplitudes, frequencies, and phases of the individual
sinusoidal components have to be readjusted appropriately for re-synthesis to attain the correct
temporal trajectories and spectral envelope. The latter can be achieved, for example, by an
estimation of the spectral envelope by LP analysis and an appropriate modification of the
amplitudes of the harmonic components after spectral re-sampling [WM01, Bai02b, OM02],
so that the spectral distribution of the synthetic signal is maintained.

For the adequate re-generation of the noise-like residual signal a pitch synchronous modula-
tion of the random process is necessary [LSM93, SLM95, Bai02b]. To that end, the application
of a parametric noise envelope for each fundamental period that is composed of a constant base-
line and a triangular peak at the glottis closure instant is proposed in [SLM95]. Furthermore,
the spectral content of the noise-like signal component can be shaped by an individual LP
synthesis filter [SLM95, Bai02b]. Harmonic-plus-noise modeling is reported to yield synthetic
speech of very high quality [SLM95, Sty01].

2.4.4 Comparison of prosody manipulation algorithms

The comparison of different prosody manipulation algorithms for concatenative synthesis is
commonly performed by perceptual ratings of human subjects in terms of a mean opinion
score. In [MAK+93], e. g., it was found that, in terms of intelligibility, LP-PSOLA and SRELP

5http://www.cstr.ed.ac.uk/projects/festival/
6http://www.ai.univie.ac.at/oefai/nlu/viectos/

http://www.cstr.ed.ac.uk/projects/festival/
http://www.ai.univie.ac.at/oefai/nlu/viectos/
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perform better than PSOLA on the full speech signal, while PSOLA in turn outperforms pulse-
excited LP synthesis. The harmonic-plus-noise model is also reported to give better ratings
for intelligibility, naturalness, and pleasantness than PSOLA [Sty01].

In the framework of the European Cost258 action (“The Naturalness of Synthetic Speech”)
an objective comparison of prosody manipulation algorithms for concatenative synthesis has
been carried out [BBMR00, Bai02a].The objective rating of the prosody manipulation algo-
rithms was based on a number of distance measures originally used for rating speech en-
hancement algorithms [HP98a]. A subset of these distance measures was applied to estimate
the perceptual difference between natural speech samples and speech samples processed by
the prosody manipulation algorithms with the task to gain the same prosody as the natural
samples. As input for the prosody manipulation algorithms a natural speech sample with
appropriate segmental content (same phoneme/word/sentence) but with “flat” prosody, i. e.,
nearly constant fundamental frequency and no stressing/accentuation/etc., was supplied.

It was found that some correlation exists between the different distance measures applied,
and that about 90% of total variation in the rating of the prosody manipulation algorithms is
captured in the first two components from a principal component analysis. Analysis of these
first two components allows to distinguish between (a) the overall distortions (signal to noise
ratio, SNR), and (b) the ratio between distortions in voiced regions and distortions in unvoiced
regions of the signal, and thus to rate the individual algorithms in terms of their processing
quality for voiced and unvoiced speech signals, respectively. In general it was discovered that
all the prosody manipulation algorithms taking part in the test could only generate signals not
closer to the human target signal than a noisy reference signal with an SNR of 20 dB [Bai02a].

2.5 Unit selection

The term unit selection denotes concatenative speech synthesis with selection of the segments
to be concatenated from a large database of recorded speech signals at synthesis time. The
selected “units”, i. e., speech signal segments, are chosen to minimize a combination of target
and concatenation (or transition) costs for a given utterance [Cam94, HB96]. The units to
be concatenated can be fixed phonemic entities, for example single phonemes or syllables,
or units of non-uniform size [Sag88, BBD01, PNR+03], which complicates the selection task
considerably.

The target costs are calculated by a measure of the difference between properties of a
unit in the database and the target unit specified as input for the unit selection algorithm.
If, for example, phonemes are considered as units, the phoneme identity, duration, mean
F0, formant frequencies, but also information about phonemic context, stress, or position
in a word may be used to compute the target cost. The concatenation cost relates to the
quality degradation due to joining segments with, e. g., mismatch in fundamental frequency
or spectral content. A number of measures for such mismatches can be used, such as F0

difference, log power difference, spectral or cepstral distance measures, formant frequency
distances, etc. [KV98, WM98, CC99, KV01, SS01]. Minimizing the join costs is done by a
path search in a state transition network (trellis) for the whole utterance with the target costs
as state occupancy costs and the join costs as state transition costs (e. g., using the Viterbi
algorithm) [HB96]. Since the criteria for the selection of units can be chosen for a specific
purpose, unit selection may also be used to generate speech with different speaking styles or
emotional content if the appropriate information is present in the database [ICI+98].

In many unit selection synthesis systems no or minimal signal processing for prosody
manipulations or smoothing is applied, since the optimum selection of units is supposed to
yield units matching the desired prosody and with reasonable small discontinuities at the
concatenation points. However, particularly for proper names not incorporated in the recorded

http://www.unil.ch/imm/docs/LAIP/COST_258/cost258.htm
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database, the unit selection algorithm often has to select a series of short units with probably
significant discontinuities [Stö02]. In this case, output speech quality suffers a degradation,
which is especially annoying if the proper name is the segment of the utterance which carries
information (like, e. g., the name of a station in a train schedule information system).

Nevertheless, unit selection synthesis is very popular at current, and several experimental
and commercial systems have been built, like CHATR [BT94, HB96, DC97], which, together
with the Festival speech synthesis system [BTC97, BC05], forms the basis for the AT&T
‘Next-generation text-to-speech system’ [BCS+99].

2.6 Challenges for speech synthesis

Despite the fact that most state-of-the-art speech synthesis systems are rated well in terms
of intelligibility, many systems are judged worse concerning naturalness. The possible reasons
for this discrepancy seem to be numerous and are not all investigated in detail yet.

In the European Cost258 action [KBM+02] a great effort was dedicated to the identifica-
tion of reasons for this problem and to the proposition of possible remedies. As a main point
for achieving natural synthetic speech the identification and reproduction of natural dynamics
of the speech signal, as specified below, is considered. As noted above, for articulatory and
formant synthesis the generation of adequate control parameter trajectories is a main factor
determining the quality of the resulting synthetic speech signal. In data based concatenative
or unit-selection synthesis this problem is partially resolved due to the utilization of recorded
speech samples. Here, however, the necessary prosodic manipulations may degrade the nat-
ural signal quality. Moreover, the problem of concatenating recorded speech segments with
mismatches in parameters, like spectral content, arises.

For the discrimination between natural and unnatural speech signals, a main issue appears
to be the dynamic evolution of the signal parameters. These parameters can roughly be
classified into the categories of supra-segmental features – including prosodic parameters, like
F0 trajectories and segmental duration, or formant frequency trajectories – and segmental
features related to the speech waveform shape (sometimes denoted as features on the ‘signal
level’) – like, e. g., spectral content, F0 or amplitude variations on a short-time level, or noise
modulation. The correct (natural) evolution of both supra-segmental and segmental features
over time must be considered most important for naturalness of synthetic speech, and may be
responsible for the limited success of articulatory and formant synthesis – where naturalness is
determined by the appropriateness of the artificially generated control parameter trajectories,
in comparison to concatenative or unit selection synthesis – where, to some extent, natural
trajectories are reproduced from the recorded speech signals.

However, since the recorded segments may not comprise the desired prosody the rendering
of natural prosodic feature trajectories is a major factor for perceived naturalness in concate-
native synthesis, too. To a large part, this is a task for the so called ‘higher-level’ processing,
i. e., the text or content analysis and phonetic pre-processing traditionally decoupled from the
signal processing stage. Much effort has been dedicated to the generation of appropriate supra-
segmental prosodic parameters, like F0 trajectories and segment durations7 from text input.
However, concerning the fact that the natural segmental features are altered by the prosody
manipulation algorithm, the increase in naturalness of concatenative synthesis when the ‘cor-
rect’ supra-segmental features for prosody are available to the synthesizer may be tied to a
decrease in segmental quality due to (large scale) manipulations of prosodic features [JSCK03].

Nevertheless, as can already be seen from the remarks for the number of prosody manipula-
tion algorithms above, we should aim at the target of optimizing the non-prosodic parameters,

7Amplitude trajectories are often not modeled explicitly for concatenative synthesis.
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too. The fact that the incorporation of the source-filter model in the form of linear prediction
results in better ratings for synthetic speech quality [MAK+93, Sty01] already points to the
importance of spectral content and precise formant frequency and bandwidth trajectories. Also
the short-term variations of fundamental frequency and amplitude have long been identified
as an important cue for naturalness and should be re-generated appropriately. In the setting
of the harmonic-plus-noise model the importance of noise modulation is encountered again,
which has been an issue in formant synthesis for quite a time. Although the decomposition
into harmonic and noise parts of the speech signal seems to be adequate, their interaction must
not be neglected. Recent investigations into the nature of noise modulation [JS00a, JS00b]
suggest, however, that modulation by one parametric amplitude envelope (as, e. g., proposed
in [SLM95]) may not suffice to adequately model noise modulation for both vowels and voiced
fricatives.

For unit selection synthesis the problems concerning segmental features are less significant.
Especially when large units from the database can be used the natural segmental features
will be simply reproduced. Here, however, and for concatenative synthesis, the problem of
discontinuities at concatenation points arises. If only few concatenations of units occur the
degradation of intelligibility and naturalness due to discontinuities may be negligible. For
concatenative synthesis with a small inventory, however, and in specific but important cases
(like, e. g., synthesis of texts including a large number of proper names) the smoothing of
concatenations is of great importance for unit selection synthesis, too.

At concatenation points discontinuities in the signal and of the signal phase, as well as
discontinuities of fundamental frequency, spectral content, signal amplitude, etc. can occur.
Particularly for synthesis with an inventory with one instance of each segment (like common di-
phone or demi-syllable based concatenative synthesis), pitch-synchronous processing to ensure
signal phase coherence, as well as interpolation of fundamental frequency, spectral content and
signal amplitude is required. In text-to-speech systems the prosody generation module com-
monly provides a smooth fundamental frequency trajectory, hence no additional smoothing is
necessary. For LP based synthesis algorithms, spectral content can be smoothed in a straight-
forward way by interpolation of the LP re-synthesis filter, preferably in the log-area-ratio or
line-spectral-frequency domain [Ran99, WM00].

For unit selection synthesis smooth transitions at concatenation points can be facilitated
by minimizing the join costs, i. e., by selection of good matching segments. However, since join
costs are not the only criterion for the selection of units there always may occur concatenation
points with fundamental frequency and spectral discontinuities. If no signal processing is
applied the resulting discontinuities may seriously degrade naturalness. Many discontinuities
mentioned above can easily be avoided with the glottal waveform generation methods used in
model-based synthesis (sect. 2.3). With these signal generation methods, on the other hand,
it is often difficult to re-generate variations depending on speaker identity, speaking style, or
emotional state of the speaker. Particularly in signal generation models parameterized by only
a small number of parameters (like the LF model), such variations can be captured by the
model only to a rather limited extent.
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Chapter 3

Nonlinear function models

For speech synthesis with the oscillator model, the correct identification of a nonlinear function
f(·) ; RN → R (as will be used in sect. 4.2, eq. 4.7 on page 50) by a nonlinear function model
f̂(·) is crucial. Since the nonlinear function of the oscillator model is applied in a high-
dimensional space (N ≥ 3), and thus is difficult to analyze and visualize, we will examine
several nonlinear function models in a one-dimensional modeling task in this chapter. The
analysis shall be, however, linked to the suitability of a nonlinear function model for speech
prediction and for the application in the oscillator model.

The nonlinear function model should achieve a reasonably low prediction error on training
and test signals. Moreover, it shall provide good generalization properties to ensure a generally
stable behavior of the oscillator1. Several attempts to speech prediction and synthesis with
different realizations for the nonlinear mapping function are reported in the literature. In
most cases the oscillator model has been applied to the modeling of stationary sounds, e. g.,
sustained vowels. Here, a large enough number of training examples is available even for
nonlinear function models with a large number of parameters.

Aiming at synthesis of non-stationary speech signals, the training of the nonlinear function
has to be possible with speech samples on the time scale of the stationarity of the speech
signal. For linear prediction, e. g., a speech signal is considered stationary on a time scale in
the range of 10 to 20 ms, i. e., for only 160 to 320 samples (for a sampling rate of 16 kHz). This
time scale is also the upper bound for stationarity when modeling the full speech signal by
means of an stationary oscillator. To find a satisfactory nonlinear function model for a stable
oscillator from a possibly small number of training data, we will account for the complexity of
function models.

Furthermore, the nonlinear function model shall also promote the generation of transitions
between successive models over time. To this end a parameterization is preferable where
the model parameters derived from different sounds are related to each other so as to, e. g.,
facilitate updating of the model over time and model parameter interpolation.

Concerning the concept of modeling the oscillations excited by the vocal folds we have
to consider that the speech signal will also consist of other excitations in general. Clearly,
for unvoiced speech no excitation by vocal fold oscillations is present. For mixed excitation
speech, e. g., voiced fricatives, the oscillatory signal is mingled with a strong noise-like signal
component. But even for voiced speech signals like vowel signals a certain noise-like component
is generally present in the speech signal. Thus, albeit we are dealing with clean signals recorded
in a studio environment without ambient noise we have to make sure that the model training
is robust with respect to the noise-like signal components.

In the following we will examine several nonlinear function models regarding their suit-

1For the meaning of “stable behavior” of the oscillator see sect. 4.2.
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ability for speech prediction and for the oscillator model. We turn our attention specifically
to the generalization properties of the nonlinear function models, as well as to the possibility
to train a model with low number of training data in the presence of noise. The models will
be tested for regression – i. e., fitting a curve from noisy data – on the one-dimensional func-
tion y = sinc(x) = sin(πx)

πx with additive Gaussian noise, so that the model behaviors can be
illustrated graphically.

3.1 Radial basis function (RBF) networks

Radial basis function networks are, like multi-layer perceptrons (sect. 3.2.2), one kind of ar-
tificial neural networks (ANNs). The evolution of ANNs was inspired by the finding that the
human brain computes in an entirely different way than a sequential digital computer. In an
ANN complex nonlinear parallel computing takes place, and although one may doubt that an
adequate model for the human brain can be built from ANNs, specific realizations of both
RBF networks and multi-layer perceptrons have been proved to offer universal approximation
capabilities for nonlinear functions [HSW89, HSW90, Hay94].

ANNs commonly consist of a number of similar units (neurons, processing elements) con-
nected in the form of layers, and weights associated with the connections. The parameters
of the ANN – i. e., the weights, but often also the parameters for the nonlinear functions at
the units – are optimized to yield an approximation of a system function using examples of
the input and corresponding output data of the system that should be modeled. A number of
different algorithms for this training process are possible, depending on the network structure
but also on the specific optimization criterion used.

ANNs have been applied to the modeling of the nonlinear function that governs the dynam-
ics of speech in a low-dimensional phase space embedding for speech modeling, prediction, and
synthesis in [Bir95, YH95, Bir96, Kub96a, BBK97, MM99, Man99, NPC99, BMM99, MM01,
CMU02a, CMU02b].

RBF networks provide a global model for a nonlinear function with good local modeling
if unimodal (e. g., Gaussian) basis functions are used. In an RBF network at each unit the
distance of the input vector from a center (in input space) is computed and used as input for
an RBF. The network output is computed as the weighted sum of the units’ outputs. The
modeling properties are influenced by the number of centers, their positions, by the shape
of the basis functions (e. g., the variance for a Gaussian basis function), and by the training
algorithm used to determine the network weights.

The input-output relation of an RBF network is2

y = f̂RBF(x) =

Nc∑

i=1

wi ϕi(x) , RN → R , (3.1)

operating on a N -dimensional input vector x to compute a scalar output y, with the basis
functions ϕi(·), weighting coefficients wi, and the number of basis functions and weighting
coefficients Nc.

The most frequently used Gaussian radial basis function is defined by

ϕi(x) = exp

(
−1

2

‖x− ci‖2
σ2
i

)
, (3.2)

2For other applications RBF networks often comprise an additional bias term, incorporated in the network
function by using a constant ‘basis function’ ϕ0(x) = 1 and an according weight w0. Since speech signals in
general have zero mean, we do not make use of this bias term.
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with the network center positions ci and the variances σ2
i of the Gaussian basis functions.

Other examples of basis functions can be found in the literature, e. g., in [Hay94]. An RBF
network is a special case of kernel based function approximation with rotationally invariant
kernels ϕi(x) = K(x, ci) = K(‖x− ci‖). A schematic of a basic radial basis function network
is depicted in fig. 3.1.

x
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Figure 3.1: Radial basis function network

The network center positions ci can be fixed a priori or depend on the training data. In
the latter case the center positions are either set equal to the input training data, or a subset
of the input training data, or are optimized during the training procedure (movable centers).

The widths of the basis functions should be chosen in a way such that the input space
is appropriately covered by basis functions. This means that the width shall be related to
a maximum distance between center positions [Hay94]. For centers depending on the input
data and movable centers no maximum distance can be stated a priori and the choice of
basis function widths relies on heuristics. If, however, the centers are fixed – for example on
an equally spaced hyper-grid (fig. 3.2 on the following page) – the influence of basis function
width on the coverage of the input space by the RBF network can be exemplified as in fig. 3.3 on
page 23.

Here the basis function width is related to the maximum distance between adjacent network
centers, which is the distance along the diagonal in the N -dimensional hyperspace

ddiag = dgrid

√
N , (3.3)

with a spacing of the hyper-grid dgrid between centers in each dimension. The network output
function for Gaussian basis functions with centers on a hyper-grid at unit intervals (dgrid = 1)
in the range of x ∈ [−3, 3] is calculated for unit weights. Since the centers are equally spaced
the variances of the Gaussian basis functions can be chosen equal for all centers σ2

i = σ2
g . The

width dBF of the Gaussian basis functions shall be defined as twice the standard deviation,

dBF = 2σg . (3.4)

As can be seen a small basis function width leaves ‘gaps’ in the output for unit weights
over the input region covered by the centers (fig. 3.3, left column). This results in a high
prediction error for unseen data, e. g., in a cross-validation procedure. A high prediction error
for a basis function width below a certain threshold has been encountered, e. g., in [Man99] for
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Figure 3.2: Two-dimensional example of RBF network centers (marked by the full circles)
on equidistant hyper-grid. A number of K = 4 grid-lines are occupied by network centers.
The position of the outer grid-lines D is chosen according to the maximum absolute input
value. Distance between the grid-lines is dgrid = 2D/(K − 1). The diagonal distance between

adjacent centers in the N -dimensional case is ddiag = 2D/(K − 1)
√
N .

speech signal prediction and in [CMU02a, CMU02b] for predictions of signals from the Lorenz
system. Too high a basis function width issues strongly overlapping basis functions and thus a
high amount of interaction between different regions in input space. The network response for
unit weights suffers a severe falloff towards the edges of the input region covered by network
centers due to the missing influence from basis functions outside the input region (fig. 3.3,
right column).

A reasonably flat network response is obtained with a basis function width equal to the
distance between adjacent network centers along the diagonal, as depicted in fig. 3.3, center
column. The choice of dBF = ddiag thus seems advantageous in terms of input space coverage.
Considering that the problem of gaps in input space for small basis function width is less
stringent with increasing input space dimension (cf. fig. 3.3, first column) the basis function
width could be chosen somewhat smaller than ddiag for higher input dimension, still providing
adequate coverage.

The problem of input space coverage can be relieved by normalizing the basis functions
[MD89]. For Gaussian basis functions, defining

ϕi,norm(x) =
exp

(
−1

2
‖x−ci‖2

σ2
i

)

Nc∑

j=1

exp

(
−1

2
‖x−cj‖2

σ2
j

) , (3.5)

the output of one basis function is divided by the sum of all basis function outputs. Thus
the network output for unit weights will always sum up to unity. The resulting normalized
radial basis functions ϕi,norm, however, are no more rotationally invariant, i. e., no radial basis
functions any more. Nevertheless, normalized radial basis function networks have been proved
to be slightly superior in terms of prediction error and less sensible to the choice of basis
function width compared to non-normalized RBF networks in the prediction of noisy data
from a nonlinear system [CMU02a, CMU02b] and they have successfully been used for speech
synthesis in [Kub96a].
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Figure 3.3: Choice of basis function width. For centers on a hyper-grid with unit spacing the
network output y is shown for different basis function width dBF and input space dimension
N . Plotted are the network output functions of a Gaussian RBF network for unit weights
(i. e., wi = 1 for all i) along one axis of input space, y(x) = y([x, 0, . . . , 0]T) (solid line),
and along the diagonal, y(x) = y([x, x, . . . , x]T) (dashed line). Center positions are indicated
by the diamonds along the x axis. In the one-dimensional case (top row) the output of the
individual basis functions is overlayed (dotted lines). RBF width is parameterized with the
distance between centers along the diagonal in hyperspace, in this case of unit grid spacing
ddiag =

√
N . A small width of 0.5 ddiag results in an oscillating output (left column), especially

for low dimension and along the diagonal, whereas a high width 2 ddiag results in a decay of
the output function towards the edges of the input space region covered by the centers (right
column). A reasonably flat response over the input space region covered by the centers is
found for a width dBF = ddiag (center column).
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To model a function given by example input-output pairs (training data) the appropriate
RBF network weights wi have to be found. Rewriting the network equation as a vector product
yields

f̂RBF(x) =

Nc∑

i=1

wi ϕi(x) = wTϕ(x) , (3.6)

with ϕ(x) = [ϕ1(x), ϕ2(x), . . . ϕNc(x)]T and w = [w1, w2, . . . wNc ]
T. This equation is linear in

the weights, and the solution for the unknown weights to minimize the mean squared prediction
error on the training data

e2 =
P∑

k=1

(f̂(xk)− tk)2 , (3.7)

with k = 1 . . . P , P being the number of training samples, is

ŵMMSE = (ΦTΦ)−1ΦT t , (3.8)

with

Φ =




ϕ1(x1) · · · ϕNc(x1)
...

. . .
...

ϕ1(xP ) · · · ϕNc(xP )


 , (3.9)

a P × Nc matrix composed of all basis functions outputs for all training input data vectors
x1,x2, . . .xP , and t = [t1, . . . , tP ]T a vector composed of the training output data (the targets).
The expression on the right-hand side of eq. 3.8 contains the pseudo inverse Φ† of matrix Φ
that can be computed as Φ† = (ΦTΦ)−1ΦT if (ΦTΦ)−1 exists, i. e., if ΦTΦ is not rank-deficient.

Thus, training – i. e., estimation of the weights – of a radial basis function network, with a
priori fixed center positions and basis functions, is a linear problem – the weights are found by
solving a system of linear equations –, in contrary to the training of other ANN realizations.
The weights can be estimated in a one-step procedure and the resulting network has the
best approximation property, meaning that for given input-output training examples, an RBF
network with weights according to eq. 3.8 yields a better approximation of the training output
data in terms of mean squared error (MSE) than with all other possible sets of network
weights [PG90]3.

Generally, an RBF network achieves better prediction the higher the number of centers
Nc, and yields perfect prediction at the positions of the training data for Nc = P . Here the
weights can be found using the regular inverse of the now square matrix Φ by ŵMMSE = Φ−1 t.
However, perfect prediction of the training data obviously implies over-fitting – i. e., modeling
not only of the target function, but also of the concrete realization of additive noise in the
training data – and thus bad noise robustness. In general, the number of training examples
P should be considerably higher than the number of network parameters Nc. And although
a higher number of centers suggests better modeling properties for a complicated function,
for the prediction of noisy chaotic signals of infinite length, RBF networks have been proved
to yield optimal prediction with a finite number of network centers [LLW01]. Simulation
results also suggest that with a finite number of noisy training data the optimal number of
network centers can be quite low, depending on the actual data generating system. But in
general an optimum number of network centers for a given task has to be searched for, e. g.,
by cross-validation.

3For multi-layer perceptrons (MLP, cf. 3.2.2 on page 38) the best approximation property does not apply
in general, and a training based on gradient descent has to be run several times until an appropriate model is
found, because gradient descent training may merely converge to a local minimum of the error function.
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In fig. 3.4 on the next page modeling of the sinc function by an RBF network, trained
as described above, is depicted. In the noiseless case with training data covering the full
range of centers (case (a)) a quite precise prediction of the target function is achieved with
this network. In the noisy case (b) still a reasonably good prediction is achieved, although
partial over-fitting of the noisy training data can be observed. Over-fitting is more severe
in case (d), since here a smaller number of training data is used. In the case of incomplete
training data (case (c) and (d), training data do not cover the full range of network centers)
the network output function displays high peaks outside the training data range. This means
that unreasonably large values are found for the respective network weights. This can either
happen for centers that are far away from the input training data if the network tries to
capture a small variation in the output training data, or if close centers receive large weights
with different signs whose influence cancels at the position of the training data. This problem
can be relieved using regularization where a preference for choosing small weights and a smooth
function approximation is introduced (see section 3.1.2 below). The former problem can also
be alleviated by pruning centers that are distant from all input training data prior to network
weight learning.

3.1.1 Pruning centers distant from the training data

When training an RBF network on a speech signal embedded in phase space, often problems
are encountered computing the pseudo-inverse in eq. 3.8. This is due to a high condition
number, i. e., a high ratio of the largest over the smallest eigenvalue of the matrix ΦTΦ. The
matrix is almost singular or rank-deficient, and instead of the inversion only a minimum norm
solution can be searched for.

Even if the number of training samples and thus the number of rows in Φ is increased the
condition number of ΦTΦ does not significantly change for stationary vowel signals [Man99].
Taking a closer look at the situation in phase space we see that the trajectory of a stationary
vowel sound only fills a small subspace of RN (cf. fig. 4.9 on page 57 or fig. 4.21 on page 73).
The outputs of the basis functions corresponding to centers far away from this subspace will
be close to zero for all training input data. Consequently, the corresponding columns in Φ
consist of small values only. In particular, if the centers are fixed a priori and distributed
over the input space, for example on a hyper-lattice, a high condition number for ΦTΦ (in the
range of 1012) is observed.

For centers located on a subset of the training input data, the condition number is somewhat
lower (in the range of 109). However, if we want to maintain the same center positions for
different speech sounds we have to deal with a set of a priori fixed centers. Here we can relieve
the ill-conditioning by restricting the training process to centers in the vicinity of the actual
trajectory and excluding centers far away from the trajectory from the training process. This is
a simple kind of network pruning, where unnecessary parts of an ANN are removed. The effect
on the network output function is exemplified in fig. 3.5 on page 27. Here the training data is
limited to the interval x ∈ [−3, 3] and the RBF centers are set equally spaced in x ∈ [−5, 5].
Training the full network on the sinc function may yield large weight values for some centers
outside the range of the training data due to the network trying to capture small variations of
the output training data. The resulting network output function thus displays large (negative)
peaks in x ∈ [−5,−3] and x ∈ [3, 5], fig. 3.5 (a). If the centers outside the training data range
are pruned before network training the network output function gracefully decays to zero for
test input data outside the range of training input data, fig. 3.5 (b).

This kind of pruning reduces the condition number for speech signals to the range of 109

– the same gain as for taking network centers on a subset of the input training data. The
computational load for the matrix inversion is reduced, too. One may start out with a high
number of centers (several thousand) distributed in, say, the unit cube of phase space, and
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Figure 3.4: Modeling of the sinc function by an RBF network. The RBF network has
Nc = 25 centers in x ∈ [−5, 5] with Gaussian basis functions and a basis function width of
dBF = 0.41 (= dgrid = ddiag, since N = 1). The sinc function is given (a) by P = 100 training
samples equally spaced in x ∈ [−5, 5] without noise, (b) with additive Gaussian noise and
an SNR of 10 dB, and (c) for P = 60 training samples in x ∈ [−3, 3] without noise and (d)
with an SNR of 10 dB. In the plots the solid line represents the network output function, the
dashed line is the target sinc function, crosses indicate the training samples in the noisy case,
and the diamonds along the x axis represent network center positions. In the noiseless cases
(a) and (c) the solid line (network output function) perfectly conceals the dashed line (target
function) in the range of training data.

restrict the training, i. e., the matrix inversion to only a subset of the original centers (typically
several hundred for speech signals).

Thus, the pruning of network centers with a certain minimum distance from all input
training data both relieves the problem of ill-conditioning during network training and prevents
the network weights from taking unreasonably large values resulting in unwanted peaks in the
network output function. If it happens that we should need the pruned centers during non-
stationary synthesis, e. g., to interpolate between different sounds, we can always consider the
pruned centers still present in the network with a corresponding weight value of zero.

Alas, as will be shown in sect. 4.3.2, pruning does not suffice to find a good nonlinear
function model for a practical (i. e., stable) oscillator, in general. A method that improves
noise robustness, generalization and further reduces the condition number is regularization,
described in the next section.
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Figure 3.5: Effect of pruning distant centers of an RBF network before network training.
For this example the target sinc function is provided with P = 60 training data points in
the range x ∈ [−3, 3]. The RBF network is set up with Nc = 25 centers equally spaced
in x ∈ [−5, 5]. (a) When training the full network some of the weights for centers outside
[−3, 3] receive large values and the network output function displays large peaks, too. (b)
By pruning the network centers outside [−3, 3] before network training the network output
function gradually decays towards zero outside [−3, 3].

3.1.2 Regularization

The estimation of the network weights in eq. 3.8 involves the inversion of the matrix ΦTΦ.
In certain cases – particularly for a priori fixed centers (see above), or if some training input
data are close to others (like for almost periodic voiced speech signals) – this matrix can
be ill-conditioned. If so, the estimated weights can vary considerably for small changes in
the training data (e. g., by noise). The problem of system identification is said to be ill-
posed and regularization theory should be applied [TA77]. Regularization derives a well-posed
approximation of a possibly ill-posed problem and prevents the RBF model from over-fitting
noisy training data [PG89]. In particular, regularization improves the modeling of noisy signals
from nonlinear systems with the oscillator model in the way that the dimension of the signal
and the Lyapunov exponents are reproduced better than without regularization, which is
shown for the modeling of the Lorenz system in [HP98b, Ran03].

Regularization of matrix inversion

Applying regularization to matrix inversion for weight estimation of an RBF network (or any
other linear-in-the-weights model), the equation for the weights eq. 3.8 turns into [TA77]

ŵreg = (ΦTΦ+ λI)−1ΦT t , (3.10)

with λ being the regularization factor. With λ = 0 there is no regularization, increasing λ
yields an increasingly well-posed problem, making the estimated values for the weights less
sensitive to noise in Φ. The addition of the matrix λI ensures a full rank of the matrix that
has to be inverted, thus reducing its condition number with increasing values of λ.

Regularization of the network function

Regularization of nonlinear function models can also be achieved by posing a constraint on the
nonlinear function model f̂(·), e. g., that it should realize a smooth function. This is achieved
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by adding a term containing a differential operator P applied to f̂(·) to the mean squared
prediction error in eq. 3.7, yielding a cost function

H[f̂ ] =
P∑

k=1

(f̂(xk)− tk)2 + λ‖P f̂‖2 , (3.11)

where ‖ · ‖ is a norm on the function space f̂ belongs to. For network centers equal to the
training data (i. e., ci = xi, Nc = P ) the following linear equation for the weights [PG89] is
found:

(G+ λI)w = t . (3.12)

G is a matrix of Green’s functions applied to the input training data, Gij = G(xi,xj). For a
specific choice4 of the differential operator P the Green functions are multivariate Gaussians
and an RBF network with Gaussian basis functions is obtained. The optimum weights for the
network are found by solving eq. 3.12 for w with

G =




ϕ1(x1) · · · ϕP (x1)
...

. . .
...

ϕ1(xP ) · · · ϕP (xP )


 , (3.13)

a P × P matrix composed of the output of the Gaussians basis functions – or the Green
functions – with variance σ as chosen in the differential operator P, centered at the input
training data positions, i. e.,

Gij = ϕi(xj) = exp

(
−1

2

‖xi − xj‖2
σ2

)
. (3.14)

Generalized radial basis functions (GRBFs)

If we do not want the number of network centers Nc to be equal to the number of training
samples P an extension to a number of Nc < P arbitrary RBF center positions yields the
generalized radial basis function (GRBF) network [PG89], with weights

ŵGRBF = (ΦTΦ+ λΦ0)−1ΦT t , (3.15)

with Φ the P ×Nc matrix in eq. 3.9, and an Nc ×Nc matrix composed of the output of the
radial basis functions applied to the network center positions:

Φ0 =




ϕ1(c1) · · · ϕNc(c1)
...

. . .
...

ϕ1(cNc) · · · ϕNc(cNc)


 . (3.16)

Again, the amount of smoothing is determined by the regularization factor λ. For Gaussian
basis functions the matrix Φ0 has all ones on the diagonal and positive values smaller than
one for the off-diagonal entries. Comparing eq. 3.15 to eq. 3.10 we see that the non-zero off-
diagonal entries in Φ0 make the only difference between regularization for matrix inversion
and GRBFs.

4‖P f̂‖2 =
R
RN dx

P∞
m=0

σ2m

m!2m
(Pmf̂(x))2 with P 2m = ∇2m, P 2m+1 = ∇∇2m, [PG89, pp. 21ff]
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On the one hand regularization avoids over-fitting of the training data and thus improves
noise robustness. On the other hand the weights are also prevented from taking unreasonably
high values in regions with no training data. Figure 3.6 depicts the network output function
of a regularized RBF network and regression of the sinc function. The only effect in the
noiseless case (a) is an under-estimation of the function peaks since the regularization implies
a preference for smaller weight values (this can and should of course be avoided by reducing
regularization in the low noise cases). In the noisy cases (b) and (d), however, the effect of
smoothing by regularization can be observed, cf. fig. 3.4 (b) and (d). For incomplete training
data (cases (c) and (d)) regularization results in a decay of the network output function towards
zero for the regions not covered by the training data.

(a)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

-6 -4 -2 0 2 4 6

y(
x
)

x

(b)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

-6 -4 -2 0 2 4 6

y(
x
)

x

(c)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

-6 -4 -2 0 2 4 6

y(
x
)

x

(d)

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

-6 -4 -2 0 2 4 6

y(
x
)

x

Figure 3.6: Modeling of sinc function by a regularized RBF network (eq. 3.10, λ = 1).
Network parameters and all other experimental conditions are the same as in fig. 3.4 (a)-(d)
on page 26. We can observe a general underestimation of target function peaks, smoothing
of the network output function in the noisy case (cf. fig. 3.4, (b) and (d)), and a fast decay
towards zero output for regions not covered by training data.

As we will see in sect. 4.3.2 on modeling of speech signals with the oscillator model, regu-
larization is required to achieve stable oscillator behavior. However, the more regularization
is applied the more of the detailed structure of the signal trajectories is smoothed out, and
high-frequency components and cycle-to-cycle variations are no more reproduced. It is thus
necessary to determine an appropriate amount of regularization, based on the nature of the
signal to be modeled.



30 CHAPTER 3. NONLINEAR FUNCTION MODELS

Cross-validation

The regularization factor λ should be chosen according to the noise variance in the training
data. However, the noise variance is generally not known in advance. One way to find an
optimal regularization factor is cross-validation on unseen training data. For cross-validation,
a part of the training data is set aside for performance validation, and the value for the
unknown model parameter – in our case the regularization factor – is chosen such that it
optimizes the performance, e. g., by minimizing the prediction error on the validation set.
To this end, network training and validation has to be performed several times with varying
regularization factors.

Cross-validation is often run multiple times on different splits of the entire training data,
for example in k-fold cross-validation [Sto74] by partitioning the training data set in a number
of k subsets of equal size, and performing k cross-validation runs. In each run k − 1 subsets
of the entire data are used for training and the remaining subset for testing. The value of
the model parameter that has to be optimized can then be chosen, e. g., as the mean of the
optimal values from the k cross-validation runs. In this way the drawback of cross-validation
– that a part of the training data has to be set aside for validation – can be relieved.

In any case, after finding the optimal parameter value, for the final network training
all training data can be used. However, the value for the regularization factor is always
determined using only a part of the available training data. On contrary, the two Bayesian
algorithms introduced below use all available training data samples to determine the optimal
regularization factor.

3.1.3 Bayesian learning of regularization factor and noise variance

In the Bayesian approach for model comparison5 and optimization of regularization [Mac92a,
Mac92c, Mac92b, Nea96] the unknown parameters of a nonlinear function model, which are
the network weights for our RBF network, are considered random variables. A suitable prior
distribution is chosen for the probability density function (pdf) of these parameters. To that
end additional hyper-parameters for the characterization of the pdfs are introduced, which are
regarded as random variables, too. The optimal weight values are then chosen by maximizing
the posterior pdf for the model parameters – weights and hyper-parameters – given the training
data samples. In the algorithms considered here, this is achieved by an iterative procedure in
the manner of the expectation-maximization (EM) algorithm [DLR77, Moo96].

Here we consider two methods applicable to an RBF network. In this section, the simul-
taneous estimation of the weights, the regularization factor, and the noise variance in the
training data is described [Mac92a]. The next section 3.1.4 deals with a closely related train-
ing algorithm known as the relevance vector machine (RVM) [Tip01], additionally allowing for
the pruning of individual network centers. Here, only a short overview of Bayesian learning is
given, a more detailed derivation of the Bayesian training process for RBF networks is given
in App. B.

Generally, for the Bayesian approach to function model learning, we assume that the
training output data are due to an additive noise model

tk = f(xk) + εk, p(ε) = N (0, σ2
n) , (3.17)

with additive zero-mean Gaussian noise samples εk with variance σ2
n, and the unknown non-

linear function f(·). For learning the parameters of an RBF network the function f(·) is
parameterized as in eq. 3.1, i. e., we assume that the training data have been produced by

5In [Mac92a], besides the Bayesian optimization of network parameters and regularization, the Bayesian op-
timization of hypothesisH (network complexity), set of basis functions A, and of the regularizerR is considered,
too. Here, we restrict the description to one specific choice of H, A, and R.
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a nonlinear function that can be parameterized as an RBF network, and additive Gaussian
noise.

The function parameters, in our case the network weights w, are characterized by a prior
pdf. For a fixed network structure – i. e., a fixed number of basis functions, fixed centers and
widths – regularization is introduced by stating a preference for small weight values, yielding
smoother network functions for a given target function, by choosing the prior pdf for the
weights as a zero-mean Gaussian distribution with variance α−1:

p(w|α) =
( α

2π

)−Nc
2

exp
(
−α

2
‖w‖2

)
, (3.18)

introducing one additional hyper-parameter α. To complete the setting for the Bayesian model,
we have a second hyper-parameter which is the variance of the additive noise σ2

n [Mac92a]6.

The Bayesian choice for the network parameters is given by the values of the parameters
w, α, and σ2

n maximizing the posterior pdf p(w, α, σ2
n|X, t):

(w, α, σ2
n)bay = arg max(p(w, α, σ2

n|X, t)) , (3.19)

where X represents the collected input data vectors.

The maximization of eq. 3.19 cannot be accomplished analytically, however, an efficient
iterative algorithm is available. The derivation of the algorithm is detailed in App. B. The
important first step to derive the iterative algorithm is a decomposition of the posterior pdf
for the unknown parameters in eq. 3.19 according to

p(w, α, σ2
n|X, t) = p(w|X, t, α, σ2

n) p(α, σ2
n|X, t) . (3.20)

The first iteration step is the computation of the parameters of the posterior pdf for
the weights from known hyper-parameters, which is the first term on the right-hand side
in eq. 3.20. Due to the choice of a Gaussian prior pdf for the weights (eq. 3.18), and the
assumption of additive Gaussian noise, the posterior pdf for the weights is a multivariate
Gaussian distribution, too, with means µ and covariance Σ:

p(w|X, t, α, σ2
n) = (2π)−

Nc
2 |Σ|− 1

2 exp

(
−1

2
(w − µ)TΣ−1(w − µ)

)
,

µ =
1

σ2
n

ΣΦTt , Σ =

(
1

σ2
n

ΦTΦ+ αI

)−1

. (3.21)

The second iteration step is the update of the hyper-parameter values α and σ2
n, according

to equations maximizing the second term on the right-hand side of eq. 3.20. The derivation of
the update equations used below, which follows [Mac92a], is given in detail in App. B.

The complete iterative algorithm for Bayesian optimization of weights and hyper-
parameters – and thus of regularization – is summarized by the following equations:

Σ(i) =

(
1

σ2
n

(i)
ΦTΦ+ α(i)I

)−1

,

µ(i) =
1

σ2
n

(i)
Σ(i)ΦT t . (3.22)

6In some references the second hyper-parameter is denoted by β, representing the inverse of the noise
variance: β = σ−2

n .
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γ(i) = Nc − α(i) Trace(Σ(i)) ,

α(i+1) =
γ(i)

µ(i)Tµ(i)
,

1

σ2
n

(i+1)
=
‖t−Φµ(i)‖2

P − γ(i)
. (3.23)

Here, i = 1, 2, . . . , Ni is the iteration index. For model learning the hyper-parameters are
initialized with values according to the prior knowledge, i. e., some low value for α(1) corre-
sponding to a broad prior distribution of the weights w – indicating that we do not know
anything about the correct values for the weights a priori – and a ‘reasonable guess’ for the

noise variance σ2
n

(1)
. The number of iterations Ni necessary for convergence of the Bayesian

learning algorithm depends on the training data. For the examples in this thesis, the iterations
were stopped if both the value of the hyper-parameter α and the value of γ change less than
1% in an iteration. For the example sinc function, the iterative algorithm converges within as
few as three or four iterations.

The weight values maximizing their Gaussian posterior distribution are of course the means
µ, and the Bayesian choice for the optimal weights thus is:

ŵbay = µ(Ni) = (ΦTΦ+ α(Ni) σ2
n

(Ni)

︸ ︷︷ ︸
λbay

I)−1ΦT t , (3.24)

and the resulting nonlinear function model is

f̂bay(x) = ŵT
bay ϕ(x) . (3.25)

ϕ(x) is the vector of basis function responses to the input vector, as in eq. 3.6.
Note, that – relating to regularization by matrix inversion (eq. 3.10) – the product of

the hyper-parameter values after convergence takes the role of the regularization parameter,

λbay = α(Ni) σ2
n

(Ni). Thus, for an RBF network, the Bayesian optimization of the hyper-
parameters yields an optimization of the regularization parameter directly comparable to cross-
validation for the regularized RBF learning methods in the last section 3.1.2.

Due to the probabilistic modeling, the output value y = f̂bay(x) of the RBF network
(eq. 3.6) for an arbitrary input vector x can be accompanied by an estimation of the according
variance σ2

y(x) of the pdf for the output value y of the RBF network. The variance σ2
y(x) after

Bayesian learning of noise variance and regularization factor for the RBF model is [Tip01]:

σ2
y(x) = σ2

n
(Ni) +ϕ(x)TΣ(Ni) ϕ(x) , (3.26)

using the final estimate for the noise variance σ2
n and for the weights covariance matrix Σ.

The standard deviation σy(x) of the predicted value y(x) represents the uncertainty of the
prediction and can be visualized as error bars.

Figure 3.7 on the facing page gives examples for the application of Bayesian learning to
the sinc function for different amount of Gaussian noise in the training data. In table 3.1 the
values estimated for the noise level and the according regularization factors are listed (also for
uniformly distributed noise samples added to the training data). As can be seen the estimated
noise variance is in good agreement with the correct value and the regularization imposed on
the network results in a reasonably good function approximation even for low SNR.

In fig. 3.8 on page 34 the network output function for incomplete training data is depicted.
In this case the predicted standard deviation of the target function (indicated by the ‘error
bar’ functions f̂bay(x)±σy(x)) grows considerably for regions not covered by the training data.
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Figure 3.7: Bayesian learning of the sinc function for different noise levels. Shown are
the target function (dashed line), the network output f̂bay(x) (solid line) along with the

predicted ‘error bars’ f̂bay(x) ± σy(x) (dotted lines), and the training data (crosses). The
positions of network centers are indicated by the diamonds along the x axis. Network and
training parameters are P = 100, Nc = 35, and Gaussian basis functions with dBF = 0.5.
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Table 3.1: Parameters estimated by Bayesian learning of the sinc function. Training data
are corrupted by additive Gaussian or uniform noise with variance σ2. The estimated noise
variance σ2

n does agree well with the actual noise variance and the amount of regularization is
automatically increased with increasing noise level. The resulting network output functions
for the Gaussian noise case are depicted in fig. 3.7 on the preceding page.

Actual noise
variance

Gaussian noise, estimates Uniform noise, estimates

SNR (dB) σ2 σ2
n λ = ασ2

n σ2
n λ = ασ2

n

100 9.70× 10−12 4.04× 10−7 1.55× 10−5 4.04× 10−7 1.55× 10−5

20 9.70× 10−4 1.19× 10−3 3.85× 10−2 8.50× 10−4 2.58× 10−2

15 3.07× 10−3 1.84× 10−3 5.27× 10−2 2.90× 10−3 8.70× 10−2

10 9.70× 10−3 1.12× 10−2 2.84× 10−1 1.00× 10−2 2.53× 10−1

5 3.07× 10−2 3.05× 10−2 6.08× 10−1 2.39× 10−2 5.41× 10−1

0 9.70× 10−2 1.01× 10−1 1.64 9.23× 10−2 1.60

This indicates that we can not be sure whether predicted output values in these regions are
correct. In general, the resulting network output function may as well display large peaks
outside the region of training data, like the RBF network without regularization in fig. 3.4 (c)
and (d). Pruning of centers distant from all input training data (as depicted in sect. 3.1.1 on
page 25) should thus also be performed before Bayesian network training.
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Figure 3.8: Modeling of the sinc function with incomplete training data (x ∈ [−3, 3]) by
an RBF network with Bayesian learning. (a) noiseless case, (b) noisy case with an SNR of

10 dB. Note the larger spread of the error bars f̂bay(x) ± σy(x) (dotted lines) in the regions
not covered by training data.

3.1.4 The relevance vector machine (RVM)

The relevance vector machine [Tip01] is a training algorithm also based on Bayesian estimation
of the RBF network weights. Again the additive noise model (eq. 3.17) is assumed as the
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source of the training data. Deviating from the algorithm described in the previous section,
an individual Gaussian prior pdf is chosen for each network weight:

p(w|α) =

Nc∏

i=1

p(wi|αi) , p(wi|αi) = N (0, α−1
i ) , (3.27)

with hyper-parameters αi, i = 1, 2, . . . , Nc, determining the variance of p(wi|αi). A small
value for αi relates to a large variance of the prior pdf for wi, which again should be the initial
setting, as we do not know anything about the weights a priori. A large value for αi means
that the prior pdf p(wi|αi) as well as the posterior pdf p(wi|X, t, αi, σ

2
2) for this weight is

concentrated around zero. In this case, the weight wi almost certainly is close to zero.
Similar to the learning process depicted in the last section, the estimation of the network

weights is accomplished in an iterative procedure [Tip01], by first computing the parameters
of the weights’ posterior distribution

Σ(i) =

(
1

σ2
n

(i)
ΦTΦ+A(i)

)−1

,

µ(i) =
1

σ2
n

(i)
Σ(i)ΦTt , (3.28)

with A(i) = diag([α
(i)
1 , α

(i)
2 , . . . α

(i)
N ]). Again, small values for the initial values of the hyper-

parameters α
(1)
k are chosen (i. e., a flat prior distribution for the weights is assumed), and after

evaluating eq. 3.28 the hyper-parameters are updated according to

α
(i+1)
k =

γ
(i)
k

(µ
(i)
k )2

, k = 1 . . . N (i)
c ,

1

σ2
n

(i+1)
=
‖t−Φµ(i)‖2

Nc −
∑

k γ
(i)
k

, with

γ
(i)
k = 1− α(i)

k Σ
(i)
kk , k = 1 . . . N (i)

c . (3.29)

Again, i = 1, 2, . . . , Ni is the iteration index, µk is the kth element of the mean vector µ, Σkk is
the kth element on the diagonal of the covariance matrix Σ, and γk are additional intermediate
parameters equivalent to γ in eq. 3.23.

While iterating eqs. 3.28 and 3.29 some αi tend to∞, meaning the pdf of the corresponding
weight is concentrated around zero and so the corresponding basis function can be pruned
without impairing network performance. Iterations are continued with the corresponding

values µi removed from µ, the according rows and columns deleted from Σ and with N
(i)
c

reduced by the number of pruned basis functions. In our implementation of the RVM training
process iterations are stopped if the number of centers does not change during 10 iterations.
After the iteration the weights for the remaining centers are set to the mean values of their
posterior pdf:

ŵRVM = µ(Ni) . (3.30)

The nonlinear function model provided by the RVM is

f̂RVM(x) = ŵT
RVMϕ

′(x) , (3.31)

with ŵRVM the N
(Ni)
c -dimensional vector of weights remaining in the network after Ni itera-

tions, and ϕ′(x) the vector of the remaining basis function’s responses to the input vector.
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The RVM thus represents the nonlinear function by a sparse RBF network, comparable to
support vector machines [Vap95]. Only centers that are relevant to the modeling of a function
are used for regression7. Error bars for the predicted output values can be computed by the
same formula as for the Bayesian training (eq. 3.26 on page 32), with the vector ϕ(x) and the
matrix Σ now only containing values corresponding to the centers not pruned during RVM
training iterations.

In fig. 3.9 on the facing page, the modeling of the sinc function by the RVM is depicted
(cf. also [Tip01]). In the first four subplots (a)-(d) the same network and training parameters
as for the previous modeling tests (see caption of fig. 3.4 on page 26) were used. Here we
observe that in the noiseless cases (a) and (c) nearly all of the network centers are used for the
RVM regression. In the noisy case (b) and (d), somewhat more of the centers are pruned. For
incomplete training data (case (c) and (d)) also the outlying centers are used for the regression
and the problem of large weight values and peaks in the network output function (cf. fig. 3.4 on
page 26) persists.

For the choice of a larger basis function width, fig. 3.9 (e)-(h), a larger number of basis
functions are pruned, due to the higher interaction between basis functions for different centers.
Outlying centers, however, are still included in the final RVM. This calls for a priori pruning
of centers distant from the training input data for the RVM, or for the use of network centers
equal to (a subset of) the input training data as described in [Tip01].

The regression behavior of the RVM on the sinc function generally resembles the behavior
of the RBF network with Bayesian learning of regularization factor and noise variance, with
the exception that for a large enough basis function width the smooth target function is
represented by a smaller number of basis functions.

3.2 Other models

We will give a very brief overview of other realizations of the nonlinear function that have also
been used for the oscillator model or closely related models.

3.2.1 Locally constant (nearest neighbor) approximation

A straightforward approach to modeling the nonlinear function is the construction of a locally
constant approximation based on the training data [KK94]. The function f(x) is approximated
by a piecewise constant function with the function value corresponding to the output target
of the nearest training sample in input space:

y = f̂loc(x) = ti , i = arg mink=1...P (‖x− xk‖) , RN → R , (3.32)

with x the N -dimensional input vector, xk, k = 1 . . . P the input vectors of the training data,

and tk the corresponding outputs (targets), the vector norm is the Euclidean ‖x‖ =
√∑N

i=1 x
2
i .

The arg min function picks the index k that minimizes its argument.
Thus, the dynamics in phase space are represented by a number of vectors each corre-

sponding to a certain region of phase space and the respective outputs. Predictions are made
by finding the appropriate prototype vector for the region containing the current input vector
and returning the corresponding output value.

In fig. 3.10 on page 38, the manner a locally constant model approximates the sinc function
is exemplified. The output function is piecewise constant, and if enough training samples are
available a reasonably good approximation of a given function can be achieved (fig. 3.10 (a)).
For noisy training data (fig. 3.10 (b)) the noise is preserved by the locally constant model, and

7RVM learning can also be applied for minimizing the number of filter taps in adaptive filters [KKP03].
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Figure 3.9: RVM modeling of sinc function. The centers finally used by the RVM are
indicated by the diamonds on the x axis. Network parameters for case (a)-(d) are the same
as given for fig. 3.4 on page 26, for case (e)-(h) the width of basis functions is doubled. The
network output function (solid line) is accompanied by the ‘error bars’ calculated in eq. 3.26
(dotted lines). The number of centers is reduced more if the width of the basis function is
chosen larger. In the case of training data not covering the range of centers (cases (c), (d),
(g), and (h)), some outlying centers are not eliminated in the training procedure and large
weights are assigned occasionally, resulting in peaks in the network output function.
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within the range of training input data the function model will reproduce a similar amount of
noise in the output as is present in the training data. This may constitute a drawback in terms
of generalization. However, it is advantageous if we want the oscillator model to reproduce
both voiced and unvoiced excitation. For incomplete training data (fig. 3.10 (c) and (d)) the
locally constant model implicitly does a constant extrapolation to regions not covered by the
training data.
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Figure 3.10: Example of function approximation by the locally constant model. Modeling
of the sinc function a) using 100 training samples in the range x ∈ [−5, 5] without noise, b)
with an SNR of 10dB, and c) using 60 training data samples in x ∈ [−3, 3] without noise and
(d) with an SNR of 10dB.

Using a recorded speech signal for model learning, the approximation of f(·) is constructed
from the state transitions in phase space observed for the speech signal. These transitions are,
e. g., stored in a codebook and for synthesis the nearest neighbor of the current state in the
codebook is accessed for prediction. The locally constant model with a frame-wise adaptive
codebook has been used for time scale modification of speech signals [KK94].

3.2.2 Multi-layer perceptrons

Multi-layer perceptrons (MLPs) are ANNs more closely related to biological functions in the
brain than RBFs. At the nodes of the network a nonlinear function related to the threshold
for firing of a neuron (activation function) is applied to a weighted sum of the previous nodes’



3.2. OTHER MODELS 39

outputs. A fully connected MLP with scalar output is defined by the equation

y = f̂MLP(x) = gl




Nl∑

i=1

wli gl−1



Nl−1∑

j=1

W l−1
j,i . . . g1

(
N1∑

k=1

W 1
k,j xk

)


 . (3.33)

Here, l is the number of network layers, Nm the number of units in layer m, the matrices
Wm = [Wm

j,i] and the vector wl = [wli] are the weights at the connections from unit i in layer
m− 1 to unit j in layer m, and gm(a) is the activation function at the units of layer m.

An activation function often used is

g(x) =
2

1 + exp(−2cx)
− 1 , c > 0 , (3.34)

which resembles a threshold function for c → ∞, but is continuous and differentiable, which
is essential for MLP training.

The network parameters are the weights between network layers Wm, m = 1, . . . l− 1 and
wl, the parameter(s) of the activation functions, and commonly also a bias vector for each
layer to shift the individual activation functions along the input axis.

MLPs with as few as two layers and smooth activation functions are capable of ap-
proximating an arbitrary function (MLPs are said to be universal function approxima-
tors) [HSW89, HSW90]. There is, however, no constructive rule to determine the structure
and size of an MLP to achieve a certain amount of approximation accuracy.

Training of the MLP parameters has to be performed in an iterative procedure, the most
commonly used training algorithm is back-propagation [Hay94]. Here, the search for the opti-
mal network parameters is performed by gradient descent on the error function surface, with
random initialization of the parameters. Thus, the solution finally found may only represent
a local minimum of the error function instead of the desirable global minimum. Commonly,
the training process is performed for several parameter initializations and the network with
minimum error will be used.

In fig. 3.11 on the following page again the regression for the sinc function is depicted. For
these examples, the training process had to be performed several times until an MLP with a
reasonably low modeling error was found. One can see that both in the noiseless cases (a) and
(c) and for additive noise (b) and (d) the network function reasonably well fits the original
function. With incomplete training data (c) and (d), though, the network output function
tends to large (negative) values for |x| > 3 . This does not happen for all training runs,
though, so one can manually choose a network with a suitable network output function for
incomplete training data. Moreover, the network output is always limited by the maximum
of the activation function in the output layer. However, the output of an MLP may basically
display arbitrary output (in the range allowed by the output activation function) for an input
in regions not covered by the input training data due to the lack of an error criterion for these
regions.

The transition and interpolation between different models (e. g., for different speech sounds)
using MLPs is hindered by the missing relation between MLP parameters for different models.
Even for the same training data, an MLP model may internally be represented by completely
different parameterizations. Due to the usually identical activation functions in one layer, and
due to the full interconnection matrix between the layers, the Nm units in layer m can be
permuted ad libitum, so there is no clear ordering of one layer’s units. Moreover, different
initializations of the network parameters may result in equal solutions in terms of prediction
error (at local minima of the error function) with completely different parameter values. Thus,
non-stationary synthesis (e. g., transitions between different phonemes) may only be performed
by switching between different nonlinear function models.
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Figure 3.11: Example of function approximation of the sinc function by a multi-layer per-
ceptron, (a) using 100 training samples in the range x ∈ [−5, 5] without noise, (b) with an
SNR of 10 dB, (c) using 60 training data samples in x ∈ [−3, 3] without noise, and (d) with
an SNR of 10 dB. Again, dashed lines show the target function, solid lines the network out-
put function, and crosses the training examples in the noisy cases. The MLP architecture is
1-9-1 (input, hidden, output units) resulting in 28 network parameters, and gi(·) = tanh(·).
Network training has been performed using the Levenberg-Marquardt back-propagation al-
gorithm limited to 30 epochs. The network was trained with several different initializations
and examples with “good” approximation properties are depicted here.

3.2.3 Multivariate adaptive regression splines (MARS)

Another approximation for a nonlinear function are multivariate adaptive regression splines
[Fri91], which have been used for nonlinear sub-band synthesis of speech [HK98]. Here, the
input space is repeatedly partitioned and each sub-region is approximated by a product of
linear spline function. The partitioning threshold is adapted to minimize the squared error in
each stage. During the repeated partitioning the spline functions from earlier stages are used
as basis for the next approximation step (up to a specified number of maximum interaction).

Function approximation by MARS results in a continuous output function, consisting of
products of linear spline functions in the components of the input vector for each of the final
partitions of input space. The one-dimensional example for the sinc function is depicted in
fig. 3.12. If a high enough number of splines is used the target function is approximated well
(fig. 3.12 (a)). In the presence of noise the MARS model still captures the general picture
(fig. 3.12 (b)), suggesting good noise robustness. For the case of incomplete training data
(fig. 3.12 (c),(d)) the modeling by linear splines results in a linear extrapolation for regions
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not covered by the input training data. Thus, the absolute value of the model output may
attain large values for an input outside the training data, especially if the maximum absolute
output value in the training set is reached at the border of the region of input training data.
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Figure 3.12: Regression of the sinc function by a MARS model. The training was limited
to a maximum interaction level of 3 and a maximum number of basis functions equal to 20.
As in the previous examples, case (a) is for 100 training samples in x ∈ [−5, 5] without noise,
case (b) with additive Gaussian noise with an SNR of 10 dB, and case (c) for 60 training
samples limited to x ∈ [−3, 3] without noise and (d) with an SNR of 10 dB.

Due to the adaptive partitioning depending on the training data, the partitioning thresholds
and spline coefficients will be different for different target functions and training data. A direct
relation between MARS models for different sound signals can thus not be easily established.

3.3 Conclusion

In this section a number of candidate models for the nonlinear function in the oscillator
model were presented and tested in a simple one-dimensional regression task with noisy and
incomplete training data. The aim was to test their usability for the oscillator model, and
to find the reasons for some of the problems that are reported in the literature and became
apparent in our work.

The most commonly used indicator for a “good” nonlinear function model is the modeling
error. A summary of the modeling errors of the candidate models with approximately the
same number of parameters for the sinc function is given in table 3.2. Here we can see that
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the best performance, i. e., the lowest prediction error is achieved by models using continu-
ously differentiable functions, namely the RBF and MLP networks, on the noiseless training
data. The worse performance of the locally constant model and the MARS model on noiseless
training data is due to the function approximation by a finite number of constant or linear
splines, respectively. In the case of noisy training data, the locally constant model displays
a modeling error in the range of the noise level in the training data, i. e., the locally constant
model preserves the noise of the training data (see also fig. 3.10 on page 38), whereas – for
the reasonably large number of training data in the examples – all other models suppress the
noise to some extent.

Table 3.2: Modeling error for regression of the sinc function of candidate nonlinear function
models for different amount of Gaussian noise in the training data. The numbers are associ-
ated with the conditions reported in the plots in the last sections, for complete training data
(100 samples for x ∈ [−5, 5]). The modeling error is computed for the noiseless target sinc
function for 500 points in x ∈ [−5, 5] and normalized relative to the signal level.

SNR of training data

∞ 20 dB 10 dB

Model Relative modeling error (dB)

RBF network without regularization −55.29 −25.85 −15.83

RBF, reg. matrix inversion (λ = 1) −22.11 −21.72 −17.43

GRBF (λ = 1) −18.54 −18.67 −16.35

RBF, cross-validation −55.34 −26.85 −15.62

(λ = 10−3) (λ = 0.1) (λ = 1)

Bayesian RBF −55.29 −26.29 −16.99

(λ = 1.6× 10−5) (λ = 1.8× 10−2) (λ = 0.14)

RVM −55.18 −26.10 −16.46

Locally constant (nearest neighbor) −25.76 −19.94 −10.93

MLP, backprop. −27.38 −19.91 −15.82

MARS −20.65 −19.84 −14.48

The basic RBF network, the regularized RBF network with cross-validation, Bayesian
learning, as well as the RVM perform similarly in terms of modeling error, with a very good
function approximation in the absence of noise and a modeling error about 6 dB below the
noise level in presence of noise in the training data. The regularized RBF network with a
fixed regularization factor λ = 1 exhibits an almost constant modeling error, regardless of
the noise level, both for regularization of matrix inversion and GRBFs. This is primarily due
to the preference of lower weight values induced by regularization, which leads to a general
underestimation of function peaks (cf. fig. 3.6 on page 29). When using cross-validation or the
Bayesian algorithm to determine the regularization factor less regularization is applied in the
lower noise cases, leading to a better function approximation.

However, the ratings of the different function models in terms of modeling error may not
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be sufficient to prove the suitability for use in the oscillator model [HP98b, CMU02a]. For
other preconditions it is not easy to give quantitative measures. We will, however, try to give
some qualitative criteria here.

As we have previously noted the training data for speech signals in a multi-dimensional
phase-space embedding may only fill a small region of phase space. So, we have to deal with
incomplete training data during nonlinear function training. To explore the suitability of the
candidate models for such a task we have restricted the training process for modeling the sinc
function to a limited region of the input variable x ∈ [−3, 3] and observed the model output
function for x ∈ [−5, 5].

Generally, all model output functions for regression in x ∈ [−3, 3] resemble the results
stated above. However, for inputs outside the region of training data, different behavior is
observed. The locally constant model results in a constant extrapolation of the output value
corresponding to the nearest training input value (fig. 3.10 on page 38 (c)). This can be
considered favorable for the use in the oscillator model since the nonlinear function output
cannot grow beyond the range of training output data and an arbitrary state in phase space
should quickly converge to the region of the actual signal trajectory during synthesis.

For the basic RBF network with fixed centers on a hyper-grid it was observed (fig. 3.4
(c)) that the network output function may display large peaks in the region not covered by
the training data, due to the assignment of large weights to the corresponding centers. This
problem could be relieved either by restricting the center positions to the region in input
space covered by the training data (sect. 3.1.1) or by regularization (sect. 3.1.2). In both
cases the network output function decays to zero output outside the training data region.
When applied in the oscillator model this means that, for each state outside the training
data, the system trajectory would be pulled to the origin. This seems problematic if the
origin of state space itself is not covered by the training data. However, if basis functions with
infinite support (like Gaussians) are used, the system trajectory will also approach the original
trajectory, even if the origin is not near to the training data (cf. [Man99]). By preventing high
peaks in the network output function we shall also prevent an oscillator behavior with large
amplitude intermediate pulses as observed in [Man99, fig. 6.11] for the RBF network without
regularization (cf. sect. 4.3.2).

The Bayesian RBF network and the relevance vector machine may, similarly to the RBF
network without regularization, assign large weight values to centers away from the input train-
ing data, especially in the case of noiseless training data when regularization is automatically
reduced (e. g., fig. 3.9 on page 37, subplot (c)). Thus, the center positions for the Bayesian
network training should be restrained to the input space region covered by the training data,
either by choosing the centers equal to (a subset of) the training data as in [Tip01] or by
pruning centers away from the training data before network training.

For the MLP the network output function may attain arbitrary values in the range of the
activation function in the output layer for regions not covered by the training data. The MARS
model may assign splines with nonzero slope at the borders of regions covered by training data.
Thus, both have to be considered dangerous to the stability of the oscillator model.

Using a relatively small number of training data examples as compared to the number of
nonlinear function parameters – like in the examples 100 or 60 training samples compared to
about 30 parameters8 – we have to consider the problem of over-fitting noisy training data and
of bad generalization. As we have seen this might be a concern for the basic RBF network.
However, both a priori pruning, and thereby reducing the number of network parameters,
and regularization mitigates this problem for smooth target functions. Also the MLP and the
MARS model can be considered to give good interpolation of a smooth target function in the
noisy case.

8With the exception of the locally constant model, which uses all training samples as ‘parameters’.
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Concerning the aim of associating a sequence of nonlinear function models for different
sounds (different training data), only the RBF model with a priori fixed centers and basis
function widths can provide such relations. Here a clear correspondence between the weights
for different training data is given according to the position of the RBF centers in input space.
This correspondence can also be retained if different centers are pruned for different training
data in the RVM, by assigning zero weight values to the pruned centers.

To conclude, for the realization of the nonlinear function in the oscillator model, the
RBF network with a priori fixed center positions and basis functions widths seems to be
the favorable choice. We will apply pruning of network centers that are more than a specific
maximum distance away from all input training data to ensure a good numerical conditioning
for matrix inversion during training, and to prevent peaks in the network output function.
Furthermore, we will use regularization to further promote good generalization and robustness
of the network output function for noisy training data. We will, in particular, make use of
automatic determination of the regularization factor, by cross-validation or Bayesian learning
of the noise variance and regularization factor.
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Chapter 4

Speech synthesis with the oscillator
model

In this chapter we examine modeling and re-synthesis of speech signals by a nonlinear oscillator.
The oscillator model used in our work is based on a nonlinear predictor for time series. In
sect. 4.1 we present considerations for optimal time series prediction. The oscillator model is
introduced in sect. 4.2. In sect. 4.3 we examine the application of the oscillator model using the
various nonlinear function models presented in Chapter 3 to stationary full speech signals. In
sect. 4.4 we argue for combining linear prediction and the oscillator model to achieve a higher
number of successfully re-synthesized signals. Finally, in sect. 4.5 we present some examples
how to generate speech signals with varying fundamental frequency and transitions between
different speech sounds by model interpolation.

4.1 Time series prediction

Prediction of scalar time series {x(n)} refers to the task of finding an estimate x̂(n+ 1) of the
next sample x(n+1) based on the knowledge of the history of the time series, i. e., the samples
x(n), x(n − 1), . . .. A common approach is linear prediction [MG76], where the estimate is
based on a linear combination of NLP past samples

x̂LP(n+ 1) =

NLP−1∑

i=0

ai x(n− i) , (4.1)

with the prediction coefficients ai, i = 0, . . . , NLP−1. The linear prediction approach, however,
does not account for nonlinear dependencies in the time series. Introducing a general nonlinear
function f(·) : RN → R applied to the vector

x(n) = [x(n), x(n−M), . . . , x(n− (N − 1)M)]T (4.2)

of past samples, we arrive at the nonlinear prediction approach

x̂NP(n+ 1) = f(x(n)) . (4.3)

The vector series {x(n)} is called an time-delay embedding of the system underlying the time
series {x(n)} in N -dimensional space. Here we already include the option of using a vector x(n)
of non-contiguous past samples (instead of the latest N samples [x(n), x(n−1), . . . , x(n−(N−
1))]T) from the original time series in the embedding by introducing an embedding delay M
that can be chosen M ≥ 1. The choice of M > 1 has the advantage of increased memory length
(number of past samples in the delay line) for a fixed embedding dimension (which relates to
complexity of the nonlinear function model, see below). A schematic of this nonlinear predictor
is given in fig. 4.1.
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f(x(n))

M M

x̂(n + 1) xe(n + 1)

x(n + 1)x(n)

−

Figure 4.1: Nonlinear predictor for scalar time series

4.1.1 Embedding dimension

The choice of embedding dimension N , i. e., the dimension of the embedding vector x(n), is
based on either the dimension of the original system that gave rise to the signal (which is often
unknown) or on an estimate of the – possibly fractal – dimension of the attractor on which
the signal evolves. The dimension of the embedding determines the dimension of the input
space of the prediction function f(·) in our oscillator, and thus is most often related to the
complexity of the nonlinear function model for f(·). Furthermore, the higher the dimension
of the input space for a parametric nonlinear function model is, the more sparsely this input
space will be filled with training data: This is known as the so-called “curse of dimensionality”.
Hence, the lowest possible embedding dimension should be searched for.

An embedding theorem going back to [Whi36] says, that a d-dimensional smooth manifold
has a diffeomorphism in R2d+1 generated by a ‘generic smooth map’. Thus, almost any d-
dimensional manifold can be embedded in another space of dimension N = 2d + 1 by an
invertible (i. e., one-to-one) mapping.

For dynamical systems with only a scalar observable (like a speech signal), Takens [Tak81]
proved an analogous theorem for the system attractor generated by a time-delay embedding
(eq. 4.2). According to Takens’ theorem the attractor dynamics of the original nonlinear
system that gave rise to a scalar time series can be fully reconstructed from a time-delay
embedding (eq. 4.2) if the embedding dimension is

N ≥ 2 d+ 1 , (4.4)

depending on the dimension d of a manifold that can hold the attractor of the observed signal,
i. e., d being an integer larger than the fractal dimension df of the observed signal attractor.
This embedding theorem is valid even for a chaotic system. Thus, we can always embed a
signal with a fractal dimension of, e. g., df = 2.1 in a time-delay phase space of dimension
N ≥ 2 · d2.1e+ 1 = 7, regardless of the actual dimension of the system state vector that gave
rise to the signal (which may be dorig = 100). Takens’ theorem is valid for arbitrary embedding
delay M , noise-free observations of the steady state attractor, and if the time series is observed
over an infinite time interval.

A little more relaxed is the embedding theorem by Sauer et al. [SYC91]. The steady-state
attractor of an unknown dynamical system can be fully reconstructed in an N -dimensional
embedding if

N > 2 df , (4.5)

with df being the fractal dimension of the attractor. According to this theorem, an embedding
dimension of N = d2 · 2.1e = 5 suffices for a signal with fractal dimension df = 2.1.



4.1. TIME SERIES PREDICTION 47

The fractal dimension can be estimated indirectly from an observed scalar time series, e. g.,
using the box-counting dimension or correlation dimension for the attractor observed in an
embedding phase space [ABST93]. However, some definitions for the fractal dimension, like
the Hausdorff dimension may not be used with this embedding theorem [SYC91].

For voiced speech signals a correlation dimension of between one and two has been found
in [BK91], values below three in [Tow91, BM94], but also higher values up to four have been
stated in the literature. This means an embedding dimension N between three and nine will
be necessary for the reconstructed phase space to represent the dynamics of a voiced speech
signal. However, in [BK91] a saturation of the redundancy of the state space embedding with
optimized embedding delay (see sect. 4.1.2 on the next page) for sustained vowel signals at all
dimensions N ≥ 3 has been found, indicating that a reconstruction dimension of three suffices
for these signals if the embedding delay is chosen appropriately. For the application of the
oscillator model with a locally constant nonlinear function model [KK94], it has been found
that stationary speech can be reproduced well by a low-dimensional embedding N = 4, but
for transient signals a higher embedding dimension is necessary.

In general, the above embedding theorems ensure a reconstruction of the original system
dynamics, and they are sufficient, but not necessary conditions [HP98b], meaning that a
suitable choice of the embedding delay M may allow to reconstruct a signal in a phase space
of a lower dimension N than the embedding theorems require. A way to find a sufficient
embedding dimension, if the embedding delay M is chosen already, is to look at the number of
false neighbors for the points x(n) on the trajectory in phase space [KBA92]. A false neighbor
is a nearby point x(k), ‖x(k) − x(n)‖ < ε whose trajectory significantly diverges from the
trajectory of x(n). Increasing the embedding dimension N the number of false neighbors for
a low-dimensional signal gets lower and should reach a minimum at the dimension which is
sufficient for the embedding. In fig. 4.2 the fraction of false neighbors for some sustained vowel
signals from male and female speakers are plotted as a function of N . As we see the number
of false neighbors is close to zero for all signals for N ≥ 4, suggesting that an embedding
dimension of N = 4 suffices for sustained vowel signals.
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Figure 4.2: Fraction of false neighbors as a function of embedding dimension N for sustained
vowel signals from male and female speakers. Embedding delay was chosen M = 13 for male,
and M = 11 for female speakers (at a sampling rate of fs = 16 kHz). The number of false
neighbors is calculated by the function false nearest from the nonlinear time series analysis
package TISEAN [HKS99].
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4.1.2 Embedding delay

The choice of embedding delay M should be guided by properties of the time series, too. The
samples in x(n) should be chosen so as to serve as independent coordinates in reconstruction
space. The choice of M > 1 prevents the usage of adjacent, and thus possibly highly correlated
samples from the time series in the embedding. If, however, M is taken too large, the samples
x(n) and x(n −M) will be disconnected, or statistically independent, especially for chaotic
time series. Also, for time series with harmonic components, the embedding delay should be
smaller than half the fundamental period [SYC91].

The choice of an appropriate intermediate value for M to yield uncorrelated samples in
x(n) can be based on the auto-correlation function, e. g., by choosing M equal to the time lag
of the first zero crossing of the auto-correlation, thus yielding linearly uncorrelated samples
in x(n) and x(n − M). Minimizing linear dependence, however, might not be optimal, in
particular for the embedding of signals coming from nonlinear systems (cf. [Ber97, App. B]).
A better way is to look at the mutual information (MI) between the samples in two time series
{x(n)} and {x(n − L)} as a function of lag L and to choose the embedding delay M at the
lag L at which the first minimum of the mutual information occurs [Fra89, Ber98].

For sustained vowel signals the first minimum of the mutual information typically occurs
for a delay between 0.5 and 1 ms (i. e., for a lag L between 8 and 16 samples at 16 kHz sampling
rate). Mutual information as a function of delay is depicted for a number of sustained vowel
signals spoken by male and female speakers taken from the speech signal database used to test
our model (see sect. 4.3) in fig. 4.3. In several cases the ‘first minimum’ is not very pronounced.
It is, however, clear that a choice of M > 1 is advantageous in any case.
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Figure 4.3: Mutual information (MI) as a function of time lag L for sustained vowel signals
from male and female speakers. Signal sampling rate is 16 kHz. Mutual information is
calculated using the function mutual in the nonlinear time series analysis package TISEAN
[HKS99] with a number of 16 partitions.

In spite of the above rules for choosing embedding dimension and delay it has been found
that the optimum values for the embedding parameters may only be found in a trial and error
approach by varying N and M until an optimum performance in terms of an error criterion,
like mean squared error for signal prediction is achieved. The optimum parameter values for
prediction – i. e., parameter values that minimize the mean squared prediction error – may,
however, not comprise the optimal setting for the use of a nonlinear predictor in the oscillator
model [CMU02a]. Here the primary concern is to ‘unfold’ the trajectory in phase space to
avoid intersections that cannot be discerned otherwise [SYC91]. Moreover, in order to keep
a fixed structure of the predictor in the oscillator model for synthesis of transitions between
different sounds we need to find a compromise embedding in common for all speech sounds.
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4.1.3 Non-uniform embedding

Concerning the signal embedding the question arises, if the uniform embedding in a phase
space constructed from equidistant samples from the scalar signal is optimal [JM98]. To test
for a possible gain in nonlinear prediction based on a general choice of the single embedding
delays we consider a ‘non-uniform’ embedding constructed of non-equidistantly spaced past
samples from the signal as input of the predictor by building the vector x(n) according to

x(n) = [x(n), x(n−M1), x(n−M2), . . . , x(n−MN−1)]T , M1 < M2 < . . .MN−1 ∈ N .
(4.6)

We compute the prediction gain bound from the mutual information function [Fra89] by
the method in [BK94, Ber97] for a one sample ahead prediction for all possible choices1 of Mi

in the range Mi < 50 with embedding dimension N = 4 for 10 sustained vowel signals from
several male speakers, and for 5 sustained vowel signals from female speakers (fs = 16 kHz).

The main finding is that the prediction gain for the optimum non-uniform embedding is
in any case not more than 1 dB higher than for the optimum uniform embedding for each
individual signal, the average increase in prediction gain is only 0.61 dB. Also, the maximum
difference between the highest and the lowest achievable prediction gain for all embeddings
with Mi < 50 is only 5.5 dB for male signals (mean difference is 3.8 dB, the overall mean
prediction gain is 29.8 dB). For vowel signals from female speakers a qualitatively similar
behavior is observed. Figure 4.4 shows the ranges of prediction gain bound found for the
individual signals.
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Figure 4.4: Span of prediction gain bounds for sustained vowel signals from male and
female speakers for the prediction of the next future sample based on a non-uniform, four-
dimensional embedding with all combinations of Mi in the range Mi < 50. The tic marks
on the vertical lines indicate the highest, mean, and lowest prediction gain bound found for
a four-dimensional embedding, the circles show the highest prediction gain for a uniform
embedding. Signals are labelled with the number of the speaker and the vowel symbol.

In many cases the highest prediction gain is attained for low embedding delays. For non-
equidistant embeddings, the delay M1 = 1 is found for six of the ten male signals, in two cases
we even find M1 = 1,M2 = 2,M3 = 3. Likewise, the optimal uniform embeddings are found
for M = 1 in three cases, for nine of the ten signals the optimal uniform embedding is found
with an embedding delay M ≤ 8.

This leads us to the conclusion that a non-uniform embedding optimized for the one sample
ahead prediction gain does not greatly improve prediction performance. For the oscillator

1A number of 18 424 different embeddings
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model this optimization regarding prediction gain may even be harmful: As mentioned above,
for the oscillator model the embedding parameters should be chosen as to unfold the signal
attractor in phase space, which is not the case if low embedding delays Mi are used, as it is
the case for the non-uniform embeddings with the highest prediction gain for many speech
signals.

It has to be noted that a low-dimensional embedding can also be derived from a higher-
dimensional embedding (M = 1, N large) by linear combination of the high-dimensional
embedding vector components [SYC91], e. g., by singular value decomposition [BMM99]. In
[Man99] singular value decomposition embedding for full speech signals has been investigated
and it was shown that it leads to attenuation of frequencies above 1 kHz in the re-synthesized
signals. Besides, the singular value decomposition has to be performed for each signal, i. e.,
the decomposition matrix will be different for different training signals, in general2.

4.2 The oscillator model

Feeding the predicted sample of the nonlinear predictor fig. 4.1 to the delay line – rather
than a sample from the original signal – we obtain the oscillator model [Kub95, PWK98].
The oscillator model is an autonomous nonlinear deterministic dynamical system, i. e., it can
generate output signals without an excitation signal. As opposed to linear prediction (eq. 4.1),
which represents a finite impulse response (FIR) filter that can be inverted3 to yield a purely
recursive infinite impulse response (IIR) LP synthesis filter which has to be excited by, e. g.,
a pulse train or a noise signal (cf. formant synthesis, sect. 2.2), the oscillator model does not
need any driving input signal.

The system equation of the discrete time oscillator model (cf. eq. 4.3) is

y(n+ 1) = f(y(n)) , (4.7)

with the oscillator output signal y(n), and the vector y(n) representing a time-delay embedding
of the output signal y(n), as in eq. 4.2. A schematic of the model is depicted in fig. 4.5.

f(y(n))

M M 1

y(n + 1)

Figure 4.5: Autonomous oscillator model for signal synthesis

For synthesis of speech signals the embedding parameters N and M have to be chosen
as described above, and a nonlinear function model, e. g., one of the models described in
Chapter 3, is used as the realization of the nonlinear function f(·), with its parameters learned
from a recorded speech signal. The oscillator model has been applied for generation and
modification of speech signals, with several different realizations of the nonlinear function
[KK94, Bir95, Kub96a, HK98, BMM99, NPC99, MM01, RK01, Ran01, Ran03, LZL03].

We have noted in the introduction that it is still a challenge to come up with a stable
realization of the oscillator model for successful re-synthesis of speech signals. For the scope of

2One can of course try to find an optimal decomposition matrix for all signals of a speaker or a database.
3If the LP filter is minimum phase.
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this thesis we use the following notion of stability and successful re-synthesis: A stable oscillator
shall denote an oscillator that successfully re-generates an output signal similar to the training
signal in the way that – for voiced speech signals used for training – stable oscillations are
generated without severe deviations from the training signal in waveform shape, amplitude,
and fundamental frequency. In particular, successful re-synthesis of voiced speech signals
necessitates that the oscillator output signal does not converge to a fixed point, or diverge,
nor displays intermittent large peaks. For vowel signals successful re-synthesis also shall imply
that the vowel can be clearly identified perceptually.

4.3 Comparison of nonlinear function models

The oscillator model with different realizations of the nonlinear function model as described
in Chapter 3 will now be tested for speech signals. Here we use a database of sustained vowel
signals from 9 female and 11 male speakers recorded in a studio environment. The database
consists of 9 vowels (and 3 nasals/1 liquid) uttered by each speaker in an artificially sustained
manner. Speakers were asked to utter each vowel in the most stationary way, i. e., to keep
fundamental frequency as well as spectral properties as constant as possible. The length of
the recorded signals varies between 0.26 and 1.71 secs for male and between 0.22 and 1.71 secs
for females speakers. The original sampling rate of 48 kHz was reduced to 16 kHz, i. e., to the
sampling rate for ‘wide-band’ speech commonly used in high-quality speech synthesis, by linear
phase low-pass filtering and down-sampling. The minimum length recordings thus provide a
number of 4160 (male) and 3520 (female) signal samples for training.

4.3.1 Choice of embedding and nonlinear function model structure

Obviously, the large number of parameters – embedding parameters N and M , number of
parameters for the nonlinear function (network centers, shape, position and width of the
basis functions for RBF networks), number of training samples – would allow for individual
optimization of our model for different speech sounds. However, due to the high dimensionality
of the parameter space it seems improbable to find the ‘best’ parameter combination for every
signal. Moreover, since we aim at using the oscillator model for general purpose synthesis we
will try to keep constant as many parameters as possible for all different sounds. Thus, we
will first determine a set of fixed model parameters that are used for all vowel signals in our
database.

Regarding the choice of embedding dimension, a dimension of N = 4 seems to be justified
by the method of false nearest neighbors (fig. 4.2) for sustained vowel signals, in general. Op-
timization of embedding delay according to mutual information, however, may yield different
values for individual phonemes (cf. fig. 4.3). The value used here, M = 13, is a compromise
for signals from male speakers. We found that both a lower value (M = 10) and a higher
value (M = 16) result in a smaller number of successfully re-synthesized signals. For female
speakers the optimum embedding delay for vowel signals might be somewhat smaller, however,
for most of the following examples the same embedding delay M = 13 as for male speakers
was used.

Regarding the RBF-network based models, we favor the utilization of fixed network center
positions on a hyper-grid (cf. fig. 3.2 on page 22) for all signals, to achieve our aim of obtaining
related parameters of models for different speech sounds. In general the outer grid-lines of the
hyper-grid are set to D = 1, and training signals are normalized to have a maximum absolute
amplitude of one. Concerning the limited number of training data, using K = 5 grid lines per
dimension, yielding Nc = KN = 625 network centers, is the largest possible choice – otherwise
the number of network weights would exceed the number of training samples.
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Gaussian basis functions are used in most cases in the literature. Informal experiments
with triangular or raised cosine shaped basis functions showed a worse performance of the
oscillator model. Also the use of (non-radial) factorized raised cosine basis function [SCAA01]
was found inferior. Normalized radial basis functions (eq. 3.5) were reported to achieve good
performance in the oscillator model in [Kub96a, CMU02a, CMU02b]. In informal experiments,
however, the number of vowel signals that could be stably re-synthesized using normalized ra-
dial basis functions with centers on a hyper-grid without regularization, i. e., trained according
to eq. 3.8, was below the number found for regularized RBF networks using cross-validation4.
The Gaussian basis function thus seems to be the favorable choice.

The influence of basis function width on the prediction error for speech signals has been
investigated in a number of publications (e. g., [MM01, CMU02a]). Generally, a certain min-
imum basis function width has been found necessary to achieve acceptably low prediction
error, and the prediction error is virtually constant or slightly increases for increasing basis
function width beyond an optimum value. The considerations in sect. 3.1 (cf. fig 3.3) that
the basis function width should be tied to the spacing of the center grid are confirming these
findings. The basis function width will thus be set to dBF = ddiag (see eq. 3.3 and fig. 3.2) in
the following if not stated explicitly otherwise.

4.3.2 Need for regularization

If the nonlinear function f(·) is approximated by an RBF network with a priori fixed center
positions we first can confirm findings in [Man99, YH01, MM01]:

1. Using an RBF network without regularization often yields large amplitude intermittent
peaks (spikes) in the oscillator output signal, fig. 4.6 (b). This can already be explained
by the finding that some network weights might take large values – especially in the
regions of input space not covered by training data – to model small variations in the
training output data (cf. fig. 3.4 on page 26 in sect. 3.1). Thus, regularization is necessary
to yield stable synthesis with an RBF network used as nonlinear function model in the
oscillator.

2. When varying the amount of regularization for an RBF network, for some of the full vowel
signals, the oscillator output signal properties could be adjusted in the following way:
For high λ the output signal is commonly periodic with little high-frequency components.
Reducing λ more and more high-frequency components are generated, and the signal may
also display cycle-to-cycle variations. Oscillator output signals for varying regularization
factor are depicted in fig. 4.7.

Ad 1: The height of the intermittent peaks can be reduced by excluding centers with
a certain minimum distance from all input training data from the learning process, i. e., by
the center pruning method described in sect. 3.1.1. The somewhat improved output signal is
depicted in fig. 4.6 (c). Nonetheless, the generated signal is no satisfactory approximation for
the original signal at all. In addition to regularization the simple pruning method, however,
is a first step to reduce the height of undesired peaks in the network output function if fixed
RBF centers are distributed in input space and the training input data do not cover the whole
region occupied by the centers.

Ad 2: The possibility to adjust the output signal quality for one specific training signal by
means of varying the regularization factor seems to be a great convenience at a first glance.
If the amount of higher-frequency components can be controlled by the regularization factor,
one might even think of generating synthetic speech signals with varying spectral properties

4A similar finding is stated in [Man99].
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Figure 4.6: Typical behavior of an oscillator model using an RBF network without regu-
larization for the nonlinear function model. (a) Original signal, (b) full network training, (c)
pruning of distant centers. Embedding parameters are N = 4, M = 13. Network parameters
are K = 5 (Nc = 625), Gaussian basis functions with dBF = 2σg = ddiag (cf. eq. 3.4 on
page 21). Training is performed on P = 3000 signal samples. The distance threshold for
pruning centers is set to dprun = 2σg, resulting in pruning of 144 network centers for this
signal.

from one training signal, e. g., to produce different speaking styles [Ter02b]. From fig. 4.7,
however, we see that by varying the regularization factor – though yielding a differing spectral
distribution – the high-frequency components of the full speech signal above 5 kHz cannot be
re-synthesized faithfully by the oscillator model. If regularization is decreased below a cer-
tain value the oscillator becomes unstable producing similar output as without regularization,
rather than reproducing the high-frequency components correctly.

Moreover, the properties of the training signals require an individual amount of regular-
ization for different sounds or speakers. Thus, the manual optimization of the regularization
factor would be a time-consuming task. Automatic determination of the regularization fac-
tor by cross-validation or the Bayesian training algorithm is, therefore, a pre-requisite if the
oscillator model shall be applied to a large number of different speech signals.

For the signals in fig. 4.7 regularization was applied according to eq. 3.10, i. e., by regu-
larizing matrix inversion. Comparing this way of regularization to GRBF networks, eq. 3.15,
little difference in performance was found. The mean square prediction error on the training
data as a function of regularization parameter λ of both methods for the signal (vowel /o/) of
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Figure 4.7: Oscillator output signals for varying regularization factor λ. On the left-hand
side the time domain signal is depicted, and on the right-hand side the DFT spectrum com-
puted from 1000 waveform samples. Note the change in y axis scaling in the time signal plot
for the case λ = 10−10. Embedding and network parameters are the same as for the synthetic
signals in fig. 4.6, regularization is applied according to eq. 3.10 (regularization of matrix
inversion).
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figures 4.6 and 4.7 is depicted in fig. 4.8 (a). As can be seen, the prediction error increases with
the amount of regularization similarly for both methods within a range of 0.3 dB. Also, the
perceptual quality of stably re-synthesized signals is indistinguishable. The condition num-
ber of the inverted matrix, fig. 4.8 (b), however, differs by a factor of about 103, with the
regularization of matrix inversion displaying a lower condition number than for the GRBF
approach.
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Figure 4.8: (a) Mean squared prediction error and (b) condition number of the inverted
matrix, as a function of regularization factor λ for regularization of matrix inversion (solid
lines) and GRBFs (dashed lines). Signal and model parameters as in fig. 4.6.

Recalling that the only difference between regularization of matrix inversion and by GRBFs
is the presence of matrix Φ0 instead of the identity matrix, and that Φ0 has all ones on the
diagonal and smaller (positive) values on the off-diagonal elements, this comes with no surprise.
Especially for not too high basis function widths – as in our case dBF = ddiag (cf. pp. 21f) –
most of the off-diagonal elements are close to zero (for the network used in the examples 92%
are smaller than 0.1). Thus, the two methods for regularized RBF network training seem to
be almost equally powerful, with the exception that for GRBFs a higher condition number will
sooner lead to numerical problems during matrix inversion when the amount of regularization
is decreased.

4.3.3 Determining the regularization factor

We will now look at automatic determination of the regularization factor for RBF network
training, either by cross-validation or by Bayesian network training.

Using cross-validation on the prediction error to find an optimal regularization factor λ
for RBF training requires to set aside a part of the training data for validation. As has been
previously noted, this is troublesome for speech signals that are only short-term stationary in
general, i. e., there is only a limited number of training samples available for one sound.

Applying a simple cross-validation procedure to GRBF training, with a randomly chosen
cross-validation set comprising 10% of the training data (P = 3000, so 2700 samples were
used for training and 300 for cross-validation), we found that for vowel signals the resulting
regularization factor varies over a wide range. Examples for the resulting regularization factor
λxv from cross-validation for vowel signals from one speaker for full network training (using all
centers) are given in table 4.1. λ values for cross-validation were varied in decade steps over
the range λ ∈ [10−12, 102].
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The Bayesian algorithm for learning noise variance and regularization factor (sect. 3.1.3)
yields a regularization factor λbay correlating to some degree with the one found by cross-
validation, but generally assigns a higher value (in contrary to the results for the one-
dimensional task in Chapter 3, cf. table 3.2 on page 42). Values found for λbay for vowels from
one speaker are also stated in table 4.1. The correlation coefficient between λxv and λbay on a
logarithmic scale is c(lnλxv, lnλbay) = 0.546 for all male vowel signals in the database. The ge-

ometric mean of the quotient of λbay and λxv is gmean(
λbay

λxv
) = exp (mean(ln

λbay

λxv
)) = 1.76×104.

Generally speaking the Bayesian algorithm assigns a regularization factor four orders of mag-
nitude higher than cross-validation does.

For the male vowel signals in our database, the mean number of iterations in the Bayesian
training process to achieve less than 1% variation in the hyper-parameters α and γ is 19.3.

Table 4.1: Regularization factor found by cross-validation λxv and Bayesian training λbay

for several vowels from one male speaker for full network training. Embedding parameters
were N = 4,M = 13, network size K = 5 (Nc = 625), using Gaussian basis functions with
width dBF = ddiag.

Vowel /a/ /e/ /i/ /o/ /u/ /ø/ /E/ /Y/

λxv 1× 10−5 1× 10−5 1× 10−10 1× 10−4 1× 10−3 1× 10−9 1× 10−6 1× 10−10

λbay 4.7× 10−3 1.7× 10−4 1.5× 10−5 1.0× 10−3 2.3× 10−3 2.3× 10−6 4.7× 10−4 6.8× 10−6

The computational complexity of both the Bayesian training and cross-validation mainly
lies in the matrix inversion (eq. 3.10 or 3.15 for cross-validation, and eq. 3.22 for Bayesian
learning), which is of order O(Nc

3). For the Bayesian training one matrix inversion is required
per iteration, whereas for cross-validation one matrix inversion is needed for each value of λ,
multiplied by the number of validation sets if k-fold cross-validation is used. Furthermore,
the network output has to be computed for all training data in each iteration in the Bayesian
case, and for the training data in the validation set for each λ value for cross-validation. The
nonlinear part (eq. 3.9), however, has to be calculated only once for each training signal, and
the computation of the network output for the training input data reduces to a vector-matrix
multiplication. The complexity is thus dominated by the matrix inversion, and determined by
the number of network centers, as well as the number of iterations in Bayesian training, or the
number of cross-validation sets times number of λ values of interest for cross-validation.

The search for the optimal regularization factor over the range λ ∈ [10−12, 102] using cross-
validation thus requires a comparable computational complexity when using one validation set
and one λ value per decade – namely 15 matrix inversions – as does the Bayesian training
with 19.3 iterations on average. If, however, we increase the number of λ values for the cross-
validation procedure to get a finer grained result, or if we search for the regularization factor
using cross-validation with more than one validation set, the computational complexity for
cross-validation exceeds the one for the Bayesian training considerably.

Re-synthesis of male vowel signals from our database yields a number of only 9 successfully5

re-synthesized signals for regularized training according to cross-validation, and 16 for Bayesian
training (of 88 vowel signals from male speakers in total). For vowel signals from female
speakers we yield comparable numbers. The low number of successfully re-synthesized signals
is somewhat discouraging. In [Man99, MM01] it was stated that all of a number of vowel
sounds could be stably re-synthesized if the regularization factor found by cross-validation
was increased. Considering that the regularization factor from Bayesian training generally is

5Cf. definition of successful re-synthesis in sect. 4.2.
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higher than the one found by cross-validation, the model based on Bayesian training should
have been more successful.

Many of the re-synthesized signals display large-value intermittent peaks (spikes) like the
signal in fig. 4.7 for λ = 10−10. Recalling that RBF networks without or with a small amount
of regularization often yield large peaks for input values outside the region of training data
(cf. fig. 3.4 (c),(d)) and that the trajectory of a vowel signal in phase space does not cover
the phase space occupied by network centers, the pruning of centers should be advantageous.
When applying network pruning (sect. 3.1.1) we observe a reduction in amplitude of the
intermittent spikes – but no significant change in general behavior: The number of successfully
re-synthesized male vowels does not change for Bayesian learning and even decreases for cross-
validation. Also, if regularization is increased by taking λ = 100λbay and re-training the RBF
network using regularized matrix inversion (eq. 3.10) the number of stably re-synthesized
signals increases only slightly. Both pruning and increasing regularization seems to provide no
general solution to the problem of instabilities during oscillator synthesis.

Looking at the number of successfully re-synthesized signals as a function of vowel identity,
table 4.2, we see that some vowels can be reproduced more easily than others. Of course the
chosen embedding and network parameters may not comprise the optimum for all vowel signals.
However, again, we want to maintain a certain choice of parameters for all signals. Also, the
reason could be that some of the recorded signals are not as stationary as others. However,
the numbers in table 4.2 related to the phase-space representations of some vowels in fig. 4.9
suggest that signals with a smoother trajectory in phase space (vowels /o/ and /u/) are more
likely to be reproduced adequately than signals displaying a detailed fine-structure (vowels
/a/, /e/, and /i/). In sect. 4.4 we will show that inverse filtering of the speech signals yields
signals that can be modeled with greater ease for all vowels.

Table 4.2: Number of successfully re-synthesized vowel signals from male speakers applying
the oscillator model to full speech signals, for regularization according to cross-validation and
Bayesian learning, and by increasing the regularization factor from Bayesian learning. For
each of 11 male speakers one signal of each vowel was used for training, the total number of
training signals for the vowels listed being 88.

Vowel /a/ /e/ /i/ /o/ /u/ /ø/ /E/ /Y/ total

Cross-validation 0 0 0 2 7 0 0 0 9

Bayesian 0 0 0 6 8 2 0 0 16

λ = 100λbay 0 0 1 6 8 1 0 1 17
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Figure 4.9: Two-dimensional projections of the phase-space representation of vowel signals
from one speaker.
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Problems synthesizing, e. g., the vowel /i/ have, however, been encountered also using other
methods:
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Wolfgang van Kempelen [vK70, footnote
pp. 199f].

Apparently, finding a mechanical structure to reproduce the vowel /i/ was more difficult than
for other vowels (�. . . still missing the i, which I could, despite all inquiry, not find yet.�).
Here we also encounter a first indication for the difficulty to explain the distinction between a
system model and a signal reproduction system: �Ay, he said, how but could you therefore be
at a loss in a town like ***, swarmed with artists of all kind; shall not someone here be able
to make you an i right away?�.

4.3.4 Performance using other nonlinear function models

A brief summary of the performance of the oscillator model for full speech re-synthesis when
using the other nonlinear function models described in Chapter 3 is given.

RVM

The RVM training algorithm (sect. 3.1.4) automatically provides both regularization and prun-
ing. As compared to the Bayesian algorithm for regularization only, the RVM may provide an
RBF network with a significantly lower number of parameters.

As opposed to [Tip01] – who is using the training data points as network centers – we apply
the RVM algorithm with RBF centers on a fixed hyper-grid for the oscillator model. As for the
RBF based models before, we use an N = 4-dimensional embedding space, embedding delay
M = 13, and a number of K = 5 grid lines per dimension, i. e., starting out with Nc = 625
network centers, and a width of the Gaussian basis functions dBF = ddiag. Training is again
performed on a number of P = 3000 samples from the vowel signals6.

During the iterations in RVM training, the number of basis functions (or centers) is greatly
reduced. In our implementation of the algorithm the hyper-parameters are initially set to

α
(1)
i = 0.1, σ2

n
(1)

= 1, and a basis function ϕi(·) is pruned if the corresponding hyper-parameter
αi exceeds a value of 106. For vowel signals this leads to a reduction of network centers during
training iterations as depicted in fig. 4.10.

The training process is terminated if the number of network centers Nc does not change
during 10 iterations. This leads to a mean number of 60.2 iterations, and 86.6 network centers
used in the RVM on average for all male signals in the database (including nasals and liquids).

Interestingly, the signals re-generated successfully by the oscillator model with the RVM
as nonlinear function model are essentially the same signals that have been re-generated suc-
cessfully by the RBF network with Bayesian regularization (listed in table 4.2). Also, the

6Using the training data points as centers would lead to a 3000× 3000 matrix Σ−1, the inversion of which
is not only impractical on normal scale computers, but which is also most certainly near singular due to the
almost periodic nature of voiced speech.
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Figure 4.10: Number of network centers N
(i)
c used in the RVM as a function of iteration

index i in RVM training for some vowel signals from one speaker.

prediction error (on the training data) and the test error (on an unseen test set) is only
slightly higher (by less than 1 dB) for the RVM than for the Bayesian trained RBF network.
Thus, the RVM seems a valuable option for speech signal prediction with reasonably lower
complexity compared to RBF networks with a priori fixed centers, giving almost equal per-
formance as Bayesian regularized RBF networks. However, the number of full speech signals
that can be successfully re-generated is equally low as for Bayesian regularization of the full
RBF network.

And, as opposed to the one-dimensional regression example in sect. 3.1.4 where the final
number of network centers could be reduced by increasing basis function width, for modeling
vowel speech signals no significant changes can be observed if the basis function width is
increased to dBF = 2 ddiag. Neither the number of network centers finally used for the RVM, nor
the number of iterations, or of successfully re-synthesized vowel signals changes substantially.

As we have seen from the one-dimensional regression example in fig. 3.9 the RVM with
a priori fixed centers – like the other RBF based models – may yield large amplitude peaks
in regions of input space where no training data are available. Large amplitude intermittent
peaks are produced when modeling some vowel signals using the RVM, too.

MLPs

For the speech signal modeling task using an MLP as nonlinear function model, a three-
layer MLP (i. e., an MLP with a linear input layer, one nonlinear hidden layer, and one
nonlinear output layer) was used, since this structure is proved to have universal approximation
capabilities [HSW89]. The same embedding parameters (N = 4, M = 13) as for the previous
models are applied. Hence, the structural parameters of the MLP specified so far are (cf.
eq. 3.33): l = 3, N1 = 4, N3 = 1. We can still choose the nonlinearities gl(·) in the hidden and
the output layer and we can adjust model complexity by the number of nodes in the hidden
layer N2.

The nonlinearities were chosen according to eq. 3.34 (tansig function), with an additional
individual bias term for the nodes input. Concerning model complexity it was found that
acceptable oscillator behavior can be achieved using an MLP with less adjustable parameters7

than used in the RBF networks. An MLP with N2 = 15 nonlinear nodes in the hidden layer

7Parameters of the MLP that are optimized in the training process.
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– leading to a total of 91 adjustable parameters (weights and biases) – already may lead to
good results.

Training is performed using back-propagation and the Levenberg-Marquardt algorithm
[Mar63] limited to 20 iterations (epochs) in the first case. For individual training runs on the
same network structure we find a variety of possible output signal behaviors of the oscillator
model as depicted in fig. 4.11 (b)-(e). Different oscillator behavior here is due to the different
random initializations of the adjustable network parameters.

With the exception of the network resulting in the signal depicted in fig. 4.11 (b), which has
a mean squared prediction error on the training data of about −18 dB, all other networks in
the example (fig. 4.11 (c)-(e)) showed approximately the same training error of about −30 dB.
Hence, the training error cannot be used as a performance criterion regarding stability of the
oscillator. Also, the attempt to avoid over-training by increasing the training error target or
reducing the number of training iterations (early stopping) does not result in a generally stable
behavior of the oscillator. Thus, stability of the oscillator model using an MLP as nonlinear
function realization has to be manually inspected for each training signal.

Locally constant approximation

An oscillator with the locally constant model as nonlinear function representation yields stable
re-synthesis in any case. Stationary speech signals can be reproduced in a low-dimensional
embedding space (N = 4), high-frequency components are also reproduced well since the
model preserves the noise (cf. sect. 3.3), and even unvoiced phonemes can be reproduced
acceptably [KK94]. A time-varying codebook of training data and higher embedding dimension
even allows for reproduction and time-scaling of non-stationary speech signals [KK94]8.

MARS

Using a MARS model as realization of the nonlinear function, it has been found that in a
4-dimensional phase-space embedding essentially no stable re-synthesis of full speech signals is
possible. The oscillator output tends to +∞ or −∞ in all investigated cases. Due to the MARS
model assigning splines with nonzero slope at the borders of the region of input training data
(cf. sect. 3.2.3, and fig. 3.12 on page 41), an occasional large oscillator output value results in
a diverging signal.

In a higher-dimensional embedding (N = 6) is was possible to re-generate stable speech
signals using the MARS model in rare cases. Most of the oscillator signals still diverge. It
has to be noted that the algorithm used (Fortran program by J. Friedman [Fri91]) seems to
prevent the construction of models with a high number of parameters from little training data
(P = 3000 in our case). Thus it was not possible to extend model training above a number of
20 basis functions (101 parameters).

What is more, the oscillator model using MARS has been shown to be able to re-generate
simpler oscillatory signals. In [HK98] three oscillator models are used in parallel to re-generate
speech signals by using each oscillator for one speech formant. Training signals are derived
by bandpass filtering of the original speech signal with the bandpass center frequencies at
the formant frequencies. The output signal of each bandpass filter is almost sinusoidal, and
with some hand-tuning stable re-synthesis of the bandpass signals could be achieved using
oscillators with the nonlinear function realized by MARS. Using several oscillators in parallel,
however, introduces the problem of mutual phase synchronization [HK98].

8Interactive demo at http://www.nt.tuwien.ac.at/dspgroup/tsm

http://www.nt.tuwien.ac.at/dspgroup/tsm


4.3. COMPARISON OF NONLINEAR FUNCTION MODELS 61

(a)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 50 100 150 200 250 300 350 400

x
(n

)

n

(b)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 50 100 150 200 250 300 350 400

y(
n
)

n

(c)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 50 100 150 200 250 300 350 400

y(
n
)

n

(d)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 50 100 150 200 250 300 350 400

y(
n
)

n

(e)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

0 50 100 150 200 250 300 350 400

y(
n
)

n

Figure 4.11: Time domain signals of a sustained vowel signal (/o/, male speaker). (a)
original signal, and (b)-(e) synthetic signals generated by an oscillator using an MLP as
nonlinear function model. All signals (b)-(e) are generated using the same network structure
and training process (but different random initializations for the network weights).
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4.3.5 Properties of re-synthesized signals

As opposed to the low number of successfully re-synthesized signals from the sustained vowel
database stated above, it is found that for specific signals re-synthesis is possible, irrespective
of the nonlinear function model. For example, the vowel signal /o/ in fig. 4.12 (a) could
be re-synthesized using a regularized RBF network trained according to cross-validation or
Bayesian learning, the RVM, an MLP, and MARS models. Time signals and DFT spectra of
the synthetic signals are given in fig. 4.12 (b)-(f). The respective phase-space representations
for the original signal and the re-synthesized signals are depicted in fig. 4.13.

An embedding delay of M = 13 was used for all models. The RBF based models, the RVM,
and the MLP are applied in an N = 4-dimensional embedding. For the RBF models network
centers on a hyper-lattice with K = 5 grid-lines per dimension are used. This results in a
number of Nc = 625 centers for the RBF networks. Cross-validation assigns a regularization
factor of λ = 10−4 (λ was stepped in decades in the range [10−12, 101]), whereas Bayesian
training yields λ = 1.0 × 10−3 after Ni = 13 training iterations. The RVM using a basis
function width dBF = 2ddiag (twice as high as the other RBF networks) could be applied with
only K = 4 grid-lines, i. e., starting with Nc = 256 centers, which were reduced to a number of
64 centers used in the RVM after Ni = 44 training iterations. The MLP comprised three layers,
with 15 nodes in the hidden layer, and tansig nonlinearities used in the hidden and the output
layer. The MARS model with 20 basis functions had to be applied in an N = 6-dimensional
embedding space to achieve stable re-synthesis.

From fig. 4.12 we can see that the fundamental waveform shape of the re-synthesized signals
matches well with the original waveform shape, visible also in the phase-space representations
in fig 4.13. Also the low frequency formants – important for the perceived vowel identity –
are produced. However, for all models the spectral envelope clearly differs from the one of the
original signal. Spectral ‘troughs’ between formants are less ‘deep’, and above about 4 kHz
the spectra of the synthetic signals commonly are rather flat, whereas the original signal still
holds some higher formants. These attributes have to be considered general properties of full
speech signal synthesis using a low-dimensional oscillator model.

Thus, besides the problem of stability, the oscillator model applied to full speech signals
also results in dissatisfying reproduction of wide-band speech signals. In the next section we
will show how spectral reproduction – and stability – can be improved if we fall back upon
linear prediction as a model for the vocal tract.

4.4 Combined LP and oscillator model

In this section we will reason for combining the oscillator model with inverse filtering by linear
prediction (LP). Inverse filtering and LP filtering is introduced, and the means for successfully
modeling a ‘glottal signal’ are depicted. However, let us start with a quote about the voiced
speech source for vowels from [vK70]:
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Figure 4.12: Time domain signals and DFT magnitude spectra of a sustained vowel signal
(/o/, male speaker). (a) original signal, (b)-(f) signals re-generated by the oscillator model
using (b) a regularized RBF network with cross-validation, (c) a Bayesian regularized RBF
network, (d) an RVM, (e) an MLP, and (f) a MARS model for the nonlinear function.
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Figure 4.13: Two-dimensional phase-space representations of the signals in fig. 4.12.
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Wolfgang van Kempelen [vK70,
§ 105/106, pp. 189f]. Von den Lauten
oder Buchstaben: Von den Selbstlautern.

What Wolfgang van Kempelen depicts here is that the voiced speech source �is the same
for all vowels�, and that the �differences between vowels are made up by different positions of
tongue and lips�. Though this may seem a very simplified point of view today, it is the basis
of source-filter modeling and estimation of the glottal source signal by inverse filtering.

4.4.1 Inverse filtering and source-filter modeling

Inverse filtering of speech refers to the task of determining an estimate of the glottal source
signal from the full speech signal. The most common approach to inverse filtering is linear
prediction (LP). LP filtering is utilized in a broad range of speech transmission systems, for
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speech analysis, in speech recognition and in many speech synthesis algorithms (see Chapter 2).
Application of inverse filtering by linear prediction in combination with the oscillator model

may be questioned since the nonlinear prediction used in the oscillator can theoretically always
outperform a linear predictor in terms of mean squared prediction error [Kub95]. In [TNH94]
and [FMV97], e. g., nonlinear prediction by Volterra series or by an MLP is shown to yield a
higher prediction gain than linear prediction on speech signals. Here, however, the nonlinear
models are applied to the same vector of past samples as the LP filter (i. e., M = 1, N =
NLP = 10), and thus the nonlinear models have a quite high-dimensional input space (i. e.,
complexity) and even so have a short memory.

In [BBK97] a nonlinear predictor of considerably reduced complexity is shown to be able
to outperform the linear predictor in a long-term prediction task. Improvements in prediction
gain by using a combination of nonlinear prediction by an RBF network and linear prediction
were found in [Tow91, PMdM99].

In our view, the relation between the linear prediction filter and the influence of the vo-
cal tract on the acoustic glottal signal justifies the use of additional LP filtering for speech
synthesis. The nonlinear system modeling task is shifted from modeling the full speech signal
to modeling an estimate of the output signal of the physical oscillator in speech production,
the acoustic glottal pressure signal. We will see that, for vowel signals which could not be
successfully re-synthesized by the oscillator model in the full speech signal domain, LP inverse
filtering and the application of a simple low-pass filter yields signals that are easier to model
– since they display a simpler structure in phase space than the full speech signals, in general.
Moreover, the signals for different vowels are more similar in the LP residual domain than
the full speech signals. Thus, an LP front-end shall favor the use of the oscillator model for
non-stationary speech modeling, e. g., for the generation of transitions between phonemes.

The benefit of using LP in addition to nonlinear modeling for speech signals can also be
argued for from a nonlinear system theoretical point of view: Considering a speech production
model, the oscillatory source signal of voiced and mixed excitation signals is filtered by the
vocal tract [Fan70], which is commonly considered an infinite impulse response (IIR) filter.
IIR filtering may change the properties of the attractor of a nonlinear system [ABST93]. It
shall thus be advantageous to compensate the influence of the vocal tract on the source signal
using LP inverse filtering before oscillator training. This has been advocated in [NPC99],
and also in our work [RK01] the better reconstruction of high-frequency components has been
proved, suggesting a more accurate modeling of the nonlinear dynamics of the speech signal.
The argument of the IIR vocal tract filter changing the dimensionality of the speech source
signal is, however, not applicable, if the assumptions for LP are valid, i. e., if the vocal tract
filter is modeled as a purely recursive IIR filter [MG76]: Since the LP inverse filter is an FIR
filter, it cannot change signal dimensionality [ABST93], so the same must be true for the
complementary IIR synthesis filter, i. e., the vocal tract filtering.

In this section we will give a brief overview of linear prediction analysis and its application
in speech synthesis. Different algorithms for estimation of the LP filter coefficients and different
filter structures, as well as some elaborate inverse filtering algorithms are briefly referenced.
The main concern, however, is the usability of LP for our purpose of speech synthesis using
the oscillator model, thus to yield a ‘glottal signal’ that can be modeled using the oscillator
model to re-generate speech signals better than if the oscillator model is applied to full speech
signals.

4.4.2 Linear prediction of speech

Linear prediction of speech aims at finding a linear finite impulse response (FIR) filter of
length NLP for a given speech signal, commonly with the aim to yield a filter output signal
(residual) with minimum energy, or – as an equivalent criterion – with maximally flat (white)
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spectrum [Mak75, MG76]. As such it can be used to find an estimation of the vocal tract
filter and of the acoustic glottal source signal, if the vocal tract is considered an all pole
infinite impulse response (IIR) filter. An all pole IIR filter correlates with a physical model
of the vocal tract composed of a series of equal length uniform tubes with varying cross
section areas [MG76]. Specifically for vowels, the uniform tube model constitutes a good
approximation of reality.

Starting with a speech signal, the ‘inverse’ FIR filter performs a linear prediction for the
next sample based on the current and past signal samples, eq. 4.1. The common aim of
minimizing the energy of the inverse filter output signal, the residual signal, leads to equations
for the filter coefficients based on an estimate of the auto-correlation of the input speech signal.
Depending on how the estimate is computed from the input signal the auto-correlation method
or the co-variance method for LP analysis are distinguished, both providing filter coefficients
for the direct form filter structure.

Based on the equivalence of a tube model for the vocal tract and the LP (synthesis) filter,
other realizations of the discrete-time LP analysis and synthesis filters more closely related to
vocal tract physics are available in the form of lattice filters [MG76]. Filter coefficients can as
well be estimated using the lattice filter structure by partial correlation (PARCOR) analysis
[ISK+72, MC81, HM84]. The actual realization of the LP analysis and synthesis filters does not
depend on the LP analysis procedure since the filter coefficients can be converted between direct
form and lattice filter coefficients (using the Levinson-Durbin recursion). However, different
behavior of the direct form and the various lattice filter realizations concerning transients can
be observed if the filter coefficients are switched [Kub86, Ran99].

Linear prediction is used in the coding algorithms of most digital voice telephony systems,
but it also provides the basis of many speech synthesis algorithms [OS76, Str78, SA79, Oli80,
Hei82, Ata83, ČBC98, Ran02] (see also Chapter 2). LP analysis methods specially suited for
speech analysis [Alk92] and synthesis [Ans97, AKM98, Pea98, FNK+98, FNK+99] have been
developed.

Particularly specific algorithms for determining the glottal source signal based on LP analy-
sis [WMG79, Hes83, Wok97] may seem useful for our purpose. Unfortunately, these algorithms
are not invertible for synthesis.

As the relation of LP to the uniform tube model has been pointed out, we should also
mention analysis/synthesis algorithms based on the simulation of acoustic wave propagation
in the tube model (for recent work see, e.g., [EMPSB96, SL00, SL01]). Due to the more
appropriate physical modeling, these algorithms can easily include effects not modeled by
standard LP, e. g., dissipation, additional sources along the vocal tract, or interaction between
the vocal tract and glottal source signal.

The uniform tube model LP may constitute no good approximation of natural human
speech production for some sounds like, e. g., nasals. Here the mouth is closed and the air
pressure waves primarily emerge from the nose. Acoustic tube models including the nasal
cavity have been developed (e. g., [Coo93, SL03]), however, model parameters are difficult to
estimate, and the algorithms are not applicable for inverse filtering of the full speech signal
yet.

Summing up, it may be said that linear prediction is a proven and valuable tool for speech
processing. The LP synthesis filter represents the uniform tube model of the vocal tract. The
LP analysis filter must be minimum phase to ensure a stable LP synthesis filter. We have to
bear in mind that this might pose problems for speech sounds other than vowels because, e. g.,
the all-pass part of a nasal signal will still be present in the LP residual signal, or for unvoiced
speech sounds like fricatives which are not excited at the glottis. However, for vowel signals a
representation of the vocal tract filtering by linear prediction and modeling by a combination
of linear prediction and the oscillator model shall clearly be advantageous.
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4.4.3 Estimation of the ‘glottal signal’

Combining linear prediction and the oscillator model for speech modeling is not straightforward
since LP inverse filtering of speech signals yields a signal that can hardly be identified by the
oscillator model [Kub95]. The phase-space representation of a vowel signal (vowel /o/) and
its LP residual signal in fig. 4.14 may illustrate the problem: Identifying the signal dynamics
of the residual signal by the nonlinear function in the oscillator model can be considered as
difficult as visually identifying the signal trajectory in the phase-space representation. Hence,
the oscillator model will certainly fail to reproduce a residual signal like the one depicted in
fig. 4.14 (b).
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Figure 4.14: Two-dimensional projection of the phase-space representation of (a) the full
speech signal x(n) of vowel /o/ and (b) the corresponding LP residual signal xr(n).

The problem is that LP inverse filtering yields a residual signal with minimum energy, or
equivalently with a maximally flat (white) spectrum. This energy minimization is a benefit
for speech coding, leading to a considerable reduction of the bit rate. For our speech modeling
task, however, it is obviously not an optimum approach.

In speech production models [Fan70] the voiced source signal is considered to have a spectral
slope of −12 dB per octave above a frequency of 100 Hz. Lip radiation introduces a high-pass
filtering with a slope of +6 dB per octave. Assuming that the vocal tract filtering does not
alter the overall spectral slope, the full speech signal of voiced speech sounds – when recorded
in the acoustic far-field – should display a total spectral slope of −6 dB per octave. For
adequate inverse filtering the total spectral slope of −6 dB per octave should be removed from
the signal before LP analysis and whitening by the LP inverse filtering, and an additional low-
pass filtering has to be applied to the LP residual signal to yield a spectral slope of −12 dB
per octave in the estimated ‘glottal signal’.

Compensating the spectral slope of the full speech signal is done by applying a high-pass
pre-emphasis filter before LP analysis. For discrete time signals this is commonly done by
computing xem(n) = x(n)− kemx(n− 1), i. e., by applying a first order FIR filter

Hem(z) = 1− kemz
−1 . (4.8)

To achieve a high-pass characteristic the coefficient kem has to be chosen kem > 0. Proposed
values are in the range [0.9, 1] for 8 kHz sampling rate [MG76], for example kem = 0.94 [O’S87].
Using the pre-emphasis filter only for LP analysis (i. e., parameter estimation) and not before
inverse filtering yields a residual signal with a falling spectral slope of −6 dB per octave, as in
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fig. 4.16 (b). Yet another filtering with −6 dB per octave is missing to achieve the characteristic
of −12 dB per octave for the ‘glottal signal’.

A simple effective low-pass filtering can be achieved by applying a one-pole recursive filter

Hlp(z) =
1− klp

1− klpz−1
, (4.9)

also called ‘lossy integration’. This filter has a gain of 0 dB at low frequencies and a falling
spectral slope of −6 dB per octave above the cutoff frequency for 0 < klp < 1. For klp ∈ (0.9, 1)
the filter frequency response displays the desired slope of −6 dB per octave in the frequency
range of interest as depicted in fig. 4.15. To yield an estimation for the glottal signal this
low-pass filter is used in series with the LP inverse filter. An example for the low-pass filtered
LP residual signal (without pre-emphasis) is depicted in fig. 4.16 (c).
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Figure 4.15: Frequency response |Hlp(f)| of a one-pole low-pass filter (solid line) with a
pole at zp = klp = 0.95 for a sampling frequency of 16 kHz. The dashed line displays a slope
of −6 dB per octave.

Combining pre-emphasis and low-pass filtering an estimated glottal signal as in fig. 4.16 (d)
is found. Note that lower values for both kem and klp were used than for the cases of pre-
emphasis and low-pass filtering only. The time signals in fig. 4.16 (b-d) well resemble the basic
form of the acoustic source signal in the Liljencrants-Fant model (sect. 2.3, fig. 2.2 on page 10).

The property that the signals from LP inverse filtering with pre-emphasis and/or low-pass
filtering may be better suited for re-generation by the oscillator model than the LP residual
signal without pre-emphasis may be deduced from the phase-space representations in fig. 4.17.
Compared to the residual signal of LP without pre-emphasis, case (a), in all other cases (b-d)
the trajectory of the signal in phase space can be better identified by the eye, suggesting a less
complex signal structure and a more effective modeling by the oscillator.

Concerning the complexity of modeling a signal we can also look at the number of false
neighbors in phase space as a function of embedding dimension N . In fig. 4.18 the fraction of
false neighbors is plotted for the vowel /o/ as a function of N for the LP residual signal and
the low-pass filtered residual signal from LP inverse filtering with pre-emphasis. For the full
speech signals of vowels (cf. fig. 4.2) the number of false neighbors approaches zero for N = 4.
For the LP residual signals without pre-emphasis fig. 4.18 (a), however, the decay is much
slower, and a value close to zero is reached not until N = 7. Thus, though the FIR LP inverse
filtering cannot change the dimension of the signals [SYC91, ABST93], LP inverse filtering
emphasizes the higher-dimensional dynamics present in the speech signal, making the signal
modeling difficult. Then again, the signals yielded by LP inverse filtering with pre-emphasis
and subsequent low-pass filtering fig. 4.18 (b) display a similar characteristic as the full speech
signal, indicating that they can be modeled in a low-dimensional embedding space.
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Figure 4.16: Time domain signals and DFT magnitude spectra of an inverse filtered vowel
signal (vowel /o/ from a male speaker) using (a) LP analysis without pre-emphasis, (b) LP
analysis with pre-emphasis (kem = 0.94), (c) LP analysis without pre-emphasis and low-
pass filtering (klp = 0.98), and (d) LP analysis with pre-emphasis and low-pass filtering
(kem = 0.75, klp = 0.9).

It can be argued that the low-pass filtering by a recursive, i. e., IIR filter can change the
dimension of the signal [ABST93]. Especially a recursive low-pass filtering with a pole close to
z = 1, which has a long impulse response and nonlinear phase may seem untoward. However,
using the same argument as for the IIR vocal tract filter (cf. sect. 4.4.1) it can be shown that
a purely recursive low-pass filter does not change signal dimension. Moreover, using a purely
recursive low-pass filter makes the analysis filtering invertible, meaning that the influence of the
low-pass filtering can be compensated for during synthesis, which is, for example, not the case
if, e. g., a Butterworth low-pass filter with (nearly) linear phase is used, as in [NPC99]. Besides,
the one-pole low-pass filter structure is (recursively) used for the phase-space embedding of
time series in the ‘Gamma model’ [dP92, HP98b].
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Figure 4.17: Two-dimensional projection of the phase-space representation of the signals in
fig. 4.16.
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Figure 4.18: Fraction of false neighbors as a function of embedding dimension N for (a) the
LP residual signal, and (b) the low-pass filtered residual signal from LP with pre-emphasis
for several vowels from male speakers (cf. fig. 4.2 for false neighbors in the full speech signal).

A schematic of the proposed combination of LP inverse filtering and the oscillator model
is depicted in fig. 4.19. The recorded full speech signal x(n) is filtered by the pre-emphasis
filter Hem(z) to yield the signal xem(n). LP analysis is performed on xem(n) and provides the
coefficients for the LP inverse filter A(z). The LP residual signal xr(n) is filtered by the low-
pass filter Hlp(z) to yield the estimated glottal signal xg(n). The oscillator model is trained on
xg(n), i. e., the parameters for the nonlinear function are learned from the trajectory of the time
delay embedding xg(n) drawn from xg(n). At the bond between analysis and synthesis the
signal is parameterized by a number of Nc +NLP parameters: The RBF network weights and
the LP filter coefficients. In the synthesis stage the oscillator model acts as an autonomous
signal generator and the low-pass filtering and LP inverse filtering is compensated for by
applying the complementary filters, i. e., a high-pass with transfer function 1/Hlp(z) and the
LP synthesis filter 1/A(z).

4.4.4 Synthesis of stationary vowels

The combined LP and oscillator model is applied to signals from the sustained vowel database
(see sect. 4.3 on page 51). Assuming stationarity, both LP analysis and nonlinear function
learning is performed for a number of P = 3000 training samples (136 ms). An LP filter
of order NLP = 18 was used, with a pre-emphasis factor kem = 0.75 (sampling frequency
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Figure 4.19: Combining LP inverse filtering and the oscillator model

fs = 16 kHz). Subsequent low-pass filtering according to eq. 4.9, with klp = 0.95 results in
estimated ‘glottal signals’ xg(n) as depicted in fig. 4.20.

As noted before, these signals roughly resemble the form of the acoustic source signal in the
Liljencrants-Fant model (cf. fig. 2.2 on page 10). In any case there are periodic negative peaks
at the supposed instants of glottal closure. There is, however, no clear distinction between
closed and open glottal phase, and for some of the signals ‘ripples’ are encountered. Ripples
are mainly due to the interaction between vocal tract pressure and glottal movement, which
is neglected in LP inverse filtering9. The shape of the ‘glottal signal’ also depends on speaker
identity [Chi95, PQR99], fundamental frequency, emotional state of the speaker [KS95], etc.

Nevertheless, the estimated ‘glottal signals’ in general reveal a less complex structure in
phase space (fig. 4.21) as compared to the full speech signals (fig. 4.9 on page 57). Commonly
the signal trajectories are unfolded to open loops even in the plotted two-dimensional repre-
sentations. Moreover, the ‘curls’ in the phase-space representations of the full speech signals
for the vowels /e/ and /i/, due to formant resonances, are removed by inverse filtering. From
this fact we may already expect that the ‘glottal signals’ can be modeled easier than the full
speech signals.

As depicted in fig. 4.18, the number of false neighbors for the ‘glottal signal’ of vowels is
close to zero for an embedding dimension N ≥ 3, suggesting that we can again use N = 4
for the oscillator model. Determining the optimal embedding delay for the ‘glottal signals’ by
means of MI between delayed signal samples is even less unambiguous than for the full speech
signal (cf. sect. 4.1.2). Due to the recursive low-pass filtering MI between delayed samples as
a function of delay is smoothed, and a first minimum can be identified even less clearly than
for the full speech signals. There is, however, generally a broad minimum starting at a delay
L = 10 samples for male speakers, and at about L = 8 for female speakers suggesting that
using the same embedding delay as for the full speech signals (M = 13) may not be too wrong
here, as well.

Using the same embedding and RBF network parameters as for the full speech signals
(sect. 4.3.1) the first finding is that regularization is again mandatory for generating stable
oscillator signals. As for the full speech signals the oscillator output signal displays large
amplitude peaks if no regularization is applied.

For regularized RBF network learning, however, stable re-synthesis is possible for a signifi-
cantly higher number of signals. For example, using a fixed regularization factor λ = 10−5 for
a vowel /e/ from a male speaker we obtain the time signals and phase space representations
of the signals in the combined LP and oscillator model as depicted in fig. 4.22. This very

9For formant synthesis, improvements in quality have been achieved by using source signals including these
ripples [PCL89].
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Figure 4.20: Estimated ‘glottal signals’ xg(n) of different vowels from one male speaker.
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Figure 4.21: Two-dimensional projection of the phase space representation of ‘glottal signals’
(cf. fig. 4.20) of vowels from one male speaker.

signal could not be stably re-synthesized by a model of the same complexity in the full signal
domain. Yet, in the glottal signal domain the oscillator can successfully re-generate yg(n), and
subsequent high-pass filtering by 1/Hlp(z) and LP synthesis filtering 1/A(z) yields a synthetic
full speech signal y(n) similar to the original, both in the time domain and in phase space.

From the reappearance of ‘curls’ in the synthetic full speech signal y(n) in fig. 4.22 we
can already suppose that the formant structure is reproduced. Comparing the spectra of the
original signal and the synthetic full speech signal in fig. 4.23 we find that, in the frequency
range up to 4 kHz (important for the distinction of vowels), virtually no difference can be found
concerning the spectral peaks.

Comparing the synthetic signals from the combined LP and oscillator model and the os-
cillator model applied in the full speech signal domain for vowel /o/ (vowel /e/ could not be
re-generated in the full signal domain) we find that both the time signal and the phase-space
representation are indistinguishable from the original signal. In the spectral domain fig. 4.24,
however, the combined LP and oscillator model exhibits a formant in the high-frequency range
(at 6 kHz) present in the original signal spectrum, that is not captured in the model for the full
speech signal, albeit a lower regularization factor is used in the oscillator model applied to the
full speech signal than in the combined LP and oscillator model. In general, the combined LP
and oscillator model yields a perceptually more natural reconstruction of the high-frequency
range of wide-band speech signals.

Still, the synthetic speech signals sound unnatural. This can be attributed to the periodicity
of the oscillator output signal: It is seen from the phase-space representations of the synthetic
signals in fig. 4.22 that the trajectories follow a limit cycle – in contrary to the trajectories of the
natural signal. The spectrum of the synthetic signal in fig. 4.23 is more like a line spectrum
in the higher frequency range than the original signal spectrum, as well. The majority of
oscillator generated ‘glottal signals’, and hence also the full speech output signals are strictly
periodic, and thus sound unnatural.

Periodicity could possibly be reduced by reducing regularization, thus allowing for more
detailed modeling of the nonlinear function. We will next look at automatic determination of
the regularization factor.

4.4.5 Cross-validation vs. Bayesian learning

In this section we will compare the determination of the regularization factor of an RBF
nonlinear function model by cross-validation and Bayesian learning, for the application of the
oscillator model to ‘glottal signals’. Again we consider a possible number of 15 values for
λ ∈ [10−12, 102] (one per decade) in the cross-validation procedure, and we use 300 randomly
chosen training data points out of P = 3000 for the validation set. Bayesian training is
terminated, if the variation of α and γ per iteration is less than 1 %.
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Figure 4.22: Time-signals and phase-space representations of the signals in the combined
LP and oscillator model for male vowel /e/.
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Figure 4.23: Spectra of (a) the original signal x(n), and (b) the oscillator output signal y(n)
for synthesis of vowel /e/ with the combined LP and oscillator model (corresponding to the
time signals x(n) and y(n) in fig. 4.22).
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Figure 4.24: Spectra of (a) the original signal (vowel /o/), (b) of the oscillator output
signal for full-speech synthesis using minimum regularization to still achieve stable synthesis,
λ = 10−9 (cf. fig. 4.7), and (c) of the output signal from the combined LP and oscillator
model using a regularization factor λ = 10−5.

Thus, we have a fixed complexity of the training using cross-validation comprising 15
matrix inversions, and we find a comparable number of 22.4 iterations on average in the
Bayesian training.

Like for the full speech signal (cf. sect. 4.3.2 on page 52) the regularization factor from
Bayesian learning is generally higher than the one found by cross-validation. The geometric

mean of the quotient is gmean(
λbay

λxv
) = 2.14× 104, meaning that on average λbay is four orders

of magnitude higher than λxv, again. Correlation between λxv and λbay is lower than for the
full speech signals: c(lnλxv, lnλbay) = 0.513.

A number of 28 male vowel signals from the database (of a total of 88 signals) could
be successfully re-synthesized using the regularization factor found by cross-validation, and
a number of 49 using the regularization factor from Bayesian learning. In contrary to full
signal modeling the total number of successfully synthesized signals is reduced by increasing
regularization above the value found by Bayesian learning for male vowels. However, also a
reduction of the regularization factor below the value found by Bayesian learning reduces the
number of stably re-synthesized signals. For female speakers a similar result of 29 successfully
re-synthesized signals with regularization according to cross-validation, and 40 with Bayesian
regularization (of a total of 72 signals) is found. As opposed to signals from male speakers, for
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signals from female speakers the number of successfully re-synthesized signals can be further
increased when increasing regularization above the Bayesian choice also when modeling the
‘glottal signals’. In table 4.3 the number of successfully re-synthesized signals from male and
female speakers are listed for all vowels in the database.

Table 4.3: Number of signals successfully re-synthesized by the combined LP and oscillator
model for vowel signals using cross-validation and Bayesian learning, and by increasing and
decreasing the regularization factor found by Bayesian learning. For each of 11 male and 9
female speakers one signal of each vowel was used for training, i. e., a total of 88 signals for
male and 72 signals for female speakers.

Male speakers

Vowel /a/ /e/ /i/ /o/ /u/ /ø/ /E/ /Y/ total

Cross-validation 2 2 4 6 7 2 2 3 28

Bayesian 2 6 4 8 7 4 8 10 49

λ = 100λbay 5 6 4 8 7 5 3 8 46

λ = 0.01λbay 2 4 6 5 6 4 5 9 41

Female speakers

Vowel /a/ /e/ /i/ /o/ /u/ /ø/ /E/ /Y/ total

Cross-validation 5 4 2 3 3 3 6 3 29

Bayesian 5 5 2 8 5 6 6 3 40

λ = 100λbay 8 9 6 7 5 7 7 4 53

λ = 0.01λbay 5 7 2 4 5 6 7 2 38

Looking at two examples for the cross-validation training and validation error as a function
of the regularization factor in fig. 4.25 we see that the validation error displays a very flat
minimum. For the vowel /e/ the minimum of the validation error marked by a cross can
still be identified. For the other vowel /o/, however, the validation error function is within
a range of 0.1 dB over 6 decades of the regularization parameter. Thus the actual choice of
λxv within this range may highly depend on the (random) choice of the validation set. This is
exemplified in fig. 4.26 where the regularization factor found by cross-validation as a function
of the number of training data P for different size of the validation set is plotted. λxv displays
large variations as a function of P and depending on the size of the validation set.

Hence, we find that determining the regularization factor by cross-validation (using one
validation set) is not robust with respect to the choice of the validation set and number
of training data. This is due to the flat minimum of the validation error as a function of
regularization factor we encounter for many vowel signals. The very same problem occurs
for the modeling of signals from a chaotic system (the Lorenz system) with a low amount of
additive noise [Ran03]. This problem is more critical for the ‘glottal signals’ than for the full
speech signals: Since we are dealing with low-pass signals (recall that the ‘glottal signal’ has
a nominal spectral fall-off of −12 db per octave) the noise-like components dominating the
higher frequencies of a full speech signal are damped. Hence, the validation error for learning
the ‘glottal signals’ is flat towards low values of the regularization factor λ, whereas for the
full speech signals the higher ‘noise’ level results in an increase of validation error at lower λ
values.

Bayesian training, on the other hand, assigns a higher regularization factor than cross-
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Figure 4.25: Training and cross-validation error as a function of regularization factor λ for
the ‘glottal signals’ of vowels /e/ and /o/. The choice of λxv at the minimum of the cross-
validation error is indicated by a cross. The regularization factor found by Bayesian learning
λbay is indicated by the circle, at an ordinate position corresponding to the Bayesian training
error.
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Figure 4.26: Regularization factor λ found by Bayesian learning (solid line) and by cross-
validation with one validation set comprising 10% (dashed line), 20% (dotted line), and 30%
(dash-dotted line) of the training data for validation as a function of the number of training
samples P for the vowel /o/. The range of the regularization factor where stable re-synthesis
is possible is indicated by the gray shaded region.

validation, going with a higher prediction error (at least on the training set), but achieves a
robust result also in the case of flat cross validation error functions. The choice of λbay, as
read from fig. 4.25, is always at the ‘right’ end of a flat validation error function, at higher λ
values. Robustness of the Bayesian approach is also reflected in the smoothly decreasing value
of the regularization factor as a function of the number of training data in fig. 4.26.

4.4.6 Noise variance estimation by Bayesian RBF learning

In sect. 3.1.3 the ability of the Bayesian training algorithm of RBF networks to accurately
estimate the noise variance for a one-dimensional training signal has been shown (table 3.1 on
page 34). We now ask if the Bayesian algorithm is also able to give reasonable estimates for the
power of the noise-like component of speech signals when used for the training of the oscillator
model.
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As a test for the performance of Bayesian learning for speech signals we use an artificial
‘glottal signal’ generated with the Liljencrants-Fant model (cf. sect. 2.2 on page 8) and add
stationary noise. An LF source signal like in fig. 2.2 on page 10 with a fundamental period
of 160 samples is used and white Gaussian noise is added. The signal is embedded in a four-
dimensional phase space using embedding lag M = 13, RBF centers on a hyper-lattice with
K = 5 grid lines per dimension of input space, outer grid-lines at D = 1.2, dBF = ddiag, and
we use a number of P = 3000 samples for training.

The values estimated for the noise power by the Bayesian training process are given in
table 4.4 for additive white Gaussian noise and for additive low-pass filtered Gaussian noise.
For the white noise case the estimated noise power σ2

n well matches the noise power σ2 in the
training signal over several orders of magnitude, with a general over-estimation of noise power.
Even for the more critical low-pass filtered noise case (the low-pass filtering introduces a low-
dimensional structure into the noise signal that can be modeled by the predictor) the estimated
noise power follows the actual value well, although the noise power is under-estimated now, in
general.

Table 4.4: Parameters estimated by Bayesian learning of a noisy artificial glottal signal
generated with the Liljencrants-Fant model. The glottal signal is corrupted by additive white
Gaussian noise or by low-pass filtered Gaussian noise (one-pole recursive low-pass, pole at
z = 0.75) with variance σ2.

Signal parameters White Gaussian noise Low-pass noise

SNR σ2 σ2
n λ = ασ2

n σ2
n λ = ασ2

n

40 7.6× 10−6 2.20× 10−5 4.70× 10−8 1.43× 10−5 1.77× 10−8

30 7.6× 10−5 1.49× 10−4 1.13× 10−4 7.13× 10−5 6.15× 10−5

20 7.6× 10−4 1.22× 10−3 8.61× 10−3 4.57× 10−4 1.06× 10−2

15 2.4× 10−3 3.62× 10−3 4.03× 10−2 1.30× 10−3 4.85× 10−2

10 7.6× 10−3 1.10× 10−2 3.51× 10−1 3.81× 10−3 1.84× 10−1

5 2.4× 10−2 3.34× 10−2 1.69 1.15× 10−2 5.37× 10−1

0 7.6× 10−2 1.01× 10−1 5.83 3.57× 10−2 1.37

Considering that even sustained voiced speech signals are not strictly periodic we further
test the Bayesian learning algorithm for LF signals with a randomly varying fundamental
period (jitter) and amplitude (shimmer) of individual fundamental cycles. In fig. 4.27 the
regularization factor and the estimated noise level (relative to the noise-free training signal)
found by Bayesian learning are plotted as a function of the SNR of the training signal for
different combinations of jitter and shimmer amplitude up to 5% (i. e., a standard variation of
5% in fundamental period relative to the nominal fundamental period, and standard variation
of 5% in maximum amplitude Ee of the LF signal relative to the nominal Ee = 1). A natural
sustained vowel signal uttered by a healthy speaker would have jitter and shimmer values in
the range below 5%, cf. also sect. 5.3.1.

Regardless of the amount of jitter and shimmer, the Bayesian learning algorithm consis-
tently gives a good estimate of the signal SNR and accordingly assigns an appropriate regular-
ization factor. The noise power is slightly over-estimated, but the estimation is quite robust
with respect to jitter and shimmer. A very similar result has been found for the modeling of
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Figure 4.27: Regularization factor λ and SNR value estimated by Bayesian network training
for a noisy artificial glottal signal as a function of training data SNR for different amount of
jitter and shimmer.

noisy time series from the Lorenz system [Ran03], where the estimate for the noise power is
shown to be robust with respect to the number of RBF network centers and an increase of
the embedding dimension, too. A comparable result is also obtained for LF signals corrupted
by additive low-pass filtered noise, with the estimated SNRbay about 5 dB lower then for the
white noise case in fig. 4.27, i. e., the noise power is now slightly under-estimated.

In fig. 4.28 noisy training signals with 1% jitter and 1% shimmer and the oscillator gener-
ated signals, along with their two-dimensional phase-space representations are depicted. The
LF source signal waveform is acceptably re-generated by the oscillator for SNR down to 10 dB.
For lower SNR the oscillator output signal attains a constant value. The robust identification
of an almost periodic waveform in moderate noise, but also the constant output signal for too
high a noise level is very convenient for modeling mixed excitation and purely unvoiced speech
signals, see Chapter 5.

A similarly precise estimation of the noise level as for stationary LF signals is also found
for noisy LF training signals with linearly increasing amplitude from 0.2 to 1.0 over P = 3000
training samples. Results found for the regularization factor λ and for SNRbay are comparable
to the numbers in fig. 4.27. Again, the noise level is slightly over-estimated. Re-synthesis of the
linearly amplitude modulated LF signal, however, fails even for high SNR. Instead of a signal
with increasing amplitude only a periodic signal (with intermediate amplitude) is generated
in some cases. This problem could not be relieved by using multiple examples of amplitude
modulated LF signals for the training. This points out the necessity to use stationary speech
signals for the training of the oscillator model.

4.5 Non-stationary modeling

So far, all the speech signals used for training and re-synthesized by the oscillator model were
(considered) stationary. For real speech synthesis tasks, it is of course necessary to account for
the non-stationarity of the speech signal. In this section we will present attempts to generate
signals with varying fundamental frequency and spectral content.

The experiments described in this section shall, to some extent, justify the choice of fixed
parameters of the oscillator model, like embedding delay M and dimension N , and the non-
linear function model (RBF centers) for all speech sounds. Only a fixed choice of these model
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Figure 4.28: Training signals x(n) and re-synthesized signals y(n) and the two-dimensional
projection of their phase-space representations for LF glottal signals with 1% jitter and 1%
shimmer and different amount of additive white noise.
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parameters makes it possible to generate transitions between models learned from different
sounds, since for that aim we have to �follow nature, which has just one glottis, and just one
mouth, emitting all sounds, which only for this reason combine�:

ÎbÏVÐzÑ0Ò Ó[Ô�ÕEÒ Ö|×VÔ_Ó[Ò Ô9Ø[ÙHÚ ÓIÛ-Ó[Ô@ÜjÝV×-Þ!Ú Ò ÖÊÝVÒ Ó8Ó[Ò Ô9ß
ØIÓ[à Ô9Ó[Ô'á!Ù)Ötâ�×Vã-ÓIÔ�ØIäb×�å@Ó[å�Ñ�Ò Ô�ÝVÓ[Ô@Ü}×�ãZÓ[å@×�ÙHÑ ÝVÒ ÓçæGå
Ð)Ü
ätÒ Ó<Ò ÖÊÓIè�×VÔ�Õ�å
Ò éCÜ�Ô9Ò�ê ê Ó[å5êCÓ[ÛVåjÒ Ô!ësì9à ãZÓ[Ô�Ø[ÙHÚ ×�êCß
êCÓ[Ô9ãZÒ Ô�ÝVÓIÔÉà Ò ÓIÞ�Ó[ÔCÜ_Ù)Ô�Ý®ÝV×VÞ�Ò ÖAÚ Ötà ÓIÖbÐ�Ó[å[ÝVÒ Ô�Õ9è.ÝVÓ�å
í?×�Ð�Ù�å�Ñ0îZà�Õ9ÓIÔ�êCï)Þ�Ð�Ó«ÜWÝVÒ ÓOÔ9Ù	åEð9ñ�òtð�ëEÐ�Ò�ê ê@å
Ò ÏVÓ«Ü
Ù)Ô�ÝÊÔ9Ù	å®ð9ñ�ò©ð9òôó%Ù	Ô�ÝÉÛ-×�Ð)Ü%ØIÙÌÝVÓ�êõ×�à à Ó.ö9×VÙ	Ð�Ó
Û-Ó�å
×VÙ	è9Õ9ÓIÛVÓIÔCÜ�Ù	Ô�Ý�ÓIãZÓ[ÔWÔ9Ù	å2ÝV×�å
Ù	ê|Ú Ò Ö�êCÒ Ð�Ó[Ò Ô9×�Ô�ÝVÓ�å
÷ Ó[å
ãZÒ Ô�ÝVÓ[Ô�ø Wolfgang van Kempelen [vK70,

p. 407].

4.5.1 Interpolation of fundamental frequency

The possibility of interpolation between models trained on speech signals with differing fun-
damental frequency has been shown in [Man99, sect. 7.4] for the full speech signal by linear
interpolation of the RBF network weights for fixed centers and basis functions. Stable oscilla-
tor output signals with fundamental frequency F0 in the range of the F0-values of two training
signals could be generated by linear interpolation of the RBF network weights according to

wint = (1− kint)w1 + kintw2 , (4.10)

with w1 and w2 being the RBF weights determined for the two signals, and kint ∈ [0, 1] the
interpolation factor.

Our investigations show that using weights from models with a regularization factor de-
termined by cross-validation or Bayesian training did not yield a stable oscillator behavior
for interpolated weight values in general. However, if regularization is increased – i. e., the
variation of the weight values over phase space is reduced – stable synthesis by interpolated
models is possible. For instance, for models trained on two realizations of the vowel /a/ with
F0 = 135 Hz and F0 = 180 Hz, respectively, and using a regularization factor λ = 10−1 for RBF
weight learning, the synthetic glottal signals in fig. 4.29 were generated. Model parameters
were N = 4, M = 13, kem = 0.75, klp = 0.95, K = 5, P = 3000, dBF = 1, dprun = 1 (203 and
184 of 625 centers were pruned during training for model one and two, respectively, and the
according weights in w1 and w2 were set to zero value).

From fig. 4.29 it can be seen that according to the interpolation factor kint a smooth
transition of the fundamental period waveform and the signal representation in phase space
between the signals generated using the weights for the first (kint = 0, top bar) and the second
(kint = 1, bottom bar) training signal is achieved. However, the fundamental frequency of
the output signal from the interpolated models switches to F0 of the second training signal
already for kint = 0.25. Thus, a reliable control of F0 by linear interpolation of weights does
not seem possible. Moreover, weight interpolation leads to a smoothing of the glottis closure
impulses (negative peaks), resulting in a steeper spectral fall-off of the generated signals. This
can be clearly seen in the spectra of the generated full speech signals in fig. 4.30. Similarly
to the weights, the LP coefficients were interpolated linearly in the log-area-ratio domain
(see [Ran99]). Although LP synthesis establishes the spectral envelope in the low-frequency
domain – and the interpolated signals are perceptually clearly recognizable as vowel /a/ – the
signals generated using interpolated weight values lack high-frequency components present in
the synthetic signals using the original weights from the training signals.

It has to be noted, too, that for training signals with a larger difference in fundamental
frequency or fundamental waveform shape linear interpolation of the weights often results in
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Figure 4.29: Oscillator signals and phase-space representation for weight interpolation in
the glottal signal domain between two models for vowel /a/ with different F0.
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Figure 4.30: Full speech signals and spectra for interpolation between two signals with
different F0 for vowel /a/.
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unstable oscillator behavior. Weight interpolation thus should be used with caution, and e. g.,
for signals from the same speaker with not too large differences in F0, amplitude, and waveform
shape or phase space structure only.

4.5.2 Morphing of vowel sounds

Considering that the signals found by LP inverse filtering and successive low-pass filtering of
vowel signals display a more similar structure in phase space (fig. 4.21 on page 73) as opposed
to the full speech signals for one specific speaker (fig. 4.9 on page 57), we also can try to
interpolate models for different vowel sounds. The idea of this “morphing” in the phase-space
domain has been presented in [BM96] for an elaborate nearest neighbor model (cf. sect. 3.2.1).
We test morphing by interpolation of RBF network weights.

Two models were trained on vowel sounds from one speaker. We use a regularization
factor λ = 10−2 for both models, which is again higher than the ones found by cross-validation
(λxv ≈ 10−6) or Bayesian training (λbay ≈ 10−4). When training the oscillator model on the
full speech signals for the vowels /o/ and /i/, linear interpolation of the weights (eq. 4.10) using
a time-variant interpolation factor kint varying from kint = 0 to kint = 1 over a time-range of
6000 samples yields the synthetic signal depicted in fig. 4.31. It comes with no surprise that
due to the significantly different phase-space structure of the full speech signals of the two
vowels the interpolated model fails to generate an adequate transition between the vowels.
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Figure 4.31: Interpolation between models for the full speech signal of the vowels /o/ and
/i/.

If, however, the network weights from the combined LP and oscillator model are interpo-
lated – i. e., the transition is generated in the glottal signal domain – a signal as depicted in
fig. 4.32 is generated. Since the original ‘glottal signals’ are similar it is possible to generate
a stable transition. For the re-generation of the full speech signal also the LP synthesis fil-
ter has to be interpolated. Again, we use linear interpolation of the filter coefficients in the
log-area-ratio domain. And, since we are dealing with a non-stationary filter now, we utilize
not the direct form filter implementation, but a normalized lattice filter structure [MG76],
which displays robust behavior when switching coefficients [Ran00]. LP filter coefficients were
interpolated every 16 samples (corresponding to 1 ms).

The thus re-generated full speech signal is depicted in fig. 4.33 along with its spectrogram
and F0 trajectory. As can be seen the interpolation of the combined LP and oscillator model
yields a stable signal with nearly constant signal amplitude, smooth transitions of formants
and almost constant F0 trajectory. Also perceptually the signal can be clearly recognized as a
‘diphthong’, without any notable distortion.

Again, some caution is necessary here: We find many other examples where the generation
of a stable transition between different vowels fails. A number of possible reasons can be
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Figure 4.33: Full speech signal, spectrogram, and F0 trajectory from interpolation between
models of the vowels /o/ and /i/ using the combined LP and oscillator model.

identified: First, the training signals are normalized for oscillator training, and thus amplitude
mismatches in phase space may occur for different vowels, leading to an incorrect relation
between the signals trajectories. However, normalization is necessary since the LP analysis
filters have different gain for different vowels. Second, the ‘glottal signals’ found by inverse
filtering still contain a lot of features not attributable to the glottal pressure signal only. E. g.,
information about the speaker, speaking style, and prosodic parameters have an influence on
the ‘glottal signal’ (see, e. g., [SV01]). Also, the ‘glottal signal’ found by inverse filtering still
contains the all-pass part of the full speech signal which cannot be removed by minimum-
phase LP analysis filtering (cf. sect. 4.4.2). At last, in the combined LP and oscillator model
the mutual influence between vocal tract and glottal movement is neglected, since there is no
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feedback path from the LP synthesis filter to the oscillator.

4.6 Conclusion

In this chapter we investigated the performance of the oscillator model for stationary vowel
signals when modeling the full speech signal and when modeling the ‘glottal signal’ estimated
by linear prediction and subsequent low-pass filtering. We compared different realizations of
the nonlinear function in the oscillator model, and particularly two ways of determining the
regularization factor for Gaussian RBF networks: (a) cross-validation and (b) Bayesian learn-
ing. Finally we explored the feasibility of interpolation between models trained on stationary
speech signals to generate signals with intermediate fundamental frequency or transitions be-
tween different sounds, if an RBF network is used as nonlinear function realization.

By the analysis of false neighbors we find that modeling the dynamics of sustained vowel
signals is possible in a low-dimensional phase space. An embedding dimension of N = 4
should be sufficient. Mutual information between delayed samples as a function of delay
reveals different optimal embedding delays for individual vowel signals, however, using a fixed
compromise embedding delay for all signals is possible. A suitable compromise value for the
embedding delay is M = 13 (for a signal sampling rate of 16 kHz), which resulted in the largest
number of successfully re-synthesized signals from male speakers in our database. For signals
from female speakers the same embedding delay is used, too, although the optimal embedding
delay might be somewhat smaller. The search for a better nonlinear predictor using a non-
equidistant embedding only results in a minor increase in prediction gain, and the embeddings
with the highest prediction gain often implicate low embedding delays – which prevents the
unfolding of the signal trajectory in phase space, thus impairing oscillator stability.

Using an RBF network as the realization of the nonlinear function in the oscillator model,
stable synthesis can only be achieved by the application of regularization during network
training. The additional exclusion of all network centers with a certain minimum distance
from the training signal trajectory from the training process reduces large amplitude peaks
in the oscillator output signal, and by varying the regularization factor the amount of high-
frequency components can be altered to a small extent. Here, regularizing matrix inversion
during RBF training and regularized GRBF training are comparable in terms of prediction
error, with the GRBF yielding a worse conditioning on the matrix that has to be inverted.

Determining the regularization factor by cross-validation yields a generally lower amount of
regularization – and a lower number of successfully re-synthesized vowel signals – as compared
to the application of the Bayesian training algorithm, whereas both methods have approxi-
mately the same computational complexity.

A brief comparison of the other nonlinear function models introduced in Chapter 3 reveals
that the RVM considerably reduces the number of RBF network centers and achieves almost
the same performance in terms of prediction gain and number of stably re-synthesized vowel
signals as the Bayesian trained RBF network. Using MLPs as nonlinear function models we
are also able to achieve stable re-synthesis, even with a network of much lower complexity than
the RBF networks used (in terms of the number of adjustable network parameters). However,
in our experiments we find that stability of the MLP based oscillator highly depends on the
random initialization of the network weights. The locally constant or nearest neighbor model
always achieves stable re-synthesis and naturally incorporates the noise-like component of a
speech signal that can not be re-generated by the other models. The MARS model commonly
yields unstable oscillator behavior with the output tending to infinity, and stable re-synthesis
could only be achieved in a six-dimensional embedding space for specific signals. Moreover, all
these models lack the direct relation between their adjustable parameters for different training
signals inherent to RBF networks with fixed basis functions and fixed center positions.
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A common characteristic of stably re-synthesized full speech signals is a lack of high-
frequency components. Furthermore it was found that signals displaying a complex trajectory
structure in phase space – like, e. g., the vowels /a/, /e/ and /i/ – can less often be stably re-
synthesized than, e. g., the vowels /o/ and /u/, which display a less complex trajectory. Both
facts motivate the combination of the oscillator model with inverse filtering by linear prediction,
thus shifting the nonlinear modeling task to the ‘glottal signal’ and attaining spectral shaping
by linear prediction filtering. Linear prediction and subsequent low-pass filtering of the full
speech signals yields ‘glottal signals’ that show an ‘open loop’ trajectory structure.

As compared to the oscillator applied to model full speech signals, a significantly higher
number of vowel signals could be stably re-synthesized using the combined LP and oscillator
model with an RBF based nonlinear function realization, and a more faithful reconstruction of
the signal spectra, also in the higher frequency range of wide-band speech signals is observed.

Again, the Bayesian algorithm for RBF network training and determination of the regu-
larization factor outperforms cross-validation in terms of the number of stably re-synthesized
vowel signals. The Bayesian algorithm is found particularly useful for training signals with
a low amount of noise (or noise-like components, as voiced speech signals) resulting in a flat
cross-validation error function.

As for the simple regression task (sect. 3.1.3) the Bayesian algorithm used for function
identification in the oscillator model gives a robust and accurate estimate for the variance
of a noise signal added to the LF speech source signal. Despite perturbations like jitter
and shimmer, the variance of an additive white or low-pass filtered Gaussian noise signal is
identified well. Re-synthesis by the oscillator model yields signals close to the original LF
source signal for SNR values down to 10 dB. For lower SNR the identification of the original
signal from a limited number of training samples is not possible, and the oscillator model
generates a constant output signal. Also for LF signals with linear amplitude modulation
re-synthesis is not possible, pointing to the need for stationary speech signals as training data
for the oscillator model.

Concerning the notion of interpolation between RBF network weights for fundamental
frequency control considered in [Man99], we verify this possibility also in the ‘glottal signal’
domain, however, the robust control of fundamental frequency still seems a big challenge
and signals generated from models with their weights interpolated again lack high-frequency
components due to a smoothing of the glottis closure impulses by interpolation. However, by
the very interpolation approach smooth and stable transitions between two vowels could be
obtained using linear interpolation between the two models, which is a step towards general
purpose synthesis with the oscillator model by connecting models for different speech sounds.

Concluding, it can be said that stable re-synthesis of stationary vowel signals by the os-
cillator model based on a training of the nonlinear function in the oscillator without manual
supervision should be preferably based on an RBF network using the Bayesian algorithm for
determining the regularization factor, and should incorporate inverse filtering of the speech sig-
nal. Linear prediction as a straightforward approach to inverse filtering, used in many speech
transmission and synthesis algorithms, is a viable complement to nonlinear signal modeling,
significantly increasing the number of signals that can be successfully modeled by the oscillator
and enhancing the spectral reproduction. Nevertheless, perceptual inspection of re-generated
signals still reveals a missing component of natural speech signals. The means to re-synthesize
this missing signal part will be investigated in the following chapter.
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Chapter 5

Oscillator-plus-noise model

For signal prediction or system modeling, an unpredictable component in the original signal
is usually considered an additive noise signal and/or measurement noise. This noise is seen
as a nuisance signal and makes the signal prediction or system identification difficult, and
is generally not to be captured by a model. Applying the oscillator model to speech signals
we implicitly distinguish between a signal component that is a low-dimensional oscillatory
signal component (produced by the vocal folds vibration) and a noise-like signal component
that stems from high-dimensional processes (e. g., turbulent air flow). If we model the signal
production system by a low-dimensional oscillator and a smooth nonlinear function, only the
low-dimensional signal component will be captured1.

Speech signals, however – even voiced signals from vowels – generally comprise a noise-
like component due to high-dimensional turbulent air flow that is not predictable by a low-
dimensional system. And, if we aim at modeling the entire speech signal, the signal component
related to noise-like sources has to be considered as a relevant part of the signal itself rather
than as nuisance.

Based on the observation that the noise-like signal components dominate the speech spec-
trum at higher frequencies – for example in the early harmonic-plus-noise model [SLM95]
only noise like components are considered above a ‘maximum voiced frequency’ – we can also
explain the yet unsatisfying spectral reproduction of vowels by the oscillator model. High
frequency components due to noise-like excitation are not re-synthesized because they are just
not captured by the low-dimensional oscillator model. And we cannot hope to be able to
model those high-dimensional signal components using a higher number of parameters for our
nonlinear function model or a (reasonably) higher embedding space dimension!

Looking at other speech synthesis models, the sources for oscillatory and noise-like sig-
nals are in most cases distinct systems. In van Kempelen’s speaking machine, the oscillatory
source has been realized by an ivory reed (similar to the reed in single-reed woodwind instru-
ments), whereas the noise source has been realized as a constriction resulting in turbulent air
flow [vK70, pp. 410–426]. Also in formant speech synthesis the (periodic) oscillatory source
and the noise source are strictly distinct, e. g., a pulse train and a (white) random signal in the
simple model of fig. 2.1 on page 9. State-of-the-art sinusoidal models like the harmonic-plus-
noise model explicitly distinguish between modeling the oscillatory signal component by a sum
of harmonically related sinusoids and the noise-like component by an amplitude modulated
auto-regressive process2 [Sty01, Bai02b].

In this chapter we develop an extension of the oscillator model for speech signals that
includes a reproduction system for the noise-like signal component. Relating to the harmonic-

1The realization of the nonlinear function by the locally constant model described in sect. 3.2.1 on page 36
is an example of a non-smooth nonlinear function model that entails noise modeling.

2I. e., by the amplitude modulated output of a time-varying white noise excited LP synthesis filter.
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plus-noise model we baptize this system oscillator-plus-noise model.

We will first see how the noise-like component of a speech signal can be assessed, either
directly from the signal, or by examining the modeling error of speech synthesis and coding
algorithms, and have a look at the necessities that have to be met for natural re-synthesis of
the noise-like component of a speech signal.

Assuming that the oscillator model is able to correctly identify the low-dimensional oscil-
latory component of a speech signal, we will consider the modeling error for the prediction
of the original signal as related to the noise-like excitation. We will show that vowel signals
can be well re-generated – including noise-like excitation due to turbulent air flow at the vocal
folds – by augmenting the combined LP and oscillator model from sect. 4.4.3 by a nonlinear
predictor, used to re-generate a modulated additive noise signal component.

We then will consider the more difficult case of voiced fricatives, extending the model with
a second LP path for the spectral shaping of the noise-like signal component independent
from the spectral characteristic of the oscillatory component, and show that with this exten-
sion general mixed-excitation speech sounds can be re-synthesized satisfactorily, and that also
unvoiced (purely noise-like) sounds can be reproduced by the same system. Finally, we will
show that the oscillator-plus-noise model is superior to the basic oscillator model in terms
of reproduction of short-term variations in the signal and trajectory properties in embedding
phase space, suggesting higher naturalness of the generated synthetic speech signals.

5.1 Noise-like component in speech signals

Decomposing a speech signal into the oscillatory and noise-like component is a quite difficult
task. Not only is the determination of the intrinsic signal-to-noise ratio (SNR) generally limited
in accuracy [Zar02], but natural speech signals pose a number of other problems on analysis.
Two among them are:

• The oscillatory component is not strictly periodic – it displays short-term variations
in waveform shape, fundamental frequency (jitter), and amplitude (shimmer), even for
intentionally sustained voiced phonemes.

• The noise-like component is not stationary white noise, but spectrally shaped and mod-
ulated in amplitude by the oscillatory signal component.

Nevertheless, a number of methods have been proposed for assessing the relation between
oscillatory and noise-like signal components (e. g., [dK94, MGS95, Sty96, JS01, TBW+03]),
and we will introduce some of them in the following.

Besides objective measures, the noise-like component can also be related to the modeling
error of speech coding and synthesis algorithms for the oscillatory component, as it is commonly
pursued in harmonic-plus-noise synthesis algorithms. Generally, some basic requirements for
natural reproduction of the noise-like component have to be considered.

5.1.1 Objective measures

One measure for the harmonics-to-noise ratio (HNR) proposed in [dK94] is based on an es-
timation of the harmonic component in the cepstral domain. The peaks in the cepstrum at
lags of the fundamental period and its multiples are considered to be evoked by the harmonic
signal component. Cepstral components around these peaks are classified as evoked by the
harmonic signal components, and the corresponding components in the spectral domain are
subtracted from the original spectrum. The so computed spectrum of the noise-like signal
component is aligned appropriately below the original spectrum and the HNR is computed as
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Figure 5.1: DFT magnitude spectra of the original signal (top row) and the signal component
classified as noise-like (bottom row) by the HNR estimation procedure [dK94] for a vowel /o/,
a voiced fricative /Z/, and an unvoiced fricative /f/. The corresponding values found for the
HNR measure are 23.1 dB, 7.8 dB, and 2.8 dB, respectively.

the total spectral energy of the original signal in relation to the energy of the noise-like signal
component’s spectrum.

Examples for the amplitude spectra of the original signals and the signal component clas-
sified as noise-like for a vowel, a voiced fricative, and an unvoiced fricative are depicted in
fig. 5.1.

Another measure is the glottal-to-noise excitation (GNE) ratio [MGS95]. The GNE ratio
measure is based on the correlation between the Hilbert envelopes of the linear prediction
residual signal in different non-overlapping frequency bands. For a signal evoked by glottal
oscillation the glottis closure impulse triggers an impulse of the Hilbert envelope in all frequency
bands. Hence, a strong correlation between the envelopes in all frequency bands is observed.
In contrast, a signal with noise excitation will not result in correlated Hilbert envelopes in
distinct frequency bands. Thus, the correlation between the Hilbert envelopes is high if the
speech signal stems primarily from glottal excitation, whereas for a noise excited signal the
correlation between the Hilbert envelopes in the non-overlapping frequency bands is lower.
Therefore, the value of the GNE ratio provides a measure for glottis evoked vs. noise evoked
signal components. The GNE ratio is to a high degree immune to variations in fundamental
frequency (jitter) and amplitude (shimmer) of individual fundamental periods [MGS95].

The GNE ratio estimation is performed by applying conventional linear prediction analysis
and inverse filtering to the speech signal3. A fast Fourier transform (FFT) is applied and
the Hilbert envelopes are calculated by performing the inverse FFT on a number of non-
overlapping frequency bands using only FFT points corresponding to positive frequencies.
For each combination of different frequency bands the maxima of cross correlation between
the envelopes are computed (taking into regard also some small time lags) and the largest
maximum of the correlation values represents the GNE ratio.

A quite simple distinction between voiced, mixed excitation, and unvoiced speech signals
can be obtained by a measure for spectral flatness of the short-term DFT spectrum. Spectral

3Without pre-emphasis, and without the low-pass filtering described in sect. 4.4.



92 CHAPTER 5. OSCILLATOR-PLUS-NOISE MODEL

flatness is the ratio of the geometric and the arithmetic mean of the spectral energy distribution
[MG76]. As such, its value is limited to a range between zero and one (or −∞ and 0 dB,
respectively), and equal to one (0 dB) only for a perfectly flat spectrum. Since a periodic
signal has a line spectrum whereas a noise signal has a rather flat energy spectrum, a periodic
or almost periodic voiced speech signal in general displays a more variable spectrum than a
noise-like unvoiced speech signal. A higher spectral flatness measure will thus be found for
speech with higher amount of noise-like excitation.

In table 5.1 values computed for the above measures are stated for some examples of
voiced, mixed excitation, and unvoiced phonemes spoken by male speakers. We can see that
a differentiation in the measures between the different excitation categories is apparent.

Table 5.1: HNR, GNE, and spectral flatness (SF) measures for a number of sustained
phonemes with voiced, mixed, and unvoiced excitation.

Excitation Voiced Mixed Unvoiced

Phoneme /a:/ /E/ /o:/ /v/ /Z/ /z/ /s/ /f/

HNR (dB) 17.8 22.2 21.9 9.8 8.1 5.4 2.1 2.6

GNE 0.92 0.96 0.96 0.75 0.92 0.91 0.74 0.78

SF (dB) −24.1 −22.6 −22.1 −18.6 −15.8 −11.2 −9.6 −5.0

The stochastic nature of the noise-like signal component also results in a quicker fall-off
of the mutual information (MI) between delayed signal samples as a function of delay L for
mixed excitation and unvoiced speech signals compared to voiced speech signals. In fig. 5.2 the
average MI between signal samples as a function of delay is depicted for three speech signals
from male speakers. For the vowel signal the mutual information displays a first minimum (cf.
fig. 4.3) around a delay of 10 samples (0.6 ms) and higher values for increasing delay, whereas
for the mixed-excitation fricative a vague first minimum occurs at a delay of 4 samples (0.25 ms)
and the function further decays for increasing delay. For the unvoiced fricative the average
MI quickly decays to zero. Besides the possibility to distinguish between excitation categories
based on the shape of MI as a function of delay L, these figures indicate that mixed excitation
and purely unvoiced sounds carry an unpredictable (noise-like) component that cannot be
modeled by an oscillator.

The above measures seem to give a quite reliable distinction between the different modes of
excitation for a speech signal. It has to be noted, however, that these measures can also vary
significantly with other attributes of speech production, e. g., with accentuation or emotional
state of the speaker [ARK+99, ARK+00, ARK+03]. Moreover, only the HNR gives a quantita-
tive measure of the amount of noise-like excitation present in the speech signal. Another way
to assess the unvoiced signal component is to examine the modeling error of speech synthesis
and coding algorithms for the oscillatory component of voiced speech signals.

5.1.2 Error signal in models for voiced speech

An implicit distinction between the oscillatory (or to be precise, the harmonic) and the noise-
like component of a speech signal is found in sinusoidal models for speech synthesis (cf.
sect. 2.4.3 on page 15). Particularly, in sinusoidal modeling of harmonically related signal
components only, i. e., in harmonic-plus-noise models (e. g., [Bai02b]), the residual or error
signal can be considered as the noise-like component of the speech signal [Sty96]. In table 5.2
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Figure 5.2: Mutual information (MI) between signal samples as a function of delay L for
a vowel /o/, a voiced fricative /Z/, and an unvoiced fricative /s/ (male speaker). Mutual
information is calculated by the function mutual in the nonlinear time-series analysis package
TISEAN [HKS99].

the corresponding ratio between the energy of the speech signal component that is modeled
by a sum of harmonically related sinusoids and the residual energy is given. Stated are mean
values for some vowels and voiced fricatives. We can observe that the values correlate well
with the values of the HNR measure listed in table 5.1.

Table 5.2: HNR found for some vowels and voiced fricatives in the analysis-by-synthesis
process of a pitch-synchronous harmonic-plus-noise model (after [Bai02b, table 3.1]).

Excitation Voiced Mixed

Phoneme /a/ /i/ /u/ /y/ /v/ /Z/ /z/

HNR (dB) 24.04 26.22 24.13 21.52 11.96 4.22 3.26

Waveform interpolation for low-rate speech coding is another example for model based
distinction between oscillatory and noise-like signal components. Here, a decomposition of
the speech signal into a slowly varying periodic (oscillatory) component and a rapidly varying
(noise-like) component is performed [MK93, KH94, MB95, KH95a, KH95b]. Coding gain is
achieved by transmitting the slowly varying component only once for several fundamental
periods – i. e., by using one prototype waveform for several fundamental periods – and due
to the noise-like nature of the rapidly varying component, which allows transmission of only
its magnitude spectrum, disregarding the phase, since the human auditory system does not
regard for phase information of unvoiced speech signals4. Relating the energy of the slowly
varying component of a speech signal to the energy of the rapidly varying component yields
another HNR measure.

5.1.3 Requirements for natural re-synthesis

For natural re-synthesis of the noise-like speech signal component some requirements have
to be met. Obviously, the noise-like signal has to be spectrally shaped. In formant synthesis
(sect. 2.2) the white noise source signal is fed through the vocal tract filter, resulting in formants
at filter resonance frequencies (it is possible to use a lower number of formants for unvoiced

4It is, however, also found important to use pitch-synchronous modulation of the noise-like component in
waveform interpolation models [MK93, SK98].



94 CHAPTER 5. OSCILLATOR-PLUS-NOISE MODEL

sounds than for voiced sounds). Shaping of the noise-like signal component by an LP vocal
tract filter is also commonly pursued in harmonic-plus-noise synthesis models [Sty01, Bai02b],
with the LP filter coefficients deduced from LP analysis of the error signal from harmonic
modeling.

Less obviously, the noise-like signal component of mixed excitation speech (including noise-
like components of ‘purely voiced’ phonemes like vowels) has to be modulated in amplitude
according to the phase of the oscillatory signal component. A not modulated (stationary)
additive noise signal is not ‘integrated’ in the speech signal, meaning it is perceived as stemming
from another signal source than the oscillatory signal component. This ‘streaming’ effect can be
mitigated by using high-pass noise bursts or cyclo-stationary noise synchronized in phase with
the periodic excitation in model based synthesis [Hol81, Her91, SK98, JS00a, JS00b, LS01].
Again, also in harmonic-plus-noise models, a pitch-synchronous modulation of the noise-like
signal component using a parametric envelope is applied [SLM95, Bai02b] (cf. sect. 2.4.3).

5.2 Derivation of the oscillator-plus-noise model

Based on the observation that a low-dimensional oscillator model still fails to reproduce the
high-frequency range of wide-band speech signals faithfully, and under the assumption that
this is due to the missing modeling of high-dimensional noise-like signal components, we will
now introduce the oscillator-plus-noise model for speech signals. The primary consideration
for the derivation of this model is that the missing noise-like component in the oscillator
output signal is related to the error signal of the respective predictor, and that an additive
noise component similar to the prediction error signal should be generated and added to the
oscillator output signal.

5.2.1 Properties of the prediction error

The prediction error of the nonlinear signal predictor used in the oscillator model for vowels
is, as stated several times in Chapter 4, in the range of 20 to 30 dB below the mean signal
power (for models yielding stable synthesis). The values stated for the prediction error have
been computed for the training data, however, the error for predicting unseen data, e. g., from
the validation data set in cross-validation, is commonly only slightly higher.

Also for the prediction of the ‘glottal signal’ of vowels the prediction error is of the same or-
der of magnitude. However, concerning the spectral properties an important difference is found
between the prediction error for the full speech signal and for the ‘glottal signal’: Whereas the
spectrum of the full speech signal prediction error varies substantially, the prediction error on
the ‘glottal signal’ commonly displays a flat (white) spectrum for many vowels, as depicted in
fig. 5.3. The spectral flatness measure [MG76] for the examples in fig. 5.3 yields −10 dB for the
full speech signal case and −4 dB for the ‘glottal signal’ case (a perfectly flat spectrum would
have 0 dB flatness). In both cases the harmonically spaced spectral lines suggest a periodic
behavior of the prediction error signal (not necessarily periodicity of the waveform).

In the auto-correlation function (fig. 5.4), whiteness relates to a quick decay of the absolute
value of the correlation between delayed signal samples for increasing lag L. Whereas for the
prediction error of the full speech signal, the absolute value of the auto correlation function
decreases only slowly, for the prediction error of the ‘glottal signal’, the correlation between
adjacent signal samples (L = 1) is already quite small, |re(1)|/re(0) ' 0.1. Periodicity of the
waveform can be read from the peak at the fundamental period (N0 ' 120), however, this
peak is not large: re(N0)/re(0) ' 0.3 (whereas the auto-correlation of the ‘glottal signal’ itself
at the fundamental period is almost one: rx(N0)/rx(0) ' 0.99).
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Figure 5.3: DFT magnitude spectra of the prediction error signal for (a) prediction of the
full speech signal, and (b) prediction of the ‘glottal signal’ for vowel /o/, male speaker.

(a)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200

r e
(L

)

L (samples)

(b)

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

0 50 100 150 200

r e
(L

)

L (samples)

Figure 5.4: Auto-correlation of the prediction error signal for (a) prediction of the full speech
signal, and (b) prediction of the ‘glottal signal’ for vowel /o/, male speaker.

Concerning the amplitude distribution, the prediction error signal almost perfectly fits a
Gaussian distribution, as depicted in fig. 5.5.

The error signal of the nonlinear predictor applied to the ‘glottal signal’ of a vowel thus
is almost white and nearly Gaussian distributed. We should, however, also take a look at the
temporal evolution of the error signal, since a stationary random signal does not integrate
perceptually with the oscillatory speech signal component, as noted in sect. 5.1.3. In fig. 5.6,
along with the target ‘glottal signal’ xg(n) and the predicted signal x̂g(n), the temporal evo-
lution of the prediction error signal as well as an estimate of the error signal amplitude â(n) is
displayed. â(n) is computed as the absolute value of the prediction error signal smoothed by a
fifteen point moving average (MA) filter5. A modulation of the prediction error amplitude over
time is evident, with maxima in amplitude at the minima of xg(n) (supposedly the instants of
glottal closure), and, in this case, consistent maxima at the local minima before the maximum
of xg(n) (possibly the instants of glottal opening). This observation, in addition to the low
peak at the fundamental period in the auto-correlation of the waveform itself, indicates that
the periodic behavior of the prediction error signal of voiced speech signals is mainly due to

5Computation of the MA smoothed Hilbert envelope of e(n) yields a comparable amplitude estimation.
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Figure 5.5: Amplitude distribution of the prediction error signal for prediction of the ‘glottal
signal’ for vowel /o/, male speaker. The dashed line is a Gaussian function with the same
variance as the prediction error signal.

its pitch-synchronous amplitude modulation.

An amplitude modulation of the prediction error signal with maxima at the glottis closure
instants matches a speech production model, if we assume that the sources of the noise-like
component in vowel signals is turbulent air flow at the vocal folds. These turbulent air flow will
be more pronounced if the vocal folds are close to each other, as right before glottal closure or
after glottal opening. Thus, besides a small systematic error (peak of the error auto-correlation
at the fundamental period), the prediction error signal may well correspond to the noise-like
excitation.

Summarizing, for vowel speech signals, the prediction error of the nonlinear predictor in the
combined LP and oscillator model can be considered a modulated white Gaussian noise signal.
Assuming that a similar signal component is still missing in the oscillator model output, we
now have a method at hand to re-generate a noise-like component in addition to the oscillator
output signal by adding an amplitude modulated white Gaussian noise signal. Modulation
of the noise signal amplitude should be synchronized in phase with the oscillatory signal
component. Although we have no means to immediately control the phase of the autonomous
oscillator – and the oscillator output signal may display notable phase offset compared to
the training signal after only a few periods – we can deduce the phase from the state of the
oscillator, i. e., from the location on the trajectory in phase space over time.

5.2.2 Synthesis of vowels with noise

All the above considerations lead to the conclusion that synthetic vowel signals including the
noise-like component can be re-generated by the LP and oscillator model if an appropriately
amplitude modulated white Gaussian noise signal is added to the oscillator output signal. In
the full speech signal this will lead to a compensation of missing high-frequency components,
since the white noise is transformed into a high-pass signal by the 1/Hlp(z) synthesis filter.

To ensure the phase-synchronous amplitude modulation of the noise component we propose
the oscillator-plus-noise model depicted in fig. 5.7. The amplitude of the noise component is
predicted from the current state of the oscillator yosc(n) by a second nonlinear function fn(·).
fn(·) is realized by an RBF network of the same structure as the network for signal prediction6

6The nonlinear function for noise amplitude prediction might as well be realized simpler than the nonlinear
function for signal prediction, i. e., using a nonlinear function model with less parameters than for signal
prediction. Using RBF networks it is, however, of advantage to use the very same structure since the nonlinear
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Figure 5.6: ‘Glottal signal’ xg(n), predicted ‘glottal signal’ x̂g(n), prediction error xe(n) =
xg(n)− x̂g(n), and its estimated amplitude â(n) for vowel /o/, male speaker.

to predict the amplitude of the prediction error â(n) from the predictor (training) state vector
xg(n):

â(n) = fn(xg(n)) .

In the re-synthesis stage the amplitude of a (zero mean) white Gaussian noise signal e(n) with
variance σ2

noi = 1, p(e) = N (0, 1), is modulated according to the oscillator state by

ã(n) = fn(yosc(n)) .

The modulated noise signal ynoi(n) = ã(n)e(n) is added to the oscillatory signal component
yosc(n) to yield the synthetic ‘glottal signal’ yg(n). The oscillator-plus-noise synthesis model
in fig. 5.7 is applied as a replacement for the ‘Oscillator Synthesis’ part in the combined LP
and oscillator model (sect. 4.4, fig. 4.19 on page 71).

For sustained vowel signals the Bayesian learning of the RBF weights for fn(·), from an
estimated prediction error amplitude â(n) computed using five-point MA smoothing, reveals

part of the network function (i. e., the output of the basis functions) does not have to be re-computed as it is
already available from the RBF network used for signal prediction.
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Figure 5.7: Oscillator-plus-noise model for synthesis of vowel sounds in the ‘glottal signal’
domain

relatively small variation of the resulting regularization factor λbay, with a geometric mean
of gmean(λbay) = 0.102, and a standard deviation 11.3. Thus, for the training of the noise
prediction model a fixed regularization factor of λ = 0.1 is used further on.

Signals generated by the oscillator-plus-noise model corresponding to the signals analyzed
in sect. 5.2.1 (fig. 5.6 on the preceding page) are depicted in fig. 5.8. The oscillator is initialized
with samples from the training signal and the noise amplitude with zeros, making up the first
(N − 1)M + 1 = 40 samples in this case. In the following the amplitude ã(n) for the noise-like
signal component displays an almost periodic evolution over time, in synchronization with the
oscillatory signal component yosc(n). As for the estimated amplitude of the prediction error
â(n), the largest maxima in ã(n) occur at the time instants of the minima of yosc(n), and
secondary maxima are found at the local minima before the maxima of yosc(n).

A comparison between the original full speech signal, the ‘glottal signal’ derived by LP
inverse filtering and low-pass filtering, and the according re-generated signals without and
with the noise-like signal component is given in fig. 5.9. The essential difference between the
perceptual quality of the synthetic speech signal generated by the oscillator-plus-noise model
compared to the signal generated by the oscillator model without a noise signal added is cer-
tainly not evident from the time signals, due to the high dynamic range of both the full speech
signal and the ‘glottal signal’. The DFT spectra allow for a closer inspection: Whereas the line
spectrum of the re-synthesized oscillatory component yosc(n) without the noise-like component
added is retained in the full speech signal y(n), the spectrum of the ‘glottal signal’ yg(n) with
modulated white noise added displays a ‘noise floor’ that is transformed by the high-pass filter
1/Hlp(z) and the LP synthesis filter 1/A(z) to fit the spectrum of the original speech signal.
Thus, the oscillator-plus-noise model yields a considerably better spectral reconstruction of
the original signal than the combined LP and oscillator model alone (and much better than
the oscillator model applied to the full speech signal).

A better modeling of the original speech signal can also be inferred from the phase-space
representations. Here, the noise-like deviations from a periodic trajectory in the original full
speech signal and in the according ‘glottal signal’, fig. 5.10 (a), that are not re-produced by the
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Figure 5.8: Oscillator generated signal yosc(n), noise amplitude ã(n) predicted from the
oscillator state vector, amplitude modulated noise-like component ynoi(n), and re-generated
‘glottal signal’ yg(n) = yosc(n) + ynoi(n) for male vowel /o/. The oscillator is initialized with
with signal values from the training signal and the noise amplitude with zeros (dotted lines).

oscillator model alone – the trajectories of the synthetic signals follow a limit cycle, fig. 5.10 (b)
– are rendered in the output of the oscillator-plus-noise model, fig. 5.10 (c). According to the
noise amplitude prediction the scale of the deviations varies over phase space. Little deviations
are generated in regions where the signal is well predictable, as in the top-left quadrant of the
phase space plots for the ‘glottal signal’, whereas larger deviations arise in regions where the
original signal carries unpredictable noise-like components, as in the bottom half of the phase-
space plots for the ‘glottal signal’. Note, that the modulated noise component introduced in
the ‘glottal signal’ is spread over time – almost equally effecting all parts of the trajectory of
the full speech signal – by the IIR LP synthesis filtering.

The time evolution of the predicted noise amplitude ã(n) in the example depicted in
fig. 5.8 closely resembles the parametric envelope for the noise-like signal component used in a
harmonic-plus-noise model [SLM95]. However, in the oscillator-plus-noise model the evolution
of the noise amplitude over the fundamental period is identified and re-generated individually
for each vowel signal. Thus, the specific form of the envelope for the fundamental cycle may
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Figure 5.9: Time domain signals and DFT magnitude spectra for the original speech signal
x(n), the ‘glottal signal’ xg(n) found by LP inverse filtering and low-pass filtering, the oscil-
lator generated signal yosc(n) and the re-generated full speech signal y(n) without noise, and
the oscillator-plus-noise model generated ‘glottal signal’ yg(n) and the resulting full speech
signal y(n) for male vowel /o/.
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Figure 5.10: Two-dimensional projections of the phase-space representations of (a) original
full speech signal (top) and ‘glottal signal’ found by inverse filtering and used as training signal
for the oscillator (bottom), (b) ‘glottal signal’ re-generated by the oscillator model without
noise (bottom) and resulting synthetic full speech signal (top), (c) ‘glottal signal’ generated
by the oscillator-plus-noise model (bottom) and resulting synthetic full speech signal (top)
for vowel /o/ from male speaker.

vary from one vowel to another. For example, whereas for some of the example vowel signals
in App. C, figs. C.1-C.6, essentially one triangular maximum at the (supposed) glottis closure
instant is observed, a second maximum (supposed at the instant of glottis opening) as in the
example presented in figs. 5.6 and 5.8, with varying position and amplitude is found for other
vowels.

Regarding the relation to harmonic-plus-noise models it has to be mentioned that the noise
amplitude modeling used in the oscillator-plus-noise model could well be incorporated for the
signal specific noise modulation in harmonic-plus-noise models by training the nonlinear func-
tion to predict the amplitude of the error signal of harmonic modeling from a delay embedding
of the training signal, and predicting the noise modulation amplitude from an embedding of
the generated harmonic signal component. As the harmonic modeling of most harmonic-plus-
noise synthesis algorithms is applied in the full speech signal domain, there may, however,
evolve problems for some signals corresponding to the difficulty to achieve stable behavior of
the oscillator model in the full speech signal domain: Since the phase-space representation of
some full speech signals is more complex than that of the ‘glottal signal’ (cf. signals for /a/,
/e/, /i/ in figs. 4.9 and 4.21), the correspondence between signal phase in the fundamental
period and position in phase space may not be one-to-one.

5.2.3 Analysis of mixed excitation speech signals

The mean energy of a noise-like component in vowel signals is relatively low. As mentioned
above, the energy of the prediction error of a nonlinear predictor is in the range of 20 to 30 dB
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or more below the signal energy. The HNR estimated from the signal or from a harmonic-
plus-noise synthesis model is in the same range (tables 5.1 and 5.2).

For mixed excitation speech signals, like voiced fricatives, HNR measures yield numbers
in the range of 10 down to 3 dB. SNR estimates using the oscillator model with the Bayesian
learning algorithm (cf. sect. 4.4.6) for modeling the full speech signal give similar results
[Ran03], some numbers are given in table 5.3. Thus, the task to correctly identify the os-
cillatory component of mixed excitation speech signals can be considered substantially more
difficult than for voiced signals, like vowels. However, the successful identification of LF source
signals in additive noise with an SNR of 10 dB in sect. 4.4.6 suggests that also the oscillatory
component of mixed excitation speech signals with a not too strong noise-like signal component
can possibly be identified by an oscillator using Bayesian training.

Table 5.3: Estimated SNRbay for some vowels, as well as voiced and unvoiced fricatives.
SNRbay is computed as mean speech signal power related to estimated noise power (i. e., as
the posterior SNR).

Excitation Voiced Mixed Unvoiced

Phoneme /a:/ /E/ /o:/ /v/ /Z/ /z/ /s/ /f/

SNRbay(dB) 25.4 29.8 36.1 19.1 12.7 4.9 5.5 0.39

λ = ασ2
n 2.2× 10−4 3.3× 10−1 1.5× 10−3 9.9× 10−2 2.4× 10−1 2.9 2.0 88

In this section we test the oscillator model on mixed excitation speech signals, like voiced
fricatives, and we motivate an extension of the oscillator-plus-noise model for spectral shaping
of the synthetic noise-like signal component for a better re-generation of such signals. First, we
will take a look at one of the signals we are concerned with and the according ‘glottal signal’
derived by the inverse filtering procedure from sect. 4.4.3 in fig. 5.11. Here, a strong noise-like
component, modulated in amplitude according to the phase of the oscillatory component, is
clearly visible already in the full speech signal7. However, in contrast to the vowel signal
(cf. fig 5.6), for the voiced fricatives the amplitude maxima of the noise-like component do in
general not coincide with the glottis closure instants, (supposedly lying) at the minima of both
the full speech signal and the ‘glottal signal’ in fig. 5.11 [JS00a]. Maximal noise excitation still
may be related to the principal voiced excitation at glottal closure. However, the main noise
excitation does not take place at the glottis, but at obstacles behind a restriction along the
vocal tract where turbulent air flow is generated [JS00b, NA00]. Thus, the time for the acoustic
impulse generated by the glottal closure to travel along the vocal tract to the restriction, and
convection of turbulent air flow between the restriction and following obstacles results in a
delay between the GCIs and the maxima of noise-like excitation. For the voiced fricative /z/,
a delay of 4.0 ms is identified in [JS00b], corresponding to 64 samples at 16 kHz sampling rate,
which seems a reasonable value also for the signal in fig. 5.11.

The inverse filtering procedure (sect. 4.4.3), in particular the low-pass filtering, attenuates
the noise-like component. Thus, the task of nonlinear function estimation for the modeling of
the oscillatory signal component of mixed excitation speech signals by the oscillator model is
comparable to the task of modeling vowel signals.

As found for several example signals (cf. also App. C), identification and re-synthesis of
the oscillatory signal component of voiced fricatives with the oscillator model is possible, but
again for many voiced fricatives only in the glottal signal domain (cf. [Ran03]). The analysis

7Recall that we had to look at the nonlinear prediction error signal to identify the modulation for vowel
signals.
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Figure 5.11: Mixed excitation speech signal x(n) from the voiced fricative /z/, and the
according ‘glottal signal’ xg(n) found by inverse filtering, along with their two-dimensional
phase-space representations.

and re-synthesis of the voiced fricative /z/ from fig. 5.11 in the ‘glottal signal’ domain with
the oscillator-plus-noise model as described in sect. 5.2.2 is depicted in fig. 5.12. Note, that for
this signals the estimated (and the re-generated) noise amplitude envelope have a distinctively
different form than for the vowel signal in fig. 5.8 on page 99. Here, the maxima of the noise
amplitude are lying in between the minima of the ‘glottal signal’. Using the noise amplitude
prediction function, this behavior is well reproduced in the synthetic noise signal. Re-synthesis
of voiced fricatives, however, often results in a perceptually poor output signal. In particular
the synthetic signals seem to have different spectral properties than the original signals.

The conjectured reason is that for voiced fricatives our model may not suffice to correctly
reproduce the noise-like signal component, as the assumption that the noise-like component
is generated as a modulated white noise signal at the same physical position as the oscillatory
component (i. e., at the glottis) and filtered by the same vocal tract transfer function is not
appropriate. As noted above, for voiced fricatives the noise-like excitation is due to turbulent
air flow at restrictions along the vocal tract. Thus, the filtering due to sound propagation in
the vocal tract can pose a different spectral influence on the noise-like source signal than on
the source signal of the oscillatory component, due to the different source positions.

The analysis of the DFT spectrum and auto-correlation function of the prediction error
for the ‘glottal signal’ of the voiced fricative /Z/, in the same way as performed for vowel
signals in sect. 5.2.1, figs. 5.3 and 5.4, reveals a less white DFT spectrum and a slower decay
of the autocorrelation function for the voiced fricative than for vowels, as depicted in fig. 5.13.
Hence, in this case the re-generation of the noise-like speech component by a modulated white
noise signal added to the oscillator generated ‘glottal signal’ is not satisfactory.

5.2.4 Oscillator-plus-noise model with a second LP path

To enhance the reproduction of voiced fricatives – or mixed excitation speech signals in general
– we propose to extend the oscillator-plus-noise model by a second LP analysis/synthesis path,
in addition to the one for the oscillatory signal component, with the objective to whiten the
prediction error signal during analysis [Kub95] and to achieve the correct spectral shaping of
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-0.4

-0.2

0

0.2

0.4

0 50 100 150 200 250 300 350 400

n

|E(f)|

-40

-20

0

20

40

0 1 2 3 4 5 6 7 8

d
B

f (kHz)

yosc(n)

-1

-0.5

0

0.5

1

0 50 100 150 200 250 300 350 400

n

|Yosc(f)|

-40

-20

0

20

40

0 1 2 3 4 5 6 7 8

d
B

f (kHz)
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Figure 5.12: Time domain signals and DFT magnitude spectra of the original ‘glottal signal’
xg(n) found by LP inverse filtering and low-pass filtering, the predicted signal x̂(n), and the
prediction error signal e(n) along with its amplitude estimate â(n) (dashed, exaggerated) for
voiced fricative /z/. For synthesis the oscillator generated signal yosc(n), the predicted noise
amplitude ã(n) and the accordingly modulated noise signal ynoi(n), as well as the oscillator-
plus-noise model generated ‘glottal signal’ yg(n) are depicted. The respective original and
synthetic full speech signals can be found in fig. 5.17.
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Figure 5.13: DFT magnitude spectrum (a) and auto-correlation function (b) of the predic-
tion error on the ‘glottal signal’ for a voiced fricative /z/, male speaker.

the noise-like signal component in the synthesis stage.

A schematic of the proposed extension of the oscillator-plus-noise model is depicted in
fig. 5.14. The main difference to the previous model is the introduction of a second LP
path for spectral analysis and individual spectral shaping of the noise-like signal component
during synthesis. The noise-like component in the full speech signal domain x̂noi(n) is derived
as the difference of the original speech signal x(n) and the predicted ‘glottal signal’ x̂g(n)
filtered by the synthesis filters 1/Hlp(z) and 1/A(z). LP analysis of the signal x̂noi(n) (without
pre-emphasis) determines the coefficients for a second LP inverse filter Anoi(z). Thus, the
noise-like component x̂noi(n) is whitened. From the according residual signal xr noi(n) the
amplitude trajectory for the noise-like component is extracted by rectification and ten point
moving average filtering. The estimated amplitude trajectory ânoi(n) of the whitened signal
x̂r noi(n) is used to train the noise amplitude prediction model. In the synthesis stage a white
noise signal is modulated in amplitude by ãnoi(n), which is predicted from the oscillator state
variable yg(n) as before. The modulated white noise signal, however, is now filtered by the
separate LP synthesis filter 1/Anoi(z). The resulting noise component in the full speech signal
domain ynoi(n) is added to the oscillator generated signal yg(n) filtered by the synthesis filters
1/Hlp(z) and 1/A(z), to form the synthetic speech signal y(n) = yosc(n) + ynoi(n). In this way
the spectral properties of the oscillatory component and the noise-like component are shaped
independently, allowing for a faithful spectral reconstruction of both speech signal components.

In fig. 5.15 the different spectral shaping of the oscillatory and the noise component is
illustrated by the frequency responses of the synthesis filters for the oscillatory and the noise-
like signal component of the voiced fricative /Z/. Although the transfer functions of the two
synthesis filters display an overall similar shape, the synthesis filter for the noise-like signal
component emphasizes the frequency range between 1.5 and 2.5 kHz by about 6 dB as compared
to the filters in the oscillatory signal path.

To illustrate the effect of using a second LP path to arrive at a whitened noise-like compo-
nent the DFT spectra of the according nonlinear prediction error signals e(n) = xg(n)− x̂g(n)
and of the residual signal of the second LP analysis filter x̂r noi(n) are depicted in fig. 5.16.
Note, that if the non-white prediction error signal e(n) is modeled by a white noise source and
filtered by synthesis filters 1/Hlp(z) ·1/A(z) with a frequency response as in fig. 5.15 (as in the
oscillator-plus-noise model without a second LP path), this results in a severe lack of noise-like
signal components in the frequency range between 1.5 and 2.5 kHz, because these components
are (a) not emphasized in the white noise source and (b) not amplified by the synthesis filters.
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Figure 5.15: Transfer functions of the synthesis filters 1/Hlp(z) · 1/A(z) for the oscillatory
signal component, and 1/Anoi(z) for the noise-like signal component in the extended oscillator-
plus-noise model for voiced fricative /Z/.

In the oscillator-plus-noise model extended by a second LP path, on the other hand, the spec-
trum of the residual signal of the second LP inverse filter x̂r noi(n) is close to white, and the
white noise signal used for synthesis is filtered by 1/Anoi(z), which emphasizes the noise-like
components around 2 kHz, resulting in a perceptually more natural spectral shaping of the
noise-like signal component.
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Figure 5.16: DFT magnitude spectra of the prediction error signal e(n) = xg(n)− x̂g(n) and
of the residual signal x̂r noi(n) from the second LP inverse filter in the extended oscillator-
plus-noise model for voiced fricative /Z/.

In fig. 5.17 the time-domain signals and DFT spectra of the original signal of the voiced
fricative /z/ and the regenerated signals from (a) the oscillator model with one LP path without
noise added, (b) the oscillator-plus-noise model with one LP path, and (c) the oscillator-plus-
noise model augmented with the second LP path for the noise-like component are depicted.
From (a) it is clearly seen that such mixed excitation signals are not regenerated adequately
with the oscillator model alone. Comparing the DFT spectra in (b) and (c) we see a small,
but perceptually important increase of magnitude of the noise-like signal component around
2 kHz due to the individual LP filtering. And from the time-domain signals in (b) and (c)
we may also deduce that the envelope modeling for the noise-like component is improved if a
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Figure 5.17: Full speech signals and DFT spectra of the voiced fricative /z/. Original speech
signal x(n), and synthetic signals y(n) of (a) the oscillator model with one LP path without
noise, (b) the oscillator-plus-noise model with one LP path, and (c) the oscillator-plus-noise
model with two LP paths.

dedicated LP filter is used.
More examples for the application of the extended oscillator-plus-noise model to a number

of speech signals, with their time-domain signals, their two-dimensional phase-space repre-
sentation, and DFT spectra are given in App. C. Note the clearly different noise envelope
estimated and re-generated for the voiced fricatives (figs. C.7-C.9), with a minimum at the
supposed glottis closure instant, in comparison to the noise envelope for the vowels (figs. C.1-
C.6), with a maximum at the supposed glottis closure instant.

The figures in App. C also comprise examples for the analysis and re-synthesis of unvoiced
fricatives in figs. C.10-C.11. As seen for the modeling of noisy LF source signals (sect. 4.4.6),
the oscillator using Bayesian trained RBF models assigns a high regularization factor for
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signals with a low SNR, resulting in a constant output signal. For most unvoiced fricatives
the very same behavior – low SNR and accordingly high regularization factor, cf. table 5.3
– is encountered, and the oscillator generates a constant output signal close to zero. This
results in the re-generation of unvoiced sounds by the oscillator-plus-noise model (with or
without the second LP path) in the way of a noise-excited LP model (with a somewhat
higher computational effort, though). A premise is of course the prediction of an appropriate
amplitude for the excitation noise signal by the noise amplitude prediction function from an
oscillator state corresponding to the constant oscillatory output signal, i. e., an appropriate
flat function fn(·) around zero. For all unvoiced fricatives which were re-synthesized in our
experiments an appropriate amplitude prediction has been observed.

From the synthesis examples of unvoiced fricatives it can be seen that the low frequencies
(below about 1 kHz) in the noise component ynoi(n) are attenuated, in comparison to the
original speech signal. From a comparison of the noise floor in the spectra of the original
signal and the oscillator-plus-noise generated signal this also seems to be the case for voiced
fricatives. This may be due to the low-pass applied in the inverse filtering process, making the
low frequency noise-like signal components in xg(n) predictable. Hence, these low frequency
components are missing in the estimated noise-like signal component, and in the re-synthesized
signal. A corresponding observation is the lower estimate for the noise level for LF signals in
sect. 4.4.6, if low-pass filtered noise is added instead of white noise.

5.3 Assessment of naturalness

Although the utmost assessment of naturalness of synthetic speech signals is up to human
judgement, i. e., to perceptual listening tests, we like to provide a first objective rating of
the oscillator-plus-noise model regarding naturalness of the generated signals by comparing
measures for jitter and shimmer, and for trajectory divergence behavior of oscillator generated
signals with the according measures for natural speech signals.

5.3.1 Jitter and shimmer

Measures for jitter – short-term variations of the fundamental period – and shimmer – short-
term variations of the amplitude of individual fundamental cycles – are often considered as
related to naturalness of speech signals (see, e. g., [AI96]). Too high values for both measures,
for example, indicate ‘pathological voices’ (e.g., due to vocal fold cancer). Too low values
mean that the speech signal is close to periodic, which is virtually only the case for artificially
generated speech signals, and which seems to contribute significantly to the easy identification
of such ‘computer voices’ by humans.

It is thus desirable to achieve the right amount of short-term variations in a synthetic
speech signal. In many synthesis algorithms jitter and shimmer are artificially introduced by
the fundamental frequency control algorithm. The oscillator model – being a nonlinear system
– is in principle capable of generating even chaotic signals, hence it should be possible to model
and re-generate these short-term variations. In both [NPC99] and [MM01] it is reported that
the jitter values for the oscillator generated signals match the according values in natural
speech signals.

Measures for jitter and shimmer

Our computation of jitter and shimmer is as follows: Pitchmarks are computed in the ‘glottal
signal’ domain using the function pitchmark from the Edinburgh Speech Tools (included
in the Festival speech synthesis system, [BC05]). Pitchmark positions in time m(i), with
i = 1, . . . , Nm being the fundamental cycle index and Nm the number of identified pitchmarks,
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are at the minima of the ‘glottal signals’ – corresponding to glottis closure instants – at integer
values of discrete time n. For the speech signals from a male speaker sampled at fs = 16 kHz
with a fundamental period of N0 ' 100 samples, discretization of jitter would be in 1 %-steps,
with 1 % being a typical amount of jitter in natural sustained speech signals.

To increase the temporal resolution, all signals are up-sampled by a factor M ,

x′(n′) = x(n′/M) for n′ = kM ,

x′(n′) = 0 for n′ 6= kM , k ∈ N ,

and interpolated by a linear phase filter (according to [SdG91], for this task, interpolation and
linear phase FIR filtering is reported to outperform, e. g., polynomial interpolation or FFT
filtering). Pitchmarks m′(i) = Mm(i) for the interpolated signal are shifted to the minima of
x′(n′) within the range of ±M samples of discrete time n′ (i. e., within the range of the last
and the following sample in original discrete time n), thus refining the temporal resolution.
For our purpose an interpolation factor of M = 7 has been found sufficient.

The local fundamental period N0(i) is computed as

N0(i) =
m′(i+ 1)−m′(i)

M
, i = 1 . . . Nm − 1 . (5.1)

Note, that N0(i) may take non-integer values.
The jitter time series uj(i) is computed as

uj(i) =
N0(i+ 1)−N0(i)

N̄0
, i = 1 . . . Nm − 2 , (5.2)

with N̄0 being the mean fundamental period

N̄0 =
1

Nm − 1

Nm−1∑

k=1

N0(k) . (5.3)

The shimmer time series us(i) is computed from the interpolated signal values at the
pitchmark instants, normalized to the signal peak-to-peak amplitude, according to

us(i) =
x′(m′(i+ 1))− x′(m′(i))

max(x′(n′))−min(x′(n′))
, i = 1 . . . Nm − 1 . (5.4)

Nominal measures σj for jitter and σs for shimmer are computed as the standard variation
of the respective time series

σj = std(uj(i)) , σs = std(us(i)) . (5.5)

Results for the oscillator generated signals

Using regularized RBF networks we only seldom find synthetic signals with a value for jitter
or shimmer that significantly differs from zero. This may be due to the rather high amount of
regularization applied by the Bayesian training algorithm, but also for a smaller regularization
factor as determined by cross-validation the values for jitter and shimmer do not increase.
Moreover, also manually varying the regularization factor for GRBFs to a minimum for still
stable synthesis does not result in natural jitter and shimmer values in general.

There are, however, some cases where the ‘correct’ amount of jitter or shimmer can be re-
produced by the oscillator model alone. Careful tuning of the regularization parameter for an
oscillator using GRBFs (to λ = 2.3× 10−2) results in a nominal jitter measure of σj = 0.87 %
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for the oscillator generated signal of the vowel /o/, compared to σj = 1.06 % found for the
natural signal. For a higher regularization factor – but also for lower regularization factor –
the jitter measure approaches zero (e. g., σj = 0.08 % for a regularization factor according to
Bayesian training).

The proper jitter measure for the specific case, however, goes with a far too large nominal
shimmer measure of σs = 8.04 %, compared to σs = 1.07 % found for the natural signal.
Moreover, looking at the jitter and shimmer time series in detail, reveals that in this case
the durarion and the amplitude of individual fundamental cycles basically switches between
two discrete values. This behavior – bifurcation, and generation of sub-harmonics – is a
typical feature of deterministic nonlinear oscillators (see, e. g., [CHNV82, Moo92]), but is
normally not found in speech signals from healthy speakers, but rather indicates pathological
voices [VMJ96, dPG00, CBM03], the expression of emotions like fear [KS95], or depression
[OSS+04].

As depicted in fig. 5.18, the natural signal (a) displays pitchmarks varying apparently
randomly8. The according histograms for the jitter and shimmer time series indicate a mono-
modal Gaussian-like probability density function. The oscillator generated signal (b) is almost
strictly periodic, and the jitter and shimmer distributions are concentrated around zero. The
signal from our tuned oscillator (c) with the (almost) correct nominal jitter measure, however,
displays a first sub-harmonic in the signal and a bi-model pdf for jitter and shimmer. The
signal is perceived as equally non-natural just like the strictly periodic signal (b).

In fig. 5.18 (d) the signal generated by the oscillator-plus-noise model and its jitter and
shimmer distribution is depicted. Here the almost strict periodicity of the oscillator signal
is broken by the added noise signal. As for the natural signal, mono-modal distributions for
jitter and shimmer are found. The same is true for the signal generated by the extended
oscillator-plus-noise model, depicted in fig. 5.18 (e). Since the noise-like signal component is
added to the oscillatory component only in the full speech signal domain, here, the jitter and
shimmer analysis was done for the signal found by inverse filtering of the full speech output
signal y(n) using the filters for the oscillatory component A(z)Hlp(z) (i. e., without a further
LP analysis).

The nominal measures for jitter and shimmer obtained for the signals in fig. 5.18 are
given in table 5.4. Although the measures for the oscillator-plus-noise generated signals are
somewhat too large, meaning that the noise amplitude may be over-estimated if the prediction
error amplitude is used for its estimation – signals (d) and (e) are clearly perceived as more
natural than signals (b) or (c).

Table 5.4: Nominal jitter and shimmer measures for the signals in fig. 5.18

Signal (a) (b) (c) (d) (e)

Jitter: σj 1.06 % 0.08 % 0.87 % 1.55 % 1.62 %

Shimmer: σs 1.07 % 0.00 % 8.04 % 1.54 % 1.39 %

A statistical evaluation of the jitter and shimmer measures on our database of sustained
speech signals, comprising nine vowels, three nasals, and one liquid, each recorded from nine
female and eleven male speakers gives the numbers in table 5.5. The analysis was restricted
to signals that could be stably re-synthesized by the oscillator model and for which reliable
pitchmarks could be computed.

8As already mentioned, the positions of pitchmarks, as well as the jitter time series of natural speech signals
can be partially predicted, and modeled by an AR process [SG97, EK96].
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Figure 5.18: Time-domain signals with pitchmarks (plus signs) and according histograms for
the jitter and shimmer time series uj(i) and us(i) of (a) the natural ‘glottal signal’ xg(n), (b)
the oscillator generated signal yo(n) for an oscillator with Bayesian regularization (regulariza-
tion according to cross-validation yields a similar behavior), (c) the oscillator generated signal
yo(n) for GRBFs with λ = 2.3 × 10−2, (d) the oscillator-plus-noise generated signal yg(n),
(e) the extended oscillator-plus-noise generated signal y(n), inversely filtered by A(z)Hlp(z).
The according nominal jitter and shimmer measures are listed in table 5.4.
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Table 5.5: Statistical results for the nominal jitter and shimmer measures for signals from a
database of sustained vowel/nasal/liquid sounds for (a) the original signals, (b) the synthetic
signals generated by the oscillator without noise, (c) the oscillator-plus-noise model generated
signals, and (d) the extended oscillator-plus-noise model generated signals.

(a) (b) (c) (d)

mean(σj) 1.01 % 0.28 % 1.42 % 1.42 %

std(σj) 0.81 % 0.75 % 1.06 % 1.03 %

mean(σs) 1.45 % 0.58 % 2.14 % 2.13 %

std(σs) 0.74 % 2.21 % 1.86 % 1.55 %

c(σj , σ
orig
j ) 1 0.025 0.55 0.50

gmean(
σj

σorig
j

) 1 0.098 1.47 1.49

c(σs, σ
orig
s ) 1 0.053 0.12 0.23

gmean( σs
σorig
s

) 1 0.029 1.36 1.39

The numbers in table 5.5 reveal that the expected values E(·) for both the jitter and the
shimmer measure from the signals generated by the oscillator model alone are about one third
of the measure from the natural signal, while the oscillator-plus-noise model and the extended
model yield measures about 50 % higher than in the original. However, also the variance std(·)
of the jitter and shimmer measures is high, indicating that the overall mean values are not
very meaningful.

Some more information can be found from the correlation c(σx, σ
orig
x ) between the measures

for the original signal and for the synthetic signals. Here, the signals from the oscillator model
without noise show a correlation of only 0.025 for the jitter measure, while the oscillator-plus-
noise generated signals have correlation of 0.55 and the signals from the extended oscillator-
plus-noise model 0.50. Closer inspection reveals that, as already mentioned above, the signals
generated by the oscillator alone are often almost periodic, i. e., have a jitter and shimmer
measure close to zero, and only few signals display variations of individual fundamental cycles
(like sub-harmonics) that, however, lead to jitter and shimmer measures much higher than for
the original signal.

For the signals generated by the (extended) oscillator-plus-noise mode, on the other hand,
the jitter measures correlate quite well with the ones for the original signals. This characteristic
can also be read from the geometric mean of the quotient between the jitter measure of the
synthetic and that of the original signals, gmean( σs

σorig
s

) = exp (mean(ln
σj

σorig
j

)). The geometric

mean of 0.098 for signals generated without noise says that on average these signals have a
jitter measure one order of magnitude lower than the original signals. For the (extended)
oscillator-plus-noise model generated signals the numbers show that the jitter measure is of
the correct order of magnitude, although somewhat too high. One arrives at similar findings
analyzing the numbers for the shimmer measure.

5.3.2 Trajectory divergence

The divergence of trajectories in phase space is a characteristic feature of nonlinear systems.
For signals generated by nonlinear systems two trajectories passing through nearby points in
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phase space may diverge even on short time intervals. For a discrete time system this property
is exemplified in fig. 5.19.

x(n + 2)
x(n′ + 1)

x(n′ + 2)

x(n′′ + 2)

x(n′′ + 1)

x(n′)

ε
x(n)

x(n′′)

x(n + 1)

Uε(x(n))

Figure 5.19: Divergence of signal trajectories in phase space

The divergence of trajectories in phase space can be illustrated by a set of functions
S(l;N, ε) of relative time lag l, parameterized by the embedding dimension N and a dis-
tance ε defining the size of the neighborhood region Uε(x(n)). A point on the trajectory is
considered to be ‘near’ to x(n) if it is inside the region Uε(x(n)). The functions characterizing
divergence are computed as

S(l;N, ε) = E
(
log10

(
‖x(n′ + l)− x(n+ l)‖

))
, ∀x(n′) ∈ Uε(x(n)) . (5.6)

The expected value E(·) in this equation is approximated by averaging over all occurrences of
points x(n′) ∈ Uε(x(n)).

An example for S(l;N, ε) for a natural speech signal is depicted in fig. 5.20 (a). For a chaotic
signal, the largest Lyapunov exponent can be deduced from the functions S(l;N, ε) if a clear
linearly increasing slope (i. e., an exponential divergence of the trajectories) starting at a small
lag l up to some reasonable lag before saturation is observed for all values of neighborhood
size ε, and for all embedding dimensions N above a certain minimum embedding dimension
[HKS99]. The resulting positive value for the largest Lyapunov exponent would indicate chaotic
behavior, which has been claimed for speech signals [BM94], but which is also often questioned.

Since for the sustained vowel signals used here a sufficiently clear linear slope in the func-
tions S(l;N, ε) could not be observed, we limit ourselves to comparing the trajectory divergence
behavior of natural and oscillator generated signals based on the similarity of the functions
S(l;N, ε) in the example plots in fig. 5.20.

From these plots we see that the oscillator generated signal with a regularization fac-
tor determined Bayesian learning, fig. 5.20 (b), or by cross-validation, fig. 5.20 (c), display
only a minimal divergence of trajectories, characterized by the flat evolution of the functions
S(l;N, ε). The oscillator with the regularization parameter tuned for the correct jitter mea-
sure (cf. sect. 5.3.1) yields a somewhat more similar divergence behavior for the functions
S(l;N, ε) for lower embedding dimension N = 3 and N = 4 (top-most lines of each function
bundle starting at the same ordinate value at l = 0 in fig. 5.20 (d)). However, for the higher
embedding dimensions N = 5 and N = 6 the functions S(l;N, ε) are again quite flat. This
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Figure 5.20: Functions S(l;N, ε) characterizing the divergence of (a) the ‘glottal signal’ for
a natural speech signal (vowel /o/), and of oscillator generated ‘glottal signals’ for this vowel,
with (b) the synthetic signal generated by the oscillator without noise with λ = 6 × 10−5

according to Bayesian learning, (c) with λ = 1× 10−9 according to cross-validation, (d) with
regularization tuned for the correct jitter measure (λ = 2.3 × 10−2, cf. sect. 5.3.1), and (e)
for the signal generated by the oscillator-plus-noise model with Bayesian regularization. The
values for the embedding dimension N and for the size of the neighborhood ε indicated in
subplot (a) were used for all other subplots, too.
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is of course related to the observation in sect. 5.3.1 that the so tuned oscillator generates a
signal with period doubling only and not a high-dimensional chaotic signal.

For the oscillator-plus-noise generated signal, on the other hand, the functions S(l;N, ε)
show a general increase independent of embedding dimension N in fig. 5.20 (e), although the
signals do not diverge to the same degree as the original signal and the functions S(l;N, ε)
saturate at a lower value (at an ordinate value of about −3.6 as compared to −2.8 for the
original signal).

It may seem that the divergence behavior of the natural signal could be best reproduced
by a combination of the behavior of the manually tuned oscillator’s divergence in fig. 5.20 (d)
and that of the oscillator-plus-noise model in fig. 5.20 (e), i. e., a more natural signal could be
obtained by a tuned oscillator with added noise. This would, however, leave us with the task
to manually tune the regularization parameter of the oscillator model for each training signal.

These observations lead us to conjecture that, in terms of trajectory divergence of the
generated signal, the oscillator-plus-noise model will in general provide a more natural behavior
as compared to the oscillator model without added noise.

5.4 Conclusion

Investigations on the nature of speech show that a noise-like signal component is an important
integral part of voiced speech signals. This is obvious for ‘mixed excitation’ speech signals, like
voiced fricatives. But also for ‘purely voiced’ speech signals, like vowels, the noise-like signal
component plays an essential role. This signal component is added to the oscillatory component
in many state-of-the-art synthesis systems like, e. g., elaborate formant or harmonic-plus-noise
synthesis algorithms, or in speech coders based on waveform interpolation. Considering that
the oscillator model is a low-dimensional signal model we have to provide additional means to
include the high-dimensional noise-like component in the generated synthetic speech signal.

From speech analysis and former research (as well as from simple experiments with station-
ary additive noise signals) it becomes clear that a pitch-synchronous amplitude modulation of
the noise-like signal component is requisite for high quality synthesis. Furthermore, analysis of
the speech generation process and our experiments show that for the faithful re-generation of
general mixed excitation speech signals an individual spectral shaping of the noise-like signal
component is necessary.

To satisfy these requirements we introduce the oscillator-plus-noise model, providing the
means of pitch-synchronous amplitude modulation of the noise signal component based on
the state of the oscillator, and the extended oscillator-plus-noise model for individual spectral
shaping of the noise-like signal component by a distinct LP analysis and synthesis path.

For vowel signals the analysis of the prediction error signal of the nonlinear predictor used in
the oscillator model resembles an amplitude modulated white Gaussian signal if the oscillator
model is used in combination with LP inverse filtering. For many vowel signals the amplitude
modulation of the prediction error signal matches well with speech production models that
suggest noise bursts correlating with glottal closure and glottal opening, and the correspond-
ing amplitude envelope used for noise modulation in harmonic-plus-noise synthesis. With the
oscillator model – in contrary to many other speech synthesis methods – this amplitude mod-
ulation need not be modeled by a parametric envelope, since no explicit information about the
signal phase is available. However, the signal phase is related to the position in phase space
encoded by the oscillator state vector. A clear picture of the relation between signal phase
and position in phase space is encountered for the ‘open loop’ trajectory structure of inverse
filtered speech signals.

To achieve a pitch-synchronous modulation, the amplitude of the noise-like signal com-
ponent is predicted from the state vector of the oscillator. To this end a second nonlinear
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function is introduced and trained to predict the amplitude of the error signal of the nonlinear
predictor in the oscillator model from the predictor state vector. During synthesis the second
nonlinear function generates an amplitude envelope for the additive noise signal based on the
state vector of the oscillator. The additional effort of using another nonlinear function, intro-
ducing a number of additional parameters to the synthesis model, may seem untoward, but
it allows for an individual modeling of the modulation envelope for each speech sound, which
proves particularly relevant for mixed excitation speech signals.

In vowel signals re-generated by the oscillator-plus-noise model, the added noise signal
results in an improved spectral reproduction of the original speech signal. The line spectrum
often encountered for signals generated by the oscillator model is accompanied by a noise
baseline in the lower frequencies and, due to the high-pass filtering in the synthesis process,
the noise signal component dominates the higher frequency range in the full speech signal
domain and yields a good reproduction of the spectral components missing until now.

In contrast to vowel signals, for mixed excitation speech signals – like voiced fricatives – the
modeling of the prediction error signal by a white noise signal is not appropriate anymore. The
larger spectral variation of the prediction error signal calls for an additional filtering of this
signal to arrive at a noise-like signal component that can be substituted by a white noise signal.
To this end we introduce a second LP path in the oscillator-plus-noise model for whitening
of the noise-like speech component, and for the correct spectral shaping of the additive white
noise signal during synthesis.

When modeling voiced fricatives a major benefit of the modeling of the noise amplitude
by a state-dependent nonlinear predictor becomes evident: The estimated and re-generated
envelope of the noise-like signal component for voiced fricatives displays a distinctively different
shape than for vowels. With the second nonlinear predictor, however, the noise amplitude can
be faithfully re-generated for each individual signal.

Using the same structure and training methods the oscillator-plus-noise model is also able
to re-generate unvoiced fricatives.

The synthetic speech signals generated by the oscillator-plus-noise model resemble the
original signals of vowels and voiced fricatives in oscillatory waveform shape, spectral char-
acteristics, and in the form of signal trajectory in phase space. Furthermore, the objective
measures for naturalness considered here, show that – with the noise-like signal component
added – the synthetic signals also resemble the natural speech signals in terms of jitter and
shimmer measure, as well as concerning trajectory divergence.
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Chapter 6

Summary and conclusions

Based on previous investigations in the nonlinear oscillator model, on recent concepts of nonlin-
ear function identification, and on findings from speech signal analysis and synthesis, we have
presented robust methods for the application of the oscillator model to synthesis of stationary
speech signals, including the re-production of a noise-like signal component.

6.1 Contributions

During the last decade the autonomous oscillator model and its application to speech signal
modeling has been investigated in a number of publications. Most of these investigations
targeted the modeling of the oscillatory signal component of vowels, with the aim of the
correct re-production of features of the natural speech signal, like cycle-to-cycle variations.
Also, most of the investigations directly applied the oscillator to modeling the full speech
signal, since the nonlinear predictor in the oscillator model can incorporate linear prediction
widely used in other speech processing tasks. However, good results of stably re-synthesized
speech signals are often achieved with manual tuning of model parameters and for specific
training signals, only.

In this thesis we have developed the means for modeling and stable re-synthesis of a large
number of stationary speech signals using one and the same oscillator model structure, as
well as an extension of the oscillator model allowing for the re-generation of the noise-like
component of speech signals in addition to the oscillatory component.

The increase in the number of signals that can be stably re-synthesized is achieved, on the
one hand, by the application of inverse filtering by linear prediction – which yields a simple
trajectory structure of the oscillatory speech component in embedding phase space – and,
on the other hand, by the robust estimation of regularization for the RBF networks used as
nonlinear prediction function by a Bayesian training algorithm.

Inverse filtering transfers the signal modeling task to the ‘glottal signal’ domain, thus
shifting the application of the oscillator from modeling a signal influenced by a widely varying
resonance filter (the vocal tract) to the modeling of (an estimate for) the oscillatory signal
generated by the vocal fold oscillation. Although such a modeling does not strictly fall in the
class of ‘physical modeling’ the advantage of employing the oscillator model for modeling the
‘glottal signal’ can be read from the number of successfully re-synthesized vowel signals.

The comparison of nonlinear function models on a one-dimensional modeling task in Chap-
ter 3 and for vowel signals in Chapter 4 reveals that a smooth function model like an RBF
network is a favorable choice for modeling the oscillatory signal component using the oscillator
model. Like in many other practical applications, the utilization of regularization for nonlinear
function learning is mandatory. For this task the Bayesian estimation of the regularization
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factor for an RBF network has been shown to be a convenient tool for oscillator identification.

Considering that the oscillator model alone can only re-generate the low-dimensional os-
cillatory signal component of a speech signal we have investigated the means necessary for the
additional adequate re-generation of the noise-like signal component of speech for the first time
in this thesis. To this end the features of the noise-like component of voiced speech signals are
analyzed and an extension of the oscillator model for the re-generation of the noise-like speech
component, related to formant synthesis and harmonic-plus-noise models, is presented as the
oscillator-plus-noise model.

The oscillator-plus-noise model provides the means for an appropriate pitch-synchronous
amplitude modulation of the noise-like signal component based on the evolution of the state
vector of the signal generation oscillator – i. e., the current position in phase space – and al-
lows for the individual spectral shaping of oscillatory and noise-like speech signal components.
Thus, stationary vowel signals, mixed excitation signals like voiced fricatives, and also un-
voiced fricatives can be re-synthesized with high fidelity, resembling the natural speech signals
in their spectral properties, in the form of signal trajectories in phase space, and perceptu-
ally1. A comparison of the synthetic signals with natural speech signals concerning short-term
variations of fundamental period length and amplitude of individual fundamental cycles, as
well as divergence of signal trajectories in phase space confirms these findings.

6.2 Discussion and potentials

Identification of the parameters of an oscillator model with an RBF network with Gaussian
basis functions as nonlinear prediction function by means of Bayesian learning is a robust way
to achieve successful re-synthesis of the oscillatory component of stationary speech sounds,
particularly in combination with inverse filtering based on linear prediction. Our approach,
aiming at a model with a pre-defined structure and as many parameters fixed as possible,
shows that high-fidelity synthesis of speech with one oscillator model structure for all stationary
speech sounds can be accomplished, with the signal dependent parameters being only the RBF
network weights and the LP filter coefficients.

The oscillator-plus-noise model presented provides the means for a similar faithful re-
generation of the noise-like signal component, allowing for the synthesis of natural vowel
signals, signals for nasals and liquids, as well as voiced and unvoiced fricatives, i. e., all sta-
tionary speech sounds in general. Like the features of the oscillatory speech component,
amplitude modulation envelope and spectral shape of the noise-like signal component are
identified from the training signal. The necessity of correct amplitude modulation of a noise-
like signal component is proved by perception experiments [Hol81, Her91, SK98] and the need
to provide different modulation for different speech sounds is underlined by analysis results
[JS00a, JS00b, LS01].

With our model variations in the speech signal related to the spoken phoneme, to fun-
damental frequency, and to speaker identity can be captured and re-generated, which is dif-
ficult with other model-based synthesis methods, like speech signal generation by the LF
model [PQR99]. This also points at the capability to model, e. g., emotional speech sounds or
different speaking styles.

1Audio examples can be retrieved from http://www.spsc.tugraz.at/erhard/publ/diss.html.
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Disagreeing with Wolfgang van Kempelen, who states that �it is against my and certainly as
well against the reader’s intention to also describe all failures in detail�, we want to point
out some of the problems and drawbacks encountered during our work and the challenges
pertaining for the use of the oscillator model for general purpose speech synthesis.

One of the most obvious drawbacks of the oscillator model as used here is the high com-
plexity. The more versatile behavior of our signal generation model as compared to, e. g.,
parametric signal models as the LF model, is linked to a considerably large number of signal
dependent parameters: For most of the examples in this thesis the oscillator model comprised
an RBF network with several hundred weights (as compared to 5 parameters in the LF model),
and in the oscillator-plus-noise realization used for our examples the number of parameters
roughly doubles. It seems, however, not possible to achieve adequate speech synthesis with a
smaller RBF network (i. e., when reducing embedding dimension and/or number of basis func-
tions per dimension). Application of the RVM algorithm, however, can significantly reduce the
RBF network complexity in the oscillator, and the complexity of the predictor for the noise
amplitude may be simply reduced by choosing a smaller network (thus, however, trading the
benefit that the basis functions have to be evaluated only once if the same RBF network is
used for the oscillator and for noise prediction).

Despite the increase in the number of speech sounds that can be successfully re-synthesized,
a major problem remains the identification of a stable oscillator from natural speech signals.
Looking at the numbers of stably re-synthesized signals from a database of sustained vowel
signals, in a considerable number of cases oscillator identification still fails. The primary
reason for this is that many of the signals in the database are not as stationary as necessary
(in particular variations in the signal amplitude, like a linear increase/decrease, result in an
unstable oscillator, as found for linearly amplitude modulated LF signals, too). Hence, the
training of the oscillator model and of the oscillator-plus-noise model, relies on sustained
speech signal recordings, and the training of oscillator model parameters from continuous
speech signals does not seem feasible with the methods considered here.

The very reason also still prevents the application of the oscillator model to the modeling
of transient speech sounds, like plosives.

For the goal of general purpose speech synthesis with a nonlinear oscillator also some
additional tasks are necessary. The most important of these tasks is to have a technique
for the control and modification of fundamental frequency at hand which can be linked into
the nonlinear model. For this task methods based on the interpolation of nonlinear function
models have been proposed [Man99, LMM00]. As for other speech synthesis algorithms, the
task of fundamental frequency modifications shall be easier to solve in the ‘glottal signal’
domain than on the full speech signal, as, for example, already pointed out by the better
performance of LP-PSOLA as compared to PSOLA on the full speech signal. The example in
sect. 4.5.1, however, shows that a robust control of fundamental frequency using RBF weight
interpolation is still challenging. A method that aims at a decoupling of fundamental waveform
shape and fundamental frequency has been proposed in [DA00], and applied to the modeling
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of glottal flow signals from inverse filtering: A second order resonator filter is coupled with
nonlinear prediction, and the fundamental frequency is controlled by changing the resonance
frequency. The application of this concept to the oscillator-plus-noise model is certainly worth
to be investigated.

For inverse filtering, alternative methods to LP for modeling the vocal tract filter should be
considered. Acoustic tube models, for example, are closely related to LP and would account
for the incorporation of losses as well as sources along the vocal tract, or interaction between
source and vocal tract filter. Acoustic tube modeling of the vocal tract filter is a step in the
direction of physical modeling, in the manner of articulatory synthesis. A combination of an
invertible physical model for the vocal tract and the oscillator model could yield a high quality
‘quasi-articulatory’ synthesis model.

The identification of oscillatory and noise-like signal components in the oscillator model
learning method used here is not yet optimal. In the analysis of oscillator-plus-noise model
generated speech signals both the jitter and the shimmer measure are somewhat too high.
This might be due to the over-estimation of the amplitude of the noise-like signal component2.
Since we consider the predictable part of a speech signal as the oscillatory component, the
prediction error signal is the estimate for the noise-like signal component. The prediction
error, however, also comprises modeling errors due to the application of a certain nonlinear
function model. Thus, the estimate for the amplitude of the noise-like signal component based
on the prediction error amplitude might be too high.

On the other hand the noise-like signal component lacks energy in the low frequency range
(below 1 kHz). This is especially evident in the examples for re-synthesis of unvoiced frica-
tives given in App. C. Obviously, the low-pass filter in the inverse filtering process makes
low frequency noise-like components predictable to some extent, hence they are attenuated
in the prediction error signal, and thereupon also by the LP synthesis filter in the noise sig-
nal path. The predictability of low-frequency components seems to be accountable for the
under-estimation of the power of low-pass filtered noise in artificial glottal signals reported in
sect. 4.4.6 as well (cf. table 4.4).

For some mixed excitation signals the noise-like signal component dominates the spectral
distribution, and hence has a large influence on the estimation of the LP filter for the oscillatory
part from the full speech signal. Thus, the LP filter for the oscillatory signal component
primarily models the spectral characteristics of the noise-like component, and may not result in
an appropriate estimate for the ‘glottal signal’ associated with the oscillatory signal component.
A remedy may be the iterative re-estimation of the inverse filter for the oscillatory component
from a full speech signal with the current estimate for the noise-like component subtracted.
This may also relieve the problem of predictability of the noise-like signal component in the
‘glottal signal’ of mixed excitation and unvoiced signals due to low-pass filtering.

2The somewhat too high amount of noise-like signal components in the synthetic signals is also confirmed
by informal listening tests.
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Appendix A

Abbreviations, acronyms, and
mathematical symbols

A.1 Abbreviations and acronyms

ANN artificial neural network

DC direct current (signal)

DFT discrete Fourier transform

FFT fast Fourier transform

FIR finite impulse response (filter)

GCI glottis closure instant

GNE glottal-to-noise excitation (ratio)

GRBF Generalized Radial Basis Function (network)

HNR harmonics-to-noise ratio

IIR infinite impulse response (filter)

IPA international phonetic alphabet

LP linear prediction

LF Liljencrants-Fant (model for voiced speech source)

MA moving average (filter)

MARS multivariate adaptive regression splines

MI mutual information

MLP multi-layer perceptron

MSE mean-square error

RBF radial basis function

RVM relevance vector machine

pdf probability density function

TTS text-to-speech (system)
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A.2 Mathematical symbols

F0 fundamental frequency

T0 fundamental period

n discrete time

N dimension

Nc number of RBF centers

x scalar (input) variable

x̂ predicted value for x

{x(n)} time series

x = [x1, x2, . . . , xN ]T vector (input) variable

X = [x1,x2, . . .xP ] matrix of input data for training

t = [t1, t2, . . . , tP ]T vector of target (output) values

‖ · ‖ Euclidean vector norm

f(·) a nonlinear function

f̂(·) model for the nonlinear function

ϕ(·) radial basis function (RBF)

ϕ(·) = [ϕ1(·), ϕ2(·), . . . ϕNc(·)]T vector of RBF outputs

Φ =




ϕ1(x1) · · · ϕNc(x1)
...

. . .
...

ϕ1(xP ) · · · ϕNc(xP )


 matrix of RBF outputs

g(·) nonlinear activation function (in MLP)

w = [w1, w2, . . . wNc ]
T (true) weights of the RBF model

ŵ = [ŵ1, ŵ2, . . . ŵNc ]
T estimated weights of RBF model

λ regularization factor for RBF training

p(x) probability density function (pdf) of x

p(x|y) conditional pdf of x given y

N (µ, σ2) Gaussian pdf with mean µ and variance σ2

E(x) expected value of x

O(N) computational complexity of order N

H(z) z-domain system function of a filter

A(z) system function of the LP inverse filter
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Appendix B

Bayesian training of an RBF
network

B.1 Derivation of the iterative algorithm

The Bayesian approach to model comparison and regularization for regression [Mac92a] as-
sumes that the training output samples tk are produced from the training input vectors
xk, k = 1 . . . P by an additive noise model

tk = f(xk) + εk , p(ε) = N (0, σ2
n) , (B.1)

with additive zero-mean Gaussian noise samples εk with variance σ2
n. σ2

n is the first hyper-
parameter in the Bayesian model. For the application to RBF networks the function f(·) is
modeled by the network function

f(x) =

Nc∑

i=1

wi ϕi(x) , (B.2)

with a number of Nc weights wi and basis functions ϕi(·). The weights are accumulated
in a vector w later on. For the training algorithm the basis functions have to be fixed a
priori, like, for example, the Gaussian basis functions used throughout this thesis: ϕi(x) =

exp
(
−1

2
‖x−ci‖2

σ2
g

)
, with a priori fixed centers ci and variance σ2

g .

The network weights w are considered random variables with a prior pdf p(w|α), intro-
ducing one additional, scalar hyper-parameter α. Incorporating regularization by stating a
preference for smoother network functions is done by choosing the prior for the weights as a
Gaussian distribution with variance α−1:

p(w|α) =
( α

2π

)−Nc
2

exp
(
−α

2
‖w‖2

)
, (B.3)

thus preferring small values for the weights which result in a less variable network function.

The aim is to find the most probable values for the weights and the hyper-parameters
given the training data, i. e., to maximize p(w, α, σ2

n|X, t). Since this cannot be accomplished
analytically, the task is divided into two steps, maximizing the probability of the weights
values for given training data and hyper-parameters, and updating the hyper-parameters,
corresponding to a decomposition

p(w, α, σ2
n|X, t) = p(w|X, t, α, σ2

n) p(α, σ2
n|X, t) . (B.4)
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For the first term on the right-hand side, the hyper-parameters are assumed to be known
and the according posterior pdf for the weights p(w|X, t, α, σ2

n) is a multivariate Gaussian
distribution1,

p(w|X, t, α, σ2
n) = (2π)−

Nc
2 |Σ|− 1

2 exp
(
−1

2(w − µ)TΣ−1(w − µ)
)
, (B.5)

with covariance and means, respectively:

Σ = (
1

σ2
n

ΦTΦ+ αI)−1 ,

µ =
1

σ2
n

ΣΦTt . (B.6)

Here, I is the identity matrix of size Nc, and the P ×Nc matrix Φ is composed of the output
of all basis functions ϕi(·) for all training input data vectors xk, k = 1 . . . P :

Φ =




ϕ1(x1) · · · ϕNc(x1)
...

. . .
...

ϕ1(xP ) · · · ϕNc(xP )


 . (B.7)

The second part in the decomposition eq. B.4 is split according to

p(α, σ2
n|X, t) ∝ p(t|X, α, σ2

n) p(α) p(σ2
n) . (B.8)

Here, we neglect the normalization constant p(t) and assume no conditioning of the hyper-
parameters on the input training data p(α|X) = p(α), p(σ2

n|X) = p(σ2
n).

Maximization of the right-hand side terms depends on the choice of prior distributions
for the hyper-parameters. Both α and σ2

n shall take only positive values. Moreover, they
can be considered as scaling parameters. Thus, a uniform pdf on a logarithmic scale2 is an
appropriate choice. The prior pdf for α (and σ2

n) thus should be

p(α) =




∝ 1

α α > 0 ,

0 α ≤ 0 .
(B.9)

This pdf cannot be normalized (because its integral diverges), however, for the application in
the Bayesian algorithm this is not necessary, as we will see below. The uniform pdf on the

1Both eq. B.5 and eq. B.11 can be derived simultaneously from the identity p(w|X, t, α, σ2
n) ·p(t|X, α, σ2

n) =
p(t|X,w, α, σ2

n) · p(w|X, α, σ2
n), with p(w|X, α, σ2

n) = p(w|α) from eq. B.3, and p(t|X,w, α, σ2
n) =

p(t|X,w, σ2
n) = (2πσ2

n)−P/2 exp
“
− 1

2σ2
n
‖t−Φw‖2

”
, according to eqs. B.1 and B.2, using eq. B.7. The re-

sulting product pdf can be separated in the pdf for the weights w, eq. B.5, and in the pdf for the training
output data t, eq. B.11 which comprises all terms independent of w.

2 A more general choice for the pdf of the hyper-parameters is the Gamma distribution

p(α) =

8
><
>:

0 for α ≤ 0 ,

λn

Γ (n)
αn−1 e−λα for α > 0 , λ, n > 0 ,

with Γ (n) =

Z ∞

0

un−1e−udu ,

which approaches a uniform distribution on a logarithmic scale in the case λ, n → 0. In [Tip01] both choices
are treated for the derivation of the relevance vector machine, here we stay with the special case of the uniform
pdf on a logarithmic scale.
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logarithmic scale has the advantage of making the learning process independent of the output
training data scale [Tip01], see also App. B.2 below.

It is convenient to maximize the logarithm of the pdf in eq. B.8, and with respect to
logα and log σ2

n, which is treated assuming uniform distributions on a logarithmic scale or
Gamma distributions as prior pdfs for the hyper-parameters in [Tip01] (for the relevance
vector machine). We maximize

log p(t|X, logα, log σ2
n) + log p(logα) + log p(log σ2

n) . (B.10)

Due to p(logα) = αp(α) the last two terms are constant for uniform prior distributions on a
logarithmic scale.

p(t|X, α, σ2
n) is a P -dimensional Gaussian distribution with zero means and a covariance

matrix σ2
nI + α−1ΦΦT:

p(t|X, logα, log σ2
n) = (2π)−

P
2 |σ2

nI + α−1ΦΦT|− 1
2 exp

(
−1

2 t
T(σ2

nI + α−1ΦΦT)−1t
)
. (B.11)

Without the constant terms in eq. B.10 the log objective function for this case is

L = −1

2

(
log |σ2

nI + α−1ΦΦT|+ tT(σ2
nI + α−1ΦΦT)−1t

)
. (B.12)

Note that, in eq. B.11 and B.12, I is the P × P identity matrix.
From the derivative of the objective function with respect to the hyper-parameters the

following equations at the maximum are found:

∂L
∂ logα

=
1

2

(
Nc − α(µTµ+ Trace(Σ))

)
= 0 ,

∂L
∂ log σ−2

n
=

1

2

(
P σ2

n − ‖t−Φµ‖2 − Trace(ΣΦTΦ)
)

= 0 . (B.13)

Appropriate update equations for the hyper-parameters derived from eq. B.13 [Mac92a]
are

αnew =
γ

µTµ
,

1

σ2
n

new

=
‖t−Φµ‖2
P − γ ,

γ = Nc − αold Trace(Σ) . (B.14)

The value of the intermediate parameter γ ∈ [0, Nc] introduced here is a measure of the effective
number of model parameters that are well determined [Mac92a].

When iterations of eq. B.6 and B.14 converge we find the Bayesian approximation for the
function f(·) in eq. B.1 by taking the means µ of the posterior distribution for the weights –
i. e., the values maximizing eq. B.5, as the weights ŵ = µ for an RBF network with the same
basis functions ϕi as used in the model (eq. B.2) and in the training process (eq. B.7):

f̂(x) =

Nc∑

i=1

ŵi ϕi(x) . (B.15)

There are two approximations deviating from the exact Bayesian approach made in this
procedure: Firstly, for the computation of the parameters for the weights posterior pdf (eq. B.5)
in eq. B.6 it is assumed that the hyper-parameters are known, which corresponds to taking
a delta-distribution for p(α, σ2

n|X, t). This is, however, a common assumption used, e. g., in
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the expectation-maximization (EM) algorithm [DLR77] (for an overview see [Moo96]). Sec-
ondly, the update of the hyper-parameters eq. B.14 is not an exact maximization of proba-
bility/likelihood, since the calculation of γ involves the old value for α, as well as µ and Σ
(which depend on α and σ2

n) on the right-hand side of the equation. Nevertheless, this approx-
imation turns out to be advantageous as compared to, e. g., assuming a Gaussian distribution
for p(w, α, σ2

n|X, t) [Mac99]. Furthermore, it yields no problems with convergence. For RVM
learning, even on the contrary, convergence is reported to be faster using an equivalent approx-
imation as eq. B.14 than for using the exact maximization of the log objective function [Tip01,
App.].

B.2 Scale-invariance for uniform prior pdfs on logarithmic
scale

For the Bayesian learning of regularization factor and noise variance we stated a prior pdf
(eq. B.9) for the hyper-parameter α (and σ2

n) as

p(α) =




∝ 1

α α > 0 ,

0 α ≤ 0 .
(B.16)

This is a uniform distribution on a logarithmic scale. It cannot be normalized – however, this
fact does not hinder its application in the Bayesian model. The uniform distribution on a
logarithmic scale makes the Bayesian training process invariant to a linear scaling of training
output data and of noise amplitude, as we will show below.

Recall that α is the inverse of the variance of the prior Gaussian pdf for the weights
(eq. 3.18/eq. B.3), and σ2

n is the variance of the additive Gaussian noise (eq. 3.17/eq. B.1). To
achieve scale invariance, amplitude scaling of the training output values should result in the
corresponding scaling of the model weights, without changing model probability. Thus, the
standard deviation σw =

√
1/α for the weights prior pdf should be able to take values in the

range of, e. g., [1, 2] equally likely as in [10, 20] or [0.1, 0.2].
Considering the positive root, the pdf of σw is obtained as

p(σw)




∝ 1
|− 1

2
α−3/2|

1
α = 2

√
α = 2

σw
, σw > 0 ,

0 , σw ≤ 0 .
(B.17)

The probability for the weights standard deviation being in [a, b], with 0 < a < b <∞ is

P (a < σw < b) =

∫ b

a
p(σ′w) dσ′w ∝

∫ b

a

2

σ′w
dσ′w =

[
2 ln |σ′w|

]b
a

= 2 ln
b

a
, (B.18)

which is the same for [1, 2], [10, 20] or [0.1, 0.2]. Thus, the prior probability for the weights
standard deviation taking values in either of these intervals is equal, and the Bayesian weight
values are able to scale with the training output signal.

The same arguing is used for the standard deviation of the additive noise signal σn and
proves that the Bayesian training process is also robust with respect to scaling of the noise
amplitude.
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Appendix C

Example signals

On the following pages some examples for the signals in the oscillator-plus-noise model
(fig. 5.14 on page 106) are depicted. The plots for each signal comprise the time domain
signal, the two-dimensional phase-space representation, as well as the DFT magnitude spec-
trum.

All signals are shown at a sampling rate of 16 kHz, the embedding lag for the phase-space
representation is M = 13 samples, and in the phase-space representation the same 600 samples
as in the time-domain plot are used. For all synthetic signals both the time-domain signal
and the phase-space representation comprises an initial transient due to the initialization of
the oscillator by (N − 1)M + 1 = 40 samples from the original signal xg(n), plotted in dotted
lines1, as well as additional transient signal components due to the synthesis filters 1/Hlp(z),
1/A(z), and 1/Anoi(z).

DFT spectra are computed from a number of 1024 signal samples, where the first 200
samples including the transient signal part for the synthetic signals are skipped. The Hann
window function is used.

In the time-domain signal plots of the residual xr noi(n) of the noise-like signal component,
the estimated noise amplitude trajectory ânoi(n) is plotted in dashed lines, and in the plots for
the modulated synthetic noise signal yr noi(n) the predicted noise amplitude ãnoi(n) is plotted
in dashed lines. Both ânoi(n) and ãnoi(n) are exaggerated by a factor of 5.

In the DFT spectra of the synthetic oscillatory speech component yosc(n) and of the syn-
thetic noise-like component ynoi(n) the transfer functions of the according synthesis filters –
|1/Hlp(f) · 1/A(f)| and |Anoi(f)|, respectively – are plotted in dashed lines.

Inverse filtering is performed with LP of order NLP = 18, pre-emphasis with kem = 0.75,
and a one-pole recursive low-pass Hlp(z) with a pole at klp = 0.95.

The parameters for the oscillator model are: embedding dimension N = 4, embedding
delay M = 13, Gaussian RBF network with K = 5 centers per dimension (Nc = 625 basis
functions), outer edge of center grid D = 1, basis function width dBF = 1 (variance of Gaussian
basis functions σ2

g = 0.52). RBF weights are learned by the Bayesian training algorithm. For
the noise amplitude prediction the same network structure as for signal prediction is used,
but training is performed with a fixed regularization factor λ = 0.1 using regularized matrix
inversion. A number of P = 3000 signal samples were used for training.

The audio files for the example signals presented here are available from my web-page at
http://www.spsc.tugraz.at/erhard/publ/diss.html.

1The 40 samples for initialization of yg(n) are from the beginning of xg(n), right before the signal part used
for training and shown in the plots here.

http://www.spsc.tugraz.at/erhard/publ/diss.html
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Vowel /o/, male speaker
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Figure C.1: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Vowel /a/, male speaker
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Figure C.2: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Vowel /E/, male speaker
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Figure C.3: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Vowel /i/, male speaker
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Figure C.4: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Vowel /a/, female speaker
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Figure C.5: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.



135

Vowel /u/, female speaker
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Figure C.6: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Voiced fricative /v/, male speaker
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Figure C.7: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Voiced fricative /z/, male speaker
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Figure C.8: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Voiced fricative /Z/, male speaker
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Figure C.9: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Unvoiced fricative /f/, male speaker
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Figure C.10: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Unvoiced fricative /s/, male speaker
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Figure C.11: Time-domain signals, two-dimensional phase-space plots, and DFT magnitude
spectra for the input, intermediate, and output signals in the oscillator-plus-noise model.
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Raţiu. The new version of the ROMVOX text-to-speech synthesis system based
on a hybrid time domain-LPC synthesis technique. In Proceedings of the Inter-
national Conference on Spoken Language Processing, volume 5, pages 1971–1974,
Sydney, 1998.

[FNK+99] Attila Ferencz, István Nagy, Tünde-Csilla Kovács, Teodora Raţiu, and Maria
Ferencz. On a hybrid time domain-LPC technique for prosody superimposing
used for speech synthesis. In Proceedings of the European Conference on Speech
Communication and Technology, volume 4, pages 1831–1834, Budapest, 1999.

[Fra89] Andrew M. Fraser. Information and entropy in strage attractors. IEEE Transac-
tions on Information Theory, 35(2):245–262, 1989.

[Fri91] Jerome H. Friedman. Multivariate adaptive regression splines. The Annals of
Statistics, 19(1):1–141, 1991.

[Hay94] Simon Haykin. Neural Networks. A Comprehensive Foundation. Macmillan Col-
lege Publishing Company, New York, Toronto, Oxford, 1994.

[HB96] Andrew Hunt and Alan W. Black. Unit selection in a concatenative speech syn-
thesis system using a large speech database. In Proceedings of the International
Conference on Acoustics, Speech, and Signal Processing, volume 1, pages 373–376,
Atlanta (GA), 1996.

[Hei82] Josef Heiler. Optimized frame selection for variable frame rate synthesis. In Pro-
ceedings of the International Conference on Acoustics, Speech, and Signal Pro-
cessing, pages 586–588, 1982.

[Her91] Dik J. Hermes. Synthesis of breathy vowels: Some research methods. Speech
Communication, 10:497–502, 1991.

[Hes83] Wolfgang Hess. Pitch Determination of Speech Signals. Springer Series in Infor-
mation Sciences. Springer, Berlin-Heidelberg-New York-Tokyo, 1983.

[HK98] Herbert Haas and Gernot Kubin. A multi-band nonlinear oscillator model for
speech. In Proceedings of the 32nd Asilomar Conference on Signals, Systems and
Computers, Pacific Grove, CA, November 1998.



146 BIBLIOGRAPHY

[HK05] Martin Hagmüller and Gernot Kubin. Poincaré sections for pitch mark determina-
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ger Hoffmann: Studientexte zur Sprachkommunikation, Band 22, pages 136–143,
2001.

[Ran02] Erhard Rank. Concatenative speech synthesis using SRELP. In Keller et al.
[KBM+02], pages 75–86.

[Ran03] Erhard Rank. Application of Bayesian trained RBF networks to nonlinear time-
series modeling. Signal Processing, 83(7):1393–1410, July 2003.

[RK01] Erhard Rank and Gernot Kubin. Nonlinear synthesis of vowels in the LP residual
domain with a regularized RBF network. In Lecture Notes in Computer Science,
volume 2085, pages 746–753. Springer, 2001.

[RK03] Erhard Rank and Gernot Kubin. Towards an oscillator-plus-noise model for
speech synthesis. In Proceedings of the ISCA Tutorial and Research Workshop on
Non-linear Speech Processing (NOLISP), Le Croisic, France, May 2003.

[Ros71] Aaron Rosenberg. Effect of glottal pulse shape on the quality of natural vowels.
Journal of the Acoustic Society of America, 49:583–590, 1971.

[RP98] Erhard Rank and Hannes Pirker. VieCtoS—speech synthesizer, technical
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