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Abstract

The ever increasing demand for mobility calls for new mobile communication

systems that deal more efficiently with the very limited bandwidth available.

While such systems do exist and work well in computer simulations, little

is known about their performance under real world conditions. Little is also

known about how to best determine and compare the throughput performance

of such wireless communication schemes in specific, realistic outdoor scenarios.

The range of effective answers spans from performing numerical simulations to

building prototypes.

In recent years we have determined that a cost, time, and manpower efficient

—as well as effective— method is that of carrying out quasi-realtime testbed

measurements. In this approach, all possible transmit data is generated off-

line in Matlab, but only the required data is then transmitted over a wireless

channel which is altered by moving the receive antennas. The for closed-loop

transmissions required feedback is instantly carried out in approximately 40

milliseconds in Matlab. The received data itself is not evaluated in real-

time but off-line using a cluster of PCs. Results for the scenario measured are

automatically obtained using the same script that has already controlled the

complete measurement procedure and documentation.

The potential of this efficient approach is demonstrated exemplarily on MIMO

single carrier, MIMO HSDPA, and MIMO WiMAX measurements in indoor,

urban outdoor, and Alpine outdoor scenarios. We present the results obtained

in terms of physical layer throughput over transmit power as well as over

transmit antenna element spacing.
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Kurzfassung

Der ständig steigende Bedarf nach Mobilität erfordert die Entwicklung immer

neuerer Telekommunikationssysteme, die in der Lage sind, die verfügbaren Fre-

quenzbänder noch effizienter zu nützen. Während solche Systeme in Simulatio-

nen bereits existieren und gut funktionieren, ist deren exakte Leistungsfähig-

keit unter realen Einsatzbedingungen noch weitestgehend unbekannt. Über-

dies ist ebenso unklar wie der Durchsatz eines solchen neuartigen Kommuni-

kationssystems am effizientesten unter realen Umgebungsbedingungen ermit-

telt werden kann. Die Bandbreite der dafür in Frage kommenden Methoden

reicht von rein numerischen Simulationen bis hin zur Entwicklung von Proto-

typen.

Im Laufe der letzten Jahre stellten wir fest, dass quasi Echtzeit Testbed-

Messungen einen kosten-, zeit- und arbeitskrafteffizienten sowie auch effek-

tiven Ansatz zur Lösung dieses Problems darstellen: Dazu werden alle denk-

baren Sendedaten zuerst offline in Matlab generiert. Diese werden dann je

nach Bedarf über einen echten Funkkanal übertragen. Das für die Übertra-

gung benötigte Feedback wird instantan in Matlab berechnet. Die Empfangs-

daten selber werden nicht während der Messung, sondern erst danach in einem

Rechnerverbund ausgewertet. Die gesamte Messung sowie die die detaillierten

Messdokumentation werden voll automatisiert durch ein einziges Skript ge-

steuert.

Die folgende Arbeit demonstriert das Potenzial dieser effizienten Messmethode

am Beispiel von mehrantennen Einzelträger, HSDPA und WiMAX Messungen

innerhalb sowie außerhalb von Gebäuden. Wir präsentieren die dabei erzielten

Resultate als Durchsatz über Sendeleistung bzw. Durchsatz über Abstand der

Sendeantennen.
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1. Motivation

1. Motivation

Modern wireless communication systems rely on complex algorithms to extract

the maximum performance from a radio link. They do so by exploiting the

characteristics of a channel in an ingenious way. In the end —although it is

sometimes a good benchmark— it is not the bit error ratio or the theoretically

achievable capacity that counts, but the throughput actually achieved by the

system under investigation.

Determining the throughput-performance of ingenious transmission schemes,

on the other hand, is a different story. To do so, usually, the communication

system is simulated in Matlab and the channel1 is replaced with sounded

coefficients and/or a channel model—that is, in essence, a simplified numerical

replica of reality. But what effects should be considered in such a model? What

about quantization effects, power amplifier non-linearities, mutual antenna

coupling, and phase noise? And, more importantly, are there yet unknown

and maybe critical influences on the performance?

The alternative extreme is to build the entire system, or at least a prototype, to

determine its performance under real-world conditions. Unfortunately, this ap-

proach also has some severe drawbacks; namely, it requires a lot of time, money,

and manpower, in addition to offering little flexibility. For example, how to

1 The wireless communication channel was originally presented by Claude Shannon in [55,
p.5]. Including all antenna and communication effects, a channel suffers from imperfections
of the hardware used as well as additive (thermal noise) and multiplicative distortions
(characteristics of antennas, absorption, diffraction, reflection, and scattering), usually
referred to as fading (path loss + shadowing + multipath fading).
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1. Motivation

test a new channel coding scheme in a short space of time? Hence, the usability

of prototypes in “university-style” research is very limited.

Between those two extremes lies “testbedding”. The essence of testbedding is

to make no assumptions on the channel at all (including DA/AD converters,

mixers, amplifiers, antennas, etc.) but simplifying the wireless communication

system at some other point, for example, real-time capability or equipment-

size/mobility.

During the past five years we have tried many different measurement ap-

proaches, including channel sounding and real-time implementation, to de-

termine the average throughput of communication systems under real-world

conditions. We have found that —especially for our case of academic research

which has limited financial resources— the testbedding approach presented in

this thesis is very attractive due to its excellent trade-off between effectiveness

and efficiency.

Our goal is to scientifically obtain throughput curves that show/compare the

average performance of wireless communication systems in a specific, realistic

scenario (like the .SVG2 file shown in Figure 1.1) with one, fully automatized

script.
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Figure 1.1: Measured throughput of different 2×2 HSDPA transmission modes (1, 2,
and 1or2 streams) over transmit power and transmit antenna distance.
See Section 4.2.2, page 64, for further details.

2 SVG . . . Scalable Vector Graphics is a standard to describe two dimensional vector graph-
ics in XML-Syntax. We programmed our own plot functions for creating SVG files using
Matlab, which itself currently does not support high quality plot outputs.
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1. Motivation

Chapter Overview

This thesis is structured as follows:

In Chapter 2, the measurement methodology used to obtain the throughput

of a mobile communication system is explained. Particular emphasis is placed

on how to efficiently increase and gauge the precision of a measurement carried

out. The Monte Carlo [54], sampling [48], experimental design [42, 43, 47], vari-

ance reduction [41], statistical inference [51], and bootstrapping techniques [38]

thus required should have been well known for several decades. However, we

could not easily find recently published paper in the area of communication

engineering that, for example, presents confidence intervals for the results ob-

tained therein.

The testbed design presented in Chapter 3 perhaps is —besides many others

[147–189]— just another approach to building a piece of “publishable” MIMO

measurement hardware. The engineering part of Chapter 3 was therefore kept

short, yet describes all the parts of our testbed before listing possible issues

regarding testbed design in general. What actually differentiates our approach

from others is the quantity of efficiently produced measurement results [1–3, 6–

9, 11–16, 18, 19, 22–25] showing more than scatter plots, estimated transfer

functions, or estimated mutual information:

Exemplarily, Chapter 4 reports on the influence of antenna distance on the

bit error ratio of a single carrier 4 QAM MIMO, as well as on the physical

layer throughput of a MIMO HSDPA transmission. Measurement results were

obtained in realistic indoor, urban outdoor, and Alpine outdoor scenarios using

realistic transmit and receive antennas.

Chapter 5 reports on antenna switching, presenting a new antenna selection

criterion applicable to HSDPA and other mobile communication systems. The

criterion takes into account the entire system design and is based on the SINR

expressions describing the behavior of the whole link including the receiver,

instead of using only channel state information.

A Conclusion and Outlook finally summarizes all the results that have cur-

rently been obtained and are planned to be obtained with the testbed presented

in this thesis [1–9, 11–35].

For readers not familiar with statistical inference [48], bootstrapping [38], and

(stratified) random sampling [48], an easy to follow numerical example is pre-

sented in Appendix A.

3



2. Measurement Methodology

2. Measurement Methodology

When it comes to evaluating the performance of mobile radio communication

systems, the most common method by far is computer simulations. Fortu-

nately, much of the backbreaking work has been eliminated by the incredible

amount of computing power and pre-defined toolboxes available nowadays. Al-

though certainly convenient, such simplicity is bewitching.

As we will show in this chapter, measuring the performance of the physical layer

of a mobile communication system can be remarkably similar to simulating it.

The main difference is that a measurement has to obey the laws of nature. For

example, one cannot just assume perfect channel knowledge, perfect frequency

and timing synchronization, known noise variance, double-precision feedback,

and so on. One also cannot measure a million independent channel realizations

within a small scale fading scenario. Compared to simulations, all this may

seem troublesome; on the other hand, reality is like this.

In other words, simulations reflect the simulation environment (and may reflect

reality) while measurements do reflect reality.

2.1. Basic Idea

“Simulation is always a form of sampling experiment whenever the model

contains one or more stochastic variables (although it is a very special type

of sampling experiment since simulations are performed on abstract models

instead of real-life objects)” [53, p.xi]. Figure 2.1 shows such an abstract model

4



2. Measurement Methodology

which will henceforth be used to obtain the average throughput performance

of a radio transmission:

TX channel RX

(in Matlab) (in Matlab)

complex baseband data

(in Matlab) th
ro

ug
hp

ut

Figure 2.1: Simulating a sample for a throughput simulation.

The Monte Carlo simulation now works as follows:

1. Random complex-valued baseband data is created in the block named

“TX”. Next, this data is sent through a random channel realization

disrupted by random, usually Gaussian, noise. Finally, the resulting

baseband data is decoded in the block named “RX” to calculate the

throughput of one transmitted block.

2. The above transmission is repeated to receive an average throughput.

3. The above procedure is repeated to receive a set of average throughputs

over the factor of interest (e.g. different TX power levels):
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Figure 2.2: Average throughput versus transmit power.

Measuring the performance of a mobile communication system can be carried

out in a very similar way by “simply” replacing the channel with some real

hardware (in our case, a testbed); that is, transmitting the data in a realistic

scenario over a wireless channel (see Figure 2.3):

TX TX
testbed

RX
testbed RX

(in Matlab) (in hardware) (in hardware)

complex baseband data

th
ro

ug
hp

ut

(in Matlab)

wireless
channel

Figure 2.3: Measuring a sample for a throughput measurement.
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2. Measurement Methodology

However, the following differences to simulation arise:

� The different channel realizations created by moving the RX antennas

of the testbed may not be independent and subject to drift.

See Section 2.4.1, page 12, on sampling and Section 2.4.3, page 17, on bias.

� The channel can be disturbed by undesired interference.

See Section 2.4.4, page 18, on outliers.

� The receiver cannot have genie driven knowledge of the channel and the

timing.

See Section 2.4.5, page 19, on parameter estimation.

� The channel cannot be controlled as it can be in simulations. Especially,

it is impossible to hold the channel constant over a given period of time

or even to switch it back to a previous state.

See Section 2.6.3, page 27, on reproducibility and repeatability, as well as Section 2.8,

page 30, on feedback and retransmissions.

� Measurement speed is limited due to the fact that a measurement can-

not be parallelized on lots of computers. Neither is it possible to trans-

mit faster than the actual transmission. Furthermore, changing the TX

power (by using a programmable attenuator) or changing the RX an-

tenna positions (by using a linear guide) takes a considerable amount of

time. As a result, a thorough statistical design and analysis, especially

regarding the required sample size, is needed.

See Section 2.6, page 23, on statistical inference.

� The quasi-realtime testbed design employed by us requires the transmit-

ted data blocks to be pre-generated in Matlab, stored on flash hard-

disks for fast access, and then transferred to small but real-time capable

FIFOs. Therefore, to speed up and simplify things, the TX blocks used

may not be random but constant during one complete experiment.

See Chapter 3, page 33, for more details on our testbed.

� Starting a new experiment, the testbed may simply refuse to work as

expected because, for example, a cable is loose.

See Section 2.3, page 8 on pretesting.

2.2. Problem Formulation

Compared to pure simulations, measurements usually require a frequently un-

derestimated amount of money, manpower, and time. Unfortunately, this

6



2. Measurement Methodology

amount can never be reduced to the level required for simulation, as the sim-

ulation itself is still required as “part” of the measurement to validate the

measurement. Nevertheless, we still try to minimize our research expenses

by simplifying our measurements compared to “commercial systems” in the

following way:

� We only analyze the physical layer of radio communication systems,

namely we do not investigate multi user scheduling and other higher

layer issues.

� We only employ one TX and one RX unit with a maximum of four anten-

nas each (16 each by employing switches in the radio frequency frontend).

Therefore, we can only consider the up-/downlink scenario from a single

base station to a single user. By measuring in an unused band we can

later choose between having no interference at all (noise is only thermal)

or adding interference from other previously made measurements with

different TX locations in the digital domain (assuming that the receiver

is linear).

� We only consider such scenarios on a block-by-block basis in real-time,

that is, the time between blocks is short (some milliseconds) but typically

longer than in most real systems.

� We do not put constraints on the size of our TX and the RX unit.

Currently, they are as big as a small table.

� We use more sophisticated radio frequency hardware than a low-cost

commercial product would. We do so for three reasons. Firstly, to

carry out the very precise measurements required by some experiments.

Secondly, to be prepared to meet the specifications of future communi-

cation systems. Thirdly, to easily evaluate the throughput-impact of a

commercial component by comparing it to our “reference” (for example,

the impact of a low-cost, noisy oscillator).

� We (optionally) employ external synchronization in frequency and time

(see Section 3.4, page 41). This gives us the choice to measure with no,

a constant, or a randomly selected frequency offset.

� We implement all necessary algorithms in Matlab/C in floating point.

In addition to being “feasible”, this gives us all the flexibility needed to

quickly change the code if new ideas arise that need to be tried out (for

example, LDPC instead of Turbo channel coding).

� We measure systems employing feedback only in sufficiently static sce-

7



2. Measurement Methodology

narios in order to have enough time for calculating the feedback and, as

a result, the required new transmit signal (see Section 2.8, page 30).

Given the above-mentioned simplifications, our goal is to scientifically

compare the performance of given wireless communication schemes

in specific, realistic scenarios.

In the aforementioned goal

� scientifically “suggests a process of objective1 investigation that ensures

that valid conclusions can be drawn from the experimental study” [43,

p.3]. Furthermore we want this process to not only be effective, but also

efficient2.

� performance may be, for example, expressed in terms of average

throughput or median bit error ratio.

� wireless communication schemes can be, for example, simple single

carrier uncoded transmissions or more complex systems such as WiMAX

or HSDPA. Their actual implementation, however, is not of importance

for our measurements as long as a Matlab code for the transmitter and

receiver exists.

� compare means that we have to be able to measure different communi-

cation systems using the same hardware over channels that are as similar

as possible, that is, to transmit the block with scheme two immediately

after the one with scheme one.

� realistic scenarios are, for example, indoor-to-indoor, outdoor-to-

indoor, and outdoor-to-outdoor urban/sub-urban/Alpine scenarios. For

us, a realistic scenario also includes the usage of realistic antennas, as

for example, 60° flat panel X-polarized antennas at the base-station.

Monopole antennas at the base-station are not realistic in our opinion.

2.3. Employing the Basic Idea

To reach the above stated goal and produce, for example, Figure 2.6, we per-

form five basic steps:

1 “independent of individual thought and perceptible by all observers” [56]
2 The difference between effectiveness and efficiency is easily visualized by the following

example: Killing a fly with a sledgehammer is effective, but not efficient.

8



2. Measurement Methodology

1. We design a testbed that enables us to transmit baseband data pre-

generated in Matlab over realistic channels (see Chapter 3, page 33).

In the case of Figures 2.4, 2.5, and 2.6, the testbed has to transmit blocks

of 2×2 HSDPA and 2×2 WiMAX that are already stored in its memory.

(Details of the 2×2 HSDPA [9] and 2×2 WiMAX [2] systems as well as

the scenario in which we measured this curve (see Section 4.2.2, page 64)

are not important to understand the following sections. The techniques

presented from here onwards work with virtually any Matlab code rep-

resenting the transmitter and receiver of a communication system.)

ba
se

ba
nd

R
X

 d
at

a

testbed
transmitter

(in Matlab
and hardware)

testbed
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wireless channel

move antennas 
to create different 
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Figure 2.4: Measuring a sample of baseband data that in a subsequent step is auto-
matically converted by a cluster of PCs (see Section 2.5, page 20) into
the corresponding throughput values.

2. We carry out a pretest [48, p.7], that is, we collect a very few observations

of the experiment outcome.

We do so to find and solve problems before spending a lot of time on a

complete measurement, only to discover afterwards that, for example, a

cable was not mounted correctly and the throughput is just zero all the

time.
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Figure 2.5: Inferred mean throughput performance of a scenario using only 20
throughput observations: By visual inspection we conclude that mea-
surement works.
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2. Measurement Methodology

3. We continue collecting measurement data, that is, we collect a represen-

tative sample of the population of interest (see Section 2.4, page 11).

In the case of Figures 2.5 and 2.6, the target population is the aggregate

of all possible throughputs in a specific urban scenario.

4. After evaluating the measured baseband data by a PC cluster, we sum-

marize and analyze the data obtained, that is, we draw inferences from

the collected sample to plot graphs or tables showing estimated param-

eters of the target population (see Section 2.5, page 20).

In the case of Figure 2.6, the average throughput of the scenario is in-

ferred from the measured sample. Having no other information than the

throughputs of our sample at hand, the “best” estimate for the popula-

tion mean is the sample mean [80] (see Section 2.6, page 23). Figure 2.6

plots this estimated throughput versus transmit power.
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Figure 2.6: Inferred mean throughput performance (of the scenario pretested in Fig-
ure 2.6) using all 434 throughput observations. Note that the size of the
confidence intervals is considerably smaller than in Figure 2.5.

5. We determine the precision of our results (see Section 2.6, page 23).

In the case of Figure 2.6, we draw the 95% BCa confidence intervals for

the mean, that is, 95% of the confidence intervals are supposed to cover

the population mean of interest.
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2. Measurement Methodology

6. We compare our results to previously measured results and theoretical

bounds (as, for example, the mutual information) to check for plausibil-

ity.

7. If possible, we use the results and experience gained to upgrade our

testbed and measurement procedure. Then we continue with Step 2.

2.4. Data Collection

Having a testbed that can transmit a given block of data, we identify three

sources of variation in our experiment set-up (see Figure 2.7):
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Figure 2.7: Measuring a sample.

1. the TX data to be transmitted that consists of many different bits: we

are interested in the performance for all combinations.

2. the wireless channel that is determined by the measurement scenario

as well as the TX and RX antenna positions: we are interested in the

performance for a small area, lets say 3×3 wavelengths (=36 cm×36 cm)3.

3. thermal noise that disturbs the received signal: we measure in unused

frequency bands to ensure no expected interference from other sources.

The output4 of a single transmission carried out by the testbed consists of base-

band data samples that can be evaluated to obtain, for example, a throughput.

The input5 to our experiment is, for example, the transmit power for which

we want to infer the average throughput of a scenario.

3 By considering only such a small area, we exclude large scale fading effects in our investi-
gations.

4 The literature knows many names for the output of an experiment, for example, dependent
variable, the observed values, the explained variable, the response variable, or the outcome
variable [38–54].

5 The literature also knows many names for the input of an experiment, for example, the
independent variable, the controlled variable, the explanatory variable, or the manipulated
variable [38–54].
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2. Measurement Methodology

In order to obtain parameters of the target population, one method would

be to conduct a census, that is, measuring all possible combinations of input

signals, channel realizations, and noise—or in other words, all items of the

target population. Obviously, this is not possible.

Fortunately, collecting a representative sample for a given transmit power is

easy: Fix the transmit power and observe the throughput for

1. a block of random transmit data (by using a pseudo-random generator),

2. a random channel realization (by moving the RX antennas to a pseudo-

random position and rotation within the area of interest6), and

3. random noise (by ensuring that there is no interference).

When collecting such a “simple random sample”7, the precision can then be

doubled by quadrupling the sample size8 (see Section 2.6, page 23).

For those not familiar with sampling and statistical inference, Appendix B,

page 113, presents an easy to follow numerical example explaining most of the

important terms and ideas used in the following sections.

2.4.1. More Sophisticated Sampling Techniques

“The art of sampling consists in making the most efficient use of available

resources so as to afford the best possible estimate concerning the quality of a

population under consideration as is consistent with the ever-present limitation

in time and funds” [44, p.15]. “The purpose of sampling theory is to make

sampling more efficient” [48, p.8].

Sampling Homogenous Subpopulations

The first goal is stratification, that is, dividing the heterogenous population of

interest into subpopulations —so called strata— that by themselves experience

a smaller variation than does the entire population as a whole9. Having such

homogenous subpopulations at hand, their mean can be precisely estimated

6 Note that we define the scenario to be investigated by the area and orientations our receive
antennas can cover. Otherwise we would not be able to sample the target population.

7 In simple random sampling, at each draw, every possible item of the population should
have the same probability of being chosen [48, p.18].

8 “For a random sample of size n with variance σ from an infinite population, it is well
known that the variance of the mean is σ2

n ” [48, p.24].
9 Stratification may be used for other reasons, variance reduction being just one of them.
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2. Measurement Methodology

by using only a few samples. A precise estimate for the whole population

can then be obtained by combining the subpopulation means. “If intelligently

used, stratification nearly always results in a smaller variance for the estimated

mean or total than is given by comparable simple random sampling” [48, p.99].

See also page 115 for an easy-to-follow numerical example.

In our example the variation of the throughput introduced by different trans-

mit bits is much lower than the variance introduced by the different channel

realizations. In the case of un-coded single carrier 4 QAM transmissions, we

can even conduct a census in our subpopulation, that is, measuring all four

symbols of the 4 QAM. In the case of HSDPA, simulations and experience have

shown that measuring many channel realizations at the cost of only transmit-

ting one deterministic block10 of data does indeed reduce the variance of the

sample collected. The same holds true for WiMAX.

Sampling Spatially Autocorrelated Populations

Regarding the wireless channel, simple random sampling is also not the best

method. As shown in Figure 2.8 we have to deal with spatial data where the

observations are correlated due to their positions in space. Simply speaking,

sampling at distances below 0.2 wavelengths (2.4 cm) ceases to work efficiently

because it just repeats the same values. For this case of autocorrelated popu-

lations experiencing negative exponential correlation functions (see the spatial

correlograms11 in Figure 2.8), the literature suggests the use of systematic sam-

pling, that is, sampling a grid of fixed size, thus minimizing correlation [51,

p.180]. However, systematic sampling is not only an efficient procedure but

also a dangerous one, especially when periodic variations exist in the area to

be sampled. In the end, the choice of sampling procedure is a tradeoff between

the loss of precision due to correlation and possible errors introduced by the

systematic sampling approach [48, p.221]. See [51, p.180 and follows] for a

detailed analysis of this topic.

To measure, for example, 324 different throughputs in an area of 3×3 wave-

lengths (36×36 cm), we utilize a fully automated XYΦ positioning table that

can move the receive antennas along its x and y-axis, as well as rotate them

(see Figure 2.9).

10Measuring less than a complete block is not possible because of the coding that requires
a complete block to be transmitted over a constant channel.

11A correlogram plots the correlation of items some distance (x-axis) apart over this distance.
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Figure 2.8: To visualize the spatial correlation observed in 1×1 and 2×2 HSDPA,
we systematically sampled (see also Figure 2.9, page 15) an area of
3×3 wavelengths to obtain 7 360 throughput observations.
The top of the figure shows two histograms, the middle two XY-plots,
and the bottom spatial correlograms (see [79] on how they are con-
structed) for these measured throughput values. Note that for distances
larger than a quarter of a wavelength, the throughputs turn out to be
uncorrelated (|ρ| < 0.2).
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� To reduce vibrations created by very fast moving/accelerating antennas,

we employ a very heavy, low profile, “tank-proof” constructed position-

ing table.

� To minimize the effects of possible periodic variations, we make sure that

the x and y position increments are some prime value, that is, 0.17 in

our case (≈ 3/
√

324). Then we position the table such that its axes do

not run parallel with the walls of the room. This helps us to determine

later whether the metal of the table has influenced the measurement.
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Figure 2.9: Systematically sampling an area of 3×3 λ.

We measure 324 positions as follows (see Figure 2.9):

� We move the antennas on the XYΦ positioning table to the reset position

of x=0 λ, y=0 λ, and Φ=0°.

� Starting at an offset of 0,2 λ (due to mechanical reasons specific to our

linear guide), we first move the antennas in the direction of the linear

guide on the top to reduce vibrations.

� During the measurement, we rotate the antennas increasingly from 0° to

360°. As the rotation unit employed by us is very slow compared to the

linear guides, we are forced to only utilize such small rotation increments

to keep the measurement time low.

2.4.2. Variance Reduction Techniques

When inferring, for example, the mean of a target population, increasing the

sample size is by no means the only way of enhancing the estimate’s preci-

sion. As shown above, for example, employing more sophisticated sampling
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2. Measurement Methodology

techniques might be an easier alternative. More generally, D. C. Handscomb

calls a technique variance reducing “if it reduces the variance proportionately

more than it increases the work involved” [46]. Because such techniques have

been well known in the literature for decades (see for example [41] from 1935),

we only briefly mention here the most important ones used in our experi-

ments:

� Comparison: As it is very hard to reproduce measurement results ex-

actly (see Section 2.4.3, page 17, on bias), comparing different commu-

nication schemes is far more accurate [47, p.23].

For example, we compare 2×2 HSDPA with 2×2 WiMAX in Figure 2.6,

page 10. Note that the confidence intervals shown in this figure only

account for the precision of the estimates, not for their accuracy.

� Local Control: This includes transmitting the schemes to be com-

pared (grouping) immediately after each other over the same channels

(blocking), equally often (balancing) [43, p.316].

For comparing 2×2 HSDPA with 2×2 WiMAX in Figure 2.6 this means

that we transmit WiMAX and HSDPA for different TX powers over

the same different channels, and not in some other order (see also Sec-

tion 4.1.2, page 54, on how we measured over antenna distance). The

goal of local control is to keep the measurement conditions as similar as

possible for the different schemes to be compared over time, since, for

example, snow may fall during the measurement and change the channel

(see Section 2.6.3, page 27, on reproduceability).

� Randomization: At first, randomizing the order of the transmitted

blocks allows for “time trends to average out” [42, p.5]. In addition, ran-

domization ensures that all transmitted blocks face —on average— the

same measurement conditions (for example regarding training, antenna

swing12, and interference from adjacent blocks [47, p.19]). The third rea-

son for randomization is to avoid the measurement fitting some pattern

in the uncontrolled variation producing systematic errors [47, p.74].

For comparing 2×2 HSDPA with 2×2 WiMAX in Figure 2.6, page 10,

this means that we randomly shuffle the order of the adjacent HS-

12When moving, for example, 25 kg base station antennas quickly from measurement to
measurement position, they will never be absolutely static.
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2. Measurement Methodology

DPA and WiMAX blocks. For the comparison of different single carrier

schemes in Figure 4.9, page 58, this means that we shuffle the blocks

around the training sequence in a random way. In Figure 4.25, page 74,

we also shuffled the different schemes measured. Nevertheless, even if in

principle the best would be to shuffle everything, we did not always do

so in order to keep things simple and avoid errors (which are really hard

to detect).

� Factorial Experiments: When evaluating the influence of several fac-

tors on a transmission, the use of one-factor-at-a-time experiments13 is

not advisable [43, p.316], as the factors may jointly influence the re-

sponse.

See Chapter 4, page 51, on experiments carried out jointly investigating

transmit-power, antenna-distance, and antenna-polarization.

� Concomitant Observations: A supplementary (concomitant) obser-

vation that is correlated with the observations of interest can be used to

increase precision [47, p.48].

See, for example, Section 4.2.2, page 71, on how we corrected for the

average path loss of MIMO transmissions by using the corresponding

SIMO transmissions.

2.4.3. Bias

Systematic errors, or so called bias, “affect all measurements in the same way,

pushing them in the same direction” [52, p.103]. This fundamental property is,

on the one hand, a real godsend as it does not introduce any error when looking

at the difference between two measured communication systems—and that is

what we do14. On the other hand, a bias is hard to detect. The only way is to

compare the measurement result to some external standard, such as a measured

throughput curve to a mutual information curve, a simulation result, or a result

obtained using different measurement equipment. In any case, detecting biases

is a very demanding, (boring, in no way publishable) yet necessary Sisyphean

13for example, only investigating antenna distance while keeping the transmit power and
polarization constant.

14The absolute position of the curves in the figures plotted is never really of interest for us.
What we are interested in is their relative positions. A bias would shift all curves alike,
thus not change their relative positions.
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task15 best to be started by measuring uncoded single carrier SISO schemes

over a coaxial cable instead of a channel.

2.4.4. Outliers

An outlier is “an observation which derivates so much from the other obser-

vations as to arouse suspicions that it was generated by a different mecha-

nism” [49, p.1]. For example, the marked observation in Figure 2.10 is more

than ten standard deviations away from the mean. Such an extreme off mea-

surement result should, at least, attract our attention.
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Figure 2.10: Boxplot of 434 samples taken at different TX power levels. Note the
marked zero-throughput observation.

Outliers can arise due to errors in the measurement or its execution [50, p.28].

Possible causes may be:

� equipment malfunction

� unexpected, typically not repeating events such as door-slam, people

moving through the room, or window washers climbing on the facade in

front of the antennas.

Such errors can be detected by examining web-cam pictures, or prevented

by blocking access to the measurement site.

15A personal piece of advise for those wishing to build a testbed by themselves: Do not
underestimate the work needed to test and validate a testbed, it takes at least a year.
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� interference from other transmitters in the same frequency band

The way we detect undesired interference is remarkably simple, yet ef-

fective and not dependent on the data transmitted. As shown in Fig-

ure 2.11, page 20, we do not transmit anything immediately adjacent to

the data frames. These “noise gaps” can then be used in the evaluation

to detect deviations from the known16 noise power, thus identifying in-

terference that is usually not shorter than a transmitted block.

� errors in the Matlab code

Since the received data samples are stored for off-line evaluation it is

easy to step through the Matlab code of the receiver in order to find

possible errors17.

On the other hand, outliers may also arise due to inherent variability in the

measurement result [50, p.27], that is, the population measured is simply not

as homogenous as we might believe.

In the case of Figure 2.10, page 18, the marked outlier may at first glance

look like a measurement error. We searched for its cause to find possible

flaws in our measurement set-up but could not find one—therefore we did not

reject the zero throughput observation, as it might be a legitimate part of the

measurement result18.

2.4.5. Parameter Estimation

In order to obtain realistic estimates we need training that is separate from

our data. Ideally this training would come in the form of some new data from

the same population that produced the original samples. If the transmission

scheme itself does not include a preamble (as, for example, WiMAX) we addi-

tionally transmit a known training sequence (see Figure 2.11). Using the data

to be received in a genie driven procedure to estimate the channel, which is

then used for maximum likelihood decoding, is a dangerous procedure (because

the genie-driven knowledge can lead to unrealistic results).

16Since noise is thermal, its power is expected to remain constant during the course of a
measurement.

17Some errors do not affect pure simulations, especially those arising from unanticipated
real world channel conditions.

18A possible explanation: In the scenario we measured 1×1 HSDPA. This communication
system is designed to have a block error ratio of 10%. One block may be retransmitted
twice, resulting in about 1� of blocks with zero throughput. At 434 blocks measured,
the probability of observing an “outlier” is in the order of 50%.
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Figure 2.11: Obeying the principles outlined in Section 2.4.2, page 15, we use the
data transmitted to compare the throughput of “data 1” and “data 2”
(comparison) by transmitting them immediately next to each other
(blocking), randomly shuffling their order (randomization).

In order to estimate the SNR at the receiver independently of the transmission

scheme used (nonparametric) we obtain two intermediate estimates for each

block received (index i):

� Pi,signal+noise, the average power of the signal received, that is, also in-

cluding noise

� Pi,noise, the power of the noise estimated in the noise gaps before and

after the signal (see Figure 2.11)

These intermediate estimates are then averaged over all blocks transmitted.

Since noise and data are uncorrelated, the estimated average SNR can be

easily calculated using the equation:

ˆSNR =
P̂ signal

P̂ noise

=
average(P̂i,signal+noise)− average(P̂i,noise)

average(P̂i,noise)

Note that the averaging has to be carried out before the nonlinear division (see

J. L. W. V. Jensen from 1906 [81]).

2.5. Evaluating and Summarizing the Data

To evaluate our measurements, we employ a self written cluster software that is

set up for the parallel processing of large data sets on standard Windows-PCs.

The basic idea is simple:

� During the measurement, the complex-valued received data is collected

at the receiver site in the form of one large file per RX antenna position

(for example, 434 files requiring 1.5 GBytes each). In addition, a central

server is informed each time data for a new receive position becomes

available.

� Employees leaving their workplace at night start a simple client program

for every processor core they want to make available for carrying out our
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evaluations. This client program then contacts the server, checks for the

availability of a new RX antenna position, copies the data required for the

evaluation, evaluates it, and finally writes the results of the evaluation

back to the server.

� The progress of the current evaluation can easily be checked at the central

server. Furthermore, the results of the previously calculated RX antenna

positions can be gathered at any time during the calculation, so the data

can be easily pre-tested, pre-analyzed, and pre-summarized.

During the last three years, we have identified two critical bottlenecks in

this procedure. Depending on the type of evaluation required their influ-

ence varies greatly (for example, many different channel estimators using

the same received data, or very simple receivers each using different receive

data):

1. Time to copy the data: For example, just copying 500×1.5 GBytes

= 750 GBytes of data takes a theoretical minimum of about 16 hours

on a 100 Mbit/s local area network. During the last three years, we

actually reduced this time by a factor of more than ten by employing

gigabit Ethernet connections19, dedicated high performance servers, and

optimized server to client data transfer.

2. Calculation time: Here things are straightforward as the evaluation

can be split over several computers on a position-by-position basis. Dou-

bling the number of clients available halves the time required for evalu-

ation. In typical numbers this means that 50 clients need one day for an

evaluation that would otherwise require about 50 days on a single core.

The evaluation results stored on the server are then automatically com-

bined to calculate the desired result. For example, gathering the calculated

throughputs at each RX antenna position20 and TX power produces, aver-

aged over the 434 RX antenna positions measured, the graph shown in Fig-

ure 2.12.

19At first, we had to set up our own gigabit Ethernet connections. Recently, the infrastruc-
ture of our institute has been upgraded to gigabit Ethernet.
Note that employing gigabit Ethernet instead of 100 Mbit/s Ethernet only allows for an
approximate threefold increase in speed in practice, due to excessively slow client com-
puter components. This limitation was overcome by transferring data to several clients
simultaneously.

20RX antenna position or, in other words, channel realization
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Figure 2.12: Average throughput of the measured HSDPA and WiMAX sample (and
the corresponding difference) over TX power.

As average values tell us only little about the distribution of the sam-

ple, cumulative probability functions can be drawn to provide further in-

sight:
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Figure 2.13: Cumulative empirical probability of the 434 HSDPA and WiMAX sam-
ples measured at a transmit power of 24.6 dBm.

Since HSDPA offers 256 [120, Table 7I, pp. 54] different modulation and coding

schemes in contrast to seven [123, Section 8.3.3.2.3] in the case of WiMAX,

the HSDPA curve shows a much finer granularity.
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The corresponding boxplot is shown in Figure 2.14:
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Figure 2.14: Boxplot of the HSDPA and WiMAX throughputs measured for the
same TX powers (the boxplots have deliberately been shifted to avoid
overlap).

2.6. Statistical Inference

Once a representative sample of the population of interest has been collected

(see Section 2.4, page 11), we are not only interested in summarizing this

sample but also in inferring population parameters. That is the goal of statis-

tical inference—to say what we have learned about the population from the

sample [38, p.18].

2.6.1. Inferring the Population Mean

The left-hand side of Figure 2.15 shows the average throughput of 434 samples

obtained per transmit power. The calculated value is exact (which is why
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no confidence intervals are drawn), as there is no doubt about the average

throughput actually achieved given the collected sample because WiMAX and

HSDPA receivers use deterministic algorithms.
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If now all samples receive the same weight, the sample average is the only

unbiased estimator for the population mean [80]. If there is no other informa-

tion about the population than the sample obtained this estimated mean also

“cannot be improved on” (see plug-in principle, [38, p.37]).

2.6.2. Precision and Sample Size

In complicated situations, gauging the uncertainty of an estimate based on

an assumed probability model is “tedious and difficult”. In addition, inap-

propriate simplifications and assumptions may lead to potentially misleading

results [40, p.1]. The Bootstrap is a recently developed technique for avoiding

such calculations. It is “a computer-based method for assigning measures of

accuracy to statistical estimates” thereby “aiming to carry out familiar sta-

tistical calculations like confidence intervals in an unfamiliar way: by purely

computational means, rather than through the use of mathematical formu-
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lae”. [38, p.10,p.392] “The nonparametric bootstrap21 is a fairly crude form of

inference that can be used when the data analyst is either unable or unwill-

ing to carry out extensive modeling. Nonparametric bootstrap inferences are

asymptotically efficient - that is, for large samples they give accurate answers

no matter what the underlying population.” [38, p.395]. Nevertheless, the real

power of the bootstrap lies in the analysis of small data sets from an unknown

population—and that is what we do here.

Simply speaking, the bootstrap does —through resampling of the few observa-

tions obtained— what we “would do in practice if it were possible: repeat

the experiment” [39, p.4]. The new sets of observations thus created are

then used in a subsequent step to calculate, for example, confidence inter-

vals. The inferences of the thus used percentile-t, BCa, or ABC algorithm [38]

“are not perfect, but they are substantially better than most in the other

traditional inference methods” [38, p. 393]. As programs such as Matlab

are already equipped with ready to use functions22 we will skip the details of

the algorithms and refer the interested reader to Appendix B, page 113, for

an easy-to-follow numerical example as well as [38] for additional theoretical

background.

Being able to gauge the precision of the results is important in order to deter-

mine the number of measurements needed to reach the desired degree of preci-

sion. Looking back at the 434 observations measured in Figure 2.15, page 24,

the right-hand side also shows next to the estimated population mean (that is,

the sample average) the corresponding 95% bootstrap BCa
23 confidence inter-

vals (that is, 95% of the confidence intervals are supposed to cover the true,

for us unknown, population mean24).

21Experience has shown that the use of a non-parametric bootstrap approach is more accu-
rate than a parametric bootstrap approach with incorrect model assumptions [39, p.28].

22The Matlab function for the BCa algorithm is bootci(), whilst for the accelerated ABC
algorithm a built-in function does not exist but can be downloaded from the internet. The
R function for the BCa algorithm is boot.ci{boot}. For the accelerated ABC algorithm
it is abc.ci{boot}.

23bias corrected and accelerated [38, p.176]
24Because “the chances are in the sampling procedure, not in the parameter”, it would be

wrong to say that the true population mean is covered by a given confidence interval with
a probability of 95% [52, p.384].
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As the variance of the mean decreases reciprocal to the number of samples,

so does the square root of the confidence-interval-size25 (see Figure 2.16).

For the 230 samples measured, we obtain the precision shown in Fig-

ure 2.17:
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25the size of the range the confidence interval covers
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In the case of a narrow band single carrier 4 QAM transmission, about 8 610

RX antenna positions are needed to obtain the same relative precision of about

10% (see Figure 2.18). Further details on this measurement can be found in

Section 4.1.2, page 54.
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Figure 2.18: For the experiment presented in Section 4.1.2, page 54, (narrow band
indoor single carrier 4 QAM SISO on TX antenna 1 and 2 as well as
2×1 Alamouti) we evaluate the absolute and relative size of the 95%
confidence intervals (for the mean bit error ratio) over TX power.

2.6.3. Reproducibility and Repeatability

To judge the reproducibility26 of our measurements, consider the following

outdoor-to-indoor experiment carried out in the inner city of Vienna, Aus-

tria (see Section 4.2.2, page 64, for further details on the measurement sce-

nario):

� Three equal measurements, each lasting 12 hours, evaluating many dif-

ferent HSDPA schemes—we only look at a single result, namely the

throughput of 2×2 D-TxAA HSDPA.

26reproducibility. . . ”The closeness of agreement between independent results obtained with
the same method on identical test material but under different conditions (different
operators, different apparatus, different laboratories and/or after different intervals of
time).” [57]
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� The first measurement was commenced in good weather conditions. Af-

ter about 10 hours, towards the end of the first measurement, a snow-

storm covered the dry roofs and streets with a 3 cm thick layer of wet

snow.

� The second measurement was carried out when the snowstorm had al-

ready ended, although the wet snow remained.

� The third measurement was carried out another 12 hours later, under

similar weather conditions as measurement number two.

Figure 2.19 shows the resulting mean throughput of 2×2 D-TxAA HSDPA

obtained from these three measurements. The lower two subplots show the

absolute and relative difference between the two later measurements carried

out under similar conditions.

measurement: 2009-01-14bmeasurement: 2009-01-14measurement: 2009-01-1315

10

5

0
0.4

0.2

0

th
ro

ug
hp

ut
di

ffe
re

nc
e 

[M
bi

t/
s]

4035302520151050

10%

5%

0%

transmit power [dBm]

er
ro

r 
[ 
]

night day 1 (no snow)
2x2 HSDPA

evening day 2 (snow)
night day 2 (snow)

evening day 2 (snow)
minus

difference in % of mean

night day 2 (snow)

th
ro

ug
hp

ut
[M

bi
t/

s]

95% 
confidence 
interval

Figure 2.19: Reproducing the same measurements 12 and 24 hours later.

Variance reduction techniques, as explained in Section 2.4.2, page 15, are

therefore necessary to combat undesired influences such as drifts and changes

in the environment. Simply speaking, if repeated randomly shortly af-

ter each other, different transmission schemes can be more precisely com-

pared.
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Unfortunately, we did not measure two equal transmission schemes in any of

the above-mentioned urban scenarios. To show how accurately measurements

can be repeated27 we have to refer to a measurement carried out in an Alpine

scenario (see Section 4.2.4, page 80). In this measurement, which lasted ap-

proximately 12 hours, a radio frequency switch malfunctioned, and we therefore

measured the same 2×2 D-TxAA HSDPA transmission twice (see Figure 2.20).

Note that as the observations of the two measured curves are highly correlated,

the confidence intervals for their difference are much smaller than suggested

by the confidence intervals for the absolute values.
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Figure 2.20: Repeating the same measurement at the same RX positions.

2.7. Measurement Automatization

As already noted, the whole measurement, evaluation, and graph-plotting pro-

cedure is carried out using a single, fully automatized, script. This also includes

27repeatability. . . “The closeness of agreement between independent results obtained with
the same method on identical test material, under the same conditions (same operator,
same apparatus, same laboratory and after short intervals of time).” [57]
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elements whose value is sometimes underestimated such as:

� taking webcam pictures at the beginning and during the measurement,

� constantly monitoring temperature and humidity at the TX and RX site,

� texting the operator in charge if there is an important issue like a linear

guide getting stuck,

� and archiving the complete source codes used for this particular measure-

ment and for every single evaluation carried out using the measurement

data.

At first sight, automatized absolutely everything seems to be a waste of re-

sources, particulary time. In addition, automatization by itself also offers

no protection from errors in the measurement procedure and set-up. On the

other hand, scripts execute the programmed steps with 100% certainty. Even

if this does not imply that these steps are correct, the scripts can be gradually

improved over time to cover every possible flaw in the measurement proce-

dure.

Humans executing steps manually —at best from a checklist— behave differ-

ently. Especially, they tend to take shortcuts, either because they are lazy or

try to be smart. For example, on one occasion we did not archive the source

code of a measurement to save time because we thought that all the parame-

ters were equal to the previous measurement anyway. Now, we find that there

is no back-up of some important parameters.

To sum up, in our opinion, complete automatization is the only means of creat-

ing repeatable and consistently documented measurements.

2.8. Dealing with Feedback and Retransmissions

As radio channels stay constant over short periods of time, systems employing

adaptive channel adjustment, such as WiMAX and HSDPA, can be efficiently

measured using one of the two following approaches:

� If the feedback from the receiver is limited to only a few possible val-

ues (for example, seven in WiMAX), transmitting all possible transmit

blocks immediately after each other is the method of choice.
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Figure 2.21: Measuring all possible transmit blocks.

As shown in Figure 2.21 for WiMAX, we transmit all possible blocks

one after the other without calculating any feedback information. As

an advantage of this method, we will later still be able to evaluate the

throughput impact of different algorithms for calculating the feedback.

Furthermore, we can also evaluate all possible combinations of one, two,

three, and four receive antennas off-line from the same set of recorded

data. The same holds true when, for example, trying different receiver

types. The downside of this method is that the received data increases

linearly with the number of possible transmit blocks.

� If the number of possible transmit blocks becomes too large (for example,

a few thousand in MIMO HSDPA because of precoding and feedback),

transmitting all of them may no longer be feasible. The method of choice

is then to employ the feedback in a quasi-realtime fashion. Therefore, we

first pre-generate all possible transmit blocks at the transmitter before

the measurement is started. At every single transmission, a “previous

block” is transmitted first. Next, the receiver calculates just the feedback

bits in Matlab, which requires considerably less computational effort

than evaluating the complete received block. The resulting TX block

number is then used to trigger the transmitter (see Figure 2.22). Note

that the throughput-evaluation of the data blocks is still carried out later

off-line.
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Figure 2.22: Calculating the feedback in Matlab to transmit pre-generated trans-
mit blocks and the possibly required feedback via a LAN connection. If
the feedback is carried out via a wireless LAN bridge or similar, about
4 ms have to be added for the feedback time.
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If a communication system requires the retransmission of data blocks in case

of an erroneous detection at the receiver (as is also the case in HDSPA), we

always transmit all possible retransmissions (see Figure 2.22). If required, we

evaluate them later off-line.

2.9. Summary and Criticism

During the last four years, we figured out that one very efficient and effective

way of dealing with testbed measurements is the quasi real-time approach

presented in this chapter: In this approach, all possible transmit data is gener-

ated off-line in Matlab, but only the required data is then transmitted over a

wireless channel which is altered by moving the receive antennas. The feedback

calculation that may be required for such a transmission is instantly carried out

in some 40 milliseconds in Matlab. The received data itself is not evaluated in

real-time but off-line using a cluster of PCs. Results for the scenario measured

are automatically obtained using the same script that has already controlled

the complete measurement procedure and documentation. If more general re-

sults are of interest, measuring a representative sample of scenarios —using the

procedure described above— would allow for such inferences. The measure-

ment effort thus required should not be underestimated.

However, determining the real-world throughput performance of a communi-

cation system in a specific scenario itself is not really research—it is only

a tool for further research, as for example, investigating and improving the

algorithms used.

Consequently, the next research step should be to use the data obtained “to

help in the art of modeling and simulation of such systems (e.g., indicate where

specific assumptions made in present simulation methodologies are not sup-

ported by the measurements they obtained). It would be good to investigate

the sorts of models that have been proposed in the literature to simulate the

given scenarios, fit these models to the channel measurements, and then see

how well they predict the throughputs that you actually measured.”28. Un-

fortunately, the measured data do not allow for extracting channel data of

sufficiently high quality—if it did, we would have built the cheapest channel

sounder ever by far.

28Quote from an anonymous journal-review.
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3. Testbed Design

Setting up a testbed for wireless multiantenna measurements can be consid-

ered a straightforward task [147–189]. Several companies promise off-the-shelf

working baseband hardware and software, whilst other companies offer the

high frequency hardware also required [190–210]. To put the elements to-

gether, “nothing more” than a skilled engineer is required.

An error-free testbed that is able to reliably carry out novel outdoor wireless

measurements 24 hours a day, seven days a week, is another story. It is a story

of ongoing redesign, spending five times as much on accessories than on the

actual testbed hardware, always searching for bugs and faulty hardware, and

never having enough computing, let alone manpower.

This chapter will first introduce our testbed design before reporting on possible

pitfalls regarding testbed design in general.

2004 2005 2006 2007

Figure 3.1: Development of our testbed. It took about four years from the first
publication in 2004 to actually carry out realistic real-world outdoor-to-
indoor throughput measurements at the end of 2007.
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3.1. Basic Idea
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Figure 3.2: The Vienna MIMO Testbed.

To carry out measurements as described in all the following chapters we de-

signed a 4×4 MIMO testbed that consists of the following key parts:

� a TX unit

that is capable of transmitting pre-generated, complex-valued base band

data samples on four antennas at a center frequency of 2.5 GHz, a band-

width of 5 MHz, and a maximum transmit power of 4×40 dBm (which

still allows for linear operation).

� moveable- and rotatable antennas

at the transmitter as well as the receiver site (see Figure 2.9, page 15),

� an RX unit

that is capable of receiving and storing the transmitted data in real-time

on hard-disk arrays as well as controlling the overall measurement pro-

cedure via a single, fully automatized, script (see Section 2.7, page 29),

� a network bridge

that allows the RX unit to actually control the TX unit via a wireless

point to point LAN connection over distances of up to 80 km with a

maximum latency of 2 ms [83] (this being fast enough for quasi-realtime

feedback, see Section 2.8, page 30),
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� a cluster of PCs

to evaluate the data collected by the RX unit off-line in Matlab effec-

tively1 (see Section 2.5, page 20),

� GPS units and rubidium frequency standards

at the transmitter and receiver site to allow for accurate timing and

frequency synchronization if necessary [84, 85],

� cabling

to connect and control the required PCs, webcams, antennas, linear

guides, lights, GPS units, and radio frequency switches,

� and a host of additional accessories

as shown in Figure 3.3 and the many boxes therein.

spare parts tools linear guides
climbing gearcable to roofbarriers

more tools RX&TX harddisks battery
server long cables bedcable rolls

antennas

Figure 3.3: The complete Vienna MIMO Testbed stored in a room.

packed into
a van

Figure 3.4: For carrying out a measurement campaign, the testbed and a small PC
cluster is transported in a van.

1 And efficiently in terms of total time and manpower needed to (a) write the programs for
evaluation and (b) evaluate the data.
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3.2. Transmitter

As shown in Figure 3.5, the transmitter consists of a personal computer (A1),

a PCI plug-in board for digital to analog conversion (B1:6), a radio frequency

frontend (C1:7), antennas (C9), accessories such as webcams (A12), devices for

synchronization (S1:10) (see Section 3.4, page 41), power supplies (A14), an

uninterrupted power supply (A15), a power set (A16), and a lot of cabling (C6,

A8, A9, A13, S2, S9, and A17:19).

In the transmit PC, operated using Windows 2003 Server (A2), baseband data

samples are pre-generated using Matlab (A3) to be stored on RAID flash

hard-disks (A4) and/or the internal memory for fast access (A5) by the PCI

plug in board (B1:6).
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Figure 3.5: The TX Unit (real-time parts in blue). The open connections are USB
or RS232 control connections to the transmit PC.
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As pointed out in Figure 3.6, when data is to be transmitted, the pre-

viously stored samples are copied to FIFOs (B1), real-time interpolated to

200 MSample/s (B2&B3), digitally upconverted to a center frequency of 70 MHz

(B4&B5), and finally converted to the analog domain (B6). See [4, 28] for further

details.
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Figure 3.6: The TX Unit, digital signal processing.

Designing the radio frequency hardware for upconverting the 70 MHz inter-

mediate frequency signal to 2.5 GHz is a straightforward task (see [36, 37]).

As shown in Figure 3.7, the signal is attenuated (C1), mixed to 2.5 GHz (C2),

variably attenuated to be able to generate different transmit powers (C3), fil-

tered (C4), power amplified (C5), guided by cables to the roof (C6), optionally

switched to different antennas (C7), guided to the antennas (C8), and finally

transmitted (C9).
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Figure 3.7: Power level plan of the transmitter.
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3.3. Receiver

At the receiver, see Figure 3.8, the transmitted signal is received by up to four

antennas (D1), guided (D2) to the receive filter (D3), low noise amplified (D4),

re-attenuated (D5) (or guided over long distances if the previous part (D1:4) is

mounted on a mast top), re-filtered (D6), mixed down to 70 MHz (D7), re-filtered

once more (D8), and finally amplified to the signal level required by the analog

to digital converters (D9). See [36, 37] for further details.
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Figure 3.8: Power level plan of the receiver.

As shown in Figure 3.9, the signal is then converted to the digital domain

(E1), mixed down to baseband (E2&E3), digitally decimated (E4), and buffered

in FIFOs (E5). See [4, 28] for further details.
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Figure 3.9: The RX Unit, digital signal processing
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The RX unit, see Figure 3.10, is set up in a very similar fashion to the transmit-

ter. It consists of a personal computer (F2), the parts previously described for

receiving a signal (D1:9, E1:5), accessories such as webcams (F18), devices for syn-

chronization (S1:10) (see Section 3.4, page 41), power supplies (F16), an uninter-

rupted power supply (F15), a battery (A13), a DC/AC converter (A14) for mobile

use, and again, extensive cabling (D2, S2, S9, F10:12, F17).
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Figure 3.10: The RX Unit (real-time parts in blue).

In the personal computer, the received data samples stored in the FIFOs (E5)

of the PCI plug in board are either directly copied to the hard-disks (F4) or

copied to Matlab (F5) for fast feedback calculation. In the latter case, the

resulting optimal block to be transmitted is fed back to the transmitter via a

network bridge (S7:S10). This network bridge is also used for remote control of

the transmitter operation in general.

The measured power consumption of the receiver is about 250 watts, in other

words, a decent 47 kg heavy battery (F13) can supply the whole set-up with

the energy required for approximately five hours.
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Figure 3.11: The transmitter (top) and the receiver (bottom).
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3.4. Synchronization

As there is (in general) no cable connection between the TX and the RX unit,

some sort of synchronization is needed to ensure that the blocks of data are

transmitted (at the TX site) and received (at the RX site) at the same time.

Furthermore, it should optionally be possible to synchronize the frequency of

the internal clocks of the TX unit to those of the RX unit. This is all achieved

as follows (see Figure 3.12):

50m
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S1 S5

S6

1 PPS 10 MHz

1 PPS

4x 2,433 GHz

100 MHz/50MHz

trigger

oscillator

oscillator+
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rubidium
frequency
standard

for local oscillator

for baseband hardware

for baseband hardware

GPS+
antenna

µP

Figure 3.12: Synchronization units at the TX and RX site (both equal). The open
connections are USB or RS232 control connections to the transmit PC.

Locked to geostationary satellites, a GPS (S1) at the TX site outputs one

pulse per second (PPS), as does a second GPS (S1) at the RX site. The

starting time of these pulses differs by up to ±20 ns (see Figure 3.14,

page 42).
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Figure 3.13: Network bridge and synchronization at the receiver site.
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Figure 3.14: Measured PPS output offset between the two GPS units (S1).

In the next step, the long-term-stable PPS pulses are short-term-stabilized by

a rubidium frequency standard (S3) (see Figure 3.15).
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Figure 3.15: Top: measured PPS output offset between the two rubidium frequency
standards (S3). Bottom: measured phase difference between the two
2.433 GHz low phase-noise local-oscillators (S4). At the beginning of
the experiments, the rubidiums (S3) are locked to the GPS units (S1),
disconnected at time=2 h, and connected again at time=8 h. Note that
prior to the experiment, the rubidiums and GPS units were only heated
up and locked for about 20 minutes—the resulting accuracy is still suf-
ficient to carry out measurements (A symbol is typically about 200 ns
long.).

The resulting PPS signal is forwarded to a self-built synchronization unit

(S6). This unit basically consists of a counter which runs at a frequency of

10 MHz (provided by the rubidium). At the beginning of each measurement,

this counter is reset at the TX and the RX site at exactly the same time by

the use of the PPS signal and handshaking via the network bridge (S7:S10).
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During the measurement, the TX site then just has to tell the RX site at

which counter-value it should receive the transmitted data. See [7] for further

details.

The 10 MHz output of the rubidium is also used to lock a 2.433 GHz low phase-

noise oscillator (S4) that is used to mix the 70 MHz intermediate frequency

signal to 2.503 GHz (C2 in Figure 3.7, page 37) and back (D7 in Figure 3.8, page 38).

Another 100 MHz oscillator (S5) is used to provide the PCI plug in boards

(B1:6 in Figure 3.5, page 36, and E1:5 in Figure 3.10, page 39) with a stable reference

clock.

Since the rubidium (S3), the 2.433 GHz oscillator (S4), and the 100 MHz os-

cillator (S6) can be used without a reference input as free running devices,

all measurements can be carried out with/without external synchronization

(or optionally by using a tuneable oscillator with a given frequency off-

set).

3.5. Possible Pitfalls

3.5.1. Digital Baseband Hardware

Our experience over the years has shown that it takes a considerable amount

of time and manpower to get even the most basic demo programs to work.

Reasons for this are:

� missing, misleading, or carelessly written and not updated manuals,

pinout documentation, and sample programs coming with off-the-shelf

products,

� a lack of support or extremely long support-answer times, not only

when buying from low-cost vendors,

� compatibility problems between different versions of hardware and soft-

ware,

� and stability problems. Even a demo program provided by the man-

ufacturer that initially appears to run smoothly may reveal astonishing

and unforeseen instabilities if executed over several weeks.

One has to be careful that for marketing reasons:

� bandwidths and transfer speeds proclaimed by hardware manufacturers

usually represent pure marketing numbers. Busses are often not able
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to transfer bus-clock times bus-width bits on a permanent basis but only

in burst mode.

� It also sometimes happens that different features proclaimed for a

product cannot be achieved at the same time, but only on an either-or

basis. For example, a synchronous transfer is only possibly at a lower

speed, the proclaimed higher speed only works in asynchronous mode.

Another problem that arises with digital baseband hardware is that products

are sometimes sold not including the possibility to flexibly reprogram them as

advertised—and this fact is not obvious to the customer:

� Typically, firmware can be used in its delivered form but cannot be

modified. In order to modify it, additional licenses and tools are re-

quired, costing considerable additional amounts of money.

� The software included with the product may also be limited “on pur-

pose” in its functionalities (for example, it will work on one FPGA but

not on two). The unlock keys required imply additional expenditure

often overlooked at the date of purchase.

� And even if the software keys are not limited, one has to be careful that

all the documentation needed to modify the firmware is included

and does not have to be purchased additionally. In such situations one

may fine oneself performing the programming and development work

that has already been paid for.

3.5.2. Tool and Component Selection

One also has to bear in mind that the specific software tools sold with a

product require other specific software packages —in a specific version— to

operate.

� It often happens that errors found are corrected in newer software ver-

sions, but this also implies that all the other specific software packages

have to be updated in order to work correctly—a vicious circle that

consumes a lot of time and money since it is common for other software

packages from other vendors to also be affected.

� It has been reported that companies “charge for maintenance,” which

means that one has to pay special attention to whether charge-free bug-

fixes are included in the delivered software.
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� In addition, highly specialized software tools used to program hardware

do not, unfortunately, often work reliably.

� Due to poor documentation and the endless number of possibilities why

bugs could occur, tracking, reporting, and getting these errors fixed is

usually an endless challenge. Therefore, one should consider only using

extensively tested “standard tools”, for example: TI Development En-

vironment or Xilinx ISE, instead of spending money on tools that seem

to save time at first glance, but afterwards turn out to be error prone.

Baseband hardware is often sold on a module basis in complete packages. The

hardware develops so rapidly that hardly any company has the time to exten-

sively test its hardware and prepare well-written manuals and source codes.

The best way to deal with these problems is to buy from the company with

the best support. A fast and competent support often makes the difference

between achieving anticipated goals or not.

In multiple antenna architectures, special emphasis has to be put on “syn-

chronous” operation:

� It must be possible to synchronize the digital signal paths used

for different antennas, even if they are spread among several chips or

modules. Memories, interpolators, filters, and digital mixers may not

allow for this, especially if dedicated hardware is used instead of FPGAs.

� Because they are just scaled SISO solutions, many MIMO solutions of-

fered do not allow for a synchronous radio frequency oscillator for

analog up/down mixing—even if advertised.

� One has to make sure that the word “synchronous” really means “equal

in phase and frequency without any jitter” if used in product advertising

brochures. Failure in synchronicity may result in dramatic performance

loss compared to perfectly synchronous transmission.

3.5.3. Analog RF Front-Ends

When it comes to analog front-ends (for example, analog upconverters, filters,

amplifiers), the opposite is true. On the one hand it is extremely difficult to

buy the hardware needed, since very few products exist (most only as compo-

nents rather than complete). One has to buy everything on a per module basis

sometimes even from different suppliers. On the other hand, once the hard-

ware has been obtained, components can be set up and get working relatively
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quickly. Some very expensive measurement equipment is, however, required in

order to check if the hardware is working within the desired specifications or

not. There are usually no hidden costs afterwards, no software tools needed,

no carelessly written manuals and demo applications. On the downside, analog

high frequency hardware is hardly ever flexible. Once one changes the center

frequency, one has to rebuy most of the hardware—in the digital domain, this

only requires the modification of some bits.

Therefore, when buying a new analog RF frontend, it is very important to

choose the “proper” center frequency:

� It is a lot easier and cheaper to obtain hardware for free ISM bands (for

example, 2.4 GHz, or 5.2 GHz). Other bands (1.5 GHz, 2 GHz, 3.5 GHz,

5.8 GHz) are sufficiently close to draw the right conclusions for the ex-

periments.

� Choosing a frequency within a free ISM band implies that other interfer-

ers such as cordless computer peripherals, WLAN, Bluetooth, and mi-

crowave ovens may inherently influence every single measurement. If this

unpredictable interference is desired, a transmit frequency within an

ISM band should be chosen.

3.5.4. Cost

As pointed out, setting up a testbed requires a considerable amount of money,

manpower, and —most important— time, but in many cases, this may be still

more economical than, for example, buying an extremely expensive but rather

inflexible channel sounder.

A high quality channel sounder costs typically between 300 ke and 1 Me, the

hardware for a good testbed (100 ke) plus four person-years for setting it up

may add up to 250 ke—still considerably cheaper. Furthermore, it allows one

to perform more research than just extracting channel coefficients, and also to

test transmissions over the air with the signals that will be applied in the final

product.

The main downside of a testbed, however, is the time needed to set everything

up and get it working2. This makes testbeds very suitable for basic research,

2 As a rule of thumb this time cannot be reduced to less than a year because of delivery
times and unforeseeable problems.
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where time to market is usually not the primary factor, but often unappropri-

ate for other purposes. Companies, on the other hand, are well recommended

to continuously put effort into testbeds in order to constantly have them avail-

able and not to start from scratch every time a new product design cycle is

started. Note also that if a testbed is set up and working, it may allow for

measurements to be carried out within minutes, especially when the data is

processed off-line in tools like Matlab. Intelligent consideration of similar

experiments, which can utilize the testbed without time consuming hardware

modifications, can enable “lost” time to be easily made up.

3.5.5. Matlab Code and Testbeds

Once a Matlab code has been proven to work well in simulation, a testbed

can clarify whether the algorithms are suitable for real over-the-air commu-

nications. Unfortunately, using Matlab code with a testbed is not a sim-

ple process. There are many things that have to be taken into account.

For the simple case of off-line processing in Matlab these are, for exam-

ple:

� Matlab simulations often operate in the discrete baseband only.

Therefore, transmit and receive filters, interpolators, etc. have to be

added.

� Interpolating to a fixed, given hardware sample-rate may also intro-

duce impractical interpolation factors (for example, 3.84 MHz (UMTS)

to 100 MHz sampling) requiring interpolation filters with extreme length.

Alternatively, decreasing and optimizing the filter complexity may result

in a lengthy project in its own right.

� Matlab simulations often assume perfectly synchronized signals.

In measurements, one now has the choice to:

- synchronize transmitter and receiver perfectly (typically by cables)

- nearly perfectly synchronize them using rubidium frequency stan-

dards and GPS receivers (which may be required if, for example,

the receiver is mounted in a car)

- use special training sequences prior to the transmitted data (which

may only be possible in static scenarios)

- implement proper synchronization algorithms.
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Several of these options may even be used together for all required syn-

chronizations (for example, local oscillator frequency, timing, and block

start).

In some cases, perfect synchronization may be the method of choice to

avoid all undesired effects (for example, for reference purposes to test the

performance loss of proper synchronization algorithms). Even the first

famous MIMO experiments carried out were using cables for synchro-

nizing transmitter and receiver clocks [77]. In other cases, implementing

proper synchronization algorithms in the receiver may deliver a better

view of the reality. Unfortunately, this is not always possible, for exam-

ple if only a limited number of blocks is available and synchronization

requires averaging over long periods of time.

� The channel is never known to the receiver. Therefore, channel

estimation cannot be omitted as often the case in Matlab simulations.

Fortunately, in quasi-static scenarios, long training sequences can be used

to nearly perfectly estimate the channel (for reference purposes).

� For many (optimal) receiver algorithms the noise variance also

has to be estimated at the receiver. However, the simple trick of

measuring the noise variance in the absence of transmitting signals may

often save coding time and provides accurate estimates regardless of the

modulation scheme used.

Once it is working properly, a testbed (plus subsequent off-line processing

of the received data in Matlab) is a very powerful and swift method for

evaluating algorithms using realistic over-the-air transmissions. One has the

choice of measuring the absolute performance of a transmission scheme or

of comparing two transmission schemes relative to each other. It is partic-

ulary easy to measure the relative difference between two types of receivers

because

� The same stored receive data can be evaluated, thus making the com-

parison fair.

� Debugging is also made easier, because the received data remains equal.

� The number of channel realizations can be significantly reduced since for

measuring relative performance, compared to absolute performance, a

much smaller number of realizations measured is sufficient.

� Systematic errors in relative performance measurements play a less dra-

matic role than in absolute performance measurements.
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3.6. Summary, Issues, and Criticism

The testbed presented in this chapter perfectly meets the specifications re-

quired by the quasi-realtime measurement procedure described in Chapter 2.

It consists of a TX unit and an RX unit comprising moveable and rotatable

antennas, a network bridge, GPS units, rubidium frequency standards, ex-

tensive cabling, and a host of accessories, as well as a cluster of evaluation

PCs.

Of course, one could say that our testbed is —besides many others [147–189]—

just another approach to building a piece of “publishable” MIMO measure-

ment hardware. Therefore, the engineering part of Chapter 3 was kept short,

whilst still describing all the parts of our testbed before listing possible issues

regarding testbed design in general.

On the other hand, only very few groups nowadays are continuously producing

results based on testbeds due to the extremely time consuming efforts involved

and the required educational profile ranging from computer science through

telecommunication engineering and electrical engineering to even mechanical

engineering in many cases. What actually differentiates our approach from

others is the quantity of efficiently produced measurement results [1–3, 6–

9, 11–16, 18, 19, 22–25] showing more than scatter plots, estimated transfer

functions, or estimated mutual information.

Even after being continuously redesigned for over five years, our testbed is still

far from perfect:

� The interpolator (B3) in Figure 3.6, page 37, is not synchronous for the

four channels. By interpolating the data already in Matlab this error

can be minimized, at the cost of longer data transfer times and smaller

possible block sizes. Unfortunately this design flaw in the PCI plug in

boards cannot be corrected.

� The synchronization units employed ((S6) in Figure 3.12, page 41) require

some communication with the host PC that is —especially if high load is

put on the CPU— delayed by the non real-time capable Windows oper-

ating system. If such an unforeseen delay occurs, the data is not received

at the same time as it is transmitted. Fortunately, the synchronization

units can perfectly detect such delays; the transmission is then repeated.

If the CPU now has to calculate the feedback, nearly all transmissions

fail, therefore increasing transmission time. Two possible ways of solv-
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ing this problem are to calculate the feedback on only one of the two

CPU cores (which is what we do), or to redesign the synchronization

unit (which is what we plan to do).

Despite these two hard to correct issues, the testbed appears to work flawlessly

so far.

Orange

Telering

we

ORF

Figure 3.16: The Vienna MIMO Testbed transmitting MIMO HSDPA from a cow-
shed in the Alps in Austria.

50



4. On the Influence of Antenna Spacing

4. On the Influence of Antenna

Spacing

Transmit and receive diversity have emerged as an effective means of achieving

higher throughput in wireless communication systems. Unfortunately, corre-

lation between the different propagation paths of a MIMO link reduces the

achievable link capacity. Low transmit antenna spacing, as demanded by to-

day’s ever smaller devices, is one major cause of such undesired interdepen-

dence. The lower the spacing, the worse the radio link performance, but the

smaller the base-station/hand-held can be.

Although this phenomenon is well understood in quality, the open question re-

mains for exact quantitative behavior, that is, how does the throughput of a re-

alistic communication system change over antenna spacing?
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Figure 4.1: No result could be found in the literature that relates antenna spacing
to the throughput of a realistic communication system.
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4.1. Indoor – Un-coded Single Carrier

Measuring indoors with a MIMO testbed is a well established experience [147–

189]. Nevertheless, the perfectly static, interference-free, and convenient con-

ditions are the perfect playground for pre-testing any major experiment. Espe-

cially in a cellar —shielded by some meters of sand, concrete, and stone— even

the slightest flaw in an experiment can be easily unveiled.

The same holds true for investigating un-coded narrow band single carrier

transmissions. Such transmissions do not exist in isolated form in practice,

although they may in some way be part of a bigger (for example, coded,

multicarrier) system. We therefore tested all our equipment and scripts thor-

oughly using very basic modulation techniques and comparing with well known

theoretical results before moving on to more sophisticated standards such as

HSDPA in the next section.

4.1.1. Existing Research

To our knowledge, the influence of antenna spacing on the BER over SNR

performance of 2×1 and 2×2 space-time coding schemes has never been sys-

tematically studied either theoretically or by indoor/outdoor measurements.

However, there are some results that relate antenna spacing, correlation, and

capacity. This provides us with an expectation for the BER over SNR perfor-

mance of the radio link at small antenna distances:

Utilizing 2-D shooting and bouncing ray-tracing, [62] concludes for indoor sce-

narios a significant drop in capacity for spacings smaller 5 λ. Also in [66] and

[67], a significant drop in capacity for spacings smaller than 4 λ is predicted

by using a multipath cluster channel fading model. Leading to similar re-

sults, other theoretical papers such as, for example, [71] and [72] also ignore

the fact that small inter-element antenna spacing will cause mutual coupling1.

The same is true for multiplexed channel sounding of MIMO channels using

a single transmit and receive antenna. Used for example in [69] and [65], this

simplification —often referred to as “virtual antenna arrays”— also neglects

the interaction between the two transmit antennas. In [64], the angle of arrival

is obtained by true 4×4 MIMO channel sounding, which is then used to calcu-

1 That is, “current induced on one antenna produces a voltage at the terminals of nearby
elements” [70].
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late the power angle spectrum, and then the spatial correlation as a function

of antenna spacing.

Using a geometrically based statistical channel model, particular emphasis is

placed on mutual coupling in [63]. A curve of capacity versus antenna distance

with and without mutual coupling is derived. Full capacity is reached at about

0.3 λ and greater. Reference [70] accounts for mutual coupling effects by full-

wave electromagnetic antenna simulations and leads to the same results. These

results are explained by the fact that coupling changes the antenna patterns

individually as the antennas are moved closely to each other. Therefore, a

decorrelating effect is observed, usually referred to as pattern diversity. Also

[68] takes mutual coupling into account to theoretically show that capacity is

decreased substantially if the spacing gets closer than 0.5 λ.
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Figure 4.2: Simulated antenna pattern of the set-up shown in Figure 4.3. When the
antennas are spaced close together (0.2 λ in this case), their pattern is
no longer omnidirectional.

There are also some channel sounding experiments where four antennas have

been actually (rather than virtually) placed at distances as low as 0.2 λ [59–61].

The papers conclude that capacity does not degrade until 0.2 λ and explain

this by mutual coupling effects. In [75], the same results are achieved by

a completely different approach; namely, MIMO systems were measured and

characterized in a so-called reverberation chamber that represents the isotropic

multipath environment. To sum up, taking mutual coupling into account,

spacings of 0.2 to 0.5 λ should be sufficient to reach nearly full capacity. But

does this hold true for a “real” 2×1 or 2×2 transmission and which code does

actually perform best?
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4.1.2. Experiment I, 2×1 Indoor

In this first experiment, we compare the uncoded BER over SNR performance

of a 2×1 Alamouti coded transmission to ordinary SISO transmission. We will

show that down to transmit antenna distances of 0.12 λ, an SNR gain of 5 dB

is achieved.

Therefore, at a data rate of 500 ksymbol/s, we transmit a 4 QAM modulated

and root raised cosine filtered (roll-off=0.22) signal from two transmit antennas

(see Figure 4.3) to a single receive antenna. We measure indoors between differ-

ent office rooms located about 30 m apart on the same floor.

TX antenna spacing

Figure 4.3: Transmit antennas used for the 2×1 measurements.

First, we transmit 100 SISO symbols plus sufficient training on the left transmit

antenna, followed by 100 Alamouti coded symbols plus sufficient training on

both transmit antennas, and finally, 100 SISO symbols plus training on the

right transmit antenna (see Figure 4.4).

training

SISO1 SISO22×NRAlamouti

noise
gap

noise
gap

noise
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noise
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t
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antenna 1:
TX on

antenna 2:

Figure 4.4: Basic transmit block used for the 2×1 measurements.

Each of these three transmissions is separately decoded at the receiver, leading
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to an estimated SNR and BER each. We then repeat the whole transmis-

sion for six different SNRs (by attenuating the transmit signal), 50 different

antenna spacings (we mounted the left of the two transmit antennas on a

linear guide), 17×17 different xy-positions of the transmit antenna (achieved

by using an xy-positioning table), and 17×17 different xy-positions of the re-

ceive antenna (achieved by using a second xy-positioning table). The resulting

3×6×50×172×172 ≈ 75 million blocks are then subject to averaging over all

172×172 transmit and receive table positions.

Results

For each of the 50 different transmit antenna spacings, the measurement pro-

cedure described above leads to a “SISO1”, a “SISO2”, and an “Alamouti”

BER over TX power2 curve (see Figure 4.5).
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Figure 4.5: BER performance of SISO and 2×1 Alamouti.

The right-hand side of Figure 4.5 shows the BER achieved at a transmit power

level of 20 dBm for different antenna distances. The BER remains almost

constant down to distances of 0.35 λ, after which it increases significantly.

Notably, this increase is not due to antenna correlation but due to mutual

coupling between the antennas that destroys the antenna matching, changes

the beam-patterns, and alters the power actually radiated. Therefore, the

SNR at the receiver is not constant over antenna distance when keeping the

2 We measure the TX power at the input of the TX antennas.
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transmit power fixed at, for example, a level of 20 dBm (see Figure 4.6). Also

note the significantly different average signal powers received from the two

transmit antennas.
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Figure 4.6: SNR achieved (TX power=const) over antenna spacing.

Because of these highly different average signal powers, it makes a differ-

ence if curves are plotted over TX power or SNR at the receiver (see Fig-

ure 4.7.
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Figure 4.7: BER performance over TX Power vs. BER performance over SNR.

To visualize the performance degradation caused by correlation, we spline-

interpolated all BER over SNR curves obtained to calculate the SNR required

to achieve a target BER of 1% (see Figure 4.8).
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Figure 4.8: SNR required for 1% BER over antenna spacing.

As expected, we observe that the performance of the SISO links remains —

apart from fluctuations in the scenario— almost equal over all measured an-

tenna spacings at Rayleigh like conditions. Down to spacings of 0.12 λ, the

Alamouti link also achieves approximately the performance of a Rayleigh i.i.d.

channel. The same behavior could be observed for different scenarios mea-

sured, with the Alamouti link losing performance somewhere between 0.1 λ

and 0.2 λ. We confirmed our measurements using a λ/4-monopole common-

ground-plane antenna (similar to the second antenna shown in Figure 4.10)

with a fixed antenna spacing of 0.2 λ. We also used a rotation-unit to check

if the results remain similar for different orientations (broadside, etc.) of the

transmit antenna array.

4.1.3. Experiment II, 2×2 Indoor

In this second experiment, we evaluate the uncoded BER over receive an-

tenna distance performance of various 2×2 single carrier schemes, namely:

spatial multiplexing, a linear dispersion code, the Golden Code, and Alam-

outi coding. We will show that even at very small antenna distances, a sig-

nificant gain compared to an ordinary 1×2 SIMO transmission can be mea-

sured.

As with the previous 2×1 measurement, we transmit the following basic trans-

mit block on two transmit antennas.
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Figure 4.9: Basic transmit block used for the 2×2 measurements.

The yellow blocks in Figure 4.9 indicate the six different data blocks transmit-

ted. To make the comparison fair

� each block incorporates exactly 64 bits of data,

� lasts for exactly 160 µs (=400 kbit/s),

� and is transmitted at the same total power (sum of the power fed into

both antennas).

The six blocks are coded as follows:

I: SIMO 1: 16 symbols, 16-QAM modulated, transmitted on Antenna 1.

II: Linear Dispersion code: 32 symbols, linearly dispersed in space and time

according to the number theory enhanced space-time codes presented in

[76].

III: Golden Code: 32 Golden coded symbols. The Golden Code is a 2×2

full-rate, full-diversity, space-time code with non-vanishing determinants

[73, 74].

IV: Alamouti: 16 symbols, 16-QAM modulated and then Alamouti space-

time coded [58].

V: Spatial Multiplexing: 32 symbols, where 16 symbols each are 4-QAM

modulated to be transmitted independently on Antenna 1 and Antenna

2, respectively [77].

VI: SIMO 2: The same as SIMO 1 in item I, but the signal is transmitted

on antenna 2 instead.

At the receiver, the incoming data samples were first synchronized by the

use of the training sequences (shown in gray in Figure 4.9). These 4-QAM

modulated, 511 sample-long training sequences were then also used to estimate

the channel almost perfectly. In addition, the position of the data blocks

relative to the training was also constantly permutated during the experiment3.

3 The technique of randomization does not compensate for estimation errors but gives all
received blocks an equal chance of having a well estimated channel. See also [43, p.128].
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Finally, maximum likelihood symbol detection is required at the receiver to

achieve competitive performance. For the Alamouti code, this ML receiver

can be implemented using a matched filter, whereas for the LD Code and the

Golden Code a sphere decoder is required. This sphere decoder has to search

over a maximum number of 256 possible transmit symbol vectors since four

4-QAM symbols are encoded in one block.

Each of the six data blocks was decoded separately at the receiver, leading

to an estimated SNR and BER for each one. We then repeated the whole

transmission frame for 14 different SNR values, 30 different antenna spac-

ings, 9×9 different xy-positions of the transmit table, and 9×9 different xy-

positions of the receive table. In addition, the receive antenna was also ro-

tated between 0 and 360 degrees (uniformly distributed) during the measure-

ment.

All 6×14×30×92×92 ≈ 17 million blocks were then subject to averaging over

all 92×92 transmit and receive table positions. The averaged BER over

SNR results were subsequently spline-interpolated to obtain the SNR re-

quired for a BER of 1 %, for each transmission scheme and antenna dis-

tance.

The measurement of a scenario took about 10 hours, mainly because of the

time needed to move the antennas. A further 10 hours were needed to process

the 600 GB of baseband data samples received, in a cluster of 15 PCs, by

Matlab.

transmit antennas (fixed spacing of 1.5 λ)

patch antennas monopole antennas

2x2
NLOS
indoor
approx
30m

or orrod antennas monopole antennas

receive antennas (variable spacing)

Figure 4.10: Antennas used in the 2×2 measurements.

Results

In total, 21 different indoor-scenarios were measured within a timeframe of

two weeks, in and between different floors of an office building, using dif-

ferent antennas (see Figure 4.10). Surprisingly, the measurement results

presented below showed no essentially change between the different scenar-

ios.
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Figure 4.11: SNR required for 1% BER over antenna spacing. Exemplary result
using the right TX and RX antenna in Figure 4.10.

� At an antenna distance greater than 0.13 λ (0.1 to 0.4 λ in other scenar-

ios), the Golden Code outperformed all the other transmission schemes,

which means that a 0.2 to 1 dB smaller average SNR was required at the

receiver to obtain an average BER of 1 %.

� Only at very small antenna distances was the Golden code outperformed

by the Alamouti code. Note that the curve of the Alamouti code crosses

the other curves at an antenna spacing of 0.13 λ (0.1 to 0.4 λ in other

scenarios).

� But even when the antennas are not too closely spaced, the Alamouti

code still performs nearly as well as the Golden Code or the LD code.

� In all scenarios measured, the LD code and the Alamouti code showed a

similar level of performance for antenna distances greater than 0.4 λ.

� Using two transmit antennas instead of a single one always led to a

significant increase in performance.

� If the black RX rod antennas shown in Figure 4.10 were tilted slightly

(to change the polarization), the performance did not degrade anyfurther

for small antenna distances. In fact, with this tilt, the antennas could

no longer be placed close enough together to observe any decrease in

performance (see Figure 4.13).
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Figure 4.12: Exemplary result with tilted RX rod antennas.

Note that it makes a huge difference (up to 5 dB) if the curves presented in for

example Figure 4.13 are plotted using “average transmit power required for a

BER of 1 %” instead of “average SNR required at the receiver for a BER of

1 %” (see Figure 4.12).

1.51.5
=18cm

1.2510.750.50.250

16

15

14

13

antenna spacing [wavelength]

T
X

 P
ow

er
 w

he
n 

B
E

R
=

1%
 [
dB

m
]

measurement: 31_Jul

SISO1SISO2

LD

SM
Alamouti

Golden Code

Figure 4.13: Same as 4.12 but for TX power.

This difference is due to the following reasons:

� Firstly, because mutual coupling effects and antenna mismatch losses4

attenuate the transmitted signal, especially at very small antenna dis-

tances.

� Secondly, real channels are not Rayleigh i.i.d., that is, the average power

received from TX antenna one and antenna two differed by up to 4 dB,

depending on the scenario.

4 For a fixed antenna distance, losses due to antenna mismatch can be eliminated by cor-
rectly matching the antennas. For variable antenna distances, this is not possible within
reasonable bounds of time and effort.
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� Thirdly, facing real channels that are not Rayleigh i.i.d., it turns out

that the average receive power of the LD code is higher than that of the

other 2×2 schemes.

Figure Figure 4.14 exemplarily shows the relationship between SNR at the

receiver and antenna spacing. In all scenarios, the three effects described

above could be observed to a greater of less extend.
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Figure 4.14: SNR achieved (TX power=const) over antenna spacing. Exemplary
result using the right TX and the left RX antenna in Figure 4.10.
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Figure 4.15: The receiver employing moveable (x,y) and rotate-able (Φ) rod antennas
that can be changed in distance (distance).
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4.2. Outdoor – HSDPA

In the following section we want to examine, by measurements, the impact of

transmit antenna spacing on the throughput (rather than BER or capacity) of

such a HSDPA transmission.

Consider the following set-up:

� An urban outdoor environment

� A 2×2 MIMO HSDPA transmission [120]

� Realistic flat panel base station antennas at the TX site

[86, and Appendix C, page 117]

� Realistic printed monopole antennas at the RX site [118, 119]

460
 m

460
 m

190 m

Figure 4.16: Urban scenarios measured [82].

4.2.1. Existing Research

To our knowledge, no results (measurement or simulation) exist that

� relate TX antenna spacing to the physical layer throughput of a stan-

dardized MIMO mobile communication system.

� relate TX antenna spacing to the throughput (or a similar performance

metric5) of a MIMO closed-loop radio link in general.

5 Note that capacity is —although an interesting and very important performance metric—
an upper performance bound. Neither does uncoded BER say much about the performance
actually achieved by a system.
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� investigate TX antenna spacing in an outdoor scenario using realistic

TX and RX antennas to investigate MIMO transmissions (and not, for

example, dipoles at the TX site).

� For the special case of 2×2 HSDPA considered in the following, no closed-

loop throughput measurement result exist over transmit power, let alone

antenna distance. See [34, Section 1.3, Chapter 3 Overview] for an in

depth literature research.

Note that results relating antenna spacing, correlation, and capacity have al-

ready been extensively discussed in Section 4.1.1, page 52.

4.2.2. Experiment III, 190 m Urban

In the following, we will report on 2×2 HSDPA physical layer throughput

measurements that were carried out for various TX antenna distances between

0.6 and 7.7 λ. Transmitter and receiver are placed 190 m apart (see Figure 4.16,

page 63) in the inner city of Vienna. The direct path from the TX to the RX

antennas is blocked by the building the RX unit is located in. The resulting

non line-of-sight connection (see Figure 4.17, page 65) is characterized by a

low root-mean-square delay spread of 0.5µs, which equals to 1.9 UMTS chip

durations6 [34].

TX Antennas – Flat Panel 2X-Pol Antennas

At the base-station, we employ KATHREIN 800 10629 [86] 2X-pol panel an-

tennas with a half-power beam width of 80°/7.5° and a total down tilt of 16° (=

10° mechanical + 6° electrical). The antennas are placed on the roof of a tall

building in the center of Vienna, Austria, right adjacent to other base stations,

making the measurement results obtained very realistic and representative for

a mobile communication system (see Figure 4.17, page 65).

Note that the Kathrein 800 10629 antennas used in the following experiments

are laboratory samples that will most probably be replaced by a more advanced

design in the near future. (See Appendix C, page 117, for a detailed list of

specifications.)

6 The chip duration in UMTS is 260 ns.
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Figure 4.17: The TX antennas employed.

Each of these two 2X-pol antennas has four connectors, two for +45°, and two

for -45° polarization. The two equally polarized elements are separated by

0.6 λ. Thus we were able to measure with two equally polarized TX antenna

elements at distances from 0.6 to 7.7 λ (see Figure 4.18). The critical issue

here is that, in order to make the comparison fair, the right-hand “/”-antenna

elements of both antennas have to yield the same average path loss (and an-

tenna pattern) at an antenna distance of 1.4 λ. Careful selection and tuning

of the base station antennas is therefore required.

distance = 0.6 λ 
= excited
element

left
antenna

right
antenna

distance = 1.4 λ 

distance = 1.4 to 7.7 λ 

Figure 4.18: Changing the distance between 0.6 and 7.7 λ.

When comparing 2×2 transmissions over equally polarized versus cross po-

larized elements at the TX antenna, the same problem arises. Here the trick

is to measure the comparison on the same elements as shown in Figure 4.19,

page 66.
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Figure 4.19: Comparing equal with cross polarization and SIMO.

RX Antennas – Printed Monopole Antennas

At the mobile phone site, we utilize two low-cost printed monopole anten-

nas [118, 119], which are based on the generalized Koch pre-fractal curve. Due

to their low cost and small size, such antennas are very realistically built into a

mobile handset or a laptop computer. In order to exploit polarization diversity

and a good separation between the two spatial data streams, differently po-

larized antenna elements are employed. In the following, we only present data

measured with RX antennas 1 and 2 (see Figure 4.20).

XYΦ table RX hardware server RX antenna 2 1 unused4 PC clusterto roof

Figure 4.20: The RX antennas employed.

The receive antennas are mounted on an XYΦ-positioning table in order to

be able to generate the channel realizations from which we average the perfor-

mance of the scenario.
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Performance Metric – HSDPA Throughput

The High Speed Downlink Packet Access (HSDPA) mode [120] was introduced

in Release 5 of UMTS to provide high data rates to mobile users. This is

achieved by several techniques [126–129] such as fast link adaptation [124], fast

hybrid automated repeat request [125], and fast scheduling. In contrast to the

pure transmit power adaptation performed in UMTS, fast link adaptation in

HSDPA adjusts the data rate and the number of spreading codes depending on

a so-called channel quality indicator feedback. MIMO HSDPA [130], recently

standardized in Release 7 of UMTS, further increases the maximum downlink

data rate by spatially multiplexing two independently coded and modulated

data streams. Additionally, channel-adaptive spatial precoding is implemented

at the basestation. The standard defines a set of precoding vectors where one

of them is chosen based on a so-called precoding control indicator feedback

obtained from the user equipment.

dual stream mode

dual stream mode

MMSE Eq.

MMSE Eq.

reconstructed pilot

precoding vectors

ch
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Figure 4.21: TxAA and D-TxAA MIMO HSDPA.

In the measurements, we restrict ourselves to the single-user case due to the

hardware effort required for multi-user measurements. Another reason for

choosing only the single-user case for the measurements is that multi-user

scheduling for HSDPA is still a topic in research [140–142]. We furthermore

restrict our investigations to slow fading, that is, the channel is assumed to

be constant during the transmission of several subframes. This restriction

is required by our measurement procedure for measuring retransmissions and

feedback (see Section 2.8, page 30).

In the following measurements we compare six different 2×2 HSDPA trans-

mission modes:
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1// One Stream, Equally Polarized TX Antennas:

The so-called closed loop Transmit Antenna Array (TxAA) [121] uses

strongly quantized precoding at the transmitter to increase the signal

to interference and noise ratio (SINR) at the user equipment. In the

case of the Category 16 user equipment, the maximum transport block

size in this single-stream mode is 25 558 bits transmitted in one subframe

of length 2 ms. Thus, the maximum data rate in single-stream mode is

12.779 Mbit/s.

1or2// One or Two Streams, Equally Polarized TX Antennas:

In 2007, the 3GPP standardized D-TxAA (Double Stream Transmit An-

tenna Array) [78], the first true MIMO extension in UMTS. D-TxAA is

downward compatible with TxAA and equals TxAA when the SINR at

the user equipment is low. At larger SINRs, D-TxAA switches to dual

stream mode and transmits two independently coded HSDPA [122] data

streams. Thus, in TxAA a single stream is always transmitted and in D-

TxAA either single-stream or double-stream transmission —whichever

is better— is used.

Switching between single and dual stream mode, the encoding rate, and

the modulation alphabet are determined by the Channel Quality In-

dicator feedback. Depending on the channel conditions and the type of

receiver implemented, the user equipment calculates an appropriate feed-

back value in order to achieve a block error ratio of 10 % [121]. In dual

stream mode, the maximum transport block size of one stream is equal

to 27 952 bits allowing for a maximum overall data rate of 27.952 Mbit/s.

2// Two Streams, Equally Polarized TX Antennas:

In addition we also implemented a mode —non existent in reality— that

behaves like D-TxAA, but always forces the transmission to use two

streams, even if one stream would have performed better.

1X One Stream, Cross Polarized TX Antennas

As 1//, but using cross polarized TX antenna elements (see Figure 4.19,

page 66).

1or2X One or Two Streams, Cross Polarized TX Antennas

As 1or2//, but using cross polarized TX antenna elements.

2X Two Streams, Cross Polarized TX Antennas

As 2//, but using cross polarized TX antenna elements.

SIMO 1×2 HSDPA
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In order to be able to correct for different average path losses we also

consecutively transmit 1×2 HSDPA from every transmit antenna to both

receive antennas (see Figure 4.19, page 66).

Measurement Procedure

In Figure 2.22, page 31, we showed how a “single” HSDPA data frame is trans-

mitted. To infer the average throughput performance (as shown for example in

Figure 4.22, page 70) of this specific urban scenario we carry out the following

fully automatized steps:

� We consecutively transmit all 3 (//) + 3 (X) + 1 (SIMO) = 7 schemes under

investigation as described above (the curves in Figure 4.22, page 70). Due

to required feedback, possible retransmissions (see Figure 4.22, page 70),

and averaging (see Figure 4.19, page 66), we actually transmit [1 (feedback)

+ 1 + 2 (retransmissions)] × [2×3 (//) + 2×3 (X) + 4 (SIMO)] = 4×16 = 64

blocks of HSDPA data.

� We repeat all the above for 11 different transmit power levels (the left

x-axis in Figure 4.22). To achieve this, we attenuate the transmit signal

before it enters the power amplifier.

� We repeat all the above for 12 transmit antenna spacings (the right x-

axis in Figure 4.22). As shown in Figure 4.18, 11 of these are created by

moving the left antenna, whilst the 12th is created by switching the left

antenna elements.

� We repeat all the above for 303 different receive antenna positions, which

are created by moving the RX antennas using the fully automated XYΦ

positioning shown in Figure 4.20. To minimize large scale fading effects,

we measure positions that are uniformly distributed within an area of

3×3 λ. Correlation between the different positions is minimized by this

systematic sampling approach, maximizing the distance between all po-

sitions measured.

Measuring all these (1+1+2)×(2×3+2×3+4)×11×12×303=639 939 HSDPA

blocks took about two days. Meanwhile, a self programmed cluster software

parallelized the off-line evaluation of the received data samples (about 900

Gigabytes) on a position-by-position basis (see also Section 2.5, page 20).

We positioned the necessary cluster server and four PCs directly next to the

receiver since the wireless-LAN network available at the site did not allow
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for transferring the data back to our institute in reasonable time (see Fig-

ure 4.20).

During the measurement we instantly collected all the calculated results from

the cluster in order to average the throughput observed over the positions

measured. Several tests were carried out in order to validate the results. For

example, we checked for measurement outliers or interference that should not

exist (see Section 2.4.4, page 18).

Plotting the Results

Figure 4.22 presents the outcome of the measurement procedure as described

above. In the left graph, the averaged (over 303 positions) HSDPA through-

put is plotted versus transmit power for a TX antenna element spacing of

3.9 wavelengths (about 47 centimeters). The right-hand graph shows exactly

the same measured data, but versus antenna element spacing for a fixed TX

power of 24.6 dBm. Therefore, the two yellow points in the left-hand graph

equal the two yellow ones in the right-graph graph.
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Figure 4.22: Measured average throughput.
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In the left-hand graph, the throughput curves are plotted over total transmit

power7. Two additional x-axes show the average received SIMO SNR and

average received SIMO signal power. The reason why we plot the throughput

over transmit power is the following: all MIMO schemes in HSDPA utilize

adaptive precoding at the transmitter that effectively increases the received

power and thus also the SNR while the total transmit power is the same as

in the SIMO transmission. If the throughputs were plotted over SNR, rather

than over transmit power, the relative position of the curves would change.

The additional x-axes (average SISO RX SNR and average SISO RX Power)

are thus only shown as a reference to indicate the approximate SNR and receive

power ranges.

Finally, we investigate the precision of the measurement by means of boot-

strapping methods [38]. In both graphs, the vertical red lines represent the

99.5% BCa bootstrap confidence intervals for the mean8, and the correspond-

ing horizontal lines the 0.25% and 99.75% percentiles. Note that the RX

antenna position remains unchanged while measuring different schemes at dif-

ferent transmit power levels. This leads to smooth curves in the left-hand graph

and relative positions of the curves that are more precise than the confidence

intervals for the absolute positions might suggest.

Correcting for the Average Path Loss

Looking back at the right-hand graph in Figure 4.22, page 70, we observe that

the 1or2// as well as the SIMO performance exhibit small variations over TX

antenna element spacing, while the SIMO performance at least should remain

constant. The corresponding confidence intervals suggest that this change is

not due to an imprecise measurement (otherwise we could just measure at

more RX antenna positions). Actually, moving the left antenna seems to

slightly change the scenario, leading to slightly different fading at the receiver

site. The trick now is to correct for this undesired effect that adds some unde-

sired disturbance to our desired result, namely, the performance over antenna

element spacing.

Returning to the right-hand graph in Figure 4.22, we clearly observe that the

7 Since we cannot easily measure the power actually radiated by the TX antenna, we define
the TX power as the power actually fed into the TX antenna (measured directly at its
connectors).

8 See Section 2.6.2, page 24.
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average throughput of the 1or2// transmission might be highly correlated with

the corresponding averaged SIMO transmission. In fact, for example, for a TX

power of 24.6 dBm, the correlation coefficient9 between the SIMO throughput

and the 1or2// throughput values turns out to be 0.9210. Figure 4.23 shows

the corresponding scatter plot.
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Figure 4.23: Scatter plot for ±45° polarization and 11 different antenna spacings.
SIMO versus 1or2// average throughput.

Since the +45° and −45° polarization measurements averaged to the 1or2//

curve receive a different average path loss, the two polarizations are drawn

separately versus the averaged corresponding SIMO transmissions (11 points

each). Note the two points obtained at an antenna element spacing of 0.6 λ that

were measured using different antenna elements at the TX site (see Figure 4.18,

page 65). Without these points the correlation turns out to be 0.95, with a

95% BCa bootstrap confidence interval of [0.91, 0.97].

Postulating that the SIMO performance does not change over antenna dis-

tance, we can now use the SIMO measurement to correct for the average path

loss in all other measured curves. As shown in Figure 4.24, we do so by

simply subtracting11 the corresponding SIMO throughput-change measured at

9 Note that “correlation measures association. But association is not causation” [52, p.150].
10The 95% BCa bootstrap confidence interval for the correlation coefficient is [0.83, 0.97].
11Performing a linear regression on the data presented in Figure 4.23, page 72, the regression

coefficient turns out to be 0.98 with a 95% BCa bootstrap confidence interval of [0.83, 1.17].
For more information on how to use supplementary (so-called “concomitant”) observations
that are correlated with the observations of interest see [47, p.48].
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the same antenna elements. Note that the corresponding BCa confidence in-

tervals even decrease in size due to the high degree of correlation between the

curves.
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Figure 4.24: Throughput from Figure 4.22 corrected by average path loss.

Results for Equal Polarization

After applying the correction method described above, we can now proceed

to investigate the results obtained. Figure 4.25, page 74, shows the average

throughput for 1, 1or2, and 2 HSDPA data streams when utilizing equally

polarized antenna elements at the TX site.

We observe the following for this particular scenario:

� Transmitting one stream (1//) works as well as transmitting one or two

streams (1or2//) when employing equal polarizations. In other words, it

seems that beamforming is far more efficient than spatial multiplexing

(2//) in this scenario.

� Only at transmit power levels exceeding 27.6 dBm does transmitting two

streams become advantageous, because the one stream mode saturates
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at its theoretical maximum of 12.8 Mbit/s.

� For antenna distances greater than 5 λ, two streams work better than

one stream at some RX antenna positions, making the 1or2// stream

mode work slightly better than the 1// stream mode12.
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Figure 4.25: 1, 2, and 1&2 data streams, equal polarization.
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Figure 4.26: 1 data stream (= TxAA), equal polarization.

12In theory, as the 1// stream mode is a subset of the 1or2// mode, the former can never
work better. In practice, however, estimation errors occur and the scenario may change
slightly between these two consecutive transmissions.
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Figure 4.26 shows the performance of HSDPA employing 1 data stream at

equal polarization:

� The 1// stream mode saturates at its theoretical maximum of 12.8 Mbit/s—

that is, error free transmission when employing the highest possible mod-

ulation alphabet.

� A slight, but significant, decrease in throughput is observed when the TX

antenna element separation is increasing. In other words, beamforming

works slightly better at small antenna element spacings.
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Figure 4.27: 2 data streams, equal polarization.

Figure 4.27 shows the performance of HSDPA when forcing 2 data streams at

equal polarization:

� The performance of the 2-stream mode is highly dependent on the TX

antenna element spacing.

� The two antenna elements could not be placed far enough apart (due

to mechanical limitations in our set-up) in order to obtain any further

gains from an increased element spacing.

� Because the 2-stream mode does not exist in a real HSDPA system, its

poor performance at low antenna distances is covered by the excellent

performance of the 1-stream mode as shown in Figure 4.28, page 76,.
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Figure 4.28: 1 or 2 data streams (= D-TxAA), equal polarization.

Figure 4.28 shows the performance of HSDPA when either one or two

streams (whichever is better on a position by position basis) are transmit-

ted.

� At lower TX powers, the performance remains constant over TX antenna

element spacing.

� At higher TX powers, the performance increases over antenna element

spacing because the 1-stream mode is saturated.

Results for X Polarization

Figure 4.29 shows the same measurement as Figure 4.25, page 74, but em-

ploying cross polarized antennas at the transmitter. The spacing between the

two excited elements is always zero, although the antennas are still moved

during the measurement (see Figure 4.19, page 66). We observe the follow-

ing:

� The performance does not significantly change over “equivalent // spac-

ing” since the spacing between the excited elements is always zero.

� There is a significant gain from employing D-TxAA (1or2-streams), even

at low transmit powers.

� Only at very low transmit powers (≤12.6 dBm) does the single stream

mode (beamforming) perform as well as when 1or2 streams are used.
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Figure 4.29: Results for cross polarization.

Because the results for equal and cross polarization are obtained by measuring

on the same antenna elements (see Figure 4.19, page 66), we are now able to

directly compare the results in Figure 4.30. We averaged the cross polarized

measurements to one single point plotted at an element spacing of 0 λ. The

SIMO curve is constant over distance per definition because of the correction

technique applied (see Section 4.2.2, page 71).
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Figure 4.30: Comparing equal to cross polarization.
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� Regardless of the TX antenna element spacing employed, there is a sig-

nificant gain from using more than one antenna element at the TX site.

In other words, MIMO always works better than SIMO.

� For D-TxAA (1or2 streams), cross polarized antennas at the transmitter

yield a higher throughput than equally polarized antennas13.

� Interestingly, TxAA (1 stream – beamforming) works better with equally

polarized antennas14.

In the following two subsections, we will now compare the results obtained

with measurements carried out previously:

4.2.3. Experiment IV, 460 m Urban

Looking back at Figure 4.16, the transmitter is still placed on the roof of the

same building in the inner city of Vienna, Austria. The receiver is now placed

460 m away in the topmost floor of an office building. The direct path is

blocked by a copper roof and the adjacent buildings, resulting in a non line of

sight connection with a very large root mean square delay spread of 1 µs (equal

to 3.8 UMTS chip durations15) [34]. This scenario was chosen as an extreme

example (while still being realistic) due to the high degree of scattering at the

cell border.

TX Antennas – Flat Panel X-Pol Antennas

At the transmitter, we utilize two Kathrein 800 10438 [86, and Appendix C,

page 117] X-pol antennas (±45° polarization, half-power beam width 65°/5°,

total down tilt 6°), see Figure 4.31. Unfortunately, these X-pol panels only

allow for measuring down to antenna element spacings of 1.3 λ. That is the

reason why we employed XX-pol antennas in Experiment III (Section 4.2.2,

page 64), which was carried out some time later.

13In practice, employing two equally polarized antennas at the transmitter is cheaper, pro-
vided that there is sufficient room at the base-station.

14This fact has also been observed in other measurements that we have carried out through-
out the last year.

15The chip duration in UMTS is 260 ns.
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TX antennaslinear
guidesupport left right

Figure 4.31: The TX antennas employed.

RX Antennas – Printed Monopole Antennas

At the receiver, we employ the same printed monopole antennas as in Experi-

ment III. We also place them on an XYΦ positioning table in order to create

930 different channel realizations (see Figure 4.32).

RX
antenna

XYΦ
table

RX
webcam picture taken prior to every measurementunit

2009-01-23e
orwell.nt.tuwien.ac.at

Figure 4.32: The RX unit employed.

The right-hand side of Figure 4.32 shows the webcam picture that is taken

prior to every measurement for documentation purposes.
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Results

Unfortunately, we have no measurement results available over TX power, the

2//, and the 2X mode16. However, we are able to reconstruct most of Fig-

ure 4.30 for this old scenario (see Figure 4.33);

= 96 cm
0.6 86420

spacing [wavelength]
403020100

12.8

20

15

10

5

0

TX power [dBm]

th
ro

ug
hp

ut
 [
M

bi
t/

s]

1or2//
1//

1or2//
1//

@ 0, 4.4 λ: @ 27.6 dBm:

SIMO SIMOSIMO

1or2X

1X

1or2X
1X

measurement: 2009-01-23e

Figure 4.33: Throughput obtained in the 460 m urban scenario.

� D-TxAA (1or2 streams) works significantly better than TxAA (1 stream)

in this scenario, regardless of the TX antenna element spacing employed.

We believe that this is a result of the greatly increased scattering com-

pared to the last experiment17.

� For D-TxAA (1or2 streams), it is better to employ cross polarized TX

antennas. For TxAA (1 stream), it is better to employ equally polarized

TX antennas.

� In any case, employing MIMO yields significantly higher throughputs

than SIMO.

4.2.4. Experiment V, 5.7 km Alpine Valley

After investigating a scenario with a very large angular spread in Experiment

IV, we now consider the other extreme of transmitting HSDPA in the Drau

16In Experiment III we corrected the flaws of Experiment IV.
17The root mean square delay spread doubled from 0.5µs to 1µs.

80



4. On the Influence of Antenna Spacing

valley in Austria. In this scenario, the TX antennas are placed immediately

adjacent to existing base station antennas on one side of the valley. The RX

unit is located at a distance of 5.7 km (no obstacles in between) inside a house

on the opposite side of the valley.

RX Antennas – Rod Antennas

At the RX unit, we utilize standard Linksys WiFi-Router rod antennas18 (see

Figure 4.34). They are placed indoors in non-line-of-sight to the transmitter.

The whole set-up is characterized by a short mean root-mean-square delay

spread of about 1 chip (260 ns) and a single major propagation path because the

receive signal mainly enters through a window next to the transmit antennas

(see Figure 4.34).

XYΦ tableRX antennas 1 2 not usedRX unitRX

view from TX

Figure 4.34: RX unit and antennas employed.

Additionally to this set-up, we also investigated RX antenna positions in dif-

ferent rooms where the TX antennas can and cannot be seen from the window.

We also placed the RX unit outside, in the middle of a hayfield, with direct

line-of-sight to the transmitter (see Figure 4.35, page 82). In all measured set-

ups, the results obtained did not change significantly, apart from a variation

in the average path loss that only shifts the throughput curves in Figure 4.38,

page 83 to the left and right.

18Usually, very cheap antennas are employed at the mobile site. We paid 2e per antenna.

81



4. On the Influence of Antenna Spacing

TXGPSLAN bridgeRX unitRX when measuring indoor RX antennas

Figure 4.35: RX unit employed in the middle of a hayfield.

TX Antennas – Flat Panel 2X-Pol Antennas

At the base-station, we utilize two Kathrein 800 10543 [86, and Appendix C,

page 117] 2X-pol flat panel antennas (2×±45° polarization, half-power beam

width 60°/6.5°, down tilt 6°), see Figure 4.36. The corresponding TX unit is

placed inside a cowshed immediately adjacent to the antennas, protected by a

tent.

TX antennasswitch cables to antennas TX unitGPS RXLAN bridge

Figure 4.36: TX unit and antennas employed.

We create different antenna element spacings by switching one of the two ex-

cited elements from one antenna to the other (see Figure 4.37)19.

19As the results of this experiment will show, there is no need to employ a linear guide to
move the TX antennas.
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= excited
element

left
antenna

right
antenna

distance = 1.24 λ 

distance = 6.5 λ 

Figure 4.37: Changing the distance between 1.24 and 6.5 λ.

The averaging required to compare equal with cross polarization is still carried

out as shown in Figure 4.19, page 66.

Results

Measuring 196 RX antenna positions for two different TX antenna element

spacings we obtain the results shown in Figure 4.38.
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Figure 4.38: Throughput obtained in the 5.7 km Alpine valley scenario.

� Employing equal polarizations, D-TxAA (1or2 streams) works exactly as

good as TxAA (1 stream) for both antenna element spacings measured.

Looking deeper into the data evaluated we see that in D-TxAA, the two

stream mode is never selected for transmission (because the one stream

mode is always believed to work better).

� Employing cross polarization, D-TxAA (1or2 streams) works signifi-

cantly better than TxAA (1 stream).

� In any case, employing MIMO yields significantly higher throughputs

than SIMO.
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4.3. Summary and Criticism

In this chapter, we have presented measurement results showing the influence

of transmit antenna spacing on the average performance of a radio transmis-

sion. In particular, we have investigated the over transmit antenna spacing

performance of HSDPA in three substantially different scenarios. Applying the

measurement techniques presented in Chapter 2 allowed for straightforwardly

inferring the average performance of these scenarios from a sample of about

300 receive antenna positions measured. The testbed presented in Chapter 3

supported the measurement process appropriately and flawlessly whilst the re-

sults obtained are consistent and precise showing no contradiction with what

the literature suggests. In other words, a job well done.

The “presumably easiest” next step still to be taken is the investigation of the

same questions regarding UMTS LTE20. We can say ‘easiest’, because it seems

to be just another straightforward extension of the measurement techniques

already applied but have to say ‘presumably’ because there are always issues

hidden amongst the details.

From a scientific point of view, however, the measurements presented in this

chapter are just the beginning because they do only reflect a small (yet still

interesting) snapshot of reality, namely three scenarios. What would be of even

more interest now is a general view of reality—namely, how transmit antenna

spacing in general influences the throughput of an HSDPA transmission. The

large sample21 of different scenarios required for this inference is, unfortunately,

beyond the reach of a small research group such as ours.

The other question of even greater scientific interest also lies outside the scope

of this thesis: Why does the performance over transmit antenna spacing change

as the measurements show? Or even more general: What property of the

scenario causes the performance to change over transmit antenna spacing and

in what way?

Question after question that can now be investigated for the first time, since

very precise measurement data is available.

20Long Term Evolution, see page 98.
21Preferably a random, rather than a judgement sample, as is now the case.
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5. On Antenna Switching

Simulations usually assume that the individual SISO links of a full MIMO

system suffer from the same average path loss. However in reality, this is

typically not the case1, especially for differently polarized and/or orientated

antennas.

In this chapter, we will provide a new throughput-based antenna selection cri-

terion that considers the entire system design rather than only the channel

state information. We present measurement results in terms of physical layer

throughput over transmit power. In addition to diversity gains, we clearly

see gains due to the selection of, for example, differently polarized or orien-

tated antennas. In terms of SNR, the results show a gain of several decibels,

depending on the number of antennas selected.

5.1. Motivation

One of the main reasons for the slow introduction of MIMO technologies in

commercial wireless systems is the required increment in complexity and hard-

ware costs. While antenna elements are cheap and usually small, each one

1 Over the last three years we have tried to create measurement set-ups with nearly equal
average path losses between all TX and RX antennas. This was done so as to be able to
compare our measurement results with existing simulation results. Although the use of,
for example, rotation units and omnidirectional antennas helped to a certain extend, we
were never really “successful” because a realistic scattering environment is highly unsym-
metrical.
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requires a complete radio frequency (RF) chain (low-noise amplifier, frequency

down-converter, analog to digital converter, filters, and so on). Unfortunately,

RF hardware is expensive compared to the cost of digital hardware. Also,

introducing new hardware consumes more energy, which is very inconvenient

for today’s hand-held mobile devices.

Antenna subset selection is a promising technique that reduces the MIMO

hardware complexity problem. Antenna subset selection adaptively chooses a

specific subset of all available antennas, for example, an Nt×Nr system can be

constructed while only Lt×Lr complete RF chains are used at the same time

(Lt < Nt and Lr < Nr). The antenna subset selection is based on a “selection

criterion” depending on the application. It has been shown that under most

circumstances, antenna selection systems can achieve the same diversity gains

as full-complexity systems. On the downside, antenna selection systems suffer

from a loss in array gain (mean SNR gain) but this loss can be avoided by

preprocessing in the RF chain [87–89, 115, 117].

5.2. Existing Research

Antenna subset selection has been intensively studied during recent years (see

[90–97] and references therein). Most published work usually assumes per-

fect knowledge of the channel at both the transmitter and the receiver sides

under the assumption of a flat fading channel model with independent and

identically distributed fading at each antenna. In [92], the problem of channel

frequency selectivity is jointly addressed with some practical issues such as

channel estimation errors and hardware non-idealities. The receive antenna

subset selection is extensively studied in [98–102]. Besides the general subset

selection overview, [103, 104] deal with the subset selection problem both at the

transmitter and the receiver sides. As mentioned before, most of the available

literature addresses the problem from a theoretical point of view and rarely

focuses on common practical issues such as antenna coupling effects, noisy esti-

mate of the channel and hardware non idealities. However, some studies focus

on more realistic channel models and consider the subset selection problem for

frequency-selective channels when frequency-domain equalizers are used (see

[103], and references therein), or when only noisy channel estimates are avail-

able [105, 106]. Another interesting and new advantage of subset selection is

the possibility of reducing the complexity of MIMO-OFDM precoded systems

[107].
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In order to take advantage of the diversity available in MIMO systems, there

is also some previous work on subset selection based on the maximization of

channel capacity [108, 109]. During the last years, MIMO-OFDM systems

have become very popular due to their ability to exploit the benefits from

both MIMO and OFDM systems. For this reason subset selection has also

been studied in such systems, specifically in indoor environments and existing

wireless communication standards [110–112].

Despite all this previous work, however, very little attention has been paid

to real scenario measurements and/or selection criteria that take into account

the effects of practical implementations. In [113], a subset selection imple-

mentation applied to IEEE 802.11a is presented. In [111], the performance

of transmit and receive antenna subset selection for MIMO-OFDM based on

measured indoor correlated and frequency selective channels is studied in de-

tail. The results obtained are compared with those computed using channel

models. The comparison reports that the capacity gain predicted from the

simulated channels is significantly lower than that achievable over real chan-

nels. The study also provides useful information about the antenna effects.

Antenna subset selection has also been applied to the proposed IEEE 802.11n

standard [114]. Finally, in [115] a complete list of practical issues related to

subset selection are emphasized, for example RF preprocessing, subset selec-

tion training, RF mismatch, non idealities in selection or the antenna subset

selection in OFDM systems. Also, measurement-based capacity analysis for

indoor environments is provided.

5.3. Receive Antenna Selection

Diversity via multiple receive antennas is a direct extension of traditional di-

versity ideas. The receiver sees several versions of the transmit signal, each

one experiencing a different fade and noise. The classic extension of selec-

tion combining to receive antenna subset selection is to select the Lr receive

antennas with the highest SNR among the Nr available. For that we need

to know all individual branch SNRs that can be determined by sounding the

full MIMO channel in a time multiplexed manner. When more than one an-

tenna is selected, maximum ratio combining (MRC) can be performed among

Lr out of Nr antennas. Using this approach, antenna subset selection can

extract most of the diversity of the full system without requiring all Nr RF

chains.
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When the wireless channel has sufficient degrees of freedom, the data streams

transmitted from multiple antennas can be separated, thus leading to parallel

data paths. The capacity of the radio channel increases under these conditions

with min(Nt, Nr), that is, linearly with the number of antennas. In a multiple

antenna system with Nt transmit and Nr receive antennas, the complex-valued

channel matrix H is of dimension Nr×Nt. When antenna subset selection at

the receiver side is used, a subset of Lr out of Nr antennas is selected. It

is straightforward to see that the equivalent problem consists in building a

matrix H̃ with dimensions Lr × Nt from the full matrix H. The selection

usually requires all possible paths to se sounded using the available RF chains

at the receiver. This can be achieved in dNr

Lr
e sounding operations. After

that, the selection criterion has to be applied in an exhaustive search among

all
(

Nr

Lr

)
different receive antenna combinations. For example, selecting one

out of four receive antennas requires four sounding operations and evaluating

the selection criterion four times, whereas selecting two out of four receive

antennas demands only two sounding operations but six selection criterion

evaluations.

5.3.1. Antenna Selection Based on System Throughput

In the literature, different selection criteria have been proposed based on spe-

cific properties of the channel such as channel capacity, eigenvalue spread, and

so on. However, most of these antenna subset selection methods do not take the

transmission system into account. For example, eigenvalue-based or capacity-

based selection methods only look at the coefficients of the wireless channel.

However, an optimum selection criterion for a specific transmission system

such as HSDPA also has to consider —apart from the channel coefficients—

the properties of the transmit signal and the receiver. We therefore propose the

utilization of analytic expressions of the post-equalization SINR as the crite-

rion for selecting the subset of receive antennas. The SINR is obtained directly

from the estimated wireless channel and can be mapped to the physical layer

throughput using a look-up table [11]. It is shown in [11] that maximizing the

SINR also maximizes the throughput. It is important to note that this antenna

selection criterion is not only limited to HSDPA [116]. It can be used in any

situation in which it is possible to describe the physical layer throughput by

means of analytic expressions depending on the channel coefficients and the

type of receiver implemented.
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5.3.2. Hardware Aspects of Antenna Selection

Ideal hardware is widely considered in the literature of antenna selection. Nev-

ertheless, taking into account the actual features of the additional hardware

required, the promised gains of antenna subset selection will be reduced a

priori. Particular attention should be paid to the RF switch. Ideal switches

do not deteriorate the noise figure of the receiver and work instantaneously,

without any delay. However, these features cannot be completely fulfilled in

practice. The attenuation of typical switches varies between a few tenths of

a decibel and several decibels, depending on the switch size and the required

switching speed. Typical settling times of RF switches are of the order of mi-

croseconds, corresponding to a duration of several symbols in current wireless

communication systems.

The losses caused by the RF switches at the receiver side are difficult to com-

pensate. One possible approach consists of installing the switch after the

low-noise amplifier, but this requires as many low-noise amplifiers as receive

antennas, thus reducing the benefits provided by antenna selection. However,

the HSDPA system under consideration is an interference limited system rather

than a noise limited one. This means that although the receiver noise figure

is increased by the switch insertion loss, the final system throughput will not

be degraded.

From the hardware point of view, sequentially sounding the full MIMO channel

is a challenging task. Particulary in systems in which the base stations do not

continuously transmit pilot symbols, it can take a long time until the full

MIMO channel is acquired. While the full MIMO channel state information

is not available, antenna selection cannot be applied, which typically leads

to a loss in spectral efficiency. Fortunately, in HSDPA the base stations are

always transmitting pilot channels, and the user equipment is therefore able

to continuously perform channel sounding over the Nr antennas even when it

is not receiving data. As soon as the user equipment is notified by the base

station of a new incoming data block, it can use the previously obtained channel

information to select the optimum subset of antennas. This “instantaneous

best selection” of course requires no significant change of the channel for several

subframes (a few milliseconds). If the channel changes faster than this, the

antennas can be selected according to the average throughput of the most

recent subframes (in the order of hundreds). In the results we will refer to

this selection as the “average best throughput selection”. As a consequence of
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the above, the proposed throughput-based antenna subset selection technique

is especially suitable for HSDPA because the required training stage can be

easily implemented.

Last, but not least, another frequently ignored problem is noisy channel es-

timation which can lead to a suboptimal subset selection and, consequently

degrade the performance. Fortunately, antenna selection is quite robust to

imperfect channel estimates [117].

5.4. Experiment VI - Urban 460m

In order to measure HSDPA throughput with antenna subset selection, a non

line of sight urban scenario featuring rich scattering is selected (the same as

that presented in Section 4.2.3, page 78). At the basestation, we employ a

Kathrein 800 10543 [86, and Appendix C, page 117] 2X-pol basestation panel

antenna (2×±45° polarization, half-power beam width 58°/6.2°, down tilt 6°).

We place it on the roof of a tall building in the center of Vienna (see Figure 4.16,

page 63). The receive antennas are located at an approximate distance of 460 m

inside an office room.

RX antennasRX antennasRX unit

Figure 5.1: RX antennas employed.
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Results for 1×Nr HSDPA

Firstly, we transmit from a single TX antenna element to one, two, or all

four receive antennas employed. Three sets of curves are plotted in Figure 5.2

below:

� The black leftmost curve shows the average throughput achieved when

all four receive antennas are used (no selection).

� The set of red curves was measured with two out of four receive antennas

selected.

� The set of blue curves was measured selecting only one out of four pos-

sible antennas at the receiver.
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Figure 5.2: 1×Nr TxAA HSDPA (single stream) throughput measured.

The following three different curves are plotted for each set measured:

� “Instantaneous best selection”:

For each channel realization (created by moving the RX antennas),

the RX antenna combination offering the highest throughput is cho-

sen in accordance with the SINR expressions calculated in [11]. When

throughput-based antenna subset selection is employed, this is an upper

bound for the achievable performance that can be reached if the channel
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is exactly known for every realization. Since in HSDPA the channel can

be sounded continuously, a performance close to this upper bound can

easily be achieved in reality.

� “Best average selection”:

The RX antenna combination offering the best throughput for all mea-

sured channel realizations is selected. This means that for a chosen

transmit signal power, the average throughput for each antenna combi-

nation is evaluated and then the best of them is selected. This approach

is especially suitable when the channel coherence time is short. Note

that in a real HSDPA system, the average throughput can be calculated

permanently by sounding the channel.

� “Worst average selection”. The same as in the previous case, but the

antenna combination that produces the worst performance is selected.

This selection method represents the worst case scenario that could occur

if no antenna subset selection is performed at all (lower bound).

Note that the 15 to 30 dBm transmit power region is the most adequate for

comparing the different throughput curves. For higher transmit powers, no

higher modulation and coding schemes are available to exploit the channel

capacity, and therefore saturation occurs.

Again, we investigate the precision of the measurement by means of boot-

strapping methods [38]. In both graphs, the gray vertical lines represent the

95% BCa confidence intervals for the mean, and the corresponding horizon-

tal lines the 2.5% and 97.5% percentiles. Note that the RX antenna position

remains unchanged while measuring different schemes at different transmit

power levels. This leads to smooth curves and relative positions of the curves

that are more accurate the confidence intervals for the absolute positions sug-

gest.

Let us now take a closer look at the results for one transmit antenna presented

in Figure 5.2, page 91.

� The difference between the 1×4 full system and the 1×2 (out of 4) instan-

taneous best selection is approximately 2.5 dB, expressed in terms of TX

power required to achieve the same throughput. This can be explained

by the additional array gain of the four receive antenna system.

� The 1×2 (out of 4) scheme presents a TX power gain of up to 4.8 dB

with respect to the 1×1 (out of 4) system. This is due to the array gain

offered by the 1×2 (out of 4) system and, additionally, due to the ability
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to exploit all available diversity.

� The maximum observed gain offered by antenna subset selection (2.6 dB

and 5 dB) is the difference between the “instantaneous best selection”

and the “worst average selection” curves.

The lower part of Figure 5.2 shows the difference between the “instantaneous

best selection” and the “best average selection”. Average gains of up to 2 dB

are observed, while instantaneous gains may be much higher.

Results for 2×Nr HSDPA

In Figure 5.3, the average throughput is plotted for the case of two TX antenna

elements transmitting in single stream mode. Again, the red curves show the

cases when two receive antennas are selected whilst the blue curves correspond

to one selected RX antenna. As in the single transmit antenna system, large

gains in throughput or in SNR are observed when antenna subset selection is

employed.
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Figure 5.3: 2×Nr TxAA HSDPA (single stream) throughput measured.

5.5. Summary and Criticism

In this chapter, we first presented a new antenna selection criterion applica-

ble to HSDPA and other mobile communication systems. We based this new

criterion on signal to interference noise ratio expressions describing the be-

havior of the whole radio link including the receiver, rather than using only
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channel state information. We furthermore emphasized the suitability of an-

tenna selection to HSDPA because most of the implementation issues can be

overcome.

To demonstrate the performance of our approach, we have carried out mea-

surements in a non line-of-sight urban outdoor scenario. The results presented

in terms of system throughput show large throughput increases when using

antenna selection. In terms of TX power required to achieve the same through-

put , the observed gains are between 2.6 and 5 dB, depending on the HSDPA

scheme and the number of antennas selected.

Nonetheless, we omitted two important issues in the performance evaluation

presented. Firstly, continuously receiving HSDPA data packets on different

antennas in order to obtain knowledge about the channel consumes energy that

may not be affordable at the hand-held. Secondly, switching between different

receive antennas takes time. While this delay does not affect the throughput in

the case of the “best average selection”, the throughput of the “instantaneous

best selection” has to be corrected by the switching time needed. Consequently,

an optimal switching rate can be defined.

94



6. Conclusion and Outlook

6. Conclusion and Outlook

Building a testbed is an “easy” task that many have succeeded in [147–189].

Using a testbed to produce scientific results1 on a large scale is a different

matter alltogether, especially when resources are limited:

Figure 6.1: Receiving the Vodafone Prize in 2006.

As from 2004 I have devoted myself to developing measurement techniques for

characterizing the performance of MIMO systems under real-world conditions.

After setting up a MIMO testbed in 2005 [4, 5, 17, 20, 21, 26, 27], I have

compared the uncoded [16, 18] and coded [19] performance of measured indoor

multiple antenna radio links with theoretical results presented in the literature.

1 Scientific output is usually measured in terms of papers per year. Whether this metric is
a meaningful one is —of course— another story, which I will not discuss here.
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Using the experience gained, I have started to investigate the influence of

antenna spacing on the performance of MIMO radio links [3]. Even more

sophisticated measurement procedures have provided a precise picture of how

the performance of several commonly used coding schemes degrades when the

transmit antenna distance decreases [13]

After successfully carrying out large numbers of indoor measurements, I have

completely redesigned the measurement equipment used in order to support

outdoor experiments. This allowed me to investigate MIMO HSDPA [12, 15]

and MIMO WiMAX [2, 14] in a realistic urban scenario (namely the fourth

district of Vienna) where the transmit antennas were mounted 16 meters above

the roof of my institute. Unlike the types of measurement campaign usually

carried out, I did thereby not sound the MIMO channel (to store the channel

coefficients for later use) but transmitted actual data packets in order to evalu-

ate the throughput instantly at the receiver site. This takes time and requires

a number of iterations but —on the upside— delivers novel, close-to-reality

results [23–25].

RX unitLAN bridgeXYΦ table RX antennas

Figure 6.2: Employing the receiver in the middle of a hayfield.

The next step was to move all the measurement equipment to an Alpine val-

ley in order perform the measurements in a realistic, non-urban outdoor sce-

nario [11]. The new, harsh outdoor conditions required me to further improve

the measurement techniques applied. In particular, synchronizing the TX to

the RX unit over a distance of 5.7 km for several weeks without being able to

use a cable turned out to be a key problem that called for an innovative so-
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lution [7, Chapter 2, Chapter 3]. This latest complete redesign of the testbed

now enables me to not only measure easily at distances up to 80 km but also

in non-static environments, for example, in a car on the highway [10]. In ad-

dition, it allows for the precise measurement of the impact of frequency offsets

introduced by the radio frequency hardware [6].

The next obvious step was to move back to the city of Vienna in order to

compare the results obtained in the Alps with the more scattering urban en-

vironment encountered near to my office [1]. New measurements investigating

HSDPA throughput [9] over TX antenna rotation [7] and RX antenna switch-

ing [8, Chapter 5] were soon carried out.

TX unit used to rotate the TX antenna TX antenna RX

Figure 6.3: Realistic set-up.

The final major step was to investigate the influence of antenna spacing on an

HSDPA transmission using realistic flat panel X-pol antennas at the transmit

site [Chapter 4, to be published].

Now, 6 Journals, 16 conference papers, and 4 talks later, there seems to be no

doubt that the quasi-realtime-approach featured by the Vienna MIMO Testbed

is a real success. However, the question as to how to continue from here remains

open.

The “presumably easiest” next step to be taken is the investigation of the same

questions regarding UMTS LTE. We can say ‘easiest’, because it seems to be

just another straightforward extension of the measurement techniques already

applied but have to say ‘presumably’ because there are always issues hidden

amongst the details.
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LTE - The Next Challenge

In December 2008, the specification of the so-called LTE (Long Term Evolu-

tion) system was completed. The targets for downlink and uplink peak data

rate requirements were set to 100 Mbit/s and 50 Mbit/s, when operating in a

20 MHz spectrum allocation [136]. In LTE, the first version already supports

up to four transmit antennas. Initial performance evaluations show that the

throughput of the LTE physical layer and MIMO enhanced HSDPA is ap-

proximately the same [131–135]. However, LTE has several other features of

which the most important ones for future research (and realistic performance

evaluations) are briefly explained below.

The LTE downlink transmission scheme is based on orthogonal frequency-

division multiple access (OFDMA), which converts the wide-band frequency

selective channel into multiple flat fading subchannels. The flat fading sub-

channels have the advantage that —even in the case of MIMO transmission—

optimum receivers can be implemented with reasonable complexity, in con-

trast to HSDPA. OFDMA additionally allows for frequency domain schedul-

ing, typically trying to assign only “good” subchannels to the individual

users. This offers large throughput gains in the downlink due to multi-user

diversity [143, 144]. Another feature of LTE is the X2-interface between

base stations. This interface can be used for interference management with

the goal of decreasing inter-cell interference. The standard only defines the

messages exchanged between the base stations while the algorithms and the

exact implementation of the interference mitigation remain vendor specific

and are currently topics of great scientific interest, see for example [137–

139].

During the last year, a Matlab-based LTE physical layer downlink simulator

was developed at the Institute of Communications and Radio Frequency En-

gineering, Vienna University of Technology [145, 146]. Using this simulator, a

measurement-based performance evaluation of LTE can be carried out in an

initial step similar to that done for WiMAX in this thesis (simply by trans-

mitting all possible transmit data blocks over the same channel). However,

since LTE also supports hybrid automatic repeat requests and many different

MIMO modes with adaptive precoding, the mini-receiver approach used for

the HSDPA performance evaluation is more suitable. For this approach, an

analytical model of the physical layer (similar to the one for HSDPA [11]) has

to be developed and verified. While it is quite straightforward to develop such
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a model for linear receivers, it is challenging for non-linear receivers, such as

for example sphere decoding. Such a verified model of the LTE physical layer

is also the basis for meaningful system level simulations.

As explained above, LTE was developed as a multi-user system. The multi-

user scheduling in the base station modifies the channel statistics the individual

users are experiencing. (For example, by serving a user only with subchannels

with a high SNR.) As channel statistics have a great impact on receiver perfor-

mance, multi-user scheduling has to be considered for a realistic performance

evaluation. Since the effort for testbed measurements in which multiple users

are simultaneously connected to a single base station is beyond our reach, the

following method can be applied for such measurements. Firstly, we measure

a host of different receiver locations in order to to calculate the corresponding

user feedback values. Secondly, when performing the “real” throughput mea-

surement at different receiver locations, the scheduler is not only provided with

the current user feedback but also with the previously recorded feedback values

of the other users. Nevertheless, this method only allows for measuring the

performance of one user connected to a single base station.

The X2 interface between base stations allows the management of inter-cell

interference. Directly measuring interference management algorithms requires

the use of many base stations simultaneously. In order to decrease the hardware

effort but still obtain meaningful results, the in our current opinion most real-

istic performance evaluation of such algorithms is to first successively record

the channels between several base stations and a single user. The measured

channel coefficients can then be used in the LTE physical layer simulator to

investigate the interference management algorithms.

If interference aware receivers are to be tested, the signals received from dif-

ferent base stations can be recorded in a first step (by physically repositioning

the only base station we have) and then added up in the digital domain during

the actual measurement.

In other words, there is still an enormous amount of work ahead.
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B. Statistical Inference – A Numerical Example

B. Statistical Inference

This appendix presents an easy to follow numerical example on statistical infer-

ence [48], bootstrapping [38], and (stratified) random sampling [48]:

1, Estimating the Mean

Let us assume a classroom of nine students having the following height in

centimeters (the population of interest):

1 ←− 2 ← − 3 ←− 4 ←− 5 ← − 6 ←− 7 ←− 8 ←− 9 ← −

population =
[

181 180 166 170 168 186 163 187 183
]

Suppose we are interested in their mean1 (the summary statistic, estimate, or estimator)

height. The best thing we could do is to ask all students in the classroom how

tall they are. This enables us to calculate this mean exactly (we conduct a

census):

1 ← − 2 ←− 3 ←− 4 ← − 5 ←− 6 ←− 7 ← − 8 ←− 9 ←−
census =

[
181 180 166 170 168 186 163 187 183

]
true mean-height = mean(census) = 178

Unfortunately, we do not have the time to do so, so we randomly choose only

four students to ask them how tall they are (we take a representative sample by

the method of simple random sampling). To do so, we number the students from

one to nine, generate four random numbers in the range of one to nine, ask

the corresponding students how tall they are, and then calculate the mean

of this sample, that is, the best estimate for the population mean (plug in

principle):

random numbers = 3 ←− 6 ← − 7 ←− 9 ←−

sample =
[

166 186 163 183
]

estimated mean-height = mean(sample) = 174.5

1 The following example works for any statistic, as for example, mean(·), median(·), or
variance(·).
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2, Gauging the Precision of this Estimate Using Only the Sample Obtained

Having no other information than the sample given above, we now want to

gauge the precision of this estimated mean-height. To do so, we first resample

our sample to obtain a large number of, let us say 1000, bootstrap samples2,

that is we randomly choose four samples out of the four with replacement—and

repeat this 1000 times3:

random numbers1 = 9 ←− 9 ← − 6 ←− 7 ←−

bootstrap sample1 =
[

183 183 186 163
]
→ mean(·) = 178.75

random numbers2 = 9 ←− 9 ← − 9 ←− 9 ←−

bootstrap sample2 =
[

183 183 183 183
]
→ mean(·) = 170

...
...

...
...

random numbers1000 = 7 ←− 9 ←− 3 ←− 3 ← −

bootstrap sample1000 =
[

163 183 166 166
]
→ mean(·) = 169.5

The bootstrap-estimate for the standard error of the mean (called the ideal boot-

strap estimate of the standard error) is defined as [38, p.46]:

standard error =

√
var
([

178.75 170 . . . 169.5
])
≈ 5.06

The corresponding 90% confidence interval4 can be obtained by ordering the

means and taking the 50th (the 5% percentile) and the 950th (the 95% percentile)

value (this simple method is referred to as the percentile method).

estimated mean-height = 174.5 5
%
←
−

9
5
%

←−
−

90% confidence interval =
[

165.25 183.75
]

Fortunately, programs all Matlab come with ready to use functions that allow

an engineer to calculate the even more sophisticated BCa confidence interval

(see [38, p.176]) by just writing bootci(1000,mean,[166,186,163,183])5.

2 Bootstrap resamples have the same statistical information as the original sample.
3 See [38, p.52] for a discussion on how many bootstrap resamples are needed.
4 If we were to obtain a new sample from the population of interest to calculate a new

confidence interval, 90% of the time this interval would cover the true value of 178.
5 The R function for the BCa algorithm is boot.ci{boot}, for the accelerated ABC algo-

rithm it is abc.ci{boot}.
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3, Improving the Sampling by Stratification

Knowing that there are four girls and five boys in the class and that the

members of the each sex are about the same height

b
o
y

←−
−

b
o
y

←−
−

g
ir

l
← −
−

g
ir

l
←−
−

g
ir

l
← −
−

b
o
y

←−
−

g
ir

l
←−
−

b
o
y

←−
−

b
o
y

←−
−

population =
[

181 180 166 170 168 186 163 187 183
]

we can improve our sampling technique as follows: First, we divide the class

into girls and boys (the so called strata).
1 ← − 2 ←− 3 ←− 4 ← −

strata1 =
[

166 171 168 163
]

1 ←− 2 ←− 3 ←− 4 ← − 5 ←−

strata2 =
[

181 180 186 187 183
]

Then we randomly ask two girls and two boys how tall they are (stratified random

sampling).

random numbers = 3 ←− 4 ←−

sample1 =
[

168 163
] random numbers = 1 ←− 4 ← −

sample2 =
[

181 187
]

Finally, we estimate the mean-height of all students in the class.

estimated mean-height =

=
4

9
mean(

[
168 163

]
) +

5

9
mean(

[
181 187

]
) ≈ 175.7

By independently re-sampling the two samples

random numbers1 = 3 ←− 3 ←− 1 ← − 4 ←−

bootstrap sample1 =
[

168 168
] [

181 163
]
→ mean(·) ≈ 170.2

random numbers2 = 4 ←− 3 ← − 4 ←− 1 ← −

bootstrap sample2 =
[

163 168
] [

187 181
]
→ mean(·) ≈ 175.8

...
...

...
...

random numbers1000 = 4 ←− 3 ←− 1 ← − 1 ←−

bootstrap sample1000 =
[

163 168
] [

181 181
]
→ mean(·) ≈ 174.1
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we calculate the bootstrap estimate for the standard error of this mean

standard error ≈
√

var
([

170.2 175.8 . . . 174.1
])
≈ 1.42

and the corresponding 90% confidence interval:

estimated mean-height = 175.7 5
%
←
−

9
5
%

←−
−

90% confidence interval =
[

173 178.5
]

4, The Gain of Stratification

Note that by employing stratified random sampling we have reduced the stan-

dard error and the confidence interval proportionately more than we have

increased the work involved. We therefore call this technique variance reduc-

ing [46].

For the sample mean, and essentially only for the sample mean, the true6

standard error can easily be calculated exactly as

- for the simple random sampling:√
var(population)

samplesize
=

√
var([181 . . . 183])

4
≈ 4.35

- for the stratified random sampling:√√√√∑
strata

(
stratasize

populationsize

)2

· var(strata)

samplesize
=

=

√(
4

9

)2
var([166 171 168 163])

2
+

(
5

9

)2
var([181 180 186 187 183])

2
≈ 1.34

We observe that in this example as a result of stratification, the standard error

is reduced by a factor of 3. On the other hand, it is well known that when we

only increase the sample size, a factor of nine is in general required to obtain

the same gain in precision.

6 When we have only knowledge about the sample drawn, the standard error can be calcu-
lated in the same way by just using the sample-variance instead of the population-variance
(plug in principle).
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C. Kathrein Antennas

C. Kathrein Antennas

type 60° X-pol panel 60° 2X-pol panel 80° 2X-pol panel

number 800 10438 800 10543 800 10629

electrical separation – 1.24 λ <0.6 λ

frequency range 1850–2690 MHz 2300–2690 MHz 2500–2700 MHz

polarization ±45° ±45° & ±45° ±45° & ±45°

cross polar ratio @0°: 20 dB @0°: 20 dB @0°: 25 dB

@±60°: >8 dB @±60°: >10 dB @±30°: >10 dB

half power

beam bandwidth 65°/5° 60°/6.5° 80°/7.5°

downtilt 2° 0–12° 0–10°

gain 17.5 dBi 18 dBi 16.5 dBi

front-to-back ratio >25 dB > 25 dB >25 dB

height 1320 mm 1220 mm 983 mm

width 172 mm 323 mm 199 mm

depth 92 mm 130 mm 84 mm

weight 6.4 kg 15 kg 7 kg

connectors 2×7-16 female 4×7-16 female 4×7-16 female

(all specifications at 2.5 GHz, see also http://www.kathrein.de)

117


	Acknowledgements
	1 Motivation
	2 Measurement Methodology
	2.1 Basic Idea
	2.2 Problem Formulation
	2.3 Employing the Basic Idea
	2.4 Data Collection
	2.4.1 More Sophisticated Sampling Techniques
	Sampling Homogenous Subpopulations
	Sampling Spatially Autocorrelated Populations

	2.4.2 Variance Reduction Techniques
	2.4.3 Bias
	2.4.4 Outliers
	2.4.5 Parameter Estimation

	2.5 Evaluating and Summarizing the Data
	2.6 Statistical Inference
	2.6.1 Inferring the Population Mean
	2.6.2 Precision and Sample Size
	2.6.3 Reproducibility and Repeatability

	2.7 Measurement Automatization
	2.8 Dealing with Feedback and Retransmissions
	2.9 Summary and Criticism

	3 Testbed Design
	3.1 Basic Idea
	3.2 Transmitter
	3.3 Receiver
	3.4 Synchronization
	3.5 Possible Pitfalls
	3.5.1 Digital Baseband Hardware
	3.5.2 Tool and Component Selection
	3.5.3 Analog RF Front-Ends
	3.5.4 Cost
	3.5.5 Matlab Code and Testbeds

	3.6 Summary, Issues, and Criticism

	4 On the Influence of Antenna Spacing
	4.1 Indoor – Un-coded Single Carrier
	4.1.1 Existing Research
	4.1.2 Experiment I, 21 Indoor
	Results

	4.1.3 Experiment II, 22 Indoor
	Results


	4.2 Outdoor – HSDPA
	4.2.1 Existing Research
	4.2.2 Experiment III, 190m Urban
	TX Antennas – Flat Panel 2X-Pol Antennas
	RX Antennas – Printed Monopole Antennas
	Performance Metric – HSDPA Throughput
	Measurement Procedure
	Plotting the Results
	Correcting for the Average Path Loss
	Results for Equal Polarization
	Results for X Polarization

	4.2.3 Experiment IV, 460m Urban
	TX Antennas – Flat Panel X-Pol Antennas
	RX Antennas – Printed Monopole Antennas
	Results

	4.2.4 Experiment V, 5.7km Alpine Valley
	RX Antennas – Rod Antennas
	TX Antennas – Flat Panel 2X-Pol Antennas
	Results


	4.3 Summary and Criticism

	5 On Antenna Switching
	5.1 Motivation
	5.2 Existing Research
	5.3 Receive Antenna Selection
	5.3.1 Antenna Selection Based on System Throughput
	5.3.2 Hardware Aspects of Antenna Selection

	5.4 Experiment VI - Urban 460m
	Results for 1N1.2r HSDPA
	Results for 2N1.2r HSDPA


	5.5 Summary and Criticism

	6 Conclusion and Outlook
	LTE - The Next Challenge

	A Bibliography
	A.1 Self References
	A.1.1 Authored Book Chapters
	A.1.2 Authored Journals
	A.1.3 Authored Papers
	A.1.4 Authored Talks

	A.2 Theses by Researchers Involved
	A.3 Recommended Books by Other Authors
	A.4 Journals and Papers by Other Authors
	A.5 Existing MIMO Testbeds
	A.6 Hardware Suitable for MIMO Testbeds

	B Statistical Inference – A Numerical Example
	C Kathrein Antennas

	Text2: Reference:S. Caban, "Testbed-based evaluation of mobile communication systems," Ph.D. dissertation,Vienna University of Technology, Sept. 2009.BibTeX:@phdthesis{PhD-Caban2009,  author =        {Sebastian Caban},  title =         {Testbed-based Evaluation of Mobile Communication Systems},  school =        {Vienna University of Technology},  month =         sep,  year =          2009}


