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Abstract. In the automotive industry, testing for reliability and safety is very impor-
tant but costly. Due to the deployment of an increasing number of features within
these systems, mapping them to compatible test environments becomes more and
more complex. In this paper, we present a use case for applying ontological reason-
ing in the automotive industry for supporting testers while making the selection of
test environments. The given task has been to map the software under test together
with test cases to test environments through ontological reasoning. To this end, we
defined an ontology of test environments. It can be used for ontological reasoning,
both by applying instance classification and subsumption reasoning, to assign test
environments. This approach is prototypically implemented in Stardog, in combi-
nation with OWL2 and SPARQL. It is deployed alongside existing software at our
industry partner’s premises and provides a user interface, which supports testers
while selecting test environments and executing tests.
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1. Introduction

In the automotive industry, a variety of test environments for software-based automo-
tive systems are used for testing components and functions of automotive systems. Usu-
ally, the choice of the “right” test environment for testing a component and/or its sub-
components is performed manually by an experienced tester. Since a test environment
can be used for different test cases, the goal is to reduce time and costs by reusing test
environments for different functions or components, while at the same time maintaining
the testing quality, such that functional safety is always achieved as required. Specific
test cases sometimes present false positives when executed on a test environment that is
not compatible with these test cases.

For automating the selection of a test environment, we developed an approach based
on ontological reasoning, see [1], which this paper is based upon. It requires a classifica-
tion of test systems. For this purpose, we created an ontology of test environments within
the scope of automated software testing in the automotive industry.

Figure 1 shows the main entities that had to be specified, which play different roles
within the test environments. One test environment is a combination of one Vehicle-
Model (MDL) and one Hardware-in-the-Loop (HIL) with a connected electronic control
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unit (ECU). The HIL with its connected ECU may also be simulated by a Software-
in-the-Loop (SIL) system. A software under test is one Program Version (Software) in
combination with one Dataset.

Figure 1. Main entities of test environments.

Since there are a lot of interdependencies between the necessary entities of test en-
vironments, we analyzed these dependencies and represented them formally in the on-
tology. We modeled it using Protégé, whereas for the integration and usage of the ontol-
ogy the knowledge graph application Stardog was used. Stardog provides an integrated
HTTP/REST API and the possibility for storing data from heterogeneous sources in a
unified way. Furthermore, it allows querying and manipulation of the knowledge graph
using SPARQL and supports built-in reasoning over ontologies.

The overall task has been to map the software under test together with test cases to
test environments through automated reasoning. The use case has been defined as fol-
lows: given a specific test case and attributes of a specific software under test, a map-
ping to a specific test environment is to be found that is compatible in the sense that it is
configured to be able to correctly perform the test with the software under test.

For supporting the given use case, we provided automated reasoning based on the
ontology, both by applying instance classification and subsumption reasoning. For prov-
ing this approach to ontological reasoning to the testers, we deployed it at our indus-
try partner’s premises and provided a user interface through a REST API. The result-
ing application features prepared queries, which are called from a separate tool for test
automation that outputs their results.

The remainder of this paper is organized in the following manner. First, we sketch
some background material on the system test environments in the automotive domain,
and on ontological reasoning, in order to keep this paper self-contained. We then describe
the developed ontology and, building upon it, we show how ontological reasoning is
applied and integrated with tool support. Finally, we discuss our approach and findings
as well as related work, before we conclude.

2. Background

We provide here background material on the system test environments in the automotive
domain, the ontology language used for their representation, and ontological reasoning
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as it is used in this work for mapping a specific test case and software under test to a
specific test environment. Finally, we present a short introduction of the Stardog tool,
which we used for deploying the ontological reasoning approach.

2.1. System Test Environments

Testing hardware and software of Electronic Control Units (ECUs) for automobile en-
gines is essential, and specific test environments are needed for that. In particular, ECUs
are running certain software, which is programmed by a development team according to
customer requirements. This software is released to storage systems and the information
about the attributes of the software is stored in a specific database. The ECU hardware,
for testing specific ECU variants of different automobile engine types, has a unique se-
rial number and a company-internal name, which is also stored in specific databases.
To be able to test a specific ECU, a suitable software version has to be flashed to the
ECU and the test environment components have to be configured for testing that spe-
cific ECU. Hence, there are certain dependencies of the hardware and software with the
configurations of the test environments.

Test environments are specific workplaces, which usually are preconfigured for test-
ing specific ECU types and functionalities. They are typically shared among testers and
maintained by specific persons. Such a test environment consists of a test environment
computer, a Real-Time-PC (RTPC), mostly a Hardware-in-the-loop and other hardware.
The test environment computer runs a simulation program of the vehicle, where differ-
ent simulations can be performed using Vehicle-models. This simulation of the vehicle-
model is loaded by the RTPC and controls the hardware of the vehicle through the
connection of the computer to a Hardware-in-the-loop. The RTPC together with the
Hardware-in-the-loop simulate the controlled hardware. Figure 2 roughly depicts an ex-
ample of a test environment setup.

Figure 2. Example of test environment setup.

2.2. Ontology Language

Description Logics (DL) describe a family of logics for knowlegde modeling that are es-
sentially fragments of first order predicate logic [2]. In ontology languages based on DL,
semantics are expressed with rules, which relate to a semantically predefined vocabular.
For building an ontology based on description logics, concepts, sets of objects, and roles,
denoting binary relations between instances of those concepts, are used as semantic en-
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tities, which can be atomic or complex. Complex concepts and roles are created using
constructors.

OWL (Web Ontology Language), a standard from the World Wide Web Consortium
(W3C), is a language for representing an ontology. Currently there are OWL1, where
OWL1 DL is the language based on Description Logics, and OWL2, which is an updated
version of OWL1 DL.1 The language builds open XML (Extensible Markup Language)
and RDF (Resource Description Framework) and uses a triple structure where a triple
consists of subject, predicate and object. Such a triple can be seen as a Node-Edge-Node
construct, and a set of triples builds an RDF graph [3].

Using description logics, Gaševic et al. [4] describe developing a knowledge base in
two parts. The TBox of a knowledge base contains the terminology, which is the vocab-
ulary of the application domain. It defines concepts / classes, semantic relationships and
properties. Inside a TBox, concepts are defined in terms of other, previously defined con-
cepts [5]. The ABox contains assertions about concrete instances, using the vocabulary
from the TBox.

2.3. Ontological Reasoning

There is a basic distinction in ontological reasoning between subsumption reasoning
over concepts and instance checking over instances. Subsumption reasoning is the main
reasoning service in the Tbox, and instance checking is the main reasoning service in the
ABox.

An ontology represented formally, e.g., in OWL2 enables logical reasoning over
concepts using subsumption as the basic reasoning technique for the TBox. Subsumption
in DL languages is typically written as C � D [6]. This means, that all objects described
by concept C are also objects described by D. The formalism is based on semantics from
the mathematical set theory. This encompasses inheritance in terms of object orientation.

Reasoning services in the ABox can be defined in terms of instance checking [6],
which checks instances for their properties one by one and if the properties are equivalent
to the object properties of the defined class they are retrieved as instances of that defined
class. For example, “realization” finds the most specific concept of an instance. Querying
over ABox data is a core task of DL ontologies [7].

2.4. Stardog

Stardog2 is an enterprise knowledge application using a graph database with integrated
reasoning capabilities and several database connectors for data import. It has built-in
features like path querying, where all paths (nodes and edges) between two nodes can
be queried. Furthermore, Stardog allows for querying and manipulating the RDF data
representing an ontology over the command line interface or an HTTP/REST API. There
is also an editor tool called Stardog Studio for creating and manipulating ontologies
saved in Stardog.

Stardog uses a Services Layer that represents the interfaces to the enterprise applica-
tions. In the Graph Database Layer are the query engine for processing SPARQL queries
and the support for declarative models, which allows the creation of knowledge graphs

1https://www.w3.org/TR/owl2-new-features/
2https://www.stardog.com
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without coding. The Ingest Layer of Stardog handles different types of data. Structured
data is stored in the Stardog storage, semi-structured data is handled with virtual graphs
and unstructured data is stored with BITES, which is a document storage system for uni-
fying unstructured data like images, voice, etc. Stardog was chosen, because the industry
partner is already familiar with it and uses it for other applications.

3. The Ontology

For enabling ontological reasoning, we had to develop an ontology of the domain, i.e., the
system test environments and their attributes. It is represented in OWL2, and Figure 3 de-
picts a top-level view for illustration purposes. The classes shown were specified as main
top-level classes. Some of them classify specific segments of expert knowledge like dif-
ferent wiring harnesses, whereas others are more general classes like different databases
or repositories containing the actual data, or serving more general purposes. All these
classes are subclasses of the owl:Thing class and are further subclassified. Additionally,
some classes have object property relationships to other classes on a high level. Since
this is very specific domain knowledge, we did not use any upper ontology, but modeled
it to our best understanding during knowledge acquisition together with domain experts.

Figure 3. Top-level view of the ontology developed.

Overall, this ontology currently consists of 215 classes, 39 object properties and
3,721 instances. Furthermore, the metrics of Protégé 3 state that there are 14,685 axioms
within the ontology.

4. Ontological Reasoning Applied

Based on this ontology, we show how ontological reasoning using instance classification
and subsumption can be applied in our use case of assigning a compatible test environ-

3https://protegewiki.stanford.edu/wiki/Main_Page
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ment to the software under test together with test cases. The reasoner performs instance
checking over instances, and subsumption reasoning over classes.

4.1. Using Instance Checking

The reasoner infers instances through instance checking with specified rules and retrieves
them under a defined class, such that those queried instances can be combined with each
other. The information needed for the reasoning consists of the known attributes of an
entity, which need to be matched through the same attributes to another entity in the
ontology.

Let us illustrate the application of this instance classification approach to our use
case. There are two instances given, one instance of a Vehicle-Model and one instance
of a Dataset. Their properties are mapped to properties of the test environment, i.e., the
properties of its HIL and ECU (or its SIL, respectively).

Furthermore, there is a class “Vehicle Model to Software Mapping” defined with
“equivalent” class axioms, making it a defined class. In the following example, the two
instances are retrieved as instances of this defined class according to the axioms of the
class.

Figure 4 shows an instance of a Vehicle-Model as selected entity in Protégé. The
name of the instance is a long identifier and begins with “CDFX ...”. The identifier of
the selected instance is marked in the top red square, having a purple diamond shape
to the left of the instance’s name. It has five object property assertions (blue squares),
shown in the bottom right red square, and is from class types “Vehicle Model Name”
and “B47Tue2” (yellow circles), shown in the bottom left red square.

Figure 4. An instance of the class Vehicle-Model with its properties.

Figure 5 shows a selected instance of a Software Dataset with an instance identifier
beginning with “J44HFXL...”. The identifier of the selected instance is marked in the
top red square of the figure. The class type, shown in the bottom left red square, is
“Dataset ID” and there are eight asserted object properties, shown in the bottom right
red square.

A defined class “Vehicle Model to Software Mapping” is shown in Figure 6. The
identifier of the selected defined class is marked in the top red square. The selected
defined class has an “Equivalent To” field, marked in the middle red square of the figure.
This field contains “equivalent” class axioms denoting the classes and properties that
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are equivalent to the selected class, and thus defining the class. The instances that are
retrieved by the semantic reasoner as instances of the selected defined class, are shown
in the bottom red square of the figure. In fact, the reasoner retrieves the instances shown
in Figures 4 and 5.

Figure 5. An instance of a Software Dataset with its properties.

Since the properties of the software under test are known for this use case, the de-
fined class should retrieve all instances with these properties to find a match and limit
the compatible test environments to use. Therefore, the defined class is set as equivalent
to a set of classes, in combination with a set of asserted properties, which define the
instances. Thus, under “Equivalent To” this statement is defined:

((textscDataset ID or Vehicle Model Name or

Vehicle Model Pro ject) and

(uses Boardnetsome({SP2021})) and

(uses Enginetype some ({B47C20O2}))
and (uses Gearboxtype some ({ATeDKG}))) (1)

In such a statement, “or” defines the union of concepts, whereas “and” defines
an intersection of concepts. The first part of the statement, (Dataset ID or Vehi-
cle Model Name or Vehicle Model Project), defines the union of the classes Dataset ID,
Vehicle Model Name and Vehicle Model Project. Assuming that this part of the state-
ment was given by itself under “Equivalent To”, it would denote, that an instance of
“Vehicle Model to Software Mapping” has to be an instance of this union of classes.

The first part of the statement is further intersected with three “equivalent” class
axioms, each having an object property, an existential role and a fixed instance. The
existential role is defined by the keyword “some” (which can also be read as “at least
one of”), i.e., the class expression syntax for an existential restriction. The curly brackets
{} describe a class of specific individuals, in this case a single instance. Hence, the
first class axiom, “uses Boardnet some ({SP2021})”, defines that every instance of the
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Figure 6. A defined class Vehicle Model to Software Mapping with queried instances.

class axiom has to have at least one object property assignment of uses Boardnet to an
instance {SP2021}. Therefore, the intersection of the first part of the statement with the
three “equivalent” class axioms defines the class “Vehicle Model to Software Mapping”
to be the “type of” all instances that are “type of” any of the classes in the union and are
connected to fixed instances through the defined object properties.

The semantic reasoner checks and retrieves the instance of a Vehicle Model from
Figure 4 and the software under test instance from Figure 5 as instances of this de-
fined class “Vehicle Model to Software Mapping” from Figure 6, and infers in this way,
that this software under test can be tested by the test environment that uses this Vehicle
Model.

4.2. Using Subsumption Reasoning

The semantic reasoner also builds a hierarchy and infers information that can be used for
subsumption reasoning in the ontology. More specifically, to determine the possible test
environments on which an ECU software can be tested, subsumption reasoning can be
applied in our use case. We present an example for subsuming a vehicle-model project
below an IO Test gasoline project, and other projects under diesel projects, respectively.

The basic idea is to create two classes, each with a special meaning, and define them
with the same axioms. These classes will subsume other classes that are subclasses of
classes defined by those axioms and, therefore, give them the same special meaning.
Since the classes are defined with the same axioms, they are also inferred to be equivalent
to each other.

Figure 7 shows a simple presentation of how the vehicle-model class B47Tue is sub-
sumed. On the left hand side of the arrow, the classes are depicted as circles surrounding
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their class names. Below the circles are the class axioms defining the classes. Only the
class B47Tue is not exactly defined by class axiom given below, but it is a subclass of
a class defined by that axiom. On the right hand side of the arrow, the inferred result
after subsumption reasoning is shown, i.e., that classes IO Test for GasolineProject and
Vehicle Model GasolineProject subsume the class B47Tue.

Figure 7. Simplified presentation of how class B47Tue is inferred as a subclass of classes
IO Test for GasolineProject and Vehicle Model GasolineProject.

From a high-level perspective, the example shows a Vehicle-Model class, which is
a subclass of a class axiom (building a superclass for the Vehicle-Model class). This
class axiom is specified together with other class axioms as equivalent to other classes
in the ontology and defines them. The defined classes are an IO Test gasoline project
and a vehicle model gasoline project in this example. They represent gasoline projects,
whereas other classes are defined for diesel projects, respectively.

Through subsumption reasoning, these classes subsume the vehicle-model class ac-
cording to their superclass axiom. The IO Tests for gasoline projects are subsumed in
the same way. Both, the gasoline IO Tests and the gasoline vehicle-model projects, are
subsumed under these defined classes, which declare that they are gasoline projects and
are possibly compatible. In other words, the reasoner maps a set of IO Tests – from an
IO Test gasoline software project – to a gasoline vehicle-model project running on a test
environment that is able to test gasoline ECU types.

Figure 8 shows the class IO Test for GasolineProject, which defines all IO Test
projects that test gasoline ECU types.

Figure 8. A class IO Test for GasolineProject with its properties in Protégé.

The class is defined through necessary and sufficient conditions in the “Equiva-
lent To” field, marked in the red square. These “equivalent” class axioms specify a
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class (yellow circles denote classes in Protégé) and define the properties of the class
“IO Test for GasolineProject”: tests ECUtype some MG1.

This class specification consists of an asserted axiom, having an object property, an
existential role and a class. The class axiom “tests ECUtype some MG1” denotes, that
an instance of the class with this “equivalent” class axiom tests at least one ECU of type
“MG1”. Figure 9 shows the class “MG1”, which is defined through the “equivalent” class
axioms: DME7 or DME8 or DME8T or DME9

Figure 9. A class MG1 with its properties.

In the class “MG1”, these four axioms are linked with the “or”-operator. This oper-
ator enables the union (in terms of set theory) of all classes that are defined with one or
more of these four axioms.

During the process of hierarchy building through the semantic reasoner, it subsumes
the vehicle-model class B47Tue under both the classes IO Test for GasolineProject and
Vehicle Model GasolineProject, the result can be seen in Figure 10. In Protégé, the in-
ferred reasoning result is shown with yellow background color. This subsumption rea-
soning, marked in the red square in Figure 10, happens, because class B47Tue was as-
serted as subclass of “DME7 or DME8 or DME8T or DME9” (equivalent to MG1), and
therefore a subclass of IO Test for GasolineProject.

Figure 10. Class B47Tue was inferred as subclass of classes IO Test for GasolineProject and Vehi-
cle Model GasolineProject.
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Since the vehicle-model project classes use the same ECU type classification (gaso-
line or diesel) as the IO Test project classes, they are subsumed as well. For instance, the
subsumed IO Test projects and vehicle-models in the class “B47Tue” are possibly com-
patible to each other, but definitely incompatible to diesel software projects and diesel
vehicle-models, respectively.

5. Integration and Usage with Tool Support

This section describes the integration of the ontological reasoning approach and its im-
plementation using Stardog and SPARQL. It is deployed at our industry partner alongside
existing applications and extends the backend database with an ontology that is queried
using Stardog’s HTTP API.

Stardog allows configuring the “reasoning type” according to OWL2 profiles, which
are syntactic subsets of OWL2, offering syntactic restrictions to the language. Any axiom
outside the selected type will be ignored by the reasoner. These restrictions result in a
trade-off between the language’s expressive power and implementational and/or compu-
tational benefits. “SL” is a Stardog-specific profile representing a combination of RDFS,
QL, RL, and EL axioms (plus SWRL rules) from other OWL2 profiles. The option “SL”
was chosen as standard “reasoning type” for the ontology. Another configuration option
was “sameAs reasoning”, which can be set to ON/OFF. The OWL2 “sameAs” direc-
tive denotes that an instance is equivalent to another instance. While other reasoning is
performed in a “lazy” (late-binding) way at query-time, “sameAs reasoning” inferences
are computed and indexed eagerly, such that these inferences can be used directly at
query-time. Since there was a bug with “sameAs reasoning” in Stardog, relatively simple
queries timed out with this option turned on. Therefore, “sameAs reasoning” was turned
off and for certain cases a work-around had to be implemented using an object property
“same as”.

Additionally, an option was configured that enables Stardog to approximate ax-
ioms that are outside the supported profile and normally ignored. Some database con-
figurations can be performed with an active database and others require a restart of the
database.

For identifying ontologies and their elements, OWL2 uses Internationalized Re-
source Identifiers (IRI), which can be very long strings. Stardog allows replacing them
using a namespace prefix binding configuration. For example, the IRI “http://B-ontology-
v10#U06” is the unique identifier for the vehicle-type “U06”. The prefix of this IRI
(“http://B-ontology-v10#”) is used in all other elements and it makes sense to define a
prefix binding for it. The prefix “B:” was configured for the IRI “http://B-ontology-v10#”
and Stardog replaces this prefix with the IRI in the background. Both can be used in a
query, the full IRI and the element with prefix binding.

Interaction with the system is supported through a frontend application, which
queries the Stardog API. Predefined SPARQL queries are prepared and stored on Star-
dog and can be directly invoked. These queries accept input variables (fetched from
databases) and allow selecting specific outputs from the ontology, while reasoning is ac-
tivated. Listing 1 shows an example of a prepared SPARQL query that accepts a Program
Version (PVER) and a Dataset as input variables, which define the software under test.
This query outputs a Vehicle-Model that has the same dependencies.
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1 PREFIX B: <http://B-ontology-v10#>
2 SELECT DISTINCT ?proj ?model ?dsvehicletype
3 ?boardnet ?enginetype ?gearbox
4 WHERE {
5 $pver B:belongs_to_project ?proj .
6 ?proj rdf:type ?mproj .
7 ?mproj rdfs:subClassOf B:Vehicle_Model_Project .
8 $dataset B:belongs_to_PVERDataset $pver .
9 $dataset B:is_Vehicletype ?dsvehicletype ;

10 B:uses_Boardnet ?boardnet ;
11 B:uses_Enginetype ?enginetype ;
12 B:uses_Gearboxtype ?gearbox .
13 ?model rdf:type B:Vehicle_Model_Name .
14 ?model B:is_Vehicletype ?dsvehicletype ;
15 B:uses_Enginetype ?enginetype ;
16 B:uses_Gearboxtype ?gearbox .
17 }

Listing 1: Sample stored SPARQL query with input variables.

The prepared query is stored with a specific name on Stardog and is called with this
name through the API via HTTP GET or POST request. In Listing 1, a PREFIX is set at
the beginning (line 1). The sample query accepts two input variables ($pver and $dataset
in lines 5 and 8) and selects six output variables (?proj, ?model, ?dsvehicletype, ?board-
net, ?enginetype and ?gearbox in lines 2 and 3). Basically, the query retrieves instances
of PVER and Dataset and outputs the corresponding software project (?proj), vehicle-
model (?model), vehicle-type (?dsvehicletype), boardnet (?boardnet), engine-type (?en-
ginetype) and gearbox-type (?gearbox). A triple with the predicate “belongs to project”
is produced. The Subject is a given PVER in the variable $pver and the object is the
corresponding software project in the variable ?proj.

Line 6 shows a triple with the software projects in variable ?proj connected to
Vehicle-Model Projects in variable ?mproj through the predicate “rdf:type”. The reason
is that a Vehicle-Model Project in the ontology is defined as a superclass of RQONE soft-
ware projects. The next produced triple in line 7 denotes that ?mproj has to be subclass
of “Vehicle Model Project”.

The input variable $dataset is used in the produced triple in line 8 with the predicate
“belongs to PVERDataset” and the variable $pver. Then, in lines 9-12 a Predicate List
is produced with $dataset as Subject and some referenced Predicates and Objects.

In line 13, the variable ?model is declared as type of “Vehicle Model Name”. Fi-
nally, a Predicate List is produced with Objects ?dsvehicletype, ?enginetype and ?gear-
box, which were used above in the Predicate List referencing to $dataset.

The result is serialized in a form defined in the HTTP Header. In this case, JSON
was chosen as exchange format. Example results with specific input variables passed to
the query in Listing 1 are shown in Listing 2.

1 {
2 "head": {
3 "vars": [
4 "proj",
5 "model",
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6 "dsvehicletype",
7 "boardnet",
8 "enginetype",
9 "gearbox"]},

10 "results": {
11 "bindings": [
12 {
13 "dsvehicletype": {
14 "type": "uri",
15 "value": "http://B-ontology-v10#U06"
16 },
17 "boardnet": {
18 "type": "uri",
19 "value": "http://B-ontology-v10#BN2020-SP2021"
20 },
21 "proj": {
22 "type": "uri",
23 "value": "http://B-ontology-v10#Project_RQONE01071608"
24 },
25 "model": {
26 "type": "uri",
27 "value": "http://B-ontology-v10#CDFX_B47C20O2_DDE945_BG22_U06

AT_EU7_SOP2111_SP2021_19KW20_DDE_SX"
28 },
29 "gearbox": {
30 "type": "uri",
31 "value": "http://B-ontology-v10#ATDKG"
32 },
33 "enginetype": {
34 "type": "uri",
35 "value": "http://B-ontology-v10#B47C20O2"
36 }}]}
37 }

Listing 2: Example Results in JSON format

The frontend-application, which is completely independent of Stardog, implements
the services through passing the prepared query’s name and input variables as parameters
in the POST request body. Furthermore, it passes the authentication credentials to be able
to access the Stardog API. Usually, the frontend-application obtains this from specially
created database tables, where the developers try to fill the data accordingly. The Stardog
SPARQL queries are used as verification support for different parts of the defined use
case. The example above shows how it can be checked which Vehicle-model can test
which PVER and Dataset. Another query that works similarly, deals with identifying
which IO-Test Project can be tested on which Vehicle-model.

6. Related Work

In technical sciences and industry, ontologies can be used for formal specification of
domain knowledge. We provide here an overview of applications of ontologies in the
automotive industry.
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Alvares-Coello and Gómez [8] discuss how ontologies can benefit vehicle architec-
tures in the automotive industry. They propose an ontology-based approach for integrat-
ing vehicle-related data with applications. To this end, application-specific data is an-
notated with well-defined semantic models and combined with vehicle-related data for
facilitating more stable queries over the lifetime of applications.

In [9], an ontology- and rule-based approach using F-Logic [10] is specified and a
small prototype is described. The prototype analyses HiL test data with additional for-
malized rules that are derived from interviews with experts. The test data is recorded dur-
ing test runs on a HiL system and imported as instances into the ontology. Test instances
are checked for rules that are defined in concepts in the ontology and errors are detected
and highlighted. In contrast to our work, the authors do not consider using subsumption
reasoning nor the use case of mapping test cases to test environments.

An ontological approach for collecting incidents of car breakdowns and connecting
them to repair instructions is implemented in [11]. For searching breakdown documents
of different vehicle types, a semantic search engine using OWL has been developed.

In [12] and [13], context information is modeled using OWL ontologies and Protégé,
for helping drivers handling the car based on contextual information.

7. Discussion

Through specification of knowledge in the ontology, the expert knowledge necessary
to assign systems to test environments is gathered at a central place. The landscape of
interdependent entities in this domain of interest is both larege and complex.

The granularity of the entity specification can be refined. For instance, test-system
components can be further analyzed and fragmented into smaller parts, which can have
further dependencies to other parts. This would lead to more detailed dependency man-
agement and allow for different use cases within the context of automotive software and
hardware testing.

Regularly automated import of relevant data to the ontology is a practical challenge.
We have already analyzed import possibilities as well as tooling for gathering and im-
porting of relevant data from heterogeneous sources. Technically, the automated import
from such tools can be accomplished by interfacing Stardog.

8. Conclusion

In this paper, we present an approach for improving automated testing in the automotive
industry using an ontology and ontological reasoning. We chose to specify the expert
knowledge in an ontology and to model dependencies between systems as well. While
there are several use cases where an ontology could provide dependency management
and decision support, one specific use case was defined for the scope of this paper: for
given test cases and software under test, a compatible test environment is found, by taking
into account the attributes of the test environment, software and test cases.

For accomplishing this automated mapping, we propose an approach based on on-
tological reasoning. First, we use instance classification where we infer for specific in-
stances, in our application test environments, to which defined classes they belong, es-
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sentially enabling the automatic combination of those queried instances. Secondly, we
use subsumption reasoning to determine the test environments compatible with given test
cases of a software under test.

We deployed our ontological reasoning approach using Stardog and SPARQL. Star-
dog provides the means for knowledge graph representation and allows for querying and
manipulating the ontology, which is imported and stored as a knowledge graph. Further-
more, reasoning mechanisms that are supported by Stardog were used for the purpose of
ontological reasoning.

By doing so, we were able to demonstrate our approach for the defined use case
with our prototype deployed at our industry partner. The prototype showed that ontolog-
ical reasoning can support the process of automated software testing in the automotive
industry.
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automotive diagnosis. In: Linköping University, Institute of Technology; 2009. p. 914.

[12] Madkour M, Maach A. Ontology-Based Context Modeling for Vehicle Context-Aware Services. Journal
of Theoretical and Applied Information Technology. 2011 12;31.
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