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Kurzfassung

Diese Arbeit beschäftigt sich mit der Anwendung der Finite Elemente Methoden im Zu-
sammenhang mit der Numerischen Berechnung von Gravitationswellen.

Die eingehenden Probleme von Simulationen in der Allgemeinen Relativitätstheorie (GR)
ergeben sich aus der Tatsache, dass die Einstein-Feldgleichungen (EFE) stark nichtlinear
sind. Ein möglicher Ansatz zur Lösung des EFE-Problems besteht daher darin, eine stabile
lineare Methode und einen nichtlinearen Löser, der auf dieser Methode basiert zu entwickeln
und zu zeigen, dass die kontinuierlichen Lösungen von den diskreten approximiert können.
Eine Möglichkeit, solche linearen Methoden zu erstellen, besteht darin, nach Ähnlichkeiten
mit den bereits bekannten Methoden zu suchen. Aus diesem Grund beschäftigt sich die-
se Arbeit mit dem Vergleich zwischen der Finite-Elemente-Methode für die linearisierten
Maxwell-Gleichungen (LME) und Gravitationswellen (GW). Nach einer kurzen Einleitung
der Theorien, werden die grundlegenden Objekte für die Variationsumgebung vorgestellt:
die Sobolev-Räume und das Finite Element, welche die benötigter Differentialoperatoren
auf natürliche Weise erweitern. Besonderes Augenmerk wird auf den Neuesten der vier FEs,
den Regge-Elementraum, gelegt: Hier wird die formale Ableitungstheorie fast vollständig
bis zur Definition einer anwendbaren Basis für reale Implementierungszwecke abgedeckt.
Weiters, wird der Fokus auf die schwache Definition der Operatoren verlagert, nämlich
die Definition von Triangulationen. Diese führen zu einem symplektischen System, welches
implementiert und gelöst werden muss. Die Dualität sieht gebrochen aus, da die LMEs
Permittivität als möglichen Passage-Operator zwischen den Räumen H(curl) und H(div)
verwenden. Unter Verwendung einiger Ergebnisse wird die Dualität zwischen den Räumen
H(curlcurl) und H(divdiv) vom S-Operator wieder aufgebaut. Das Galerkin-Verfahren lie-
fert ein symplektisches System gewöhnlicher Differentialgleichungen erster Ordnung. Ab-
schließend wird im letzten Teil dieser Arbeit über mögliche Ergbnisse der vorgestellten
Simulationen diskutiert. Die Implementierung und Durchführung aller numerischen Berech-
nungen wurde mit Hilfe der finiten Elementen Bibliothek Netgen/NGsolve durchgeführt.



Abstract

This work is aimed at addressing the issues arising from the application of the Finite Ele-
ment Method in the context of Gravitational Wave (GW) simulation.

The inherent problems of simulations in general relativity (GR) stem from the fact that
Einstein Field Equations (EFE) are strongly nonlinear, therefore one possible approach to
solve the EFE is to develop a stable linear method, a nonlinear solver based upon that
method and to show that the continuous solutions are well approximated by the discrete
ones. One possible way to create such linear methods is to look for similarities with the
already known methods. For this reason, this paper addresses the comparison between
the finite element method for the linearized Maxwell equations (LME) and gravitational
waves. After a short presentation of the theories, the basic objects for the variational
setting will be introduced: the Sobolev spaces and the Finite Elements, which extend the
differential operators involved in the equations in a natural way. Particular attention is
paied to the newest among the four discrete spaces, the Regge element; here, the formal
derivation is covered almost completely up to the definition of an purposes, it follows an
implementable definition ford Dofs and Shape Functions. Further, the focus is shifted on
the weak definition of the operators, namely the definition on triangulations, which leads
to a symplectic system. The duality looks broken since the LMEs use permittivity as a
passage operator between the spaces H(curl) and H(div); later the duality with the spaces
H(curlcurl) and H(divdiv) is re-established by the operator S. The Galerkin procedure leads
to a first order symplectic system of ordinary differential equations .Consequently, the last
part of the theory, covers the creation of possible symplectic methods, in particular, the
attempt to solve the problem on a numeric solver will be expounded. The final part of this
paper examines the outcomes of a basic simulation. After presenting some basic facts on
how to implement a simulation in Netgen/NGsolve via the package NGs-py, plots about
the conservation of energy are discussed.
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1. Introduction

The theory of GR is the theory of gravity, was developed by Einstein at the end of 1915 and
published as final draft in 1916[Ein23], his work aims to extend the previous works, pub-
lished in 1906 on special relativity, in the considering now a possible variation of the grav-
itational field. Immediately the after his publication all the scientific community started
working on the topic, finding theoretical results that have been proved to be correct results
of a well posed theory. The latest examples are the detection of the gravitational waves in
the LIGO experiment[Abb+16] and the first picture of the black hole M87 at the center of
a galaxy[Col+19]. These results are obtained by a deeper and deeper understanding of GR,
in the particular case of the wave detection there is the problem concerning the frequency
that one needs to look for when is seeking for gravitational waves, to do so one needs to
simulate binary black holes/neutron stars spiraling into each other, this is topic of research
of numerical relativity[Sch22]. High quality finite difference methods have been developed
since the ’60, but so far no satisfactory results are presented in the framework of FE, but
an important step towards a possible FEM simulation was done in the year 2018 when L.
Lizao proposed in his Ph.D. thesis a new finite element for the discretization of the space
H(inc). In his thesis Lizao introduces a generalization of the finite element extrapolated in
a paper [Chr11] by S. Christiansen. This paper is primarily centered around the formaliza-
tion of a discrete space, introduced informally in the works of T. Regge[Reg61], in which
the inc operator is well defined in a discrete, this space is known as aka Reg0. A more naive
motivation to study the discretization of the H(curl curl) is given by the fact that the de
Rham sequence2 it is well defined and there is a way to pass between the spaces in the
sequence, but the complex involving the H(div div), H(curl div) and H(curl curl) is still
under research. The idea behind developing a good numerical scheme for GR is quite easy,
after performing a discretization on the nonlinear equations, furthermore the procedure
can be the definition of a good linear method to approximate the nonlinear one. In general
the previous is not the only way: the discretization can be done before the linearization
and not after. Usually there is hope that the relation between the two approaches lead to
the same result.

Nonlinear
General Relativity

Nonlinear Discrete
General Relativity

Linear
General Relativity

Linear Discrete
General Relativity

Pα
β

First Variation

H(curl curl)
↓

Regk

First Variation
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1. Introduction

The thesis is divided into four parts, the first one concerns the table of notation in this
introduction the description of the physical theories in a smooth setting. The derivation of
the ME is quite simple, therefore the main focus is on the GR. It is shown how the naive
linearization leads to a resulting system, but one of the two components of the system loses
its physical meaning. The two theories have in common a symilar first integral that is used
to in the final part to check the correctness of the implementation.
The second part is devoted to the exploration of the FEs used to discretize the system,
in particular we give a review of the theory in a schematic way, then the implementable
elements are given. The finite element Regk is the more complicated among all, therefore
a specific discussion is reserved.
The third part opens with an important question on how to formally derive a theory for
differential equations involving different hilbert spaces. The question is partially answered.
Moreover
The finite element method [GLS20]
This thesis fit into the research field of numerical relativity, are interested in the numerical

analysis and implementation of the Einstein Field Equation more then their derivation,
nevertheless it important to have at least a basic idea of where the Einstein equations
come from to better understand the results of the simulations. The derivtion of the fully
non-linear equation can be found in many text books, for example [Cal00] or [Car19].
Notation: In this chapter it is listed the most common notation used throughout the

thesis, it is a mixture of notation coming from Finite element Method and Analysis and
Differential geometry. We indicate with Greek indices the spacetime components and with
the Latin ones only the space components, the Einstein index summation notation is taken
without the common rule of summation on different level indices:∑

i

akibli =: akibli (1.1)

We define the anti-symmetric and symmetric relation on the indices as:

T[a..b] :=
1

n!

∑
σ∈Sn

(−1)signσTσa...σb (1.2)

T(a..b) :=
1

n!

∑
σ∈Sn

Tσa...σb (1.3)

Where n is the number of indies and Sn is the set of permutations. The space of vector
valued functions C(Ω;Rd) can be written as [C(Ω)]d or also as C(Ω)⊗ Vd without distinc-
tions, the same holds true for thespace of matrix valued functions C(Ω;Rd×d) = [C(Ω)]d =
C(Ω) ⊗ Sd. When the dimension of the vector/matrix function known we can omit it.
Usually the test functions are denoted with Greek letters, usually ϕ, ψ; The same notation
is used for the smooth functions. in general in the smooth settings the when one has more
than one partial derivative they are grouped together ∂α∂β → ∂αβ , the same holds true for

mixed indices ∂α∂
β → ∂β

α.
In the above picture we give an idea of how to simulate general relativity, the blue parts

are possible future work, the orange one are topics we aim to present in this thesis.

2



1. Introduction

Spaces:

Pk(Ω) space of polynomials of degree k
Vd(Ω) vector space
Md×d(Ω) scalar valued matrix space
Sd(Ω) scalar valued symmetric matrix space

Electromagnetism:

µ magnetic inductivity
ε electric permettivity
E electric field
B magnetic field
D displacement field
H magnetic Induction Field
H Hamiltonian

General Relativity:

gαβ spacetime metric tensor
ηαβ Minkowskian metric tensor
γij space metric induced on the foliation
κij or
Kij

intrinsic curvature

P β
α projection related to a foliation

Algebraic Operations and Differential Geometry:

⊙ symmetric product of tensors⃝ dyadic product of tensors
⊗ tensor product
£ Lie derivative

Finite Element:

V,E, F, T vertex, Edge, Face, Tetrahedron (triangle in the 2d case)
V, E ,F , T Collection of all vertex, Edge, Face, Tetrahedron (triangle in the 2d case)
λi baricentric coordinate related to the vertex Vi

Table 1.1.: names associated with mathematical symbols

3



Part I.

Introduction to the Theory of
Electrodynamics and Gravitation
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2. Electrodynamics

Scope of the chapter :
In this section the theory of electromagnetism is quickly introduced, the aim here is to
obtain a linearization of the equations and the extrapolation of a wave equation for the
field E, further an Hamiltonian is given for the wave equation.

The modern theory of electrodynamics find its roots in the 19 century as a result of many
scientists[Byr+15], in our present days we refer to laws governing the the Electromag-
netism as Maxwell equations, in honor to the huge effort of J.K. Maxwell, that was able
to first describe almost fully the mathematics of this physical behaviour. Despite the fact
that now, two centuries later,we have a mathematically more accurate description of the
electromagnetic phenomenons, the equations describing the world remain the same

Definition 1 (Maxwell Equations (ME)).

curlE = −∂B

∂t
(2.1a)

divD = ρ (2.1b)

curlH =
∂D

∂t
j (2.1c)

divB = 0 (2.1d)

The ME are constructed geometrically starting with the construction of infinitesimal
quantities[Gri05], and some important aspect about the boundary behaviour are extrap-
olated, in particular using the ”Gaussian pillar box” and the ”rectangular path” ap-
proaches[Sch09a] one can demonstrate the tangential continuity for the electric field E
and the normal continuity for the displacement field D, or in symbols:

E− × n− = E+ × n+ (2.2a)

D− · n− = D+ · n+ (2.2b)

A similar result is obtained for the Magnetic part of the equations; moreover the ME system
is not complete in the sense that there is not enough information to solve the system, in fact
in the equations 2.1a and 2.1c can be grouped in a separate set of the equations independent
from 2.1b and 2.1d, but from experience we expect that they are be somewhat linked. To
overcome the issue one requires measurements! The real world dictates the constitutive
laws for coupling the different fields:

5



2. Electrodynamics

Definition 2 (constitutive laws of Electromagnetism).

B = B(H) (2.3a)

D = D(E) (2.3b)

j = j(E) (2.3c)

from one hand these laws give enough information to solve the system, on the other they
are not expressed in an explicit way; to have some usefull laws we need more assumptions.

The process of linearization:
We aim to create a linear wave equation (in empty space) and, since the ME are in gen-
eral linear on their own, we can require to have linear constitutive laws too, in particular
assume:

• In absence of strong electric/magnetic fields in substance that constitute our domain
has a weak residual magnetization/polarization.

• The substance is isotropic and the constitutive laws are linear.

• There is no real current in the substance.

• The properties of the substance remain constant in time.

The above assumptions can be expressed in symbols such as:

Definition 3 (Linear constitutive equations for electromagnetism in Vacuum).

B = µH (2.4a)

D = εE (2.4b)

j = 0 (2.4c)

Remark 2.0.1. In this above the quantities µ, ε, that are usually matrices in order to
describe anisotropic materials1,in this setting they are scalars. This fact comes directly
from the isotropic hypothesis2.

We can modify the Maxwell’s equations 1 using the material laws 3 to eliminate B, D
we get:

µ
∂H

∂t
= − curlE (2.5)

ε
∂E

∂t
= curlH (2.6)

On its own this can induce a possible symplectic scheme3, but in this form it is involving
elements that are well defined for the curl. We would like to obtain a different scheme,

1In [Bos10] the construction of the spaces is linked to the theory of linear forms and µ, ε are seen as the
Hodge star operator.

2Instead of scalars one can interpret them as scalar matrices, namely matrices of the form εI, where ε is
now a scalar and I is a matrix.

3This kind of system can lead to very efficient results, both in time and accuracy [Cod+18].

6



2. Electrodynamics

involving the curl curl operator and we aim to cancel out the H part. To do so one one get
ideas from the classic second order (in time) separation: applying the curlµ−1 to the first
equation in 1, and applying curl ε−1 to the third one we obtain 2 independent second order
in time differential equations. We only consider the electric one

Definition 4 (Maxwell Electric Waves).

εË = − curlµ−1 curlE (2.7a)

div εE = 0 (2.7b)

using vector calculus identities and the constancy in time of the scalar coefficients, the
right hand side can be rewritten as µ−1

(
∆2 −∇(∇ · E)

)
. since it is a second order in

time equation and it has a similar form to the wave equation, we refer to it as Electric
Wave Equation, or electric wave (EW). This second order differential equation can be
solved using a second derivative scheme, but one scheme the one we are interested in is the
decomposition into a system of first order in time differential equations. Starting from the
above 4 and using the constitutive law 3 for the electric field:

˙∂D

∂t
= − curlµ−1 curlE (2.8a)

Ė = ε−1∂D

∂t
(2.8b)

div εE = 0 (2.8c)

The constraint divD = 0 is preserved in time, therefore the following holds true:

Remark 2.0.2. If (E,D) is a solution of the above system 2.8 then the div ∂tD = 0 for
all t; and vice versa if the time derivative of the solution is zero in time, then if we start
with the initial condition (divD)|t=0 = 0 then divD = 0 for all t.

Using the remark above, the notation ∂D
∂t = d and for conformity E = e, we have :

ḋ = − curlµ−1 curl e (2.9a)

ė = ε−1d (2.9b)

div d = 0 (2.9c)

Remark 2.0.3. Since d = ∂D
∂t , and since there are no actual current j = 0 one gives the

following interpretation to the above system of equations: The electric field tells the current
how to flow; the current tells the electric field how to change.

One fact that has not been discussed yet is the boundary conditions: the main goal of
this thesis is to show similarities between the wave equations in the space R3 × [0, T ], in
particular the initial conditions are bump-functions, therefore there is a time certain time
T ∗ in which the boundary conditions have negligible impact on the solution. If time T ∗

7



2. Electrodynamics

is exceeded then the the wave loses its physical meaning but one can still obtain a good
behaviour of the method. Therefore zero boundary conditions may be applied4

We can now state the classic form of the problem:

Problem 2.0.4 (Classic Maxwell Wave Problem in Vacuum). Let Ω be a compact simply
connected domain, let e0 ∈ C2(Ω;R3) and d0 ∈ C1(Ω;R3) be initial conditions, find e ∈
C1((0, T );C2(Ω;R3)) and d0 ∈ C1((0, T );C1(Ω;R3)) such that:

ḋ = − curlµ−1 curl e in Ω× [0, T ]

ė = ε−1d in Ω× [0, T ]

div d = 0 in Ω× [0, T ] (2.10)

e = e0 in Ω, t = 0

d = d0 in Ω, t = 0

let (e, d) be solution of the above problem in finite time T ∗ (with zero boundary condi-
tions), furthermore the convention ε = µ = 1 is introduced. Then one can use the usual
L2(Ω)⊗ Vd inner product to derive a first integral5

Proposition 1. The following quantity is referred to as Hamiltonian

HLME(e, d) :=
1

2
∥d∥2 + 1

2
∥ curl e∥2 (2.11)

The Hamiltonian H is a first integral for the problem 2.0.4

Proof. Using the L2 inner product

ë+ curl curl e = 0

(ë, ė) + (curl curl e, ė) = 0

(ë, ė) + (curl e, curl ė) = 0

d

dt

(
1

2
∥d∥2 + 1

2
∥ curl e∥2

)
= 0

d

dt
HLEFE(e, d) = 0

The third passage holds true thanks to the homogeneous boundary conditions of e.
To end the chapter there is one detail that need to be pointed out: the problem 2.0.4

needs to be well defined. In the smooth setting there is no problem, in fact the curl curl-
operator leads to a function that is differentiable in time. Moreover the divergence acts on
the field d that is well defined thanks to the completeness of the de Rahm sequence

C∞(Ω)
∇−→ C∞(Ω)⊗ V3 curl−→ C∞(Ω)⊗ V3 div−→ C∞(Ω) (2.12)

Therefore this fact needs to be ensured in a more generic setting.
4A possible future research could be implementing absorbing boundary conditions (ABC) or even Perfectly
matched layers (PML)

5the first integral I is a quantity that remains constant in time along solutions of the differential equation.

8



3. Introduction to General Relativity

Disclaimer:
The theory of general relativity mathematically intricate, the derivation of the Einstein
Field Equations is mathematically challenging, but mostly it is not relevant for the goal of
this thesis. Therefore here are I faithfully report the main conceptual road to derive the
EFE and if the reader is interested I will point out some literature about the specific topic.

Scope of the chapter :
The in this chapter the road to obtain General Relativity is presented as a conceptual
map, after justifying the EFE there is a naive approach to a possible linearization, to
do so I follow the idea given in Li Lizao Ph.D. thesis [Li18]. After the introduction of
the linearized EFE (LEFE) the resulting problem is quite similar to the LME problem,
therefore a possible first integral is given for this problem too. The naive approach leads
to the losing of physical interpretation regarding the field κ, the last part of the chapter
is used to explain derive a proper linearization of the EFE using the ADM formalism[Alc08].

The reader needs to be informed here that from now on the thesis will include heavy
notation inherited from differential geometry, the most important notation are fully cov-
ered in the appendix ?? and the reader is invited to read quickly through this chapter in
the appendix to get used to the notation and to see how to handle the index notation.

3.1. The Derivation of the Einstein Field Equation

In this section we give a quick overview of the approach used in [Sch22]: the starting
principles to introduce to the theory of gravity are:

1. Principle of general covariance, which says that the laws of physics must be the
same for all the observers.

2. Principle of equivalence that says that all observers fall with the same acceleration
in a gravitational field regardless of their mass.

3. Mach’s principle which states that the local inertial properties of physical objects
must be determined by the total distribution of matter in the Universe.

It is a long road to show that each of the above leads to an important result, therefore we
are not going to derive them but just to present the implications:

1. the first principle implies tensor form of the theory.

2. the principle of equivalence implies the time and space to be parts of a bigger geo-
metrical thing that is the space-time.

9



3. Introduction to General Relativity

3. the last principle links the distribution of mass and energy with the geometry of the
space-time.

Using the same approach presented in the ending page of last chapter we substitute all
constants to 1. Then one has generally two possibilities to derive the EFE, the first one is
to use a minimization approach of the action

S(g) = 1

16π

∫
R4

R(gµν)
√
det(gµν)

where R is the Ricci scalar or, alternatively, can use a more geometrical approach based
upon the comparison between the known potential gravitational equation, introduced by
Newton, and a generic differential operator Op that acts on g metric of the spacetime.
Alternatively one can derive the EFE 5 following the book from Schultz [Sch22], one needs
to start from the Classic gravitational field express in terms of scalar potential ϕ and the
density of mass ρ

∇2ϕ = 4πGρ (3.1)

And somehow manage to derive a differential equation of the form

Op(g) = k̃T (3.2)

Where Op is a generic differential operator and k̃ a scalar, both yet to be found, such that
in a weak limit, i.e. substituting in both the differential equations the conditions used by
Newton to derive 3.1.

Definition 5 (The Einstein Field Equation (EFE)).

Gµν =8πTµν (3.3a)

Gµν :=Rµν − 1

2
gµνR (3.3b)

R :=gµνRµν (3.3c)

Idea of derivation for the EFE:. Since Op must be a two index tensor one can think to use
the Ricci curvature tensorA.20b as possible guess, but the right hand side of the equation
dictates the tensor Gµν must be divergence free, to solve the problem of finding a divergence
free 2-index tensor field one uses the Bianchi’s identity39. In particular this identity can
be rewritten as:

∇µRµν − 1

2
gµνg

αβRαβ

to ensures to find a 2-index differential operator that is divergence free, the operator Gµν .
In particular one can prove that the the operator Gµν is unique.

10



3. Introduction to General Relativity

3.2. The Linearization of the Einstein Field Equation

In this section it is explained into details how to derive the linearized version of the Einsetin
field equations using a weak field theory; let the metric of spacetime be perturbed:

gµν = ηµν + shµν For s > 0 small (3.4)

in [Car19] there are two distinct weak field theories, the first one is also known asNewtonian limit,
it requires an inertial frame of reference such that the field can be considered as a perturba-
tion of the Minkowski space, the test particle has to move slow w.r.t. the speed of light and
the field hαβ is static. The latter hypothesis is dropped in the second hypothesis leaving
us with the (linearized gravity theory). The second hypothesis is a restriction on the
motion of the test particle that now is allowed to move relatively fast, it is required to
observe a motion in otherwise static test particle (gravitational wave).
the physical framework is the linearized gravity one,it is introduced the Einstein operator

(not to be confused with the einstein tensor5):

(einh)µν :=
d

ds

||||
s=0

Gµν

it is the first variation of the Einstein tensor given by η in the direction hαβ

Proposition 2. Let gµν = ηµν + shµν for some constant symmetric 2-tensor field hµν with
s ∈ R and Gµν is the Einstein tensor. Then the following holds true:

(2 einh)µν = −∂λ
λhµν + ∂λ

µhλν + ∂λ
νhλµ − ∂µνh

α
α − ∂λ

λhµν − ηµν∂
αβhαβ + ηµν∂

λ
λh

α
α (3.5)

The proof is given in [Li18] page 123,as an immediate result of proposition 5.4 , 5.5 and
lemma 5.2 in [Li18]; here it is shown only an idea of proof.

idea of proof. The first thing to notice is that

gµν = ηµν + shµν =⇒ gµν = ηµν − shµν +O(s2) (3.6)

Then it is possible to divide G into the first order and second order in Γγ
αβ and get rid of

all the terms with s except the one that show the first power. using that

∂αδµν =⇒ gµβ∂αg
βν = gβν∂αgµβ (3.7)

It is immediate the result

Since the energy tensor is zero (we are in the vacuum)

(einh)µν = 0 (3.8)

and using the assumption of η constant Minkowskian background metric and some no-
tions in appendix A.1

(2 einh)µν = − ∂λ∂λhµν( )( )
∆ηh

+ ∂µ∂
λhλν + ∂ν∂

λhλµ( )( )
2ε divη h

− ∂µ∂νh
α
α( )( )

∇∇ trh

− ηµν∂
α∂βhαβ( )( )

η divη divη h

+ ηµν∂
λ∂λh

α
α( )( )

η∆η trη h

(3.9)

11



3. Introduction to General Relativity

in compact notation:

2 einh = −∆h+ 2ε div h−∇∇ trh− η div div h+ η∆trh (3.10)

The naive 1+3 decomposition

The idea of a decomposition in the time and, separately, in space seems to be a natural
choice in which we should head to, GR is in fact intended as an extension of the newtonian’s
dynamic. The division of space and time as ”comunicating”, but separate identities takes
the name of 1+3 decomposition or 1+3 formalism. The best choice to start such a
decomposition is to find a coordinate system such that the metric is decomposed as follows:

• h00 is the time dependant part,

• h0i, hi0 are the mixed entries

• hij are the time dependant entries.

then the direction of the perturbation of the metric g can be split into the

h =

(
α βT

β γ

)
(3.11)

When the spacial dimensions are just 3, instead of a generic m-dimension, the linearized
einstein equation above assumes a particularly interesting form.

Proposition 3. Under the hypothesis of proposition 2, let the dimension of the manifold
be m = 3 and let hµν be decomposed as in 3.11, then

2 ein = 0 (3.12)

Holds true if and only if the following holds true({(
div divSγ = 0

divS (γ′ − 2εβ) = 0

Sγ′′ = − inc γ − S∇∇α+ 2Sεβ′
(3.13)

1

Remark 3.2.1. The equation 3.13 is to be interpreted as a constrained evolution equation:({(
div divSγ = 0

divS (γ′ − 2εβ) = 0

{
constraints

Sγ′′ = − inc γ − S∇∇α+ 2Sεβ′ evolution equation
(3.14)

Moreover, if the constraints are satisfied at time t = 0, then they are propagated for time
t > 0 by the evolution equation
1The inc operator is known in literature as Incompatibility Operator or e Saint-Venant Operator [AV19],
it is an operator that acts on symmetric square matrices in the following way inc(γ) = curl(curl γ)T with
curl that acts row-by-row on a square matrix, but more on that in the following chapter.

12



3. Introduction to General Relativity

Proof. the following notation is used in the proof:

v(4) =

(
v
v

)
for the decomposition in the time (1-dimensional) and space (3-dimensional) parts, the
zero-th partial derivative is denoted by ·′.
Using the lemma in appendix we can show that the 2 ein operator has a more compact

form A.27:

ein = −1

2
J∆( )( )
i

+ Jε div J( )( )
ii

(3.15)

each member of the equation can be split into the time-time, time-space and space-space:
part i:
Using:

∆(4)

(
α βT

β α

)
= −

(
α′′ βT ′′

β′′ γ′′

)
+

(
∆α ∆βT

∆β ∆α

)
It is immediate to obtain

−1

2
J∆(4)

(
α βT

β γ

)
=

(
1
4 (α

′′ −∆α+ tr γ′′ −∆tr γ) 1
2β

T ′′ −∆βT

1
2β

′′ −∆β −1
2 (Jγ

′′ −∆Jγ) + 1
4 I (α

′′ −∆α)

)
part ii:
Using

div(4)

(
α βT

β γ

)
=

(−α′ + div β
−β′ + div γ

)
and

ε(4)

(
v
v

)
=

( −v′ 1
2 (∇v + v′)

1
2 (∇v + v′) εv

)
It is possible to obtain:

Jε div J

(
α βT

β γ

)
= Jε(4) div(4)

(
1
2 (α+ tr γ) βT

β Jγ + 1
2 Iα

)
= Jε(4)

(−1
2 (α

′ + tr γ′) + div β
−β′ + div Jγ + 1

2∇∇α

)
= J(4)

( −1
2 (α

′′ + tr γ′′) + div β′ 1
2 (−β′′ +−∇ tr γ′ +∇ div β)T

1
2 (−β′′ +−∇ tr γ′ +∇ div β) −εβ′ + ε div Jγ + 1

2∇∇α

)
=

(
1
4 (−α′′ − tr γ′′ +∆α) + 1

2 div div Jγ
′ 1

2 (−β′′ + div γ′ −∇ tr γ′ +∇ div β)T

1
2 (−β′′ + div γ′ −∇ tr γ′ +∇ div β) Jε div Jγ + 1

2J∇∇α− 1
4 I(α

′′ + tr γ′′)− Sεβ′

)

13



3. Introduction to General Relativity

Summing i and ii we obtain:
The time-time component:

(einh)00 =
1

4

(
α′′ −∆α+ tr γ′′ −∆tr γ

)
+

1

4

(−α′′ − tr γ′′ +∆α
)
+

1

2
div div Jγ′

=
1

2
div div Jγ′

the mixed component:

(einh)·0 =
1

2

(
β′′ −∆β

)
+

1

2

(−β′′ + div γ′ −∇ tr γ′ +∇ div β
)

=
1

2

((−∆β +∇ div β( )( )
curl curlβ

+div γ′ − ∇ tr γ′( )( )
div(tr γ)I

))
=

1

2

((curl curlβ( )( )
−2 divSεβ′

+div γ′ + div(tr γ)I( )( )
divSγ′

))
= divS

(
γ′ − 2εβ

)
For the space-space entries

(einh)·· =
1

2

(
Jγ′′ −∆Jγ +

1

4
I
(
α′′ −∆α

))
+

(
Jε div Jγ +

1

2
J∇∇α− 1

4
I(α′′ + tr γ′′)− Sεβ′

)

=
1

2

((Jγ′′ − 1

2
I tr γ′′( )( )

Sγ′′

+ J∇∇α− 1

2
Iα( )( )

S∇∇α

+2Jε div Jγ( )( )
2 ein γ+J∆

−Sεβ′

))
Using 2 ein = inc we conclude that

2 ein

(
α βT

β γ

)
=

(
div divSγ (divS (γ′ − 2εβ))T

divS (γ′ − 2εβ) Sγ′′ + inc γ + S∇∇α− 2Sεβ′

)

There is an important remark regarding the equations 3.2.1, the degrees of freedom, to
be intended here as possible coordinate system, loosely speaking allow to fix 7 entries in
the 4× 4 matrix, this fact can be seen from the following remark

Remark 3.2.2. Consider a second (euclidean) coordinate system and a linear re-parameterization
only of the time component: {

t̂ = Ht+ F Tx

x̂ = x

14



3. Introduction to General Relativity

Then the pulled-back of the metric does not influence the space-space component:(
H F T

0 I

)(
α β
β γ

)(
H 0
F I

)
=

(
α̃ β̃

β̃ γ

)
(3.16)

If we find a solution of the Cauchy problem with given α and β ,then

γ̂(t) = γ

∫ t

0

∫ s

0
∇∇α(v)dvds− 2

∫ t

0
εβ(s)ds (3.17)

Solves the same problem with vanishing α and β.

Thanks to the above remark one can reformulate the family of problems given by 3.2.1,
depending on α and β in a single problem

Problem 3.2.3 (Homogeneous LEFE Problem). Given a symmetric field γ0 ∈ C1 and
γ1 ∈ C1 satisfying the equations: {

div divSγ0 = 0

divSγ1 = 0
(3.18)

Find a symmetric matrix field γ(t) ∈ C1(C2(Ω;R3);C1(Ω;R3)) γ(0) = γ0 and γ′(0) = γ1
such that

Sγ′′ = − inc γ (3.19)

Remark 3.2.4 (It has the ”form” of a wave). The equations are of the second order
and un-damped, moreover using equation 3.10 therefore one can interpret them in a waves
,moreover the in the same way as we do for the Maxwell wave equations.

Using the invertibility of the S operator, eq.A.25b, and using the remark 3.2.1, we can
define a new symplectic problem:

Problem 3.2.5. Given symmetric fields: γ0 ∈ C(Ω) and γ1 ∈ C(Ω) satisfying the equa-
tions: {

div divSγ0 = 0

divSγ1 = 0
(3.20)

Find symmetric matrix fields γ(t) ∈ C1(C2(Ω), C1(Ω)), κ(t) ∈ C1(C2(Ω), C1(Ω)) : γ(0) =
γ0 and κ′(0) = Jγ1

κ̇ = − inc γ (3.21a)

γ̇ = Jκ (3.21b)

div κ = 0 (3.21c)

It is now possible to conclude the section with an observation about the energy conser-
vation in the smooth setting.

15



3. Introduction to General Relativity

Remark 3.2.6. Let ⟨A,B⟩F :=
∑

ij AijBij be the Frobenious inner product between ma-
trices. Then the quantity:

H(γ, κ) =
1

2
∥κ∥2F − 1

4
∥ trκ∥2 + 1

2

<
curl(γ)T , curl(γ)

>
F

Is constant in time.

Proof.

S(γ̈) + inc γ =0

⟨S(γ̈), γ̇⟩+ ⟨inc γ, γ̇⟩ =0

d

dt

1

2
⟨κ), Jκ⟩+ d

dt

1

2

<
curl γT , curl γ

>
=0

The last passage is done using the fact that both inc and J are self adjoint. Using the
definition of J

⟨J(A), B⟩F = ⟨A− tr(A)/2I, B⟩F = ⟨A,B⟩ −
/
1

2
(trA), trB

\
F

so far we no physical meaning is given to κ.BUt the next section will finally solve this
problem.
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3. Introduction to General Relativity

3.3. The formal 1+3 derivation: The AMD Formalism

For a proper splitting of the metric one introduces a formalism, i.e. the splitting by mean
of formal/mathematically consistent theories. Some of the most common are.

1. 1 + 3 formalism One divides the spacetime into space and time.

2. conformal formalism makes use of angles preserving maps to treat the unbounded
M4, minkowskian spacetime, as if it were a bounded domain.

3. characteristic formalism split the spacetime into lightcones

Only the firs formalism is faced here, in particular the main idea is extracted from the
book[Alc08]. The first problem one is facing in GR: space and time are dealt with with the
same footing, the solution of the Cauchy problem needs to take care of something that has
initial conditions (and maybe boundaries conditions). This process of splitting is known as
3 + 1-formalism.
We consider the spacetime metric gαβ , since the metric induces a metric on every sub-

manifold we create a parametrization of the spacetime such that on each 3D sub-manifold,
parametrized using the worldline of a test particle (for example), one has that the induced
inner product is positively defined (AKA spacelike). if the spacetime can be foliated in this
way one refers to is as globally hyperbolic, in particular a globally hyperbolic manifold has
a preferential direction of travel ... foreward in time.
The time function t is the parameter function used to foliate the spacetime. It doesn’t

have to be a proper time in general, or any kind of preferred time of observation. For exaple
can be the time mesured by a free falling particle (geodesic time) or can a generic one.
Now that we have a possible foliation let’s consider what is going to happen between

infinitesimally close hypersurfaces Σt and Σt+dt.
The splitting of the metric follows the following:

1. γij induces a proper measurement for vectors (and covectors as a consequence) lying
on the same hypersurface :

dl2 = γijdx
idxj (3.22)

2. The lapse of proper time is the change in time measured by observers that at rest in
space:

dτ = α(t, xi)dt (3.23)

α is known as the “lapse function”.

3. βi represents the relative velocity between the observers at rest in space and the line
normal to the hypesurface:

xit+dt = xi − βi(t, xj)dt (3.24)

The 3-vector βi is known as the “shift vector”

17



3. Introduction to General Relativity

The metric can be expressed in terms of functions:

gµν =

(−α2 + βkβ
k βi

βj γij

)
(3.25)

gµν =

(
− 1

α2
βi

α2

βj

α2 γij − βiβj

α2

)
(3.26)

similarly the vector normal to the hypersurface becomes:

nν = (
1

α
,−βi

α
) (3.27)

nν = (−α,→0) (3.28)

nνnν = −1 (3.29)

Extrinsic and Intrinsic curvature

There are in general two kinds of curvatures, the one that depends on the only on the
sub-manifold Σt and the one that uses the embedding space as a super-space, they are
referred to as intrinsic and extrinsic curvature.
Usually the intrisic curvature concerns only the Riemannian tensor built around γij ,

contrary the extrinsic curvature, or extrinsic curvature tensor, is defined starting from the
normal vector.
In order to define K itself one needs to define a projection onto the hypersurface

Pα
β := δαβ + nαnβ (3.30)

To show that the projection just defined is a projection onto the hypersurface one considers
a projection of a generic vector via P β

α and considers the normal component using the fact
that nµ is time-like and has norm one(

Pα
β v

β
)
nα = δαβ + nαvβnβnα = 0 (3.31)

To project a tensor one needs to project each component

PTαβ = Pµ
αP

ν
β Tµν (3.32)

Definition 6 (Extrinsic curvature). The extrinsic curvature is defined as the projection
applied to the covariant derivative of the normal to the hypersurface:

Kαβ := −P∇αnβ = −(∇αnβ + nαn
ν∇νnβ) (3.33)

As an obvious consequence from the definition we have

Remark 3.3.1.

nαKαβ = 0 (3.34a)

K00 = K0i = 0 (3.34b)

Kαβ = Kβα (3.34c)

The last one is not immediate, to prove it one considers the expansion of the covariant
derivative of the normals using the Christoffel symbols.

18



3. Introduction to General Relativity

Using the notation in the previous chapter and using the definition of the normal vector
defined before and using the metrics we reduce the definition to :

κij =
1

2α
(−∂tγij +Diβj +Djβi) (3.35)

Where: Di is the induced covariant derivative in 3d.

∂tγij = −2ακij +Diβj +Djβi (3.36)

It [Alc08] it is proven the following result:

(∂t −£
β⃗
)γij = −2ακij (3.37)

or in other words:

(£
α⃗n⃗

)γij = −2ακij (3.38)

Therefore the time variation of the metric observed when at rest in space is exactly the
extrinsic curvature.
In particular this equation here looks particularly similar to one equation of our previous

derivation 3.21 where we set the

The Arnowitt-Deser-Misner formalism

The project the EFE in empty space into the various components of the spacetime is done
using the projection P β

α and the nα:

nαnβGαβ = 0 (3.39)

P (nαGαβ) = 0 (3.40)

P (Gαβ) = 0 (3.41)

Called respectively the normal, mixed and hyper-surface projections. The derivation is
quite long and involved, therefore only the final result will be given:

Definition 7 (Arnowitt-Deser-Misner (ADM) equations). The following set of equations
is called Arnowitt-Deser-Misner equations({(
(∂t −£

β⃗
)γij = −2αKij(

∂t −£
β⃗

)
Kij = −DiDjα+ α

(
R

(3)
ij − 2KiaK

a
j +KijtrK

)
+ 4πα (γij(trS − ρ)− 2Sij)

R(3) + (trκ)2 − κijκ
ij = 0

Dj

(
κij − γijtrκ

)
= 0

(3.42)

The first two equations are intended as evolution equation, meanwhile the last two are
referred to as energy (or Hamiltonian) constraint and momentum constraint.
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3. Introduction to General Relativity

So far only the projection onto the different parts of the matrix has being made, we
need to linearize it and to check if it is indeed equivalent to the first derivation. The same
hypothesis circa the framework are given: small perturbation, minkowskian background
metric, the lapse function is = 1, there is no shift functions →β = 0... . The linearized ADM
evolution equations are:

Definition 8 (Linearized ADM).

∂tγij = −2κij (3.43a)

∂tκij =
1

2

(∇2
flatγij − ∂i∂kγjk − ∂j∂kγik + ∂i∂jγrr

)
(3.43b)

Remark 3.3.2. Here there is a subtle abuse of notation, usually the linearized ADM are
derived creating the variation of the 3-metric γij = δij +λij but to have a comparable result
with the Li derivation I decided to keep γ.

The above can be written in a more compact form :{
γ̇ = −2κ

κ̇ = 1
2 (−∆γ + 2ε div(γ)−∇∇ tr γ)

(3.44)

Proposition 4 (Equivalence of the results). The evolution equation for linearized ADM 8
and for Lizao 3.2 are equivalent.

Proof. Transforming back the Lizao equation to the preceding equation, and inverting the
operator S

γ̈ = −J inc γ

and deriving in time the first component of 8

γ̈ = −/2
1

/2
(−∆γ + 2ε div(γ)−∇∇ tr γ) = ∆γ − 2ε div(γ) +∇∇ tr γ

Comparing the right hand sides there should result an equality.

−2J einh = ∆h− 2ε div(h) +∇∇trh (3.45)

Fortunately we know already the form of ein and since we can invert J we have to prove:

−2 einh = S∆h− S2ε div(h) + S∇∇ trh(
////•b
∆trh− div div h

)
Id+ 2ε div h−∇∇ trh−///•a

∆h = −///•a
∆h+////•b

∆trhI + S2ε div(h)− S∇∇ trh

− div div hId+/////•c
2ε div(h)−∇∇ trh =/////•c

2ε div(h)− tr 2ε div(h)− S∇∇ trh

− div div hId−/////•d∇∇ trh = − tr 2ε div(h)−/////•d∇∇ trh+ (tr∇∇ trh)Id

− div div hId = − tr 2ε div(h) + (tr∇∇ trh)Id

The last part cancels with the usual lemma of algebraic identities A.1.1
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Finite Element Spaces and their
Discretization
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4. Some Finite Elements

Scope of the Chapter This chapter is auxiliary to the next one, in here the most basic con-
cepts of Finite Element Methods are introduced: the dual space of the test functions, the
Sobolev spaces, the definition of finite element, and so on1. More in details the spaces that
are treated are : H(curl), H(div), H(curl curl), H(div div). Since they are the one in which
which at least one the operators of the previous equations are defined. The discretization
is introduced for the lowest order shape functions for all FEs2. In particular there is a more
sophisticated introduction of the new element H(inc), since it is the newest it had a big
impact on the theory.

Let D(Ω) := C∞
0 (Ω) be the space of test functions, let its dual be D′, called the space

of distributions3 the space is identified as the space of bounded linear functionals that act
on elements of D. In particular in this big space -to give some comparison it is bigger than
the space of measures- it is always possible to define a differentiation of arbitrary order

Definition 9 (Generalized and Weak Derivative). Let →α be a multi-index, let u ∈ D′ then
one defines the function g ∈ D′ and call it generalized derivative of u in the following way:

⟨g, ϕ⟩D′×D = (−1)|α⃗| ⟨u,Dαϕ⟩D′×D ∀ϕ ∈ D (4.1)

, if u ∈ Lloc
1 (Ω) and if g ∈ Lloc

1 (Ω) then we refer to g as the weak derivative of u if:∫
Ω
gϕ = (−1)|α⃗|

∫
Ω
uDαϕ ∀ϕ ∈ D (4.2)

,

Starting from this definition one builds the definitions of the special Sobolev spaces[ZT17]

W k
p (Ω) :=

{
u ∈ Lloc

1 : ∥u∥Wk
p (Ω) < ∞

}
(4.3)

in particular they are Banach spaces, with except to p = 2 that is also a Hilbert space and
it is indicated by Hk.By means of the trace it is possible to form a sequence of inclusions

D · · · ⊂ H2 ⊂ H1 ⊂ H0 = L2 ⊂ H−1 ⊂ H−2 ⊂ · · · D′

where H−k = (Hk
0 )

∗ using the duality pairing induced by the inner product of the Hk

spaces[BB11].

1The stability, the Existence and uniqueness are not discussed but cited.
2citations are given for where to find the higher order shape functions.
3The creation of this particular dual space is not as immediate as it seems, the theory suggests to build a
Frechét space.[ZT17], Chapter 10.
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The next section is centered around giving a recap of the certain Hilbert-Sobolev spaces
and their discretization. Here a quick scheme of the spaces involved:

H(div,Ω) −→ RT k(T ) Ravier − Thomas (4.4a)

H(curl,Ω) −→ Nk
I (T ) Nedelecofthefirstkind (4.4b)

H(div div,Ω) −→ NNk(T ) Pechstein− Schoeberl (4.4c)

H(curl curl,Ω) −→ Regk(T ) Regge− Lizao (4.4d)

where k is the order of the FEs involves, Ω is the manifold of definition of the of the problem
(domain), T is the triangulation of the space Ω. All the above are conforming with respect
to their natural definition.4

Definition 10 (Ciarlet’s Finite Element). A finite element is a triple (T, VT ,ΨT ) where
T is a bounded set, VT is a function space on T of finite dimension and ΨT = (ψi

T ) is a
collection of linearly indeperndant functionals on VT

We want to find a basis (ϕi
T ) for VT such that with (ψi

T ) it becomes a bi-orthogonal to
the functionals, moreover set T to be a tetrahedron since in a further definition we will
need the set T to be a simplex and we define a set polynomial spaces to approximate the
continuous spaces. To give an explicit basis for VT usually auxiliary families of polynomials
are given

4.0.1. Hierarchical polynomials

Definition 11 (Legendre Polynomials, Integrated Legendre Polynomials). The Legendre
polynomials are defined in the following recursive way

P0(x) = 1 (4.5)

P1(x) = x (4.6)

Pi(x) =
2i− 1

i
Pi−1(x)− i− 1

i
Pi−2(x) (4.7)

The integrated Legendre polynomials are defined as

L0(x) = −1 (4.8)

L1(x) = x (4.9)

Li(x) =

∫ x

−1
Pi−1 (4.10)

The main difference between constructing a basis for a square and a triangle is that on
the in a square one can take as basis the simple product between the basis of the edges, the
same thing is not possible for the triangle, since in the reference triangle the point (1, 1) is
out of the set! Therefore one must scale the polynomials when we detach from one side.

4In a FEs there is a natural condition of continuity from one cell to the adjacent one, in general this
condition can be broken, but here it is not.
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Definition 12 (Scaled Legendre and Scaled Integrated Legendre Polynomial). We define
the Scaled Legendre and Scaled Integrated Legendre Polynomial of order i as follows:

PS
i (x, t) = Pi(

x

t
)ti (4.11)

LS
i (x, t) = Li(

x

t
)ti (4.12)

Definition 13 (Jacobi polynomials and scaled Jacobi polynomials). Let α, β > −1, let
ω = (1− x)α(1− x)β then we define the Jacobi polynomials and scaled Jacobi polynomials
as:

P 00
n (x) = Ln(x) (4.13a)

Pαβ
n (x) =

(−1)n

ω(x)2nn!

dn

dxn
(ω(x)(1− x2)n) (4.13b)

Pαβ,S
n (x, t) = tnPαβ

n (x/t) (4.13c)

Definition 14 ((Transformed) Daubinier polynomials of order k and ). let k > −1 called
order, let i, j > −1 such that i+ j ≤ k

ϕD
ij (x) = LS

i (x, y)P
(2i+1)0
j (2y − 1)

Let i, j > −1 such that i+ j + n ≤ k

ϕD,3
ijn (λ1, λ2, λ3) := LS

i (λ2 − λ1, λ1 + λ2)P
(2i+1)S
j (λ3 − λ1 − λ2, 1− λ4)P

2i+2j+2
n (1− 2(1− λ4))

Where λ1, λ2, λ3 are respectively the baricentric coordinate on the ref. tetrahedron in 3D of
the vertices (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1).

Moreover Pk∗ is defined as the set of homogeneous polynomials of degree k.

4.1. A recap on the spaces

Using the auxiliary families of polynomials one can buils the FES by means of the bi-
orthogonal basis. In particular one needs to prove two things in order to create a ”good
space”:

• The number of dofs and the number of elements spanning VT are the same: usually
this is done counting!

• The dofs need to be linearly independent: for this proof usually one starts assuming
that for a generic function in that space the action of all dofs make it vanish and
extract the fact that it has to be the zero-polynomial.

• The preservation of the continuity under linear affine transformations: If one maps
the reference element onto another element they must be affine equivalent, therefore
there is the necessity of a map from the reference element to the another element
that preserves the dofs. This is done using the piola transormation[Cia88] and the
covariant transformation[SR16]
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4. Some Finite Elements

H(div) and RT k

H(div; Ω) =
{
d ∈ [

L2(Ω)
]3

e : div d ∈ [
L2(Ω)

]d}
(4.14a)

RT k(T ) =
{
d = a+ b→x | a ∈ [Pk(T )]3 , b ∈ Pk,∗(T ) , normal continuous onF, ∀F ∈ F

}
(4.14b)

The transformation needed to pass from the reference tertahedron to a generic one is
ϕ : x ˫→ Ax+ b, where A ∈ M3×3 is a constant matrix and b ∈ V3 is a constant vector. Here
intention is to see A as the differential of the map ϕ, therefore the transformation that acts
between the triplets is well is defined as:

H(div, T̂ ) ∋ d̂ ˫→ d = det(A)−1(Ad̂) ◦ ϕ−1 (4.15)

• Lowest order dofs

ψαβγ : v ˫→
∫
Fαβγ

v · n (4.16)

Where Fαβγ is a face identified via Vα, Vβ and Vγ

• Lowest order shape functions

An implementable higher order dofs and shape functions, for tetraherons can be found in
[BBF+13].
The distributive div assuming tangential continuity

⟨div u, ϕ⟩ =
∑
T

∫
T
div u, ϕ ∀ϕ ∈ H(div, T ) (4.17)

H(curl) and N k
I

H(curl; Ω) =
{
e ∈ [

L2(Ω)
]3

: curl e ∈ [
L2(Ω)

]3}
(4.18)

N k
I (T ) =

˥
Pk(T )

˥3 ⊗ {e ∈ [Pk+1,∗] : e · x = 0} (4.19)

N k
I (T ) =

{
e ∈

∏
T∈T

N k
I (T ) | et is continuous

}
(4.20)

The transformation here is called Covariant transformation :

H(curl, T̂ ) ∋ ê ˫→ e = A−T ê ◦ ϕ−1 (4.21)

• Lowest order dofs

ψEαβ
: v →

∫
Eαβ

v · τds (4.22)

Where Eαβ is the oriented segment with vertices Vα , Vβ
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4. Some Finite Elements

• Lowest order shape functions

ϕαβ,0 := λα∇λβ − λβ∇λα (4.23)

For higeh order dofs and shape functions refer to [SZ05].
The distributive form of the curl assuming tangential continuity across the faces.

⟨curlu, ϕ⟩ =
∑
T

∫
T
curlu, ϕ ∀ϕ ∈ H(curl, T ) (4.24)

H(div div) and NNk

H(div div; Ω) =
{
κ ∈ [

L2(Ω)
]3×3 | div div κ ∈ H−1(Ω)

}
(4.25)

NNk(T ) =
{
[Pk(T )]3×3

sym | ˥κnn˥F = 0∀F ∈ F
}

(4.26)

The transformation is a double Piola one:

H(div div, T̂ ) ∋ κ̂ ˫→ κ = det(A)−2(Ad̂AT ) ◦ ϕ−1 (4.27)

A possible conforming implementation can be found in [CH20].
The distributive form for the divergence is:

⟨div κ, ϕ⟩ =
∑
T

⟨div κ, ϕ⟩ −
∑
∂T

⟨κnt, ϕt⟩ (4.28a)

=
∑
T

⟨div κ, ϕ⟩ −
∑
∂T

⟨κnt, ϕt⟩ (4.28b)

As mentined in the introduction and in the abstract it is now time to derive formally the
regge elements.

4.2. The Regge elements

a brief history of the new element:
The roots for this element can be traced back to a paper [Reg61] by Tullio Regge in which
he was considering a way to approximate a curved space on a polyhedrons, further devel-
opement of the theory, such as seeing the space-time as a complex of simplices, are referred
as Regge Calculus[empty citation]; In 2011 Snorre H. Christiansen [Chr11] developed a
discrete setting on which one is able to discretise the curlT curl operator in such a way that
the it converges more and more to the continuous operator, the paper is the first formal
description of the space Reg0. The first description of the generalized regge finite element
is given in [Li18], here Lizao sets his work in the differential geometry framework,he starts
from the definition of simplicial finite element and from a particular choice of the degrees
of freedom he is able to obtain different properties for this Finite Element:
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4. Some Finite Elements

• assemblability in a simplicial mesh.

• The set of degrees of freedom is unisolvent.

• The tangential part has to be single valued on the faces of positive dimension, AKA
is tangential-tangential continuous.

They are proven using the technique of geometric decomposition of the space of polyno-
mials and using the pullback on the faces, in this way one obtains the previous properties as
direct corollaries. For more in depth explanation please cfr page 6-40 of [Li18]. in particular
at we need some implementable basis for the Regge space.

Li Derivation of Regge FES

This part deals with the coordinate-free derivation of the Regge Finite Element Space of
degree k Regk.
Let T be a simplex of generic space dimension m, a subsimplex of T is noted ad f , F is

referred to (m − 1)-simplex and E for 1- simplex. Let Pk(f) be the space of polynomials
on f of degree k or less, in r-variables where r is the dimension of f .

Definition 15 (Simplicial Finite Element). It is a triple (T, V,Σ) with:

1. T is a simplex.

2. V is a finite dimensional function space on T .

3. Σ = ((rf ,Σf ))f⊂T is a collection indexed on the subsimplex of T with:

rf : V → Vf

With Vf some function space and Σf ⊂ V ′
f such that Σ solves the unisolvency condi-

tion:

V ′ =
⃝
f⊂T

(u ˫→ l(rf (u))|l ∈ Σf ) (4.29)

Remark 4.2.1. Most of the time the finite element, in Ciarlet sense4, there is the necessity
to define the dofs a priori and only after the possible shape funcitons to span the domain.
Moreover the dofs can be substantially different one another, but they keep in common one
simple fact: they use the facets of the element! Therefore the idea of defining the dofs on
the in the above sense4.2 seems a good starting point. Instead of giving directly a dual space
of V one pass through this construction: a ∈ V ′ can be indexed on the face it belongs to
aif = lif ◦ rf for a certain index i such that lif ∈ Σf .

V

V ′

Vf

Σf ⊂ V ′
f

rf

(·) ◦ rf
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4. Some Finite Elements

One of the fundamental ideas is that each facet of a simplex is a simplex itself, there we
can define an inclusion map such that given a d-simplex T and given a k -face f we define
an inclusion map from the face to the simplex ιf→T .
Since the inclusion is a smooth map one can define its pullback

Definition 16. Let g ∈ S⊗C∞(T ), let f be a subsimplex of T ad ιf→T the inclusion, then
the pullback ι∗fg := ι∗f→T g ∈ S ⊗ C∞(f) is called tangential-tangential part of g at f

it assigns at each point p ∈ f a symmetric bilinear form on vectors tangent to f .

Remark 4.2.2. Let M manifold and N sub-manifold, then the inclusion map ιM→N :

M ∋ x
x−ʿ→∈ N , then for all p ∈ M , TpM ⊂ TpN in the following sense: Let v ∈ TpM be a

derivation, then there exists an open neighbour Up of p ∈ M such that it is mapped to Up

in N and a smooth function f ∈ C(Up) :

TpN ∋ (dιM→N )p v [f ] := v (f ◦ ιM→N )p = v (f)p ∈ TpM (4.30)

As a direct consequence, for every k-inear form g defined on TpN and for every (vj)
k
j=1

derivations in TpM we have that g is a k-form on TpN too:

ι∗g
(
(vj)

k
j=1

)
= g

(
(vj)

k
j=1

)
The definition 4.2 ”suggests” to use somehow the just defined pullback to define a Finite

Element, as folklore we start with the family of polynomials of degree r on the k-simplex
T : Pr(T ), this space has dimension

dimPr(T ) =

(
d+ r
d

)
.

The space of polynomial symmetric 2-tensor fields of degree r can be identified given via
tensor product of the space of symmetric covariant 2-tensor fields in Rd ,AKA Sd, and
the previous space of polynomials. The dimension of Sd is obviously (d+1)d

2 that can be

rewritten in a more elegant way as

(
d+ 1
2

)
, therefore the space that we need to introduce

PrS(T ) := Pr(T )⊗ Sd

with

dimPrS(T ) =

(
d+ 1
2

)(
d+ r
d

)
(4.31)

Let T be a mesh of dimension d, we define a symmetric covariant 2-tensor fields of degree r
or less a function such that assigns at each cell T ∈ T an element of PrS(T ). In particular

PrS(T ) :=
{
γ : γ |T ∈ PrS(T )

}
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4. Some Finite Elements

Definition 17 (Finite Element Family). The finite element family F is a function defined
on a collection of simplices D(F ) such that, given a simplex T ∈ D(F ) it returns the finite
element associated to the simplex F (T ).

Definition 18. A finite element is called assemblable on T if, for all T1, T2 ∈ T , T1, T2 ∈
D(F ) and if f = T1 ∩ T2 then F (T1) and F (T2) give the same rf (V ) and Σf on f .

If the space is assemblable than each function g in the final space F (T ) must respect
the following:

l ◦ rf (g|T1 ) = l ◦ rf (g|T2 ) ∀l ∈ Σf (4.32)

We have all the ingredients to define the generalized Regge finite element:

Definition 19 (Generalized Regge Finite Element). The Generalized Regge Finite Element
of degree r is a simplicial finite element

(T, V,Σ) (4.33)

Where:

1. T be a d-simplex in Rd

2. V := PrS(T ) shape functions

3. the degrees of freedom assigned on each k-face f of T with k ≥ 1 are:

rf := ι∗f→T : PrS(T ) → PrS(f) (4.34)

Σf :=

(
g ˫→

∫
f
g : q | q ∈ Pr−k+1S(f)

)
f⊂T

(4.35)

When working with finite elements we need unisolvency, to do so one must first check
that the dimension of the shape functions is the same as the dimension of the Dofs.

Lemma 4.2.3. The following holds true:

d∑
k=1

(
d− 1
d− k

)(
r + 1
k

)
=

(
r + d
d

)
(4.36)

Proof. To prove it we need the following identity

(1 + x)d−1(1 + x)r+1 = (1 + x)d+r (4.37)

(4.38)

and the Newton’s binomial expansion:

(a+ b)n =

n∑
j=0

(
n
j

)
an−jbj (4.39)
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4. Some Finite Elements

Then using 4.39 in 4.37 we obtain:((d−1∑
j=0

(
d− 1
j

)
xj

))(
r+1∑
l=0

(
r + 1
l

)
xl

)
=

(
d+r∑
m=0

(
d+ r
m

)
xm

)
(4.40)

the above ere equal if and only if the element with same exponent in the x variable are the
same, this means that collecting the xm on both sides yields to:

∑
l+j=m

((
d− 1
j

)(
r + 1
l

)
xm

)
=

(
d+r∑
m=0

(
d+ r
m

)
xm

)
(4.41)

Replacing j = d− k in the first coefficient the proof is complete.

Proposition 5. The dimension of shape functions is equal to the number of dofs

Proof. The dimension of PrS has been proven (4.2) to be:

dimPrS(T ) =

(
d+ 1
2

)(
d+ r
d

)
To count the number of k-faces in a d-simplex one uses the following ”trick” observing
that, to create a k-simplex from a d-simplex, one may pick k + 1 vertices among the d+ 1
that form the d-simplex, then the number of k faces equals the number of combinations

are

(
n+ 1
k + 1

)
. In particular the total number of Dofs are:

d∑
k=1

(
n+ 1
k + 1

)
dimPr−k+1S(f) =

d∑
k=1

(
n+ 1
k + 1

)(
r + 1
k

)(
k + 1
2

)
(4.42)

Modifying the first and last members of the product on the right hand side:(
d+ 1
k + 1

)(
k + 1
2

)
=

(d+ 1)!

(k + 1)!(d− k)!

(k + 1)!

(k − 1)!2!

=
(d+ 1)!

(d− 1)!2!

(d− 1)!

(k − 1)!(d− k)!

=

(
d+ 1
2

)(
d− 1
d− k

)
Inserting back into the equation 4.42 and using the above technical lemma 4.2.3 we end
the proof.

Since the third member of the triplet (T, V,Σ) depends only on the facets f ⊂ Σ then
the space is assemblable:

ι∗f→T1
(PrS(T1)) = PrS(f) = ι∗f→T2

(PrS(T2)) , for all common k-face f ⊂ T1 ∩ T2 (4.43)

The above identification is not so immediate to prove, therefore we redirect the reader to
the original paper [Li18].
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4. Some Finite Elements

H(inc) and Regk : Neunteufel Implementation

The following is the implementabe finite element space given by M. Neunteufel in [Neu21]

H(inc .Ω) =
{
γ ∈ [

L2(Ω)
]3×3

ysm
| curl(curl γ)T ∈ [H−1(Ω)]⋆d×⋆d

}
(4.44)

NNk(T ) =
{
[Pk(T )]3×3

sym | ˥κnn˥F = 0∀F ∈ F
}

(4.45)

The transformation that one needs to take into account is a double covariant transforma-
tion:

H(inc, T̂ ) ∋˫→ γ = (A−T γ̂A1) (4.46)

The dofs are defined for n = 0...k:

ψĒi,n
: g ˫→ ∫

Êi
g : qÊ,ntÊ ⊗ tÊ ψF̄i,n

: g ˫→ ∫
F̂i
g : qF̂ ,n ψT̄ ,n : g ˫→ ∫

T̂ g : qT̂ ,n (4.47)

Where qÊi,n
, qF̂i,n

, qT̂ ,n form a, possibly hierarchical, basis for

• Pk(Ei)

• (Pk−1(Fi)⊗ S3
sym)

∩
n̂⊥
F

• (Pk−1(T )⊗ S3
sym)

The shape functions spanning Pk ⊗ S3 are given by

• The edges shape functions: of the edge Ei = [V1, V2] for r = 1...k

ϕEi,0 = −∇λV1 ⊙∇λV2 (4.48)

ϕEi,r = −LS
r (λV2 − λV1 , λV2 + λV1)∇λV1 ⊙∇λV2 (4.49)

• The edges facet functions: for the face Fi = [V1, V2, V3] for r + s ≤ k − 1

ϕF 1
i ,r,s

= −ϕD
r,s(λV2 − λV1 , λV2 + λV1)λV1∇λV2 ⊙∇λV2 (4.50)

ϕF 2
i ,r,s

= −ϕD
r,s(λV2 − λV1 , λV2 + λV1)λV2∇λV3 ⊙∇λV2 (4.51)

ϕF 3
i ,r,s

= −ϕD
r,s(λV2 − λV1 , λV2 + λV1)λV3∇λV1 ⊙∇λV2 (4.52)

• The inner functions: for the face for r + s+ t ≤ k − 2

ϕT 1,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ1λ2(λ3 ⊙ λ4) (4.53)

ϕT 2,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ2λ3(λ4 ⊙ λ1) (4.54)

ϕT 3,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ3λ4(λ1 ⊙ λ2) (4.55)

ϕT 4,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ4λ1(λ2 ⊙ λ3) (4.56)

ϕT 5,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ1λ3(λ2 ⊙ λ4) (4.57)

ϕT 6,r,s,t = −ϕD,3
r,r,t(λ1, λ2, λ3)λ2λ4(λ1 ⊙ λ3) (4.58)
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The Variational Formulation
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5. Variational Formulation:

The problem in weakening a system of differential equations is that sometimes the LHS
of the system lies in a different space than the RHS. To solve the problem one can find a
proper minimization problem for the continuous setting, embed it in the weakened setting
and derive a ”new” system of differential equations that will lead to the wanted result.
Here we will use a different approach: The problems presented so far can be formulated in
terms of this generic continuous setting:

Problem 5.0.1 (Abstract Variational Problem). Let U, V,W hilbert space such that U, V ⊂
W , let F and Ḡ be continuous functions

u̇ = v (5.1)

v̇ = v (5.2)

(5.3)

5.1. Abstract framework

The abstract framework for stationary differential equations is well understood, in partic-
ular one aims to extend the theory for non-stationary systems. For a Let u ∈ V generic
element of a Hilbert space, let f : V × V → R.

(ü, ϕ) = ⟨Fu, ϕ⟩ (5.4)

Where F : V → V ∗ is the map induced by f . using the Riesz representation theorem one
can realize that the above isomorphism as follows.

ü = IV Fu

Remark 5.1.1. Given a basis (ei)i and a basis for the dual (ej)j (notice that we don’t
require this one to be the dual basis)

∀l ∈ V ∗I l :=
∑
i

l(ei)ei ∈ V (5.5)

in case one has a finite dimensional space one obtains the relation:

∀→l ∈ V ∗ : I→l := MV ∗,V→l ∈ V (5.6)

With (MV ∗,V )ij = lje
j(ei), Therefore one obtains I = M−1

V ∗,V
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5. Variational Formulation:

To be more formal the previous should be expressed as a row vector, but we will not
make this distinction.
Therefore when discretised one can use the following expression

un+1 − 2un + un−1 = τFhu
n (5.7)

+initial conditions (5.8)

Where Fh is the discrete operator Fh : Vh → V ∗
h .

If we consider a system in (u, v) ∈ U × V 1

u′ = F (v) (5.9)

v′ = G(u) (5.10)

Then we have to assueme that (ϕ, ψ) ∈ U × V , moreover let F : V → V ∗ ,G : U → U∗ and
they are given by f : V × V → R ,G : U × U → R

(u′, ϕ) = ⟨F (v), ϕ⟩ (5.11)

(v′, ψ) = ⟨G(u), ψ⟩ (5.12)

Obviously the duality must hold true in the hypothesis.
The functions F (v) and G(u) are maps from one pre-dual to the opposite dual space

then one needs to treat them as a different equation in our system:

(u′, ϕ) = ⟨Fv, ϕ⟩ (5.13)

(Fv, ψ) = f(v, ψ) (5.14)

(v′, ψ) = ⟨Gu, ψ⟩ (5.15)

(Gu, ψ) = g(u, ψ) (5.16)

In abstract notation can be written:

I −1
U u′ = MV→UFv (5.17)

I −1
V Fv = f̄v (5.18)

I −1
V v′ = MU→V Gu (5.19)

I −1
U Gu = ḡu (5.20)

(5.21)

In the end

u′ = IUMV→UIV f̄v (5.22)

v′ = IV MU→V IU ḡu (5.23)

1In this chapter we use the convention that (u, v) ∈ U×V and U, V (and their dual) are in fact a shorthand
for AC ([0, T ])× V .
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The discretization of the equation above acquires a trivial form thanks to the remark and
interpreting the passage matrix MU→V as the matrix obtained by the inner product of the
one basis in the pre-dual and the other in the dual :

(MU→V )ij = ψi(ϕ
j) (5.24)

Obviously one obtains that

MU→V = MT
V→U (5.25)

Proof. The first is given by the bilinear form

m(1) : U∗ × V → R (5.26)

M (1) : U∗ → V ∗ (5.27)

(5.28)

The second one is given by the bilinear form

m(2) : U × V ∗ → R (5.29)

M (2) : V ∗ → U∗ (5.30)

In case one is studying a constrain evolution equation of the from:

Ḡü = F (u) (5.31)

C(u) = 0 (5.32)

Where Ḡ is invertible, with inverse G, and the functional C : U → Z∗ ⊂ W is induced by a
bounded bilinear form c(u, z) → R, then the above system would result in the continuous
system of equations:

u′ = F (v) (5.33)

v′ = G(u) (5.34)

C(u) = 0 (5.35)

then this theory is underdeveloped so far2, it will be expanded in future research, so we are
forced to use the more known approach that is the minimization of functionals:

min
C(u̇)

∥u′ − ⟨Fv, ϕ⟩ ∥2 (5.36)

(Fv, ψ) = f(v, ψ) (5.37)

(v′, ψ) = ⟨Gu, ψ⟩ (5.38)

min
C(u)

∥Gu −G(u∥2 (5.39)

2I couldn’t find any books covering this topic, if you find any you are more than welcome to point me
towards it via my email.
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Using the same discretization as before one creates the same system as in 5.22 but now the
matrix operator IU is to be intended as the sub-matrix M̃UU of the composit matrix:

M̃ =

(
M̃UU M̃ZU

M̃UZ M̃ZZ

)
=

(
MUU MT

C

MC 0

)−1

(5.40)

Where the last matrix is to be intended as the discrete projection into the constrained
manifold.
Since we skipped many calculations -I invite the reader to try on his/her own- it is

mandatory to point out that the invertibility of the matrix M̃ or the solvability of the
system di per se is given by one or more of the following existence and uniqueness theorems:

• Riesz’ representation theorem

• Lax-Milgram

• Babuska-Aziz

• Brezzi

• Fredholm

The statement can be found in the notes of professor Schoeberl[Sch09a][Sch09b]
We are now ready for discussing the variational setting for each individual set of equation:

5.2. Variational Maxwell Wave Equation

Problem 5.2.1. Find d ∈ H(div), e ∈ H(curl), v ∈ L2/R such that:

min
d∈H(div),div d=0

1

2
∥ḋ+ curlµ−1 curl e∥2L2

(5.41a)

min
e∈H(curl)

1

2
∥ė− ε−1d∥2 (5.41b)

Since we are now in the setting of continuous finite element we require the above to
be continuous functions in the respective spaces H(curl) and H(div), therefore the above
make no sense unless one talks about the minimization problem:

The above contains one abuse of notation, the time dependance has not being introduced,
the class function H(curl) needs to be tensor-multiplied by C1([0, T ]) where T is a final
time.

The problem 5.2, with the convention that all functions denominated with letters e live
in H(curl) and the same for d’s, can be split into different components to have a more
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organized system:

min
ê∈H(curl)

1

2
∥ê+ curlµ−1 curl e∥2L2

(5.42a)

min
d̂∈H(div)

1

2
∥d̂− ε−1d∥2L2

(5.42b)

min
d̃∈H(div)

1

2
∥d̃− ê∥2L2

(5.42c)

min
ẽ∈H(curl)

1

2
∥ẽ− d̂∥2L2

(5.42d)

min
ė∈H(curl)

1

2
∥ė− ẽ∥2L2

(5.42e)

min
div d=0

1

2
∥ḋ− d̃∥2L2

(5.42f)

The method of Lagrangian multipliers give birth to the following continuous method:

(ê, ψ) = − <
curlµ−1 curl e, ψ

> ∀ψ ∈ H(curl) (5.43a)

(d̂, ϕ) = (ε−1d, ϕ) ∀ϕ ∈ H(div) (5.43b)

(d̃, ϕ) = (ê, ϕ) ∀ϕ ∈ H(div) (5.43c)

(ẽ, ψ) = (d̂, ψ) ∀ψ ∈ H(curl) (5.43d)

(ė, ψ) = (ẽ, ψ) ∀ψ ∈ H(curl) (5.43e)(
(ḋ, ϕ) ⟨ϕ, u⟩
⟨d, v⟩

)
=

(
(ẽ, ϕ)

) ∀ϕ ∈ H(div)
∀u ∈ R

(5.43f)

In discrete form it has the following form:

→dn+1 = →dn − M̄−1
d MdcM

−1
c Mµ,K (5.44)

→en+1 = →en −M−1
c McdM̄

−1
d Mε (5.45)

In particular M̄−1
d is the matrix defined as the restriction of the projection onto the

divergence free part :

M̄−1
d =

(
I 0

)
M

(
I
0

)
(5.46)

5.3. Variational Graviatational Wave Equation

In previous chapter one fundamental fact is the well defined interplay among all the function
spaces that are used. While the spaces L2, H(div) and H(curl) are linked using the well
known de Rham sequence 2, here this fact does not hold true, but fortunately the algebraic
operation S comes into play. The opertation S can be understood as a rotation operator,
it is shown in the discrete case to map Regge elements to Schoeberl Pechstein elements
S : Regk → NNk[Li18], and obviously it works quite well in the smooth case, here we show
a possible proof to extend it to the continuous case.
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S

Figure 5.1.: Map from Reg0 → NN0 transforms tt-continuous dofs into nn-continuous dofs

Lemma 5.3.1 (Unpublished result). 3 Let g ∈ H(inc) then there exists a decomposition

g = g(1) + ε(u) +∇∇(w) (5.47)

Where g(1) ∈ H1 ⊗ S,u ∈ H1 ⊗ V and w ∈ H1

The above lemma and lemma A.1.1 have as a consequence a the following theorem

Theorem 5.3.2. Let S : H(inc) → H(div div) is continuous.

Proof. Let g ∈ H(inc) be decomposed via lemma 5.3.1: g = g(1) + ε(u) +∇∇(w) To prove
that S is H(div div) valued we need to show that Sg is bounded in L2, but this is trivial
from the fact that the norm act on the components element-wise of the matrix g. To prove
now that incSg ∈ H−1 we use the decomposition:

• div divSg(1) = −2 tr inc g(1) ∈ H−1

• div divSεu
(A.25f)
= 0 ∈ H−1

• div divS∇∇w
(A.25e)
= 0 ∈ H−1

To prove the continuity we use the definition of the operator norm and check when it is
bounded:

∥S∥H(cc)→H(dd) := sup
g∈H(cc)

∥Sg∥Hdd

∥g∥Hcc
< ∞

The norms here are the norms induced by the operator given in the definition. Let

3This result has not been published yet, the authors of the paper that will publish it are: Jay Gopalakr-
ishnan, Philip L. Lederer, Astrid Pechstein, Joachim Schoeberl and Michael Neunteufel
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g ∈ H(inc)

∥Sg∥2Hdd = ∥Sg∥2L2
+ ∥ div divSg∥2H−1

⪯ ∥g∥2L2
+ ∥ div divSg(1)∥2H−1

⪯ ∥g∥2L2
+ ∥ tr inc g(1)∥2H−1

⪯ ∥g∥2L2
+ ∥ inc g(1)∥2H−1

= ∥g∥2L2
+ ∥ inc g(1) + inc εu∥2H−1

= ∥g∥2L2
+ ∥ inc g(1) + inc εu+ inc∇∇w∥2H−1

= ∥g∥2L2
+ ∥ inc g∥2H−1

= ∥g∥2Hcc

From here follows immediately the continuity All the above referenced equations are proved
in A.1.1.

We start with equations given by the problem 3.2, expressing them in terms of mini-
mization problem the following are obtained:

κ̇ = − inc γ (5.48)

γ̇ = Jκ (5.49)

div κ = 0 (5.50)

Remark 5.3.3. To introduce the final time-stepping method one needs to define the triangulation-
wise distributive inc operator and the divergence free constrain (also in the composite dis-
tributive sense).

Using the convention that all the κn’s are in the H(div div) space and all the γ’s are
in the H(curl curl), and performing the same steps that we performed for the maxewll’s
equations 5.2 the resulting problem becomes:

Problem 5.3.4. Given adequate initial conditions, find (ϕ, ψ, q) ∈ H(curl curl)×H(div div)×
H(curl) such that {

⟨γ̃n, ϕ⟩ = ⟨inc γn, ϕ⟩
⟨κ̃n, ψ⟩ = ⟨Jκn, ψ⟩ (5.51){
⟨κ̂n, ψ⟩ = ⟨γ̃n, ψ⟩
⟨γ̂n, ϕ⟩ = ⟨κ̃n, ϕ⟩ (5.52)({(
<
κn+1, ψ

>
+ ⟨divψ, p⟩ = ⟨κn − τ κ̂n, ψ⟩<

div κn+1, q
>

= ⟨0, q⟩<
γn+1, ϕ

>
= ⟨γn + τ γ̂n, ϕ⟩

(5.53)

Or in a matricial form:
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{
Mγγ γ̃

n = M incγn

Mκκκ̃
n = MJκn

(5.54){
Mκκκ̂

n = Mκγ γ̃
n

Mγγ γ̂
n = Mγκκ̃

n
(5.55)({(

(
Mκκ (Mdiv

κc )T

Mdiv
κc −C

)(
κn+1

p

)
=

(
Mκκ 0

0 Mcc

)(
κn − τ κ̂n

0

)
γn+1 = γn + τ γ̂n

(5.56)

With Mdiv
κc the Mass matrix given by ⟨divψ, q⟩, meanwhile the sub-matrix C is the one

used to derive a more stable method, the higher stability comes from the fact one theorem
known as extended Brezzi theorem({(
(
ψn+1

p

)
=

(
Mκκ (Mdiv

κc )T

Mdiv
κc −C

)−1(
Mκκ 0

0 Mcc

)(
κn − τ(Mκκ)

−1Mκγ(Mγγ)
−1M incγn

0

)
γn+1 = γn + τ(Mγγ)

−1Mγκ(Mκκ)
−1MJκn

(5.57)

The equation is the one implemented in the code.
Constraint: To derive the constraint one needs to work in the correct spaces, the liter-

ature suggests to pick H(div div) and H(curl), the idea comes from the following theorem:

Theorem 5.3.5. Let u ∈ H(div div), the duality:

⟨div u, ϕ⟩H(curl)∗×H(curl) (5.58)

is well defined

The theorem can be found in [PS11] and with it it follows that for a triangulation T of a
simply connected domain Ω, if the function is piece-wise smooth and tn-continuous across
interfaces, then the divergence is well defined as:4

⟨div u, ϕ⟩ =
∑
T

∫
div u · ϕ−

∫
∂T

untϕt (5.59)

The derivation of the a triangulation-wise inc operator is quite involved, the idea to
derive it is very similar for to the derivation of the div div for functions in H(div div), the
only problem lies in the matrix correct decomposition of the matrix-valued functions and
the action of the curl on them.

4It is quite simple to define a hybridised method for the div-free constraint, the implementation for the
test case does not show a big impact, therefore I will leave this topic out of the scope of this thesis.
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5.3.1. Definition of the inc operator

Remark 5.3.6. When one tries to integrate by parts a function on a tetrahedron realizes
immediately that the functions get smeared on the faces, if one integrates by part one more
time the elements involved are the edges, in the next part of this section I invite the reader
to pay particular attention to these details.

the two dimensional case is quite simple, it involves only the edges and the the vertices.
The the decomposition of the inc operator is proved in the previous chapter to introduce

the 3 + 1 decomposition, here we want to extend it to a weak operator; to do so one
observation is particularly relevant: the dimension of the co-domain of the operator differ
if the domain of the domain is different. In this subsection there is a quick introduction on
the the definition of inc : C∞(Ω)⊗ Sd×d ∋ ϕ → incϕ ∈ C∞(Ω)⊗ S⋆d×⋆d with Ω ⊂ Rd and

the star operator ⋆d = (d−1)d
2 . Later there is a discussion on how to derive the distributional

form.

Definition 20 (vector curl operator). Let ϕ ∈ C∞(Ω) ⊗ Vd , then the operator curl is
defined as follows {

curlϕ = εjk∂jϕk d = 2

(curlϕ)i = εijk∂jϕk d = 3
(5.60)

Notice that the curl for a 2-dimensional space is a scalar, meanwhile the curl for a 3-d
space is a 3-d vector. There exists another notion that is often confused with curl, that is
the rot. Formally can be defined as the adjoint of the curl, but for now only the definition
as a differential operator is given.

Definition 21 (vector rot operator). Let ϕ ∈ C∞(Ω) , then the we define the curl operator
as follows

(rotϕ)i = εij∂jϕ (5.61)

The natural extension of the divergence for matrix valued functions is the action of the
divergence on each row, here the same concept is used to create the extension of curl.

Definition 22 (matrix curl operator). Let ϕ ∈ C∞(Ω)⊗Sd×d , then the we define the curl
operator as follows {

(curlϕ)i = εjk∂jϕik d = 2

(curlϕ)ij = εjmn∂mϕin d = 3
(5.62)

The adjoint in case d = 3 remains the same, we can therefore define a rot operator in
case of a 2× 2 dimensional matrix:

Definition 23 (matrix rot operator). Let ϕ ∈ C∞(Ω) × V2 , then the we define the curl
operator as follows

(rotϕ)ij = εjk∂kϕi (5.63)
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Remark 5.3.7. The all the above operators, where d = 2, can be written in a more friendly
way using lower and upper case:

curl : C∞(Ω)2 ∋
(
ϕ1

u2

)
˫−→ ∂1ϕ2 − ∂2ϕ1 ∈ C∞(Ω)

Curl : C∞(Ω)2×2 ∋
(
ϕ11 u12
ϕ21 ϕ22

)
˫−→

(
∂1ϕ12 − ∂2ϕ11

∂1ϕ22 − ∂2ϕ21

)
∈ C∞(Ω)2

rot : C∞(Ω)1 ∋ ϕ ˫−→
(

∂2ϕ
−∂1ϕ

)
∈ C∞(Ω)2

Rot : C∞(Ω)2 ∋
(
ϕ1

ϕ2

)
˫−→

(
∂2ϕ1 −∂1ϕ1

∂2ϕ2 −∂1ϕ2

)
∈ C∞(Ω)2×2

The curl lower the dimension of the co-domain, the rot enlarges it.

As mentioned above the inc operator in Rd with d = 2, 3 is defined as composition of
curl’s:

Definition 24 (inc operator). Let ϕ ∈ C∞(Ω)⊗Sd×d , then the we define the curl operator
as follows

incϕ := curl(curl(ϕT ))T (5.64)

As mentioned before the curl and rot are dual operators in d = 2; morover the curl is
self-dual 3d

Theorem 5.3.8. let one or (exclusive) the other:

• ϕ ∈ C∞(Ω)× Vd and ψ ∈ C∞(Ω)× V⋆d

• ϕ ∈ C∞(Ω)× Sd and ψ ∈ C∞(Ω)× S⋆d×d

Let one function to vanish at the boundary ∂Ω, then the following holds true:

⟨curlϕ, ψ⟩Ld(Ω) = ⟨ϕ, curl∗ ψ⟩Ld(Ω) (5.65)

Where curl∗ = curl for d = 3 and curl∗ = rot for d = 2.

Proof. A direct consequence of next lemmas setting choosing zero boundary conditions.

Some integral identities

Proposition 6. Let ϕ, ψ ∈ C(Ω)⊗ V3, then the integration by parts of the curl is:∫
Ω
curl(ϕ) · ψ =

∫
Ω
curl(ψ) · ϕ+

∫
∂Ω

(ϕ× ψ) · n (5.66)
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Proof. ∫
Ω
curl(ϕ) · ψ =

∫
Ω
εijk∂jϕkψi

= −
∫
Ω
ϕkεijk∂jψi +

∫
Ω
∂j(ϕkεijkψi)

=

∫
Ω
ϕ curl(ψ) +

∫
∂Ω

nj(εjkiϕkψi)

The 2d case becomes

Proposition 7. Let u ∈ C∞(Ω)2× , u ∈ C∞(Ω)2 and f ∈ C∞(Ω) then the following hold
true: ∫

Ω
curl(u)f =

∫
∂Ω

(u · t)f +

∫
Ω
u · rot(f) (5.67)∫

Ω
Curl(σ) · u =

∫
Ω
σ · Rot(u) +

∫
∂Ω

(σt) · u (5.68)

Proof. ∫
Ω
curl(u)f =

∫
Ω
(∂1u2 − ∂2u1)f

=

∫
Ω
(∂1(fu2) + ∂2(−fu1)−

∫
Ω
u2(∂1f) + u1(−∂2f)

=

∫
Ω
div

(
fu2
−fu1

)
+

∫
Ω

(
u1
u2

)
·
(

∂2f
−∂1f

)
=

∫
∂Ω

f

(
u2
−u1

)
· n+

∫
Ω
u · rot(f)+

=

∫
∂Ω

(u · t)f +

∫
Ω
u · rot(f)

The second equation is immediate using (t1, t2) = (n2,−n2).

Using the definition of generalize derivative

Remark 5.3.9. And also the definition of the inc operator for 2 × 2 metrics is derived
from the composition of the curl operators and is:∫

Ω
inc(σ)ϕ =

∫
Ω
curl Curl(σ)ϕ =

∫
Ω
σRot rot(ϕ) ∀ϕ ∈ C∞

0 (Ω)

The above can be used to derive the distributional triangulation-wise inc operator for
2-metrics
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Theorem 5.3.10. Let σ be a tt-continuous 2-metric, let the boundary values be well defined
and suppose that the inc operator is well defined in the interior of the triangulation. Then
the distributional inc operator has the following form

⟨incσ, ϕ⟩Ω =
∑
T

∫
T
inc(σ)ϕ−

∫
∂T

Curl(σ) · tϕ−
∫
∂T

t · ∇(σnt)ϕ+ (σntϕ)

||||V2

V1

(5.69)

Proof. Splitting onto the triangulation becomes:∑
T

∫
T
σRot rot(ϕ)

∑
T

∫
T
Curl(σ) · rot(ϕ)−

∫
∂T

σt · rot(ϕ)

We now split in tangential and normal componen the last integral, sinco the derivative is
allowed only on the faces of the triangle and not accross:∑

T

∫
T
Curl(σ) · rot(ϕ)−

∫
∂T

σtt rot(ϕ) · t+ σnt rot(ϕ) · n

Since ϕ is smooth , σtt is continuous accross the interfaces and rot(ϕ)× t = n · ∇ϕ that
cancels because the normal changes sign... then...∑

T

∫
T
Curl(σ) · rot(ϕ)−

∫
∂T

σnt rot(ϕ) · n

Similarly rot(ϕ) · n = −t · ∇ϕ∑
T

∫
T
Curl(σ) · rot(ϕ) +

∫
∂T

σntt · ∇ϕ

∑
T

∫
T
curl Curl(σ)ϕ−

∫
∂T

Curl(σ) · tϕ+

∫
∂T

σntt · ∇ϕ

∑
T

∫
T
inc(σ)ϕ−

∫
∂T

Curl(σ) · tϕ−
∫
∂T

t · ∇(σnt)ϕ+

∫
∂T

t · ∇(σntϕ)

that is:

∑
T

∫
T
inc(σ)ϕ−

∫
∂T

Curl(σ) · tϕ−
∫
∂T

t · ∇(σnt)ϕ+ (σntϕ)

||||V2

V1

Where |V2
V1

Is the two vertices evaluation. The previous suggest something important about
the distributive subspace where we need to look for the solution and the discrete solution,
that is a space that allows point evaluation in the 2d case and edge evaluation in the 3d
case. In particular one need to relate on the Sobolev embedding theorem to understand a
minimum necessary requirement for this particular operator to be well defined.
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suppose to have two smooth matrix field γ, ϕ (here we don’t require symmetry) then the
integration by parts on a generic domain Ω becomes:

Proposition 8. Let γ, ϕ be smooth matrix valued functions in Md×d, where d = 3 and let
Ω ⊂ Rd open, then it follows that:∫

Ω
γ : curlϕ =

∫
Ω
curl γ : ϕ−

∫
∂Ω

γCn : ϕ (5.70)

Proof.∫
γ : curlϕ =

∫
γijεjmn∂mϕin definition of curl

=

∫
∂m (εjmnγijϕin) +

∫
(εnmj∂mγij)ϕin integration by parts and levi civita

=

∫
∂
(−εjnmnmγijϕin) +

∫
(εnmj∂mγij)ϕin Integration of partial derivative and levi civita symbol

=

∫
∂
− (Cn)jn γijϕin +

∫
(curl γ)in ϕin def of Cn

= −
∫
∂
γCn : ϕ+

∫
curl γ : ϕ compact form

We need to discuss the case in which one needs to apply the above result to a surface, in
this case one gets some help from the famous area’s formula: Let a function f : Rm → R
be a scalar, let Φ : Σ′toΣ a smooth function, then it holds true that∫

Φ(Σ′)
f ◦ Φ JΦ =

∫
Φ(Σ′)=Σ

f (5.71)

Where JΦ is called transformation factor and it is defined by means of (DΦ)ij = ∂jΦi in
the following way

JΦ : Σ ∋ x ˫−→ (
detDΦ(x)T ·DΦ(x)

)
R (5.72)

Therefore it is important to define the curl not in the 3 possible directions but on a subspace
(using certain projections).

In appendix ?? , in particular theorem B.0.5, gives us a way to treat the surface integra-
tion by parts:

⟨γ, curl(ϕQ)P ⟩L2(Σ) = ⟨curl(γP )Q,ϕ⟩L2(Σ) + ⟨γn, ϕQt∂Σ⟩L2(∂Σ) (5.73)

Let now J = incu be the inc operator in distributional form defined on Ω, suppose that
it is well defined on a triangulation on Ω and suppose that u is tt-coninuous; then supposing
v smooth with compact support, a first approximation of the distributional inc would be:
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Theorem 5.3.11. Let T be an affine triangulation of Ω, let γi be a function defined on all
the simplices T of the triangualtion such that the inc operator is well defined in the interior
of the triangulation. Suppose also that the adjacent trianles have continuous tangrential-
tangential functions γi, i.e.

PiγiPi = PjγjPj , for ajacent trinagles Ti, Tj (5.74)

Then the inc operator is well defined on the whole domain Ω in the distributional sense, in
particular it holds that:

⟨inc γ, ϕ⟩ =
∑
T

{∫
T
inc γ : ϕ−

∑
F⊂T

˥∫
F
[curl γ]QQ : [Cnϕ]QQ − rotF ([Cnγ]PQ) : [ϕ]QQ −

∑
E⊂F

∫
E
[Cnγ]PQ n · [ϕ]QQ tE

˥}
(5.75)

∀ϕ ∈ C∞
0 Md×d

Sym

Proof.

⟨inc γ, ϕ⟩L2(Ω) =

∫
Ω
γ : incϕ definition of distributive inc

=
∑
T

∫
T
γ : curl (curlϕ)T expansion of inc

=
∑
T

∫
T
curl γ : (curlϕ)T −

∫
∂T

γCn : (curlϕ)T theorem 8

=
∑
T

∫
T
inc γ : ϕ−

∫
∂T

(curl γ)T Cn : ϕ+

∫
∂T

Cnγ : curlϕ theorem 8 and transpose

=
∑
T

∫
T
inc γ : ϕ+

∫
∂T

Cn curl γ : ϕ( )( )
(1)

+

∫
∂T

Cnγ : curlϕ( )( )
(2)

theorem 8 and transpose

The treatment of (1) and (2) is different in nature, the first one needs to understand what
is the useful decomposition of the curl of γ, the second one is more subtle and requires the
understanding of when it is possible to split an integral by parts on a surface.
(1): We indirectly the decompositions B.4a , B.4b and B.4c∑

T

∫
ΣT :=∂T

Cn curl γ : ϕ = −
∑
T

∫
ΣT

curl γ : Cnϕ adjoint of Cn

= −
∑
T

∫
ΣT

Q [curl γ] : Q [Cnϕ] Cn has same image of Q

= −
∑
T

∫
ΣT

Q [curl γ]Q : Q [Cnϕ]Q

In the last step is used that remark B.0.2 implies continuity of Q [curl γ]P
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(2): We make use of 5.73∑
T

∫
ΣT :=∂T

Cnγ : curlϕ =
∑
T

∫
ΣT

Q [Cnγ] : Q [curlϕ] Cn has same image of Q

=
∑
T

∫
ΣT

Q [Cnγ]P : Q [curlϕ]P γ is tt-continuous

=
∑
T

∫
ΣT

Q [Cnγ]P : [curlQϕ]P ΣT is affine linear + remark B.0.3

Now using theorem 5.73

(2) =
∑
T

∫
ΣT

Q [curl(Q [Cnγ]P )]Q : Q [ϕ]Q+
∑
T

∫
∂ΣT

Q [Cnγ]Pn ·Q [ϕ]Qt∂ΣT

The square bracket here have no meaning, they are used only to indicate some sort of
projection that acts on the sides.
To deal with a more readable formula we use the fact that the surface of each tetrahedron

T can be split into a sum of facets triangles ∂T =
∑

F , also each perimeter of each facet
can be split up into several edges ∂F =

∑
E. Moreover we use the more compact notation

AγB = [γ]BA

To indicate a sort of action of 2 matrices A,B onto a matrix.{
(1) = −∑

T

∑
F⊂T

∫
F [curl γ]QQ : [Cnϕ]QQ

(2) =
∑

T

∑
F⊂F

∫
F [curl(Q [Cnγ]P )]QQ : [ϕ]QQ +

∑
T

∑
F⊂T

∑
E⊂F

∫
E [Cnγ]PQ n · [ϕ]QQ tE

(5.76)

using the notation B.8a

[curl(Q [Cnγ]P )]QQ = curl([Cnγ]PQ)

We can rewrite the second part of (2)∑
T

∑
F⊂F

∫
F
rotF ([Cnγ]PQ) : [ϕ]QQ +

∑
T

∑
F⊂T

∑
E⊂F

∫
E
[Cnγ]PQ n · [ϕ]QQ tE (5.77)

Lastly , since we could have some elements in one sub-simplex, then we indicate the γ

Remark 5.3.12. So far this result can be found in different papers under the name of Green
identity [GK09] or [AAB22]. Some other important results can be found in [AAW08] or in
[CH22], but only in the last one the idea of using the smearing the operator on the edges is
used, in particular the assumption is that the space in which we are setting the test functions
is H2 and therefore all the derivatives at the second order are allowed. We will see that
this requirement is too much and the space where we can search for test functions can be
reduced to H1+ε.
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Conservation of energy

To test if the method gives correct results one can try to figure out some invariants that
hold true in all cases: smooth, continuous and discrete setting. In the smooth setting, the
Hamiltonian, turns out to be found a first integral. In the following it is explained why the
it holds true for the other variational case.
Starting with the equation

Sγ̈ = − inc γ

We want to derive a quantity that is preserved in time, multiplying the previous with : γ̇

⟨Sγ̈ + inc γ, γ̇⟩F = 0

⟨Sγ̈, γ̇⟩F + ⟨inc γ, γ̇⟩F = 0

⟨κ̇, Jκ⟩F + ⟨inc γ, γ̇⟩F = 0

Now since the operators J and inc are self adjoint, namely :

⟨S(γ), η⟩ = ⟨γ, S(η)⟩
⟨inc(γ), η⟩ = ⟨γ, inc(η)⟩

Therefore it holds true that:

d

dt
⟨S(γ), η⟩ =

/
d

dt
S(γ), η

\
+

/
S(γ),

d

dt
η

\
=

/
S(

d

dt
γ), η

\
+

/
S(γ),

d

dt
η

\
=

/
d

dt
γ, S(η)

\
+

/
S(γ),

d

dt
η

\

And similarly for inc.
Therefore the previous becomes:

d

dt

⟨κ, Jκ⟩F
2

+
d

dt

⟨inc γ, γ⟩F
2

= 0

d

dt

1

2

(
⟨κ, κ⟩F − ⟨trκ, trκ⟩F

2
+ ⟨inc γ, γ⟩F

)
= 0

If one considers the integration in space<
curl(curl γ)T , γ

>
Ω
=

<
(curl γ)T , curl(γ)

>
Ω
− <

curl(γ)TCn, γ
>

=
<
(curl γ)T , curl(γ)

>
Ω
+
<
curl(γ)TCT

n , γ
>

=
<
(curl γ)T , curl(γ)

>
Ω
+
<
(Cn curl(γ))

T , γ
>

=
<
(curl γ)T , curl(γ)

>
Ω
+ ⟨(Cn curl(γ)), γ⟩

=
<
(curl γ)T , curl γ

>
Ω
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5. Variational Formulation:

The last part is given by the fact that at the boundary one considers homogenous dirichlet
BND for γ = 0 and/or homogeneous Neumann BND tt-part of γ is zero =⇒ Cnγ = 0 =⇒
curl(Cnγ) = 0

Therefore we can define a functional H(γ, κ) := 1
2

(
∥κ∥2F − (trκ)2

2 +
<
curlT γ, curl γ

>
F

)
and the system that we need to solve is the symplectic one :

d

dt
=

∂

∂γ
H(γ, κ) (5.78a)

d

dt
= − ∂

∂κ
H(γ, κ) (5.78b)

It is easy to prove that the above is equivalent to

κ̇ = − inc γ

γ̇ = Jκ

with the notation γ → g and κ → k for the discrete approximation, the following
implementable system can be found :{

k̇ = − inc g

ġ = Jk
=⇒

{
k̇ = −M̄−1

dd MdcM
−1
cc Mincg

ġ = M−1
cc McdM̄

−1
dd MJk

(5.79)

In particular we insert here the projection matrix onto the divergence free constraints:

M̄dd =
(
Id 0

)
Proj

(
Id
0

)
with Proj the projection matrix.

Proposition 9. The discrete energy

Eh(g, k) = 1

2
(⟨k, Jk⟩F + ⟨inch g, g⟩F ) (5.80)

Is preserved

Proof.

d

dt
Eh(g, k) =

<
k̇, k

>
Jh

+ ⟨ġ, g⟩inch (5.81)

=
<
k̇, k

>
Jh

+ ⟨ġ, g⟩inch (5.82)

=
<−M̄−1

dd MdcM
−1
cc Mincg, k

>
Jh

+
<
M−1

cc McdM̄
−1
dd MJ, g

>
inch

(5.83)

= − (
M̄−1

dd MdcM
−1
cc Mincg

)T
MJk +

(
M−1

cc McdM̄
−1
dd MJ

)T
MIncg (5.84)

= − (Mincg)
T (

M−1
cc McdM̄

−1
dd MJk

)
+
(
M−1

cc McdM̄
−1
dd MJ

)T
MIncg (5.85)

= 0 (5.86)

Therefore the continuous and the discrete case follow the same rule for the conservation of
energy. In particular, since we lack of possible test for the implementation5 the conservation
of the energy can be a valid test.
5I couldn’t find an analytical solution for a wave that starts with a bump function initial condition.
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Part IV.

Implementation and Results
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6. Symplectic Integrators

In this chapter I developed exercise-like some symplectic integrators, I don’t give any theo-
rem regarding the stability, only hands on computations for obtaining higher order methods
instead of the ususal symplectic euler used for solving the numerical problems obtained.1

6.1. Runge Kutta Methods:

The FEM procedure to discretize a PDE brings inevitably to a system of ODEs of the
form: {

y′(t) = f(t, y(t))

y(t0) = y0
(6.1)

One of the most widely used class of numerical one-step methods is the Runge Kutta
methods, in this appendix we give some results that are important to create a quick solver
given the butcher tableau of a method.

Definition 25 (m-stage Runge Kutta Method). The m-stages Runge Kutta method is a
one-step method

Φ :=
∑
j

kjbj (6.2)

yn+1 := yn + hnΦ(tn, yn, hn) (6.3)

(6.4)

Where Φ is called incremental function ,bj are the called weights of the stage kj, i.e. the
stages are defined in the following way:

ki = f(t+ cih, y + h
∑
j

Aijkj) (6.5)

where ci are called nodes.

Since the method is defined using only Aij , bj and cj then it is usually written as

c A

bT

1This derivations will be revisited in future work to solve possible nonlinear equations.
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6. Symplectic Integrators

Obviously at each time step one has to find the root of the equation 6.5, but one can in
general notice that for fixed-triangulation T and for time independent quantities we have
that the pde is linear of the form :

ki = M

((y + h
∑
j

Aijkj

)) (6.6)

for some Msquared matrix This problem is indeed a hidden matrix problem, but before
showing that we need to introduce some mathematical object such as the kronecker product

⊗ : Ra×b × Rc×d ∋

((
((E11 · · · E1b

...
. . .

...
Ea1 · · · Eab

)) ,

((F11 · · · F1d
...

. . .
...

Fc1 · · · Fcd

))
)) ˫−→

((E11F · · · E1bF
...

. . .
...

Ea1F · · · EabF

)) ,Rac×bd

(6.7)

And the vectorization operator is the operator that returns all the columns of a matrix
merged in a long vector :

vec : Rd×m ∋

((A11 · · · A1m
...

. . .
...

Ad1 · · · Adm

)) ˫−→ (
A11, · · · , A1d, · · · · · ·A1m, · · · , Adm

)T ∈ Rdm (6.8)

Obviously it is possible to define the inverse operator if one specifies the right dimension
size.

Remark 6.1.1. It is possible to prove that :

vec (ABC) = (CT ⊗A)vec (B) (6.9)

Lemma 6.1.2 (Equivalence of Solutions). (kj)
m
j ⊂ Rd is a solution of

ki = M(y + h
∑
j

Aijkj)∀i ∈ 1, ..., s (6.10)

if and only if K = [k1, ..., km] ∈ Rd×m is a matrix solution of the following equation:

(Im ⊗ Id)K = M(y +
∑
j

Aijkj) ∀i ∈ 1, ..., s (6.11)
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6. Symplectic Integrators

Proof.

kj = M

((y + h
∑
j

Ajrkr

)) vector equation for stages

kj = My + h
∑
j

Ajr M kr associativity

(kj)i = (My)i + h
∑
j

Ajr (M kr)i selecting only the i-th row of the j-th vector

kij = (My)i + h
∑
j

AjrMis(kr)s convention (kj)i = kij

kij − h
∑
j

AjrMisksr = (My)i1j use of row-vector of ones

k − hMkAT = (My)⊗ 1(m) definition of matrix k

Id ⊗ Imveck − h(M ⊗A) veck = vec ((My)⊗ 1(m)) vectorization

vec(k) = (Idm − hM ⊗A )−1 vec ((My)⊗ 1(m)) Big vector equation

Where I is the identity matrix of dimension d ·m×d ·m and M⊗A is the tensor product
of M and A; Also 1m = (1, ..., 1) for m- times.

Therefore the a generic time stepping method can be written as follows:

vec (k) = (I − hM ⊗A )−1 vec (My ⊗ 1m) Matrix-form equation (6.12)

yn+1 = yn + hkb vector equation for stages (6.13)

(6.14)

Remark 6.1.3. The method can work with any m-stage Runge Kutta, implicit or explicit,
on a linear differential equation.

In particular it is now possible to use composite Runge Kutta that result in symplec-
tic integrators, such as the symplectic Euler and the Gaussian integrator. Later, in the
implementation section, will be specified a link for all the implementations.
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6. Symplectic Integrators

We now define two symplectic integrators for a separable Hamiltonian that are used in
the implementation, it will not follow the proof for the order.

Definition 26. The 2nd order Leap Frog and 4th order Yoshida Integrators are coded in
the following way:

1. Leap Frog:

def LeapFrogStep(tau,u,Mu,v,Mv, dual = False):

# SE1

u.vec.data += tau/2*Mv*v.vec

v.vec.data += tau/2*Mu*u.vec

# SE2

v.vec.data += tau/2*Mu*u.vec

u.vec.data += tau/2*Mv*v.vec

2. Yoshida:

def YoshidaIntegratorStep(tau,u,Mu,v,Mv):

w0 = - 2**-(1/3)/(2-2**-(1/3))

w1 = 1/(2-2**-(1/3))

c= [w1/2 , (w0+w1)/2 , (w0+w1)/2 , w1/2 ]

d= [w1,w0,w1]

u.vec.data += c[0]*tau*Mv*v.vec

v.vec.data += d[0]*tau*Mu*u.vec

u.vec.data += c[1]*tau*Mv*v.vec

v.vec.data += d[1]*tau*Mu*u.vec

u.vec.data += c[2]*tau*Mv*v.vec

v.vec.data += d[2]*tau*Mu*u.vec

u.vec.data += c[3]*tau*Mv*v.vec

return u,v
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7. Implementation and Results

Scope of the Chapter in the following chapter there is a brief discussion on the coding
fallacy that may occur when implementing in a naive way. Some ideas for the stabilization
of the numerical method are given and in the end the chapter is concluded presenting some
numerical results.
The implementation is done using NGsolve[Sch14], all the codes I wrote are available in

my Github in the repository Master Thesis1. The discussion about the code is

Implementation aspects

The generic structure of a finite element implementation has to respect the following points:

1. define a proper mesh over a geometry: usually a square, cube or sphere; in any
case something simple and if one is working with differential operator needs to keep in
mind that domains that are not simply connected may result in complications[GK09]

2. define the spaces of interest: Particular attention has to be payed on the order
of the various spaces, the goal is to define spaces that work well together (namely
respect the Brezzi theorem or Babuska-Aziz for the discrete case).

3. create the matrix operator via the assembly process: in this step is always
better to use a functions to obtain cleaner codes.

4. define enough test functions obviously there is the need of at least one grid-
function to store the result.

At this point there are only two thing left to discuss, one is the possible complications
arising in the implementation, the second one is the methods used for the time-stepping
and visualize some results. The first pointed out in the next remark.

Remark 7.0.1. During the implementation there is the possibility to encounter problems
linked to the orientation of the elements of the triangles/tetrahedrons if there is no consid-
eration for internal ordering.

Since it is difficult to present with clarity the problem in three dimensions I will present
it in 2d. The following snippet of code shows the creation of the inc operator acting on a
2-metric:

u,v = fesH1.TnT()

1the collection of codes is quite big. My intention was, and still is, to create a collection of examples to
enlarge the documentation.
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7. Implementation and Results

# Mass matrix

a = BilinearForm(fesH1)

a += InnerProduct(u,v)*dx

# linear form induced by the metric gfG

f = LinearForm(fesH1)

# triangle inc part

f += (gfG.Operator("inc"))*v*dx

# edge curl part

t = specialcf.tangential(2)

f += -v*InnerProduct(curl(gfG),t)*dx(element_vb=BND)

# edge tangential gradient part

n = specialcf.normal(2)

tdergfG = grad(gfG)[t,:]

print(tdergfG.dims)

f += -v*InnerProduct( t,tdergfG.Reshape((2,2))*n)*dx(element_vb=BND)

# vertex elements

Vt = specialcf.VertexTangentialVectors(2)

# I need the normals to be out from the triangle:

Vn0 = (CF((0,-1,1,0), dims= (2,2))*Vt[0,:])

Vn1 = (CF((0,1,-1,0), dims= (2,2))*Vt[1,:])

f += v*InnerProduct( Vt[0,:],gfG*Vn0)*dx(element_vb=BBND)

f += v*InnerProduct( Vt[1,:],gfG*Vn1)*dx(element_vb=BBND)

First of all the focus needs to be directed to the space of definition of the linear form f ,
lemma 5.3.10 suggests that the space for the linear form is not the H(inc) space but H1.
Second observation is directed to the definition of the normals, here the first one is rotated
counterclock-wise and the other clock-wise, the idea is that when we pick a triangle if one
rotates always on one side a tangent to obtain a normal then the triangle will have an
inward and an outward pointing vectors that may not coincide on a triangulation!

In 5.3 it is introduced a component in the Proj matrix, in the code it is implemented
using the bilinear form:

pT, dpT = HCurl.tnt

# some other code

PROJ += -1*(pT*dpT )*dx

PROJ += -1*curl(pT)*curl(dpT)*dx

heuristically speaking this helps the small eigenvalues of the matrix to shift further from
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the zero on one hand. On the other hand helps during the factorization process. The flag
that is used in the code is

inverse = "sparsecholesky"

This factorization does not check for pivotal zeros in the matrix, therefore the code can
run badly for implementation errors.
Another important element that was added in the implementation is the use of a damping

matrix, it is used to regularize the result in the same style as a the heat equation damping
matrix; in particular this matrix comes out from the formulation when one tries to insert
in an explicit way the constraint in the evolution equation.

Definition 27 (Damped System). The damped system relative to the system 3.21 is defined
as:

γ̇ = Jκ− λDγ (7.1a)

κ̇ = − inc γ (7.1b)

div κ = 0 (7.1c)

Where the operator D is defined as follows

D : H(inc) ∋ γ −→
{
⟨Dγ, ϕ⟩H−1(div),H(curl) = (divSγ, divSϕ) ∀ϕ ∈ H(curl)

}
∈ (H(inc))∗

The above definition takes in consideration that div : H(dd) → H−1(div) = H(curl)∗

therefore a good way to define this operator is using the pairing in the dual of H(curl),
moreover λ is a tuning parameter. Following the line dictated by 5.2 one obtains the
following result.

Proposition 10. Let D be the damping operator defined above in 7, then the discretized
form of D , indicated by D, is of the following form

D = BTM−1
c B (7.2)

Where B = (Sg,∇e) for (g, e) ∈ H(inc) × H(curl) is the passage matrix and Mc = (e, ê)
for d, d̂ ∈ H(curl) is the mass matrix.

Intuitive proof: Let γ̂ = D then using the inner product in H(inc):

(γ̂,Ψ) = ⟨Dγ,Ψ⟩ = (divSγ, divSΨ)H−1(div)

Since H(curl)∗ ≃ H−1(div) then we can transfer the above inner product

⟨Dγ,Ψ⟩ = (divSγ, divSΨ)H(curl)∗

Using the natural definition of inner product in the the dual space the

⟨Dγ, ϕ⟩ = (
JH(c) divSγ,JH(c) divSΨ

)
H(curl)

57



7. Implementation and Results

Now each of the 2 entries on the right hand side of the above can be described in terms
of an element in H(curl), namely uγ = JH(c) divSγ, in particular

(uγ , ϕ)H(c) = ⟨divSγ, ϕ⟩H(c) = (Sγ,∇ϕ)−
∫
∂T

(Sγ)nnϕn

The discretization becomes

Mcuγ = Bγ

McuΨ = BΨ

(JH(cc)γ)
TMccΨ = uTγMcuΨ

Imply immediately the theorem.

Remark 7.0.2. The above theorem allow us to define a general rule. When working in
the discrete setting of iterable finite elements methods the definition that one except is the
following Fh : Vh → V ∗

h and not Fh : Vh → Vh since the test functions are always going to be
paired in via a duality paring and only then the definition of the paring is given. Therefore
even if the solution is given in a pre-dual setting one works mainly the dual one.

Results:

As mentioned above the results are just simple waves. We run two tests. one for perfor-
mance check and the second one for quality comparison.

• Domain and Mesh: As mentioned at the beginning of the chapter the domain is a
simply connected cube of edge length 2.

• the initial function coefficient function is built using a function that vanishes at the
boundary f(→x)α exp(−β(∥→x∥2)) where β = 20, α = 1/10, this is insert into a 3×3 zero
matrix as coefficient in position (0, 0), After doing so the symmetric curl is applyed
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and the resulting metric is used as initial condition γ0, meanwhile κ0 is set to zero.
After deriving the Frobenious norm the it is possible to derive the maximum and
minimum of the norm. In particular it can be found that the maximum norm of
the initial condition, in particular along the [z = 0] plane the maximum is equally
distributed on a cirle of radious r = (2β)−1/2.

• The spaces are taken with order k = 2, the time step size is 0.02 and the final time
is 1.2 seconds.

• The method implemented for the time stepping is the leap frog.

• The damping parameter is set to dt
10

maxh
(order+1)2

. and the damping process is applied 10
times.

• The program is run on a cpu i9-9980HK 2.40GHz, parallelized on 8 cores with 16
threads in tota. The runtime for the is 1 minute and 42 seconds.

The final result is compared to a reference test: the order is uppered by one, the time
stepping is divided by two and the fourth Yosida integrator substitutes the second order

one, then the result is the following.

Figure 7.1.: The blue line is given by the first component of the Hamiltonian 9, the orange
line by the second one. The green line is the sum, as one notice is almost
constant with a slight curvature downward, in particular this bending is given
by the damping condition.

Picture ?? shows that there is a problem at the starting point, in fact it looks like the
energies do not start at the same value. But this is a problem of interpolation of the

initial coefficient function.
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Figure 7.2.: Here an overlapping comparison of the tests.
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Figure 7.3.: View of the wave perpendicular to the direction of propagation, above all the
magnitude of the metric. Seeing the animated motion one notice a sort of
bubbling outward of the ”low pressure” zones inside the metric.
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8. Conclusions

Throughout the thesis we have pointed out a sort of symmetry between the chosen
problems. The smooth setting allow us to see that both the equations obtain the known
”wave” form, in particular, for both problems, it is possible to figure out a possible first
integral (energy/Hamiltonian) that is preserved in time. One difference that is seen in the
linearization is given by the fact that the ME are in linear in time, and the only possible
nonlinear part is given by the matter interaction that, only at this point, is set linear by
choice. Meanwhile the EFE are nonlinear by nature, the linearization process does not
have a natural preference, therefor one can chose one ot the other of the following:

• Fist linearize the equations by mean of the first variation, and only then pick a
reference of frame such that the metric is split in time, space and mixed components.

• Or first set up the splitting of the metric by means of the project by mean of a mixed
tensor object and only then linearize the problem.

In the second part of the chapter there is an introduction of the Sobolev spaces used and
their discretization FE. Here the complexity relies on two factors, the first one is the huge
degrees of freedom involved in the latest FEs, the second involves the continuity of the
latter spaces: namely they are functions that are continuous in a functional way.

In the third part it is observed the complexity of the modelling, in particular there is no
simple approach to create a model that fits well for all cases. In fact the the methods

introduced, particularly the first ones, are based upon the existence of one space that acts
as a super-space of the two considered in the equation. Moreover it is shown that the

definition of one distributive pairing can be quite long to derive when considering higher
order differential operator.

In the last chapter some results about the implementation are given, the only thing
remaining to do is to define PML boundary conditions and compare the method with an

analytical solution.
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This chapter is useful for those who are rusty on the subject in terms of definitions or
notation.

Definition 28 (Directional Derivative). Let U ⊂ Rd open, a = (ai)
d
i=1 point in U , v =

(vi)
d
i=1 in Rd called direction and a function F : U → R. If the composit function F (a+tv)

is well defined in a neighborhood of t = 0 and there exist the limit

v(F )a := lim
t→0

F (s+ tv)− F (a)

t
(A.1)

Then the limit is called directional derivative of F in a in direction v.

The coordinate functions in Rd are noted by xi : R
d → R, they return the i-th

component of the element a = (aj)
d
j=0, therefore if one canonical direction is chosen then

ei(F )a con be written in the following form:

∂F

∂xi
(a) := ei(F )a

And it is referred to as j-th partial derivative.

Definition 29 (Local chart). Let M be a topological space. A pair (U,ΦU ), with U open
in M and ΦU omeomorphic form U to an open subset op Rd is called d-local chart, or
d-system of local coordinates on M . Two local charts are said to be Ck compatible if the
intersection of the sets are empty or the application

ΦV ◦ Φ−1 : ΦU (U ∩ V ) → ΦV (U ∩ V )

Is a ck-diffeomorhism.
With abuse of notation only the function ΦU is referred to local chart and it is written as

ΦU (p) = (x1(p), · · · , xd(p))

Where (xi : U → R)di=1 are the components of the application ΦU and are referred to as
local coordinates in U .

Definition 30 (n-simplex in). the convex hull of n+ 1 points in generic position in Rd is
called n-simplex

Definition 31 (mesh). A mesh T is a collection of simplices in Rd satisfying:

• Any face of 2 simplex in T is a simplex in T
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• the intersection of any 2 simplices of T is a common face of both simplices T .

• The union of all simplices of T is a submanifold of dimension n in Rd.

The integer n is called topological dimension of T , d is the geometric dimension of T .

In the thesis the previous dimensions are equal unsless specified otherwise.

Definition 32 (Triangulation). the manifold specified by T is called carrier of T and it is
denoted using |T |. Let M be a manifold diffeomorphic to |T |, for a certain mesh T then
we refer to T as triangulation of M

Definition 33 (k-tensor). Let M be a smooth manifold. For any point p ∈ M one can
define a covariant tensor qt p as a real k-linear form on the tangent space TpM . A covariant
tensor field on M is a is function on M assigning to each point p a covariant K-tensor at
p.

Similarly to the identification of the space of smooth vector field with V ⊗ C∞ The space
of symmetric covariant 2-tensor fields can be identified with denoted using Sn ⊗ C∞,

where Sn is here used to denote the space of symmetric square matrices.

Definition 34 (differential). Let ϕ : M → N be a smooth function between smooth man-
ifolds. At every point p ∈ M , the differential is a linear map (dϕ)p : TpMTϕ(p)N defined
in the following way: Given any f : U → R with U open neighbour of ϕ(p) and given any
derivation v ∈ TpM :

(dϕ)pv[f := v(f ◦ ϕ)]
The above induces map (ϕ∗) from the space of k-tensors at ϕ(p) ∈ N to covariant

k-tensors at p ∈ M in the following way

Definition 35 (pullback). For any k-tensor g at ϕ(p) ∈ N and any (u1, · · · , uk) ∈
×k

i=1 TpM , we define the pullback of g at p:

(ϕ∗)pg(u1, · · · , uk) := g(dϕp(u1), · · · , dϕp(uk))

We define the pullback of g under ϕ the function that point-wise returns (ϕ∗)p, it is noted
using ϕ∗g

A.1. Tensor calculus Formalism

Let an n-dimensional vector space V , spanned by a particular base (ei) and its dual V ∗

spanned by
(
ei
)
such that ei(ej) = δij (called bi-orthogonal basis). We know that an
element v ∈ V can be written in a unique way as:

v = viei (A.2)

Where vj can be seen as the measurement of the vector v w.r.t. the particular choice of
the basis, for all j = 1...n in fact if we ”measure” the j−th component of the vector:

ej(v) = ej(viei) = viej(ei) = viδji = vj
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Fixing a basis for V then a bilinear form g : V × V → R can be represend in terms of its
evaluation on the basis:

gij = g(ei, ej) (A.3)

If the requirements are strong enough (for example the matrix is non-degenerate and
symmetric) then the matrix is invertible and the inverse is written as gij .

Without diving too much into details one sees that for a non-degenerate symmetric
bilinear form one can build a Riesz-like isomorphism

w := g(·, v)define a co-vector from a vector (A.4)

wie
i(ek) = g(ek, v

jej)express it in coordinates (A.5)

wiδ
i
k = vjg(ek, ej)use bi-orthogonality (A.6)

wk = vjgkj (A.7)

(A.8)

This is the k-th component of the induced co-vector, using the invertibility hypothesis we
obtain:

vi = gijv
j (A.9)

vi = gijvj (A.10)

(A.11)

the partial derivatives obtain a similar notation:

∂α :=
∂

∂xα
(A.12)

∂α :=gαβ∂β (A.13)

It is important to notice that the above is used just as a notation! Here we notice that at
each point p ∈ M of the manifold one has that gp : TpM× TpM → R, therefore the

uppering and lowering of the index as explained above make sense.
When one performs a derivation of vector, or co-vector, in a proper way needs to take
into account that there are two things that may change: the field itself and the frame of

reference, therefore the proper derivation takes into consideration both:

Definition 36 (Christoffel Symbols).

Γα
βγ :=

gαµ

2

( gβµ
∂xγ

+
gγµ
∂xβ

− gβγ
∂xµ

)
(A.14)

The Christoffel symbols are essential to obtain a proper derivation of the field, they are
helpful in the derivation of (m,n)-tensors in general, since the indices become

incomprehensible I will report only the (covariant)-deirivation for the vector, covector and
(m,n)-tensors with m+ n = 2.
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Definition 37 (covariant derivative of vector, covector and tensors:).

vα;β = ∇β :=
∂vα

∂xβ
+ vµΓα

βµ (A.15)

vα;β :=
∂vα
∂xβ

− Γµ
αβv

µ (A.16)

Tµν
;α := ∂αT

µν + Γµ
αβT

βν + Γν
αβT

µβ (A.17)

Tµν;α := ∂αTµν − Γα
µβTβν − Γν

αβT
µβ (A.18)

Tµ
ν;α := ∂αT

µ
ν + Γµ

αβT
β
ν − Γβ

ανT
µβ (A.19)

Some other important object for the derivation of the EFE are

Definition 38 (Riemann Tensor, Ricci Tensor).

Rσ
µνρ := ∂[νΓ

σ
µ]ρ + Γα

ρ[µΓ
σ
ν]α (A.20a)

Rµν := Rλ
µλν = ∂[λΓ

λ
µ]ν + Γλ

ν[µΓ
σ
λ]α (A.20b)

Definition 39 (Bianchi’s identity).

Rαβµν;λ +Rαβλµ;ν +Rαβνλ;µ = 0 (A.21)

During the derivation in the setting of the 3+1 formalism we need to make useage of the
lie derivative, here I will dive the definition applied to vectors, covectors and tensors in

the same way that I did in definition A.1

Definition 40.

£u⃗ ϕ = uµ∂µϕ (A.22a)

£u⃗ v
α = uµ∂µv

α − vµ∂νu
α (A.22b)

£u⃗ vα = uµ∂µvα + vµ∂αu
µ (A.22c)

£u Tαβ = uµ∂µTαβ + Tαµ∂βu
µ + Tµβ∂αu

µ (A.22d)

It is now time to introduce some calculus differential operator; as mentioned before the
background metric is the Minkowskian one, suppose also that that the space is endowed
with a metric g. Most of the time in general relativity the huge number of indices creates
confusion, therefore it is a good practice to introduce some names for usual differential

operators on a manifold equipped with a metric

Definition 41 (Differential Operators in pseudu-Riemannian Geometry). Let a manifold
M be equipped with a non-degenerate metric g,and let u, v, w be respectively a scalar, a
vector and a matrix fields defined on (M, g); then we can define the following differential
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operators1:

(∇u)α :=∂αu gradient (A.23a)

(∇∇u)αβ :=∂α∂βu Hessian (A.23b)(∇Sv
)
αβ

= (εv)αβ :=
1

2
(∂αvβ + ∂βvα) symmetric gradient (A.23c)

divg v :=gαβ∂αuβ = ∂βuβ vector divergence (A.23d)

(divg w)β :=gαλ∂λwαβ matrix divergence (A.23e)

∆u :=gαβ∂α∂βu Laplacian (A.23f)

(∆v)α :=gλβ∂λ∂βvα Vector Laplacian (A.23g)

(∆v)αβ :=gλµ∂λ∂µvαβ Matrix Laplacian (A.23h)

(trg w) :=gαβwαβ Trace (A.23i)

And the following algebraic operators:

(Sgw) :=w − (trg u) g (A.23j)

(Jgw) :=w − 1

2
(trg u) g (A.23k)

Proposition 11.

−2

d− 2
tr eing γ = div divSγ (A.24)

Proof.

trg 2 einw = −∂λ∂λw
ν
ν + ∂ν∂λwλν + ∂µ∂λwλµ − ∂ν∂νw

α
α − δµµ∂

α∂βwαβ + δµµ∂
λ∂λw

α
α

= (d− 2)∂λ∂λw
ν
ν − (d− 2)∂ν∂λwλν

= −(d− 2) (divg divg w − divg divg(trg g))

= −(d− 2) divg divg Sw

It can be seen as as the definitions above are the same if we use the usual Euclidean
metric, moreover we can achieve new differential identities.

Lemma A.1.1 (algebraic identities). In m dimension and under constant metric g the

1An alternative way to define these operators is using the exterior calculus.

67



A. Differential Geometry

following identities hold true:

J−1w =w − 1

m− 2
g(tru) (A.25a)

S−1w =w − 1

m− 1
g(tru) (A.25b)

div ε =
1

2
∆ +

1

2
∇ div (A.25c)

div Jε =
1

2
∆ (A.25d)

divS∇∇ =0 (A.25e)

div divSε =0 (A.25f)

div ein =0 (A.25g)

ein ε =0 (A.25h)

∆g trg =trg ∆g (A.25i)

trg ∇Sv =divg v (A.25j)

∇S divg trg =∇∇ trg (A.25k)

eing ∇∇ = 0 (A.25l)

Proof.

(divg εv)αβ = gαλ∂λ (εv)αβ

= gαλ∂λ
1

2
(∂αvβ + ∂βvα)

=
1

2
gαλ∂λ∂αvβ +

1

2
gαλ∂λ∂βvαβ

=
1

2
(∆gv)β +

1

2
∂βg

αλ∂λvαβ

(divg Jεv)αβ = gαλ∂λ (Jεv)αβ

= gαλ∂λ (v)αβ − 1

2
gαλ∂λ (g trg εv)αβ

=
1

2
(∆gv)β +

1

2
∂βg

αλ∂λvαβ − 1

2
gαλ∂λ (g trg εv)αβ

=
1

2
(∆gv)β +

1

2
∂βg

αλ∂λvαβ − 1

2
gαλ∂λgαβg

αβ∂βvα

=
1

2
(∆gv)β +

1

2
∂βg

αλ∂λvαβ − 1

2
∂βg

αλ∂λgαβg
αβvα

=
1

2
(∆gv)β
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divS∇∇u = gαλ∂λ (S∇∇u)αβ

= gαλ∂λ (∇∇u)αβ − gαλ∂λ (g trg(∇∇u))αβ

= gαλ∂λ∂α∂βu− gαλ∂λgαβg
µν∂µ∂νu

= gαλ∂λ∂α∂βu− gαλgαβ( )( )
δλβ

gµν∂λ∂µ∂νu

= gαλ∂λ∂α∂βu− gµν∂β∂µ∂νu

= ∂β

(
gαλ∂λ∂α − gµν∂µ∂νu

)
= 0

div divSεv = gαβ∂α (divg Sεv)β

= gαβ∂αg
µν∂ν (Sεv)µβ

= gαβ∂αg
µν∂ν (εv)µβ − gαβ∂αg

µν∂ν (g trg(εv))µβ

=
1

2
gαβ∂αg

µν∂ν (∂µvβ + ∂βvµ)− gαβ∂αg
µν∂ν (gµβg

rs(εv)rs)

=
1

2
gαβgµν∂α∂ν (∂µvβ + ∂βvµ)− gαβ gµβg

µν( )( )
δνβ

∂α∂ν (g
rs(εv)rs)

=
1

2
gαβgµν∂α∂ν (∂µvβ + ∂βvµ)− 1

2
gαβgrs∂α∂β (∂rvs + ∂svr)

=
1

2
∂β∂ν (∂

νvβ + ∂βv
ν)− 1

2
∂β∂β (∂

svs + ∂sv
s)

=
1

2
∂β∂ν (∂

νvβ)− 1

2
∂β∂β (∂

svs) +
1

2
∂β∂ν (∂βv

ν)− 1

2
∂β∂β (∂sv

s)

= 0

∆g trg γ = trg ∆gγ

gαβ∂α∂β trg γ = gαβ(∆g)αβγ

gαβ∂α∂βg
µνγµν = gαβ(gµν∂µ∂νγαβ)

we conclude the above renaming the indices.

trg ∇Sv = divg v

1

2
gαβ (∂αvβ + ∂βvα) = ∂βvβ

1

2

(
∂βvβ + ∂αvα

)
= ∂βvβ
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(∇S divg g trg γ
)
µν

=
1

2
(∂µ(divg trg γ)ν + ∂ν(divg trg γ)µ)

=
1

2

(
∂µ∂

λgλνg
αβγαβ + same with µ and ν switched:

)
=
1

2

(
∂µ∂νg

αβγαβ + same with µ and ν switched:
)

=∂µ∂νg
αβγαβ

=∇∇ trg γ

For the next one we observe that (∇∇w)αβ = ∂αβ in index form, and trg(∇∇w) =
(∇∇w)αα = ∂α

αw, therefore the next equation can be written without taking into account
the w part

(eing ∇∇)µν = −∂λ
λµν + ∂λ

µλν + ∂λ
νλµ − ∂α

µνα − gµν∂
αβ
αβ + gµν∂

λα
λα = 0 (A.26)

For the algebraic oprators it is sufficient to show that th composition results in the identity
operator, since it is always the same thing we just need to prove it for just one composition

JgJ
−1
g γ =Jg

(
γ − 1

m− 2
g(trγ)

)
=

(
γ − tr γ

2
g

)
−
(

1

m− 2
g(trγ)− 1

2

1

m− 2
(gtr(gtrγ))

)
=γ −

(
tr γ

2
g +

1

m− 2
g(trγ)

)
+

1

2

1

m− 2
(gtr(gtrγ))

=γ − m

2(m− 2)
gtr γ +

1

2

1

m− 2
(gtr(gtrγ))

Since
trg(gtrgγ) = gαβ(gtrgγ)αβ = gαβgαβg

µνγµν = m · trgγ

Lemma A.1.2. the eing operator on a constant background metric g can be written in the
following compact forms:

2 eing =(∆ tr− div div) g + 2ε div ϕ−∇∇ trϕ−∆ϕ (A.27)

2 eing =− J∆+ 2Jε div J (A.28)

(A.29)

In particular the 3dimensional case with Euclidean background metric will result in:

inc = (∆ tr− div div) I+ 2ε div ϕ−∇∇ trϕ−∆ϕ (A.30)

Where inc = 2 ein in the 3-dimensional case.
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The equation in A.30 is a consequence of the first equation in A.27. But we will still
prove it in a different way ton show how to use properly the δ-of-kronecker.

i. The first equation can be proven easily with:

(2 ein γ)µν = −∂λ∂λγµν + ∂µ∂
λγλν + ∂ν∂

λγλµ − ∂µ∂νγ
α
α − gµν∂

α∂βγαβ + gµν∂
λ∂λγ

α
α

= − ∂ηg
λη∂λγµν( )( )
∆gγ

+ ∂µ∂ηg
ληγλν + ∂ν∂ηg

ληγλµ( )( )
2∇S divg γ

− ∂µ∂νhαβg
αβ( )( )

∇∇ trg γ

− gµν∂ηg
αη∂ρg

ρβγαβ( )( )
g divg divg γ

+ gµν∂ηg
λη∂λγαβg

αβ( )( )
g∆g trg γ

The second identity is proven using ∆g trg = trg ∆g

J∆γ = ∆γ − g trg ∆gγ (A.31)

= ∆γ − 1

2
g∆g trg γ (A.32)

(A.33)

therefore substituting in the identity it reduces to :

2 ein = −∆gγ +
1

2
g∆g trg γ( )( )

J∆gγ

+2∇S divg γ −∇∇ trg γ − g divg divg γ +
1

2
g∆g trg γ

And we need to prove that

2Jε div J = +2∇S divg γ −∇∇ trg γ − g divg divg γ +
1

2
g∆g trg γ

The usual expansion is used to prove it

(2Jε div Jγ)µν = (2ε div Jγ)µν − gµν (tr ε div Jγ)

= (2ε div γ)µν − (ε div g tr γ)µν( )( )
∇∇ tr γ

−gµν

(
tr ε()()
div

div γ

)
+

1

2
gµν (tr ε div g tr γ)

= (2ε div γ)µν − (ε div g tr γ)µν( )( )
∇∇ tr γ

−gµν

(
tr ε()()
div

div γ

)
+

1

2
gµν (tr ε div g tr γ)
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ii.

(incϕ)ij = εimnεjkl∂mkϕnl (A.34)

=

||||||
δij δik δil
δmj δkm δlm
δnj δkn δln

|||||| ∂mkϕnl (A.35)

= {δij (δkmδln − δlmδkn)− δik (δmjδln − δlmδnj) + δil (δmjδkn − δkmδnj)} ∂mkϕnl

(A.36)

= δij (∂mmϕnn − ∂mnϕmn)− δik (∂jkϕnn − ∂mkϕjm) + δil (∂jkϕkl − ∂kkϕjl)
(A.37)

= δij (∂mmϕnn − ∂mnϕmn)( )( )
I(∆ tr γ−div div γ)

+ ∂miϕjm + ∂jkϕki( )( )
2ε div γ

− ∂jiϕnn( )( )
∇∇ tr γ

− ∂kkϕji( )( )
∆γ

(A.38)

(A.39)
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Decomposition

We introduce some notation for later purpose: Let T be a triangulation and let n be the
normal to a face of a triangle T ∈ T , then we define the normal projection as

Pn = n⊗ n

and the projection on the tangent space as

Pt = Id− Pn.

Using the levi-civita tensor

εijk

and the Einstein summation notation we define the matrix Cu as the matrix
rappresentatin of the operator · × u that acts on v. Then it can be observed that

Cuv = v × u =⇒ (Cu)ijvj = [Cuv]i = [v × u]i = εijkvjuk

since they have to be equal for every vj then :

(Cu)ij = εijkuk

Sometimes this operator is denoted in literature with skew(u). In particular can be seen
as

C2
n = −Pn

Proof.
εiklnlεkjrnr = εiklεkjrnrnl = −εkilεkjrnrnl

using

εkilεkjrnlnr =

||||δij δir
δlj δlr

||||nlnr = δijδlr − δirδlj =

{
i = j, l = r, i ̸= r =⇒ +1− nini

i = r, j = l, i ̸= j =⇒ −ninj

−εkilεkjrnrnl = −(δij − (n⊗ n)ij) = −Pn

Since the operation skew(n) acts on a vector v as if it were the vector product with n
then its action projects v onto the space normal to n. Therefore we expect that

CnP=0 = PtCn = 0 and CnPn = PnCn = Cn
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Proof. The first one follows directly form:

CnPnv = Pnv × n = (n⊗ n)v × n

the ith entry has:

εijk((n⊗ n)v)jnk = εijknjnlvlnk = (εijknjnk)(nlvl) = n× n(n · v) = 0

Similarly:
PnCnv = Pnv × n = (n⊗ n)(v × n) =

and each entry:

ninjεjmnvmnn = nivmεmnjnjnn = ni(v · (n× n)) = 0

At last : Cn = IdCn = PnCn + PtCn = PtCn

We define curl and curl∗ of a matrix field function as the curl row-wise and resp.
column-wise:{

(curlS)ij := εjmn∂mAin

(curl∗ S)ij := εimn∂mAnj

And the inc operator as the composition of the two previous operators:

incu := curl∗ curlu = curl curl∗ u

It is easily provable the second equality in the previous line.
For later purpose that

⟨AB,C⟩ = AB : C = AikBkjCij = BkjAikCij = B : A′C = ⟨B,A′C⟩ .
Suppose Ω = R × R−, then the normal would be n =

(
0 0 1

)T
, then a matrix field u

can be decomposed into the the normal and tangential components in the following way:
A left projection decomposition

u =

((u00 u01 u02
u10 u11 u12
u20 u21 u22

)) = Pnu+Qnu =

(( 0 0 0
0 0 0
u20 u21 u22

))+

((u00 u01 u02
u10 u11 u12
0 0 0

)) (B.1)

Similarly a left projection would be equal to:

u =

((u00 u01 u02
u10 u11 u12
u20 u21 u22

)) = uPn + uQn =

((0 0 u02
0 0 u12
0 0 u22

))+

((u00 u01 0
u10 u11 0
u20 u21 0

)) (B.2)

The curl of the same matrix field can be decomposed into 3 parts:

curlu =

((∂1u02 − ∂2u01 ∂2u00 − ∂0u02 ∂0u01 − ∂1u00
∂1u12 − ∂2u11 ∂2u10 − ∂0u12 ∂0u11 − ∂1u10
∂1u22 − ∂2u21 ∂2u20 − ∂0u22 ∂0u21 − ∂1u20

)) (B.3)
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Remark B.0.1. In sight of the next chapter in the appendix ?? we point out that in this
particular case the only possible differentiation by parts are possible in the tangent plane,
therefore in those entries that have only ∂0 or ∂1; In particular if the considered function
can be decomposed onto the normal and the tangential parts then it is always a good starting
point to do it. (??)

In case we consider the curl of the single part of the decomposition B.2 we would obtain:

curl (uP )Q =

((∂1u02 −∂0u02 0
∂1u12 −∂0u12 0
∂1u22 −∂0u22 0

)) (B.4a)

curl (uQ)P =

((0 0 ∂0u01 − ∂1u00
0 0 ∂0u11 − ∂1u10
0 0 ∂0u21 − ∂1u20

)) (B.4b)

curl (uQ)Q =

((−∂2u01 ∂2u00 0
−∂2u11 ∂2u10 0
−∂2u21 ∂2u20 0

)) (B.4c)

Remark B.0.2. From equation B.4b it is easy to see that any piece-wise function defined
on a triangualtion that is t-t continuous has Q curl(γ)P part that is continuous.

Remark B.0.3. It is important to remember that we are working on sub-simplices, there-
fore one can assume the operator A ∈ {Pn, Qn, Cn} to be constant, but in general for
constant matrices the following hold true:

A curl(γ) = curl(Aγ) (B.5)

But it does not hold true for right applied operators!

With the above remark it is easy to find all the other possible subdivision of the curl
applying a left projection, this is helpful in the discussion of the distributional inc

Big part of modern finite element methods deal with finding the appropriate spaces where
one can build the bilinear form needed in the theory. To do so one needs to inevitably

step into the world of integration by part and integral identities of differential operators,
most of the time one supposes the functions to be smooth enough, and only when the

operator is used in a different setting then some hypothesis about the actual
differentiability are stated; therefore in this chapter we always require the treated

functions to be ”smooth enough”.

Theorem B.0.4. let γ, ϕ ∈ C∞(Ω;Md×d) matrix fields defined on the simplex Ω ⊂ R, then
the following holds true:

⟨γ, curlϕ⟩L2(Ω) = ⟨curl γ, ϕ⟩L2(Ω) + ⟨γ, ϕCn⟩L2(∂Ω) (B.6)
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Proof.

⟨γ, curlϕ⟩L2(Ω) =

∫
Ω
γijεjmn∂mϕin definition of matrix-curl

=

∫
Ω
−ϕinεjmn∂mγij + ∂mεjmnγijϕin by part

=

∫
Ω
+ϕinεnmj∂mγij +

∫
∂Ω

nmεjmnγijϕin Lemma of Gauss for divergence

= ⟨ϕ, curl γ⟩L2(Ω) +

∫
∂Ω

γijϕinεnjmnm Rearrange the indices

Almost the same theorem holds for the surface setting

Theorem B.0.5. let γ, ϕ ∈ C∞(Σ;Md×d) matrix fields defined some simplex of dimension
2 embedded in 3 dimensions, Σ ⊂ R3, then the following holds true:

⟨curl(γP )Q,ϕ⟩L2(Σ) = ⟨γ, curl(ϕQ)P ⟩L2(Σ) − ⟨γn,Qϕt∂Σ⟩L2(∂Σ) (B.7)

Proof.

⟨curl(γP ), ϕQ⟩L2(Σ)

=

∫
Σ
εjmn∂m(γP )in(ϕQ)ij definition of matrix-curl

=

∫
Σ
εjmn∂m((γP )in(ϕQ)ij)−

∫
Σ
(γP )inεjmn∂m(ϕQ)ij by parts

=

∫
Σ
εjmn∂m(γirnrnn(ϕQ)ij) +

∫
Σ
γP : curl(ϕQ) def. of curl and P

=−
∫
Σ
nnεnmj∂m(γirnr(ϕQ)ij) + ⟨γ, curl(ϕQ)P ⟩L2(Σ) independence of nn

=−
∫
Σ
n · curl((ϕQ)Tγn) + ⟨γ, curl(ϕQ)P ⟩L2(Σ) matrix form

=−
∫
∂Σ

tT∂Σ(ϕQ)Tγn) + ⟨γ, curl(ϕQ)P ⟩L2(Σ) curl theorem

We were able to integrate by parts since curl(γP )Q and curl(γQ)P are defined in the
tangent space of Σ, i.e. are well defined .

In particular since the operators curl(γP )Q and its twin curl(γQ)P will come out very
often then it is useful to give them a name, in particular

curlΣ γ =curl(γP )Q (B.8a)

rotΣ γ =curl(γQ)P (B.8b)
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The name resembles the notion in section ?? where in the 2-dimensional case the curl
reduces the dimensions from 2 to 1 (here we have only the last column with possible

non-zero entries), and rot increases the dimension from 1 to 2 (in this case the possible
non-empty entries are the first 2 ).
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cal complete sequence properties”. In: COMPEL-The international journal for
computation and mathematics in electrical and electronic engineering (2005).

[Alc08] Miguel Alcubierre. Introduction to 3+ 1 numerical relativity. Vol. 140. OUP
Oxford, 2008.

[AAW08] Douglas Arnold, Gerard Awanou, and Ragnar Winther. “Finite elements for
symmetric tensors in three dimensions”. In:Mathematics of Computation 77.263
(2008), pp. 1229–1251.

[GK09] Giuseppe Geymonat and Françoise Krasucki. “Hodge decomposition for sym-
metric matrix fields and the elasticity complex in Lipschitz domains”. In: Com-
munications on Pure and Applied Analysis 8.1 (2009), pp. 295–309.
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[Sch14] Joachim Schöberl. “C++ 11 implementation of finite elements in NGSolve”.
In: Institute for analysis and scientific computing, Vienna University of Tech-
nology 30 (2014).

[Byr+15] Charles Byrne et al. “A Brief History of Electromagnetism”. In: Lowell: Uni-
versity of Massachusetts (2015).

[Abb+16] Benjamin P Abbott et al. “Observation of gravitational waves from a binary
black hole merger”. In: Physical review letters 116.6 (2016), p. 061102.

[SR16] Eric Sonnendrücker and Ahmed Ratnani. “Advanced finite element methods”.
In: Lecture notes at the Max-Planck-Institut für Plasmaphysik und Zentrum
Mathematik, TU München (2016).

[ZT17] William P Ziemer and Monica Torres. Modern real analysis. Vol. 278. Springer,
2017.

[Cod+18] Lorenzo Codecasa et al. “Novel FDTD technique over tetrahedral grids for
conductive media”. In: IEEE Transactions on Antennas and Propagation 66.10
(2018), pp. 5387–5396.

[Li18] Lizao Li. “Regge finite elements with applications in solid mechanics and rel-
ativity”. PhD thesis. University of Minnesota, 2018.

[AV19] Samuel Amstutz and Nicolas Van Goethem. “The incompatibility operator:
from Riemann’s intrinsic view of geometry to a new model of elasto-plasticity”.
In: Topics in applied analysis and optimisation (2019), pp. 33–70.

[Car19] Sean M Carroll. Spacetime and geometry. Cambridge University Press, 2019.

[Col+19] Event Horizon Telescope Collaboration et al. “First M87 event horizon tele-
scope results. I. The shadow of the supermassive black hole”. In: Astrophys. J.
Lett 875.1 (2019), p. L1.

[CH20] Long Chen and Xuehai Huang. “Finite elements for divdiv-conforming sym-
metric tensors in three dimensions”. In: arXiv preprint arXiv:2007.12399 (2020).

[GLS20] Jay Gopalakrishnan, Philip L Lederer, and Joachim Schöberl. “A mass con-
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