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Kurzfassung

Die katalytische Wasserstoff-Oxidation ist in vielen Technologiebereichen eine wichtige Reak-
tion und könnte eine der wichtigsten Reaktionen für die Entwicklung von neuen Energieerzeu-
gungs- und -speichertechnologien sein. Mit ihrer Hilfe kann Energie aus erneuerbaren Quellen
in den chemischen Bindungen von H2 gespeichert und bei Bedarf durch katalytische Oxidation
wieder freigesetzt werden. Besonders Platingruppen-Metalle, unter anderen Rhodium, haben sich
als geeignete Katalysatoren für diese Reaktion erwiesen. Die katalytische H2-Oxidation wurde
bereits mit vielen Oberflächenanalysemethoden untersucht und kann daher als Test-Reaktion zur
Untersuchung verschiedener Katalysatorsysteme dienen.

Aufgrund der Adsorptionseigenschaften der Reaktanten H2 und O2, und des Ablaufs der Re-
aktion über einen Langmuir-Hinshelwood-Mechanismus, kann sich ein solches System in zwei
unterschiedlichen Zuständen (katalytisch aktiv und inaktiv) befinden und Bistabilität aufweisen.
Das bedeutet, dass sich das System bei den selben Umgebungsbedingungen in beiden Zuständen
befinden kann, wobei der tatsächliche Zustand nur von der Vorgeschichte des Systems abhängt.
Die Parameterbereiche für diese Zustände und die Bistabilität können ermittelt und in kineti-
schen Phasendiagrammen zusammengefasst werden. Die katalytische H2-Oxidation auf Rh kann
zudem selbsterhaltende kinetische Oszillationen aufweisen, wobei in diesem Fall bei konstanten
Umgebungsbedingungen die katalytische Aktivität periodisch zwischen dem aktiven und dem
inaktiven Zustand wechselt. Die Bildung und der Verbrauch von eingelagertem Sauerstoff fun-
gieren dabei als Rückkopplungsmechanismus.

Die meisten vorhergehenden Arbeiten zu diesem Thema wurden entweder auf wohldefinier-
ten einkristallinen Oberflächen oder ohne räumliche Auflösung auf Pulverkatalysatoren durchge-
führt. Einkristalle sind im Vergleich zu typischen Industriekatalysatoren stark vereinfachte Sys-
teme. Örtlich mittelnde Untersuchungen erschweren es wiederum, den Einfluss der lokalen ato-
maren Struktur auf die katalytischen Eigenschaften zu untersuchen. Um die daraus erwachsen-
den Probleme zu umgehen wurden erst kürzlich polykristalline Folien, welche eine Vielzahl an
unterschiedlichen wohldefinierten Oberflächenstrukturen aufweisen, als Oberflächenstrukturbi-
bliotheken benutzt und mit verschiedenen Mikroskopien untersucht. Oft ist jedoch die Benutzung
einer einzelnen Technik nicht ausreichend um alle nötigen Informationen zu erhalten und meh-
rere Techniken werden in einem korrelativen Mikroskopie-Ansatz vereinigt. Dabei werden die
selben Stellen der selben Probe unter den selben Bedingungen mit verschiedenen Mikroskopien
abgebildet.
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Bisher gab es jedoch einige Aspekte der katalytischen H2-Oxidation auf Rh, die unzureichend
untersucht waren: Beispielsweise gab es keine spektroskopischen Daten zum Rückkopplungs-
mechanismus der kinetischen Oszillationen. Deshalb wurden die kinetischen Oszillationen auf
einer polykristallinen Folie in situ mittels Rasterphotoelektronenmikroskopie (SPEM) untersucht
und ortsaufgelöste chemische Information in Form von Röntgenphotoelektronenspektren (XPS)
erhalten, wobei die atomare Struktur der einzelnen Körner der Folie vorhergehend mittels Elek-
tronenrückstreubeugung (EBSD) charakterisiert wurde. Zusätzlich zu weiteren Indizien, dass
Bildung und Verbrauch von eingelagertem Sauerstoff tatsächlich als Rückkopplungsmechanis-
mus der Oszillationen dienen, konnte eine vorher nie beobachtete Koexistenz von katalytisch
inaktivem, katalytisch aktivem Zustand und kinetischen Oszillationen auf benachbarten, unter-
schiedlich strukturierten Körnern der selben Probe beobachtet werden. Dieses Verhalten konnte
mit Unterschieden in Bildung und Verbrauch von eingelagertem Sauerstoff, abhängig von der
atomaren Struktur, erklärt werden.

In Übereinstimmung mit vorhergehenden Untersuchungen war das beobachtete Verhalten stets
charakteristisch für die einzelnen Körner in ihrer Gesamtheit. Während UV-Photoemissionselek-
tronenmikroskopie-Experimenten (UV-PEEM) konnte jedoch in der Folge ein ungewöhnlicher
Zustand beobachtet werden: Auf einem einzigen Korn wurden sowohl oszillierende als auch
nicht oszillierende Bereiche festgestellt. Deshalb wurden Mikroskopie mit langsamen Elektro-
nen (LEEM) und Röntgen-Photoemissionselektronenmikroskopie (X-PEEM) benutzt um in diese
Bereiche auf eine korrelative Weise “hineinzuzoomen”. Diese Experimente zeigten die Bildung
von räumlich-zeitlichen Strukturen auf deutlich kleineren Größenskalen als zuvor beobachtet und
verschiedene Arten von Strukturen (beispielsweise Spiralen, Dendritstrukturen oder elliptische
Inseln) konnten in Abhängigkeit der Probentemperatur festgestellt werden. Des Weiteren wurde
ein ungewöhnlicher inselbasierter Ausbreitungsmechanismus für Sauerstofffronten entdeckt.

Ein weiterer in der vorliegenden Arbeit untersuchter Aspekt war die Abhängigkeit der Oxida-
tion von Rh von der atomaren Struktur sowie ihr Einfluss auf die katalytische Aktivität. Solche
Untersuchungen sind für die Katalyseforschung von besonderem Interesse, da eine ursprünglich
metallische Katalysatoroberfläche im Verlauf der Reaktion oxidieren und damit die katalytische
Aktivität beeinflusst werden kann. Erneut wurde die selbe polykristalline Rhodiumfolie unter
Anwendung von korrelativer Mikroskopie untersucht, wobei SPEM ortsaufgelöste chemische
Analyse ermöglichte und mittels UV-PEEM die ablaufende Reaktion abgebildet werden konnte.
Die Bildung von Rh-Oberflächenoxiden wurde in einer Oxidations-Karte zusammengefasst und
Anisotropie des Oxidationsprozesses aufgezeigt. Die in situ Abbildung mittels UV-PEEM er-
möglichte den direkten Vergleich zwischen metallischen und oxidierten Oberflächen und zeigte
den Effekt von Rh-Oberflächenoxiden in der Katalyse. Durch Verwendung der Ausbreitungs-
geschwindigkeit von Reaktionsfronten als Indikator für die Oberflächenreaktivität wurde eine
hohe vorübergehende Aktivität der Rh-Oberflächenoxide für die katalytische H2-Oxidation fest-
gestellt.

Um die “Materiallücke”, daher den Unterschied zwischen Ergebnissen die für einfache Modell-
systeme und für komplexe industrielle Katalysatoren erhalten werden, zu überbrücken wurde die
Komplexität der Modellsysteme erhöht und eine Probe bestehend aus µm-großen Rh-Partikeln
auf verschiedenen Trägermaterialien erzeugt. Das katalytische Verhalten eines quasi-trägerfreien
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Systems (Rh/Rh), eines Systems mit Ähnlichkeit zu metallmodifizierten Katalysatoren (Rh/Au)
sowie eines Systems mit Ähnlichkeit zu Metallkatalysatoren auf Oxidträgermaterial (Rh/ZrO2)
wurde in situ mittels korrelativer Anwendung von UV-PEEM und SPEM untersucht. Kineti-
sche Phasendiagramme wurden ermittelt und selbsterhaltende kinetische Oszillationen auf Rh-
Partikeln auf Trägermaterial wurden für diese Reaktion zum ersten Mal beobachtet. Die Ab-
hängigkeit der katalytischen Aktivität von Trägermaterial und Rh-Partikelgröße konnte gezeigt
werden. Mithilfe der SPEM-Daten konnte für Rh/Au die Bildung einer Oberflächenlegierung als
Ursache für dieses Verhalten identifiziert werden, während bei Rh/ZrO2 die Bildung von unter-
stöchiometrischen Zr-Oxiden, verbesserte Sauerstoffbindung, die Oxidation von Rh und Wasser-
stoffübertragung auf die ZrO2-Unterlage verantwortlich waren.

Zusammenfassend wurden in der vorliegenden Arbeit einige bisher nicht untersuchte oder
nicht bekannte Aspekte der katalytischen H2-Oxidation auf mehreren Rh-basierten Modellka-
talysatorsystemen untersucht und damit bei einigen für die Entwicklung von besseren Industrie-
katalysatoren relevanten Fragen Licht ins Dunkel gebracht. Eine Reihe von neuen Phänomenen
wurde für diese Reaktion zum ersten Mal beobachtet. Diese Phänomene konnten durch die kor-
relative Anwendung von mehreren Mikroskopien erklärt werden, was die Stärke dieses Ansatzes
bei der Verbindung von lokaler Struktur, Zusammensetzung und katalytischer Aktivität demons-
triert.
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Abstract

Catalytic hydrogen oxidation is important in many areas of technology and may even be one
of the key reactions in developing new energy generation and storage devices, because energy
from renewable sources can be stored in the chemical bonds of H2 and released on demand via
catalytic oxidation. Especially platinum group metals, including rhodium, have been shown to
be effective catalysts in H2 oxidation. Catalytic H2 oxidation on Rh has been extensively studied
using a wide range of surface science techniques and can therefore serve as well-understood test
reaction for probing different catalyst systems.

Due to the adsorption properties of the reactants H2 and O2, and the reaction proceeding via
a Langmuir-Hinshelwood mechanism, such a system can exist in two distinct states of catalytic
activity (active and inactive) and exhibits bistability. This means that the system can be in both
states at the same set of external parameters, where the actual state depends solely on the system
prehistory. The parameter spaces for these states and bistability can be mapped and summa-
rized in kinetic phase diagrams. Comparison of such diagrams for different systems then allows
designing better catalysts. Catalytic H2 oxidation on Rh has also been shown to exhibit self-
sustained kinetic oscillations, i.e., at constant external parameters the state of catalytic activity
can change periodically between active and inactive, whereby the formation and depletion of
subsurface oxygen act as feedback mechanism.

Most of the previous work has been performed on either well-defined single crystal surfaces
or in a spatially-averaging way on powder catalysts. Single crystals, on one hand, are strongly
simplified systems in comparison to typical industrial catalysts. Spatially-averaging experiments,
on the other hand, impair determining, e.g., the influence of the local catalyst atomic structure on
its catalytic properties. In an attempt to overcome these limitations, just recently, polycrystalline
foils, exposing plenty of domains of differing well-defined atomic structure, have been used as
surface structure libraries in combination with various microscopy techniques. Often, however,
a single technique alone cannot provide all necessary information and several techniques are
combined in a correlative microscopy approach, i.e., the same areas of the same sample are
imaged at identical conditions by different microscopies.

So far, several aspects of catalytic H2 oxidation on Rh had not yet been adequately explored:
For example, spectroscopic evidence on the feedback mechanism of the kinetic oscillations was
lacking. Therefore, kinetic oscillations on a polycrystalline foil, with the atomic structure of the
individual domains characterized beforehand by electron backscatter diffraction (EBSD), were
in situ monitored by scanning photoelectron microscopy (SPEM), providing spatially resolved
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chemical information via x-ray photoelectron (XPS) spectra. Besides providing indications for
subsurface oxygen indeed acting as feedback species, a previously unobserved coexistence of
catalytically inactive state, catalytically active state and kinetic oscillations on neighboring, dif-
ferently structured, domains of the same sample could be observed and explained by peculiarities
of subsurface oxygen formation and depletion, depending on the atomic surface structure.

In accordance with previous studies, the observed behavior was characteristic for all domains
in their entirety. During UV photoemission electron microscopy (UV-PEEM) experiments, how-
ever, a peculiar situation was later observed: Within a single domain, both oscillating and non-
oscillating areas were present. Therefore, low energy electron microscopy (LEEM) and x-ray
photoemission electron microscopy (X-PEEM) were used to “zoom in” on these areas in a cor-
relative way. The experiments revealed the formation of spatio-temporal patterns on length scales
smaller than previously observed and different types of patterns (e.g., spirals, dendritic structures
or elliptic islands) were present, dependent on the sample temperature. Furthermore, an unusual
island-mediated propagation mechanism for oxygen fronts could be detected.

Another aspect explored in the present work was the dependence of Rh oxidation on the atomic
surface structure and its influence on catalytic activity. Such studies are of particular interest for
catalysis, because an initially metallic surface may oxidize during the ongoing reaction, possibly
changing its catalytic activity. Again, the same polycrystalline Rh foil was used as sample for
a correlative microscopy study, with SPEM allowing spatially resolved chemical analysis and
UV-PEEM providing visualization of the ongoing chemical reaction. Surface oxide formation
was summarized in an oxidation map, revealing anisotropy of the oxidation process. In situ UV-
PEEM imaging enabled directly comparing the local reactivity of metallic and oxidized surfaces,
demonstrating the effect of Rh surface oxides on catalysis. Using the velocity of propagating
reaction fronts as indicator for surface reactivity, a high transient activity of Rh surface oxides in
H2 oxidation was detected.

In an attempt to bridge the materials gap, i.e., the gap between the results obtained from simple
model systems and complex industrial catalysts, the model system’s complexity was increased
and a sample comprising µm-sized Rh particles of different sizes and on different support ma-
terials was prepared. The catalytic behavior of a quasi-unsupported system (Rh/Rh), a system
resembling metal-modified catalysts (Rh/Au) and a system resembling oxide supported metal cat-
alysts (Rh/ZrO2) was studied in situ by correlative UV-PEEM and SPEM. Kinetic phase diagrams
were obtained and self-sustaining kinetic oscillations on supported Rh particles were observed
for this reaction for the first time. The catalytic performance could be shown to be dependent
on the support material and Rh particle size. Using the SPEM data, for Rh/Au, the formation
of a surface alloy could be identified as being responsible for these effects, whereas for Rh/ZrO2

the formation of substoichiometric Zr oxides on the Rh surface, enhanced oxygen bonding, Rh
oxidation and hydrogen spillover onto the ZrO2 support were identified as the causes.

In summary, several previously not explored or known aspects of catalytic H2 oxidation were
studied on several Rh-based model catalyst systems in the present work, shedding light on ques-
tions relevant for designing better industrial catalysts. A series of novel phenomena was observed
for this reaction for the first time. These phenomena were explained by using several microscopic
techniques in a correlative way, demonstrating the power of this approach in linking local struc-
ture, composition and catalytic performance.
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1
Introduction

The principles of catalysis and the development of catalytic processes have led to major scientific
and technological breakthroughs in the history of mankind and without catalysis many aspects
of our everyday lives would not be possible. Therefore, section 1.1 is dedicated to a brief history
of and an introduction to the principles of catalysis. In the present thesis, catalytic H2 oxidation
was used as a test reaction for probing catalytic properties, therefore its relevance to science and
daily life will be discussed in section 1.2. One way of studying catalytic processes in order to
improve the used catalysts is the surface science approach, which has been used in this work and
will be described in section 1.3. Sections 1.4, 1.5 and 1.6 will then deal with the properties of the
metal rhodium, on which the present catalytic studies were performed, and its crystallography,
the adsorption properties of the reactants H2 and O2 and the product H2O, and the mechanism
of catalytic H2 oxidation on Rh, respectively. Catalytic H2 oxidation on Rh exhibits several phe-
nomena such as bistability, kinetic transitions and mono- as well as multifrequential oscillations,
which will be discussed in sections 1.7 and 1.8. Sections 1.9 and 1.10 will then give a brief
literature overview on the initial oxidation of rhodium and on metal/support interface effects in
catalysis.

1.1 Introduction to catalysis
The deliberate use of catalytic processes, e.g., in form of enzymatic processes such as fermenta-
tion of sugar to alcohol or alcohol to acetic acid, dates back to about 7000 B.C., when fermented
beverages were produced in early neolithic china [1]. Thousands of years later, in 1552, Valerius
Cordus recorded the use of sulfuric acid to catalyze the conversion of alcohol to ether, repre-
senting the first known use of an inorganic catalyst. At the end of the 18th and the beginning of
the 19th century, many scientists systematically studied the influence of the presence of metals
and oxides on several chemical reactions, e.g., decomposition of alcohol or ammonia, and thus
catalytic processes [2]. All this was, however, done without explicit knowledge of the principles
of catalysis or even the word catalyst, which was only coined in 1836 by Jöns Jakob Berzelius [3],
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1 Introduction

describing substances which facilitate a chemical process but themselves remain unaffected by
the process. Strongly connected with the discovery of catalytic surface reactions are the names
of Humphry Davy, Johann Wolfgang Döbereiner, Michael Faraday and William Henry. During
development of his miner’s safety lamp, an apparatus which prevented coal gas explosions in
underground mines by inhibiting uncontrolled spread of the combustion zone, Davy discovered
in 1817 that oxygen and coal gas in contact with a platinum or palladium wire could combine
without a flame at temperatures way below the ignition temperature of the mixture, which may
be considered the first clear evidence of a catalytic surface reaction [4], i.e., a heterogeneously
catalyzed reaction. In 1823, Döbereiner found that directing hydrogen gas at a platinum sponge
in the presence of oxygen will result in the metal becoming hot and igniting the hydrogen jet as a
result of the catalytic reaction [5]. This first example of catalytic hydrogen oxidation on platinum
group metals was developed into a simple way to produce fire, the Döbereiner Feuerzeug, which
remained in use until the development of the phosphorous match 100 years later. By studying the
deactivation of platinum-based catalysts and discovering that the presence of certain substances
could inhibit the catalytic activity, Henry in 1824 established the concept of catalytic poison-
ing [6], which will play an important role throughout this thesis. In 1834, Faraday published a
thorough analysis of various previous works on platinum catalysts and laid the first stone towards
a mechanistic understanding of catalytic surface reactions by proposing that the reactants have to
adsorb to the catalyst surface in order to react [7].

In the following years, a framework for mathematically describing the thermodynamics of
chemical reactions and the concept of the chemical equilibrium was developed by Jacobus Hen-
ricus van ’t Hoff [8]. This enabled Wilhelm Ostwald to formulate his still valid definition of
a catalyst as a substance which “accelerates a chemical reaction without affecting the position
of the chemical equilibrium” in 1894 [9]. Paul Sabatier in 1913 then concluded from his re-
search on catalysis in organic chemistry, that every chemical reaction involves the formation of
unstable chemical compounds as intermediate species, which determine the course and rate of
the reaction, and that addition of a catalyst can change the nature of these intermediates [10].
These principles are illustrated by energy diagrams in Fig. 1.1 for a hypothetical uncatalyzed and
catalyzed bimolecular reaction A + B ➝ AB.

The release of the amount of ΔE in energy indicates the thermodynamically favored formation
of the product AB from A and B, regardless of the use of a catalyst. However, the reaction might
still not take place at a significant rate because the activation energy EA,AB for formation of
the transition state A· · ·B has to be overcome before formation of the product can take place. By
introducing a suitable catalyst C, a new pathway for the reaction is opened up via the intermediate
AC. The corresponding transition states A· · ·C and A· · ·B· · ·C are of lower energy, and therefore
only a reduced activation energy of EA,AC has to be overcome (Fig. 1.1). Nonetheless, the energy
ΔE released by the reaction remains the same and, as the overall energetics of the reaction govern
the position of the chemical equilibrium, the position of the equilibrium remains unchanged.

The change in the speed of the reaction can then be explained by use of the Arrhenius equation:

k = A · e−
EAct
kBT (1.1)
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Figure 1.1: Working principle of a catalyst. The energy diagrams for a hypothetical bimolecular
reaction illustrate the reaction paths and activation energy with (red) and without
(black) use of a catalyst.

where k denominates the rate of the chemical reaction, A a pre-exponential factor, EAct the acti-
vation energy (e.g., EA,AB or EA,AC), kB the Boltzmann constant and T the temperature. Follow-
ing from the equation, two methods exist for increasing the speed of the reaction: (i) increasing
the temperature and (ii) lowering the activation energy. Usually the second approach is chosen,
e.g., by introducing a catalyst, as an increase in temperature can shift the chemical equilibrium
unfavorably and involves cost in endothermic processes, illustrating the importance of catalysis
research.

These concepts of catalysis enabled the systematic, scientifically based search for better cata-
lysts and catalytic processes for various applications were developed in the following, e.g., coal
liquefaction using nickel catalysts, the Ostwald process for making nitric acid from ammonia
using platinum catalysts, Fischer-Tropsch synthesis using iron and cobalt catalysts or catalytic
cracking using clay-based catalysts [2]. An especially important milestone in the history of catal-
ysis was the development of ammonia synthesis by Fritz Haber and Carl Bosch: Haber developed
the idea of using atmospheric nitrogen and reacting it with hydrogen under extreme temperatures
and pressures using osmium as catalyst [11], which was scaled to industrial production levels by
Bosch and earned them Nobel Prizes in 1919 and 1931, respectively. The Haber-Bosch process
resulted in a steep increase in world ammonia production, fertilizer production and thus food pro-
duction during the 20th century, without which the exponential growth of the world population
in the last 100 years would not have been possible [12].

With the increase of the world population and technological advancement, however, came
not only benefits but also challenges. For example, due to the increased use of fossil fuels for
electricity generation or mobility, increasing atmospheric pollution and depletion of natural re-
sources became a huge problem, especially in big cities. Once again, catalysis was able to provide
solutions to these problems: The development of the three-way automotive catalytic converter
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1 Introduction

enabled reducing the emission of harmful carbon monoxide, hydrocarbons and nitric oxides from
combustion engines from over 60 g/km in the 1960s to below 1 g/km in the 2000s by treating
the exhaust gas with a mixture of precious metals and ceria as catalyst, supported on an oxidic
washcoat and a ceramic substrate [13, 14]. Other key developments in catalysis over the last
several decades included the catalysts for production of several types of plastics, improvement of
catalysts used for fuel reforming and catalytic cracking, and new, more energy efficient, catalytic
processes for the production of base chemicals, such as methanol or acetic acid [2], highlighting
the importance of catalytic processes for our current everyday lives.

The development of fuel cell technology could be another key step on the way to diminish
depletion of natural resources and harmful emissions: In such a cell, the chemical energy stored
in the fuel (e.g., hydrogen, small hydrocarbons or methanol) is directly, i.e., electrochemically,
converted to electric energy via electrocatalytic reaction. If the fuel is generated in an environ-
mentally friendly way by using renewable energy sources, such as biomass, solar or wind energy,
such a system is entirely free of harmful emissions. While the development of fuel cell technol-
ogy has greatly advanced in the last decade, general replacement of combustion engines by fuel
cell is still hardly viable or even possible at the moment [15]. Therefore, further research on the
catalytic processes going on in a fuel cells can be part in tackling one of the biggest challenges
mankind currently has to face.

1.2 The importance of catalytic H2 oxidation
The first commercial use of catalytic H2 oxidation in form of Döbereiners Feuerzeug has already
briefly been mentioned above. Since that time, a wide range of applications for catalytic H2

oxidation has been developed: One area of applications is related to hydrogen itself and the
energy stored in its chemical bond, which can be released in order to generate electricity or
heat. Generation of electricity from hydrogen gas is possible via a fuel cell, where the chemical
energy stored in hydrogen is directly converted to electric energy, eliminating the need to convert
the chemical energy first to thermal energy, then to mechanical energy and finally to electric
energy (as in a traditional combustion engine based power generator), significantly improving
the efficiency of the conversion. Many different types of fuel cells exist, most of them using
hydrogen as a fuel. In combination with a pre-reformer, however, also other fuels such as small
hydrocarbons or methanol can be used by catalytically converting the primary fuel to H2, CO and
CO2 and using the resulting hydrogen-rich gas stream as input for the fuel cell [15]. Typically,
some form of catalytic H2 oxidation is one of the electrode reactions in such a cell, often using
noble metals [16] or platinum group metals [17] as catalyst. By converting excess electric energy
(e.g., from photovoltaics during sunny summer days) to chemical energy stored in hydrogen via
water hydrolysis and back-conversion to electric energy in times of higher electricity demands,
fuel cell technology could be one of the ways to solve the main problem of renewable electricity
generation [18]. For applications where the generation of heat from hydrogen gas is the desired
use, flame-less catalytic combustion devices have been developed, increasing the efficiency of
the conversion and safety in comparison to flame-based combustion [19].

The other area of applications for catalytic H2 oxidation is related to cases, where the presence
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of hydrogen is undesirable and any present hydrogen needs to be safely disposed of. This in-
cludes for example the elimination of hydrogen traces from the off-gas of a fuel cell, which could
otherwise lead to explosive environments in poorly ventilated rooms [20], or increasing the safety
of nuclear power plants. In case of a severe accident in such a facility, several scenarios exist,
where significant amounts of hydrogen could be produced, potentially leading to explosions and
release of radioactive substances. By reacting off all traces of hydrogen in a safe way via catalytic
oxidation on platinum group metal based catalysts, these risks can significantly be reduced [21].
Also, for some industrial processes, such as the dehydrogenation of organic compounds, removal
of hydrogen from the reaction mixture via catalytic oxidation can lead to an increasing product
yield [22]. Furthermore, catalytic H2 oxidation is also used in hydrogen gas sensors, where the
catalytic reaction in the presence of hydrogen leads to an increase of the catalyst temperature,
which can then be detected [23, 24].

Besides being technologically relevant, catalytic H2 oxidation is also interesting from a scien-
tific perspective: Due to it being one of the simplest possible reactions, it can serve as a testbed
for generating knowledge on heterogeneously catalyzed processes in general. Altogether, cat-
alytic H2 oxidation is a reaction employed in various scientific and technological use cases and
therefore interesting to study in order to further improve these processes and technologies and
our knowledge about heterogeneous catalysis.

1.3 The surface science approach
Development of new and improved catalysts for technologically relevant processes usually takes
place by combining two different strategies: The first one is the screening approach, where dif-
ferent mixtures of possibly suitable compounds are prepared, often in several different ways,
and their catalytic performance is probed in experiments until a new composition exhibiting the
desired catalytic properties is found. Even though this approach has yielded some of the most
important technologically relevant catalysts such as the one for the industrial Haber-Bosch pro-
cess, it is usually a costly and time-demanding strategy as huge amounts of compositions (often
up to several thousands) have to be tested. The second strategy aims at uncovering the details
of the mechanism of the catalytic process and its elemental steps, enabling tailored design of a
new catalyst by modifying specific properties in order to improve or modify a specific step in
the catalytic reaction. The development of computational chemistry and suitable experimental
techniques has led to increasing knowledge on the individual steps of the reaction, often even on
the atomic scale, demonstrating the power of this fundamental science approach.

As already hinted at in the previous section, a typical industrially employed catalyst does not
only consist of the catalytically active component but is usually a complex system of catalyst
nanoparticles, sometimes on an oxide support crucial for the catalytic activity, usually a sub-
strate for mechanical stability and often additional compounds, e.g., promoters, for tuning spe-
cific properties. Additionally, typical industrial processes take place at pressures of several bars
and elevated temperatures in a specially engineered reactor. Due to the complexity of these
systems, resulting in a huge number of possibly interacting influences, and the lack of suitable
experimental techniques which are able to cope with the elevated pressures while still remain-
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ing sensitive only to processes going on at the catalyst surface, direct studying of an industrial
process from a fundamental science perspective is hardly ever possible. It is therefore useful to
reduce the complexity of the system along two paths: (i) reducing the pressures from several bars
to the (ultra) high vacuum region (< 10-5 mbar) allows disregarding, e.g., heat and mass transfer
limitations, which are crucial to consider in an industrial reactor, and enables the use of various
surface sensitive techniques which require (ultra) high vacuum due to their working principle and
(ii) reducing the complexity of the studied catalyst. Taken to the extremes, this leads to studying
single crystals under ultra high vacuum conditions in a surface science approach [25–28].

Pioneered in the 1920s for example by Irving Langmuir, who suggested to focus research on re-
actions on planar surfaces until the principles in this case were well understood before extending
the theories towards porous bodies [29], this approach has even led to Nobel Prizes for Langmuir
in 1932 and Gerhard Ertl in 2007. When using such a strategy, it is however of crucial impor-
tance to remember that the results obtained for such simplified systems might not always match
those obtained for real catalytic systems due to the pressure and materials gap resulting from the
simplifications (Fig. 1.2a). Nonetheless, most of our current knowledge about chemical reactions
taking place on surfaces has been obtained by using the surface science approach.
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Figure 1.2: The pressure and materials gap. (a) pathways to overcome the pressure and materi-
als gap; (b) the “catalyst complexity axis”, illustrating a way to increase the sample
complexity from single crystals to real catalysts via several model systems.

As detailed above, increasing both the gas phase and sample complexities at the same time is
unrewarding in terms of a better understanding of the catalytic reaction. Therefore, two strate-
gies exist for bridging the pressure and materials gap: (i) the gas phase complexity is increased
by increasing the pressure, while the complexity of the studied sample remains low (e.g., single
crystals are studied) or (ii) the complexity is increased step-wise along the so-called “catalyst
complexity axis” (1.2b), while the gas phase complexity remains low (i.e., the studies are per-
formed under (ultra) high vacuum conditions). The “catalyst complexity axis” ranges from sin-
gle crystals over polycrystalline metal foils and apexes of nm-sized tips towards supported metal
powders and finally ends at real word catalysts, where each step along the axis introduces another
feature present in such a catalyst. This second strategy was chosen for the present work and poly-
crystalline foils as well as powders supported on different materials were studied, representing
two important steps along the “catalyst complexity axis”.
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1.4 Rhodium and rhodium crystallography

All studies in the present work have been performed using rhodium as active metal in the various
catalytic model systems. Rhodium is a platinum group metal with the atomic number of 45, a
standard atomic weight of 102.9 u and with its electronic configuration of [Kr]4d85s1 belongs to
the platinum group metals. Its melting point is 2239 K, its boiling point 3968 K and below 9 K
Rh becomes superconductive [30]. At standard conditions, Rh has a high thermal and electric
conductivity [31]. Platinum group metals are especially known for their high corrosion resistance
and their pronounced catalytic properties. Despite its rarity (Rh makes up only 0.2 ppb of earths
crust), its difficult extraction from ores and the resulting high price, rhodium is essential for
many industrial catalytic processes [32, 33], corrosion resistant coatings [34] or high temperature
thermocouples [35]. The primary application, where 81% of world Rh production are used for,
is, however, the production of three-way automotive catalytic converters, where Rh provides the
NOx reduction functionality in combination with ceria [36, 37].

Rhodium crystallizes in face-centered cubic (fcc) structure and belongs to space group number
225 (Fm3m in Hermann-Mauguin notation) with a lattice constant of 3.804 Å. The unit cell, de-
picted in Fig. 1.3a, thus contains four Rh atoms. Cutting through the unit cell along an arbitrarily
chosen plane yields a corresponding Rh surface with a well-defined surface structure. One way
to characterize such a surface is the use of Miller indices h, k and l, which are written as (hkl) and
represent the family of planes orthogonal to the vector [hkl]. Depending on the exposed Rh(hkl)
surface, different densities of surface atoms and adsorption sites are present, influencing the prop-
erties, e.g., the work function, and possibly the catalytic properties. For fcc structures, there are
three main low-Miller-index surfaces: The Rh{100} surfaces are characterized by cubic primi-
tive symmetry, a square unit cell and every Rh atom having eight nearest neighbors. In contrast,
Rh{110} surfaces are the most loosely packed surfaces with a buckled structure, a rectangular
unit cell and the upper layer of atoms having only seven nearest neighbors. Rh{111} surfaces, the
most densely packed surfaces, display hexagonal symmetry, thus a rhombic unit cell, and nine
nearest neighbors for each surface atom. These low-Miller-index surfaces are shown along with
their corresponding plane in the fcc unit cell in Fig. 1.3b.

Usually, the formation of low-Miller-index surfaces is energetically favored for fcc systems.
However, typical catalyst nanoparticles exhibit rounded or irregular shapes and thus expose high-
Miller-index structures as well. Such structures are characterized by terraces of one of the low-
Miller-index surfaces, bordered by monoatomic steps, which can either be of low-Miller-index
structure or kinked in addition. The Miller indices of such surfaces are a linear combination of the
three low-Miller-index surfaces: If only two components are present, the surface is stepped with
terraces of the type corresponding to the “bigger” component and steps of the type corresponding
to the “smaller” component. The ratio of the components then describes the terrace width. If
all three components are present, the step edges are kinked. Examples of such structures are
displayed in Fig. 1.3c: Rh(11 2 2) is characterized by (100)-type terraces of on average 3.25
atomic rows width and (111)-type flat step edges. Rh(7 5 5) is in contrast composed from (111)-
type terraces and (100)-type flat step edges every 6th atomic row. Rh(10 5 5) has the same terrace
and step edge structure, but a step edge every 3rd atomic row. Finally, Rh(10 6 5) has the same
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c Rh(11 2 2) Rh(7 5 5) Rh(10 5 5) Rh(10 6 5)

Rh(111)Rh(110)Rh(100)ba

Figure 1.3: Crystal structures of rhodium and Rh(hkl) surfaces. (a) the fcc unit cell of rhodium;
(b) atomic ball models of the Rh(100), Rh(110) and Rh(111) surface structures and
their corresponding planes in the fcc unit cell; (c) atomic ball models of exemplary
high-Miller-index surface structures (terrace atoms: beige, step edge atoms: light
orange: kink atoms: dark orange).

terraces of the same width, but kinked (5 1 0)-type step edges, i.e., the (100)-type step edges are
interrupted by a kink atom every 5th atom. Due to the lower coordination number of the atoms
at step edges or kinks, such sites are especially favorable for reactant adsorption and chemical
reaction. Highly stepped and kinked surfaces are therefore of special interest for surface science
studies. On one hand, they better resemble the coordination geometries and binding environments
of catalyst nanoparticles and, on the other hand, their catalytic properties are often improved in
comparison to low-Miller-index surfaces.

1.5 Adsorption of the reactants H2 and O2 and the product
H2O on Rh

As detailed in section 1.6 below, the catalytic hydrogen oxidation on rhodium takes place via the
Langmuir-Hinshelwood mechanism, i.e., both reactants have to adsorb to the metal surface before
reacting. Therefore it is of great importance to study the adsorption properties of the reactants
H2 and O2 as well as the product H2O in order to understand the surface reaction. When a H2 or
O2 molecule from the gas phase impinges on the metal surface it can adsorb to the surface via
a molecular precursor and dissociation into two individual atoms that directly bind to the metal
surface if two adjacent free adsorption sites are available. The probability of such an adsorption
event upon impinging (i.e., the sticking coefficient) is dependent on several factors, including

8



1 Introduction

the temperature, the energy gain by adsorption and the already existing surface coverage. The
surface coverage Θi for a species i is defined as the ratio of adsorption sites occupied by species
i to the total number of possible adsorption sites for species i. Due to repulsive interactions
between the individual adsorbed atoms, the equilibrium coverage is often significantly below 1
and dependent on the external parameters. In order to minimize the total energy, adsorbates can
also form complicated two-dimensional structures, which can exhibit long-range ordering, where
each structure can only be found in a certain range of external parameters, as the optimal energy
minimum changes.

Such superstructures can be represented in Woods notation, which describes the symmetry
of the adsorbate unit cell with respect to the substrate unit cell. Exemplary adsorbate structures
on fcc substrates are given in Fig. 1.4 with their corresponding description in Woods notation:
The numbers in the parentheses indicate the ratio of the size of the adsorbate unit cell relative
to the substrate unit cell, the letter before the parentheses indicate the type of the adsorbate unit
cell (e.g., p: primitive, c: centered) while a rotation of the adsorbate unit cell with respect to
the substrate unit cell is indicated after the parentheses by the letter R followed by the angle of
rotation.

p(1x1)

p(1x1)

p(2x2)

p(2x2)

p(2x1)

p(2x1)

c(2x2)

c(4x2)

(√5x√5)R26.5°

(√3x√3)R30°

no adsorbate

no adsorbate

fcc (1 0 0)
substrate

fcc (1 1 1)
substrate

Figure 1.4: Woods notation for exemplary adsorbate structures on fcc substrates. Black circles
indicate the substrate atoms while red circles indicate the adsorbate atoms. The cor-
responding unit cell is indicated in yellow.

The adsorption of H2, O2 and H2O on rhodium has extensively been studied by various tech-
niques such as Auger electron spectroscopy (AES), field emission microscopy (FEM), field ion
microscopy (FIM), low energy electron diffraction (LEED) or thermal desorption spectroscopy
(TDS) and the results have been complemented by theoretical calculations. Most of these studies
have however been performed on low-Miller-index surfaces (i.e., Rh(111), Rh(110) or Rh(100)),
while data on stepped and kinked high-Miller-index surfaces are scarce. In the following, litera-
ture data on the sticking coefficient, desorption temperatures, desorption energies and observed
adsorbate structures will briefly be summarized for H2, O2 and H2O on rhodium.

For the adsorption of H2 on Rh, the available data is very limited due to the formation of dis-
ordered adsorbate structures and the relatively low desorption temperatures below 400 K. For
example, on Rh(100) a desorption temperature of around 400 K was determined by AES and
LEED [38]. On Rh(110), an initial sticking coefficient of 0.97 was determined at T = 80 K and
TDS indicated three different atomic binding states. Two desorption maxima at T = 138 K and
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T = 216 K do not change with the surface coverage, while the third desorption maximum shifts
from T = 280 K at low coverage to T = 245 K at saturation coverage. The corresponding des-
orption energies were calculated as 0.34, 0.55 and 0.93 eV [39]. On Rh(111), the initial sticking
coefficient is 0.65 and a single desorption maximum was observed at low coverages at T = 390 K,
shifting to T = 275 K with coverages approaching saturation coverage. The corresponding des-
orption energy was calculated as 0.81 eV [40]. For Rh(311) a sticking coefficient of 0.3 has
been observed in the temperature range from 90 to 220 K at a coverage below 0.5 ML, which
decreases to 0.05 at a coverage of 0.75 ML. TDS shows a desorption maximum at T = 175 K
independent of the surface coverage; a second maximum at T = 250 K at low coverages becomes
a double maximum at T = 250 K and T = 320 K at coverages increasing to 0.8 ML with the cor-
responding desorption energy calculated as 2.64 eV [41, 42]. Some of the adsorbate structures
observed during these studies are summarized in table 1.1. Even though the adsorption behavior
and binding energies are different for all the above Rh(hkl) surfaces, the hydrogen surface cov-
erage above 400 K is minimal for all Rh(hkl) surfaces due to the fast desorption of hydrogen at
these temperatures.

Table 1.1: Adsorption phases observed for hydrogen on various Rh(hkl) surfaces
Rh(hkl) surface T [K] ΘH [ML] Adsorbate structure Reference

Rh(100) < 400 < 1.00 (1 x 1) or disordered [38]

Rh(110)

80 0.33 p(1 x 3) [39]
80 0.50 p(1 x 2) [39]
80 0.67 (1 x 3)-2H [39]
80 1.50 (1 x 2)-2H [39]
80 2.00 (1 x 1)-2H [39]

Rh(111) < 400 < 1.00 disordered [40]

Rh(332)

90 - 220 0.33 p(1 x 3) [41, 43]
90 - 220 0.50 p(1 x 2) [41, 43]
90 - 220 0.66 p(1 x 3)-2H [41, 43]

140 0.25 p(1 x 4) [42]

For the adsorption of O2 on Rh, the picture is significantly more complicated: On Rh(100)
the sticking coefficient for oxygen was determined in the temperature range from 130 to 500 K
as 0.8 - 1.0 at coverages below 0.4 ML, rapidly decreasing at higher coverages and approaching
0.001 at 1.0 ML [44, 45]. The TDS spectra show two desorption maxima, one at T = 1300 K at
low coverages, which shifts to lower temperatures with increasing coverage, and the second one
appearing at coverages above 0.5 ML at T = 900 K and remaining unchanged with higher cov-
erage, giving desorption energies of 2.18 -2.33 and 2.90 eV, correspondingly [45]. For Rh(110),
the initial sticking coefficient is 0.7 to 0.95 at T = 125 K and 0.62 at T = 310 K and diminishes
at coverages above 0.65 ML [46–48]. Three desorption maxima were observed using TDS, one
at T = 1180 K at low coverages, shifting to T = 1100 K with the coverage increasing to 0.5 ML,
the second one appears at coverages above 0.5 ML at T = 910 K, while the third one appears
at coverages above 0.7 ML at T = 830 K. The corresponding desorption energies are 3.11, 2.76
and 2.12 eV, respectively [48, 49]. The initial sticking coefficient of oxygen on Rh(111) is 0.2
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at T = 100 K and is constant at temperatures below 170 K [50]. For oxygen adsorption at low
temperatures, a single broad maximum from 900 to 1400 K is observed in TDS, while for ad-
sorption at temperatures above 450 K, a sharper desorption maximum at 893 K can be observed,
corresponding to a calculated desorption energy of 2.43 eV [50, 51]. A broad variety of adsor-
bate structures has been observed for various Rh(hkl) surfaces, which have been summarized in
table 1.2.

Table 1.2: Adsorption phases observed for oxygen on various Rh(hkl) surfaces
Rh(hkl) surface T [K] ΘO [ML] Adsorbate structure Reference

Rh(100)
130 - 450 0.25 p(2 x 2) [52, 53]

130 0.50 (2 x 2)p2mg [52]
370 - 550 0.50 (2 x 2)p4g [53–55]

Rh(110)

125 - 300 0.40 - 1.00 (2 x 1)p2mg [56, 57]
470 0.35 - 0.50 (2 x 2)pg [56]
470 0.60 - 1.00 c(2 x 2n) [48, 56]
470 1.00 c(2 x 8) [48, 56]

500 - 650 0.15 p(2 x 3) [46]
500 - 650 0.25 np(2 x 3) [46]
500 - 650 0.30 np(2 x 3) [46]
500 - 650 0.40 c(2 x 6) [46]
500 - 650 0.45 c(2 x 10) [46]

Rh(111)
120 - 400 0.50 p(2 x 2) [50]

325 0.25 p(2 x 2) [58, 59]
325 0.50 p(2 x 1) [58, 59]

Rh(332) 430 - 510 0.60 p(1 x 1) [60]

Rh(711) 675 0.15 c(2 x 2) [61]
675 0.50 (1 x n) [61]

An essential feature of the adsorption of oxygen on rhodium is the ability to induce reconstruc-
tions of the corresponding underlying Rh surfaces, i.e., the structure of the surface is changed
by relocating Rh atoms in order to minimize the total energy. For example, for Rh(100) surfaces
can reconstruct in a “clock” like fashion at T = 370 K and an oxygen coverage of 0.5 ML, where
the surface metal atoms move tangentially in-plane in alternate clockwise and anticlockwise rota-
tions [54, 55]. Similarly, for Rh(110) surfaces, row pairing of up to five adjacent atomic rows (i.e.,
missing-row-type reconstruction) has been observed at temperatures from 400 to 560 K at very
low oxygen exposures, both on single crystals [47, 62–64] and the [110] facets of a nanotip [65].
Surface reconstructions have also been observed for high-Miller-index surfaces such as Rh(332),
which undergoes a step-doubling reconstruction, where the density of atomic steps is halved in
favor of doubling the height of the individual atomic steps, at T = 500 K and very low oxygen
exposures [60]. For Rh nanotips, it was also shown that the reconstruction of certain nano-facets
on the nanotip can also result in other nano-facets appearing and disappearing, changing the
morphology of the whole specimen [66], possibly also changing the catalytic behavior.

This already complex behavior is further complicated by the possibility of oxygen to penetrate
the topmost Rh atomic layer and diffuse into the area directly beneath it, forming subsurface
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oxygen. While adsorbed oxygen is hardly mobile due to the high binding energy of up to 3 eV,
subsurface oxygen atoms are located in the interstitial octahedral sites and quite mobile in com-
parison. Due to the occupation of subsurface sites by oxygen, the lattice of the topmost Rh layer is
distorted, in some cases resulting in changes in the most energetically favorable surface sites [67]
and therefore possibly influencing the catalytic behavior of the surface. The existence and for-
mation of subsurface oxygen has been studied using various surface sensitive techniques such as
photoemission electron microscopy (PEEM), high resolution electron energy loss spectroscopy
(HREELS), x-ray photoelectron spectroscopy (XPS) and TDS on several Rh surfaces such as
Rh(110) [66], Rh(111) [67–69] or Rh(711) [61]. Also, theoretical studies have been performed
to estimate whether the formation of subsurface oxygen is favorable for different Rh surfaces
and oxygen coverages [70]. The probability of oxygen diffusion into the subsurface region is
dependent on the surface structure, with rougher surfaces (i.e., with higher step and kink den-
sity) enhancing the formation of subsurface oxygen [61], and on the surface oxygen coverage.
Although the formation of subsurface oxygen can in principle happen at any surface coverage,
the formation of significant amounts of subsurface oxygen is only likely at higher surface oxygen
coverages, as only then the repulsion between adsorbed oxygen atoms is high enough to make
the occupation of subsurface sites energetically favorable [71]. In contrast to oxygen, a similar
behavior is not to be expected for hydrogen, as the hydrogen surface coverage is very low as
detailed above and the stability of subsurface hydrogen is much lower in comparison to surface
hydrogen [72–74].

For the reaction product H2O, the situation is more similar to hydrogen: Water adsorbed on
Rh(100) readily desorbed at T = 180 K in temperature programmed electron energy loss spec-
troscopy experiments [75] and at T = 150 K on Rh(110), determined by work function measure-
ments [39]. For Rh(111), literature data is a little more elaborate and has shown the formation
of a (

√
3) x (

√
3)-R30° adsorbate structure upon water exposure at 100 K. Corresponding TDS

spectra show two desorption maxima at T = 184 K and T = 160 K, with calculated desorption
energies of 0.47 and 0.45 eV [76, 77]. Therefore, the expected H2O coverage can be considered
negligible and the product immediately desorbing at realistic reaction temperatures above 400 K.

1.6 The Langmuir-Hinshelwood mechanism of H2 oxidation
on Rh

Catalytic hydrogen oxidation on rhodium follows the Langmuir-Hinshelwood mechanism [78,
79], i.e., both reactants have to adsorb to the Rh surface before the reaction can take place, simi-
larly to other platinum group metals [80, 81]. The mechanism can be described by six elementary
steps, which are shown in equations (1.2) to (1.7) and where ∗ denotes an unoccupied adsorption
site:

H2, g + 2 ∗ ⇌ H2, ads + ∗ ⇌ 2Hads (1.2)

O2, g + 2 ∗ ⇌ O2, ads + ∗ ⇌ 2Oads (1.3)

Oads + Hads ⇌ OHads + ∗ (1.4)
OHads + Hads → H2Oads + ∗ (1.5)
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2OHads � H2Oads + Oads (1.6)
H2Oads → H2Og + ∗ (1.7)

The first step, described by equations (1.2) and (1.3) for H2, g and O2, g, respectively, is the
dissociative adsorption on the Rh surface via a molecular precursor state, forming Hads and
Oads. Hads, which is more loosely bound in comparison to Oads (see section 1.5), has the higher
mobility and can diffuse along the surface. Upon encountering more strongly bound Oads, an
OHads intermediate can form (1.4). In the following, H2Oads can be produced either via reac-
tion of OHads with Hads (1.5) or via disproportioning of two OHads intermediates (1.6). The
loosely bound product H2Oads then desorbs from the surface (1.7). The reaction mechanism is
graphically illustrated in Fig. 1.5.
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Figure 1.5: The Langmuir-Hinshelwood mechanism of catalytic H2 oxidation on platinum group
metals. The individual panels correspond to the reaction steps in equations (1.2) to
(1.7).

1.7 Bistability and kinetic phase diagrams for H2 oxidation
on Rh

As discussed in section 1.6 above, the catalytic H2 oxidation on Rh follows the Langmuir-Hinshel-
wood mechanism, where both reactants have to adsorb to the Rh surface before the reaction can
take place. As a result, the adsorption behavior, in detail discussed in section 1.5, determines
the course of the catalytic reaction. The competitive coadsorption of H2 and O2 is nonequivalent
and varies depending on the specific external parameters (e.g., T, pH2 , pO2). Therefore, the com-
position of the adsorbate layer changes with changing external parameters and the reaction can
be in two different states of catalytic activity.

For example, if the adsorption probability for oxygen (i.e., the combination of sticking coef-
ficient and impinging rate/partial pressure) is significantly higher than the one for hydrogen at a
certain set of external parameters, the surface will predominantly be covered by oxygen. Oxygen
adsorption and the resulting surface coverage is however a dynamic equilibrium: At any given
time some oxygen will associatively desorb, while, due to the higher adsorption probability of
oxygen, nearly all freed surface sites will immediately be occupied again by adsorbing oxygen.
The surface coverage of hydrogen is very low, due to the lacking hydrogen supply the rate of water
formation is also low and the surface is in the “poisoned” catalytically inactive steady state. If,
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on the other hand, the adsorption probability for hydrogen is significant at another set of external
parameters (e.g., due to increased pH2 and thus increased impinging rate), some of the surface
sites freed by desorption of oxygen will also be occupied by adsorbing hydrogen, which imme-
diately reacts with neighboring oxygen and forms water desorbing from the surface. As a result,
more free adsorption sites will be generated where both hydrogen and oxygen can adsorb. Due
to the fast consumption of both reactants by water formation, both surface coverages are low, the
water formation rate is high and the surface is in a catalytically active state. These steady states
of catalytic activity are illustrated by schematic atomic ball models in Fig. 1.6a.

pH2
 [mbar]

H
2O

 p
ro

d.
 [a

.u
.]

τB τA

T = T2 ≠ T1
pO2

 = const.

pH2
 [mbar]

H
2O

 p
ro

d.
 [a

.u
.]

τB τA

T = T1
pO2

 = const.

1/ T [K-1]

p H
2 [m

ba
r]

high catalytic activity

low catalytic activity

bistability

τB

τA

pO2
 = const.

c

a b

Rh surface

O2
H2

H2O

x

inactive state

Rh surface

O2
H2

H2Oactive state

Figure 1.6: The steady states of catalytic activity, bistability and kinetic phase diagrams in cat-
alytic H2 oxidation on Rh. (a) schematic atomic ball models of the catalytically inac-
tive (top) and active (bottom) steady states; (b) idealized hysteresis curves of the water
production upon cycle-wise variation of pH2 at two different temperatures; (c) con-
struction of the kinetic phase diagram from hysteresis measurements.

If the external parameters are changed, an abrupt change of the kinetic behavior can take place
due to the changing adsorption equilibrium and the system switches from one steady state to the
other steady state of catalytic activity. This kinetic phase transition [82] is usually accompanied
by the propagation of reaction fronts [83, 84]. Keeping two parameters, e.g., T and pO2 , constant
while varying the third parameter, pH2 in this case, the kinetic behavior of the reaction system
can be studied. Starting at low pH2 , the system is in the catalytically inactive steady state. Upon
increasing pH2 , the partial pressure will at a certain point reach a critical value, where a kinetic
transition to the catalytically active state will take place and the water production rate increases
abruptly. The necessary pH2 for this kinetic transition point, labeled τA, is characteristic for the
studied system and the other constant external parameters. When now pH2 is decreased again,
the inverse process will take place at a certain pH2 , where the water production rate will drop and

14



1 Introduction

the system switches to the catalytically inactive state. This pH2 is once again characteristic and
the kinetic transition labeled τB. Due to the asymmetry in the adsorption properties of hydrogen
and oxygen, the transition τB occurs at a pH2 which is significantly lower than τA. Therefore,
catalytic H2 oxidation on Rh exhibits bistability, i.e., the system can be in two different states
of catalytic activity at the same set of external parameters, with the actual state of the system
solely depending on its prehistory [71]. Plotting the water production rate against pH2 yields a
hysteresis-like looped shape (Fig. 1.6b).

Repeating such experiments for different temperatures but the same pO2 (illustrated exemplar-
ily for T2 ̸= T1 in the lower panel of Fig. 1.6b) yields a collection of kinetic transition points.
These transition points can be plotted in the pH2 vs. 1/T parameter space, creating a kinetic phase
diagram [85], which characterizes the areas of low and high catalytic activity and bistability of
the studied system (Fig. 1.6c). As the kinetic transition points are characteristic for the studied
system, kinetic phase diagrams can be used to characterize the kinetic behavior and to compare
different systems, where changes, e.g., in composition or structure, are reflected in different ki-
netic state spaces [86, 87].

1.8 Kinetic oscillations in H2 oxidation on Rh
Typically, catalytic reactions operated in a flow regime exhibit a constant reaction rate at constant
external parameters. Since the beginning of the 20th century, it is, however, known, that the
production rates of some chemical reactions can also oscillate at stationary external conditions.
Already in 1921, the oscillating decomposition of hydrogen peroxide was observed [88], while
in 1928 the oscillating electrodissolution of iron in aqueous sulfuric acid was studied for the first
time [89]. The probably most famous example for an oscillating chemical reaction stems from
the 1950s, where the Belousov-Zhabotinski reaction (i.e., the reaction of bromine and malonic
acid) was shown to form spiral patterns in a petri dish [90, 91]. In the field of heterogeneous
catalysis, oscillations in catalytic CO oxidation [92, 93] and NO reduction [94] on platinum have
been observed since the 1970ies.

From a surface science perspective, the oscillating catalytic CO oxidation on platinum has been
well studied on various single crystal surfaces, nanotips or supported catalysts and the mechanism
of the oscillations uncovered [95–100]. Catalytic H2 oxidation was shown to exhibit oscillations
on platinum [101–103], on bimetallic Rh/Ni catalysts [104, 105], silica-supported Rh powder
catalysts [106] and on unsupported, pure Rh nanotips in high external electric fields [107]. Only
recently, oscillations in catalytic H2 oxidation on Rh under field-free conditions were observed on
the individual domains of a polycrystalline Rh foil [108] and individual facets of nanotips [109,
110].

In order for oscillatory phenomena to take place, two prerequisites need to be fulfilled: First,
the reaction needs to exhibit bistability, i.e., two steady states have to be stable at the same external
parameters. Second, a feedback mechanism is needed, inducing the periodic switches between
these two states [111]. Examples of such feedback mechanisms include the periodic occurrence
and lifting of adsorbate induced reconstruction (e.g., in the oscillating CO oxidation [112, 113]
or H2 oxidation reactions [103] on Pt), the formation of subsurface oxygen (e.g., in the oscillating
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CO oxidation reaction on Pd [97]) or the reversible segregation of one component in bimetallic
alloys (e.g. in the oscillating H2 oxidation reaction on bimetallic Rh/Ni catalysts [104, 105]).
While bistability in catalytic H2 oxidation on Rh has been discussed in section 1.7, the feedback
mechanism of the kinetic oscillations will be discussed in the following.

Figure 1.7 schematically illustrates the feedback mechanism of catalytic H2 oxidation on Rh,
based on the formation and depletion of subsurface oxygen, which was identified in photoemis-
sion electron microscopy studies of the oscillating reaction on individual grains of a polycrys-
talline foil and corroborated by micro-kinetic model simulations [108, 114]. Further evidence
for the feedback mechanism is presented in chapters 3 and 6.
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Figure 1.7: The feedback mechanism in the oscillating catalytic H2 oxidation on Rh. The atomic
ball models schematically illustrate the four stages of the feedback mechanism.

The cycle starts from a catalytically inactive state (i), where, similar to the catalytically inac-
tive steady state, the preferential adsorption of oxygen, especially at the step edges, hinders the
dissociative adsorption of hydrogen and thus prevents catalytic activity. Because of the dense
oxygen coverage, oxygen starts to penetrate the surface at the most loosely bound Rh atoms at
step edges or kinks, forming subsurface oxygen (ii). As a result, some Rh atoms get slightly dis-
located, increasing the local surface “roughness”, forcing a change of the adsorption geometry of
the oxygen adsorbed in the vicinity and preventing further adsorption of oxygen at the step edge.
This enables hydrogen to dissociatively adsorb and a switch to a catalytically active state (iii)
takes place. Both hydrogen and oxygen can adsorb and form water, similar to the catalytically
active steady state. Eventually all surface oxygen will have reacted and subsurface oxygen starts
to diffuse to the surface and react. As a result the increase of the surface “roughness” will be
reversed and oxygen will again preferentially adsorb at the step edges. Because of the resulting
lack in hydrogen supply, the surface switches back to a catalytically inactive state. During the
last stage (iv), oxygen at the surface is replenished and the cycle starts again.

Besides being of academic interest, studying oscillating chemical reactions also makes sense
from a practical point of view: A system exhibiting non-steady behavior may perform better than
the same system remaining in a steady state regime [115]. In addition, the local catalytic activ-
ity of such reaction systems can be tuned to fit temporally changing demands, e.g., by external
stimuli [116].
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1.9 The initial oxidation of Rh

Surface oxides and partially oxidized surfaces are important in many areas of technology, includ-
ing catalytic reforming, syn-gas production, fuel cells, electrolysers, sensors and batteries, and
play a decisive role in processes such as exhaust gas cleaning or corrosion [117–121]. Surface
oxides have also received significant interest in heterogeneous catalysis because, depending on
the reaction conditions, an initially metallic surface may oxidize in the presence of oxygen, possi-
bly changing its catalytic activity [122–124]. When studying catalytic H2 oxidation on rhodium,
it is therefore important to consider the possible oxidation of Rh and its influence on the catalytic
properties.

Experimental and theoretical studies in the past decade have led to the discovery that the tran-
sition from metals to bulk oxides is not a simple process but often involves an intermediate step,
where ultra-thin oxide films are formed, which have been termed surface oxides [125]. Such
surface oxides have been found on various platinum group metals, including Rh [57, 124, 126–
128], Ru [129], Pd [123, 125, 130] and Pt [130] and are characterized by the topmost metal layer
being sandwiched between two atomic layers of oxygen. Due to their specific structures, such
oxides can even be considered a new class of materials, as they may exhibit novel unexpected
properties [57, 128, 131] and practical impact on the above-mentioned technologies. They are
also significantly different from subsurface oxygen (section 1.5), which, in contrast to surface
oxides, does not exhibit long ranging ordered structures.

The initial oxidation and the surface oxides of Rh have been studied using various techniques
such as x-ray photoelectron spectroscopy (XPS), surface x-ray diffraction (SXRD) or scanning
tunneling microscopy (STM), complemented by ab-initio calculations. Most of these studies
were, however, focused on low-Miller-index surfaces and single crystals [57, 126, 127, 132].
The surface oxidation of Rh starts at the lower coordinated Rh atoms at atomic steps and espe-
cially at kink sites by formation of RhO2 mono- and dimers [133]. In the following, a chain of
such RhO2 units is formed along the step edges and Rh ridges [134, 135] and oxygen starts to
penetrate the surface by diffusion under the step edges [126, 135, 136]. After reaching a distance
of several atomic layers from the step edge, further oxide growth is kinetically hindered at inter-
mediate oxygen partial pressures (10-5 < pO2 < 10-3 mbar) and no bulk oxides are formed even
under continued oxygen exposure. Only significant increase of the oxygen partial pressure [51,
137, 138] or oxidation by atomic oxygen [64, 132, 139] yields thicker bulk-oxide-like films. Fur-
thermore, it was shown that the atomic structure of the step edges determines the kinetic barrier
for oxygen penetration and thus the amount of formed surface oxide [135]. As a result, different
surface structures are differently susceptible to oxidative modification during an ongoing cat-
alytic reaction and thus changing catalytic properties, highlighting the importance of studies of
the initial oxidation.

The structures of the surface oxides themselves, in contrast, have been shown to be largely
similar on all low-Miller-index structures and thus, due to the mechanism of the oxidation, also
on the terraces of stepped high-Miller-index structures. The surface oxide structure consists of
a hexagonal arrangement of Rh atoms sandwiched between two atomic layers of oxygen atoms.
The upper layer is located in half of the three-fold hollow sites formed by the Rh atoms, while
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the lower layer is located in the other half. The structures for Rh(100), Rh(110) and Rh(111) just
differ by slight variations of the lattice constants (3.07/3.09 Å, 3.02 Å and 3.04 Å, respectively)
and a slight distortion in the case of Rh(100) [57, 126, 127]. To complement these studies focused
on low-Miller-Index surfaces, a part of chapter 5 will deal with the oxidation of high-Miller-index
surfaces, which play a crucial role in the structures of many catalyst nanoparticles.

1.10 A short overview of metal/support interactions
In section 1.3 it was already mentioned that catalysts employed in industrial processes rarely
consist just of the catalytically active metal, but usually are a multi-component system: Such
a catalyst typically consists of the nanoparticulate active metal, a support material, and often
additional components (e.g., promoters) for tuning the catalytic properties. Besides ensuring
mechanical stability, the support material often plays a decisive role for the catalytic activity
due to various interactions possible between metal and support. The most important of these
interactions for tuning catalytic properties [140] will briefly be discussed below:

(i) Structural changes in nanoparticles induced by the support: The support material can
play a decisive role in controlling size, shape and stability of the catalyst nanoparticles. For ex-
ample, by choosing the right support material, sintering (i.e., the loss of active surface due to
formation of bigger aggregates from several nanoparticles), one of the key processes in cata-
lyst degradation, can be diminished due to the increased adhesion energy between nanoparticle
and support in comparison to unsupported particles [141–143]. Tuning the oxidation state and
(in case of reducible oxides) the degree of reduction of the supporting oxide results in altered
metal/oxide bonding and increased stability via formation and stabilization of oxygen vacancies,
acting as strong anchoring sites for metal nanoparticles [142, 144, 145], or via formation of ad-
ditional interfacial metal/oxide bonds [146]. Not only the chemical nature but also the atomic
structure of the support material can influence the stability of the nanoparticles, either due to the
presence or absence of specific metal/oxide binding sites [147] or due to strain effects. Because
of lattice mismatch between the nanoparticle and the support materials, strain in the nanopar-
ticle lattice is a common observation [148, 149], which can alter the electronic and therefore
chemical properties of a metal [150–152] and could also modify the equilibrium shape of the
nanoparticles [149, 153, 154].

(ii) Electronic changes in nanoparticles induced by the support: Metal/oxide interactions
can also affect the electronic structure of the nanoparticle. The electron density jump across the
metal/oxide interface and the resulting charge transfer can influence the reactivity, structure and
stability of the nanoparticles. Electronic effects lead, for example, to stabilization of adsorbed OH
and H species on supported Pt nanoparticles in comparison to unsupported nanoparticles [155],
or interface promoted CO2 adsorption and activation on Au nanoparticles [156], in both cases
significantly increasing the catalytic activity. Besides affecting the binding of reactants or inter-
mediates, charge transfer can also alter the morphology of the nanoparticles [157–159]. Several
strategies to tune the interfacial charge transfer, and thus the catalytic properties, have been de-
veloped, e.g., modifying the density of oxygen vacancies on oxide supports [160], changing the
support termination and structure [161], doping the support [159] or altering the size of the
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nanoparticles [162].
(iii) Chemical changes in nanoparticles induced by the support: The support can also

influence the reactivity of the catalytic system by changing the chemical properties, e.g., the
composition, of the metal nanoparticles. The most prominent example of such effects is the
strong metal-support interaction (SMSI), i.e., the modulation of catalytic activity resulting from
decoration of the nanoparticle surface with substrate atoms. Initially demonstrated for metal
clusters on TiO2 substrate becoming deactivated at elevated temperatures under a reducing en-
vironment [163, 164], the effect has since been observed for various combinations of metals and
oxide supports [165, 166] and was shown to be reversible in some cases [167–169]. Besides
deactivation of the catalyst due to blocking of the active sites or electronic effects, also cases
exist, where the SMSI effect causes an enhancement of the catalytic activity due to the changed
electronic structure of the nanoparticle [170, 171] or by stabilizing reaction intermediates [172].
Another example of chemical changes induced by the support is the affecting of the nanoparticle
chemical stability, e.g., by diminishing surface poisoning [173–175].

(iv) Synergistic interactions between nanoparticles and support: Many cases exist, where
the catalytic activity of the nanoparticle is not just enhanced by support-induced modifications of
structure, electronic environment or chemistry but rather just made possible by the unique com-
bination of both components. One mechanism behind such cases is the spillover of reactants,
i.e., the migration of an adsorbate molecule or atom from one surface (e.g., the metal nanoparti-
cle) to another surface (e.g., the oxide support), where it would not be able to adsorb by itself at
all or at a significantly slower rate. The spillover of hydrogen or oxygen, for example, can have
an enormous impact on the reactivity and stability of catalysts [176–178]. In some cases also a
bi-functional mechanism may occur in which the metal nanoparticle provides active sites for one
particular step of the catalytic reaction, while the oxide support provides active sites for another
one. This was, e.g., demonstrated for methane dry reforming on ceria-supported nickel catalysts,
where CH4 and CO2 are activated on the ceria support and spill over onto the nickel nanoparti-
cles to react [179], or for ethanol steam reforming on similar catalysts, where the ethanol adsorbs
on the nickel nanoparticles and the adsorption of water takes place on the ceria support [180].
Another mechanism in which nanoparticles and support play a combined role in enhancing of
the catalytic activity is the creation of highly reactive perimeter sites at the boundary between
the nanoparticle and the support, e.g., in CO oxidation on Au/TiO2 catalysts [181], methanol
synthesis on Cu/ZnO/Al2O3 catalysts [182] or the water gas shift reaction on Au/Ce4Pr1Ox cat-
alysts [183].

(v) Changes in the support induced by the nanoparticles: While most of the studies show
how different supports affect the metal nanoparticles, also the inverse phenomenon has been ob-
served, where the nanoparticles change the structure of the support. Nanoparticles may catalyze
the reduction of the support material, for example resulting in Au on SiO2 digging channels into
the support, which hinders mobility and sintering of the nanoparticles [184] or Pt nanoparticles
catalyzing the reaction of Fe3O4 lattice oxygen with CO and H2, facilitating diffusion of Fe into
the oxide bulk and formation of holes in the substrate [185].

In summary, a wide range of effects exists, due to which the presence of a metal/support in-
terface can alter the reactivity of a whole catalytic system. It is clear, that whenever reactivity
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trends in nanocatalysts are discussed, also the support has to be considered. Furthermore, using
support-dependent phenomena is a powerful strategy for optimizing existing and engineering
new catalyst materials. While most observations of the above effects have been made on sup-
ported nanoparticles, they, in principle, also apply to the interfacial regions of bigger supported
particles. They are therefore important to consider when studying any supported catalyst and
are key to understanding the observations of catalytic H2 oxidation on supported Rh particles in
chapter 6.
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Methods and concepts

The studies on catalytic H2 oxidation on Rh were performed using several surface science exper-
imental techniques, each providing different types of information, which are briefly discussed in
the following. Chemical information was provided by x-ray photoelectron spectroscopy (XPS,
section 2.1), spatially averaging over mm-sized sample areas, and by scanning photoelectron
microscopy (SPEM, section 2.2) with a lateral resolution down to the sub-µm-range. Comple-
menting spatio-temporal kinetic data were obtained by photoemission electron microscopy (UV-
PEEM, section 2.3, and X-PEEM, section 2.4) and by low energy electron microscopy (LEEM,
section 2.4). Some of the samples used in the present work expose different areas of differ-
ing well-defined surface structure, which were characterized by electron backscatter diffraction
(EBSD, section 2.5). In addition, the concepts of kinetics by imaging, surface structure libraries
and correlative microscopy, which have all been applied in the present thesis, will be presented
in sections 2.6, 2.7 and 2.7, correspondingly.

2.1 X-ray photoelectron spectroscopy (XPS)
The working principle of x-ray photoelectron spectroscopy (XPS) and scanning photoemission
microscopy (SPEM) is based on the photoelectric effect, i.e., on the emission of electrons from a
surface upon irradiation with electromagnetic radiation. First discovered by Hertz and Hallwachs,
where a metal sample emitted photoelectrons upon illumination with UV-light [186, 187], the
phenomenon was explained by Einstein in 1905 [188], who was awarded with a Nobel Prize for
his work in 1922. The most important equation of his work is the so-called Einstein equation,
describing photoemission:

Ekin = hν − ϕ − EB (2.1)

where Ekin is the kinetic energy of the emitted photoelectron, hν is the energy of the incident
photon, ϕ is the work function of the sample and EB is the binding energy of the electron be-
ing photoemitted. The work function ϕ of the sample depends on several factors, including the
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studied element, the surface structure or adsorbed species and is defined as the energy difference
between the Fermi level EF of the sample and the vacuum level Evac (Fig. 2.1a). By illuminat-
ing the sample with monochromatic radiation and analyzing the kinetic energy distribution of
the emitted photoelectrons, information on the electronic structure of the sample can thus be col-
lected. Plotting the number of photoelectrons at each kinetic energy then yields a photoelectron
spectrum.

If now, for example, UV-light is used, the energy of the incident photons is just enough to
overcome the work function and the binding energy of the most loosely bound electrons, i.e.,
electrons in the valence band, and valence band spectra can be obtained by UV photoelectron
spectroscopy (UPS). The binding energy of valence band electrons is highly dependent on the
chemical environment and the electronic structure of the sample. UPS spectra are therefore hard
to interpret quantitatively. Increasing the energy of the incident photons, e.g., by using x-ray
radiation, also more strongly bound, i.e., core level, electrons can undergo photoemission. In
contrast to the valence band electrons, the variations in the binding energies of core level electrons
are much smaller due to shielding by electrons in the outer shells. Therefore, the binding energies
of core level electrons are characteristic for each element and allow identification of the elemental
composition. The small variations in the core level binding energies still present, in turn, are
characteristic for the chemical environment of the studied element, allowing also the detection
and interpretation of its chemical state (e.g., metallic or oxidized). Schematic energy diagrams
for UPS and XPS and a corresponding resulting schematic XPS spectrum are given in Fig. 2.1.
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Figure 2.1: The photoelectric effect and its application in UPS and XPS. (a) schematic en-
ergy diagrams for the photoemission of electrons by UV-light and x-ray radiation;
(b) schematic XPS spectrum.

Besides peaks due to the photoemission of core level or valence band electrons, other features
can be present in an XPS spectrum: (i) inelastic scattering of a photoemitted electron can re-
sult in the emission of secondary electrons due to the energy absorbed in the scattering process,
resulting in a broad and strong signal in the low kinetic energy region of the spectrum; (ii) the
hole left behind in the core shell after photoemission of a core level electron can be filled by an
electron from a higher energy level, with the energy gain resulting in the emission of a photon,
which, in turn, can induce photoemission of another electron. These so-called Auger electrons
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can easily be identified as their kinetic energy position in the XPS spectrum remains the same
even upon changing the energy of the incident radiation, as it only depends on the energy differ-
ences between the involved energy levels and the incident radiation only serves the purpose of
generating the initial hole; (iii) depending on the source of the x-ray radiation, which in many
cases is not (perfectly) monochromatic, satellite peaks can appear in the spectrum due to the mi-
nor components present in the x-ray radiation. These satellite peaks always appear at a constant
energy difference from the corresponding main photoelectron peaks; (iv) shake-up lines can re-
sult from the excitation of another electron in the same atom upon photoemission of a core level
electron, resulting in a well-defined energy loss of the photoelectron and an additional component
at higher binding energy in comparison to the main photoelectron peak.

Photoelectron peaks of energy levels where the angular momentum quantum number l of the
corresponding orbital is not zero (i.e., p, d and f orbitals) in addition show up having two dis-
tinct components in the spectrum. This is a result of two energy states existing due to spin-orbit
coupling with different probability of occupation. The multiplicity M , i.e., the occupation prob-
ability and thus peak area ratio, of these two components can be described by

M = 2 (l + s) + 1 (2.2)

where l is the angular momentum quantum number and s the spin quantum number (i.e., ±1
2 ).

For p-type orbitals, this results in a peak area ratio of p1/2 : p3/2 = 1 : 2, for d-type orbitals
in a peak area ratio of d3/2 : d5/2 = 2 : 3 and for f -type orbitals in a peak area ratio of
f5/2 : f7/2 = 3 : 4. All these additional features are schematically shown in the XPS spectrum
in Fig. 2.1b.

Besides providing qualitative information on the elemental composition and chemical state of
the involved elements, XPS can also provide quantitative information. For this, the peak area of
the individual spectrum components has to be determined, which in turn can be described by

I = nσ λ f T ϕ (2.3)

where I is the total area of the spectrum component, including any satellite or shake-up lines, n is
the atomic concentration of the species corresponding to the spectrum component, σ is the photo-
ionization cross-section for electrons in the orbital corresponding to the spectrum component, i.e.,
the probability, that an incident photon causes a photoelectron to be emitted, λ is the inelastic
mean free path (see below), f is the incident photon flux, T is the instrument transmission factor,
i.e., the probability that a photoelectron reaching the analyzer will indeed correctly be detected,
and ϕ is the angular distribution factor, which depends on the setup geometry, the studied element
and the type of orbital. For typical XPS experiments, f is constant within the experimental
timeframe or can be measured, T as a function of the kinetic energy of the emitted photoelectrons
is known for a given analyzer and ϕ can be assumed to be nearly unity (while the variation for
gas phase atoms and molecules has been well understood [189], there is not much evidence for
significant variation in solids). When calculating elemental compositions from peak area ratios,
thus, only σ and λ need to be considered, their product having been tabulated as sensitivity factors
in several databases. When only different chemical states of the same element are to be quantified,
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even the variations of σ and λ can be neglected, allowing quantification by calculating simple
peak area ratios.

Typical x-ray radiation used in XPS penetrates the sample up to several hundreds of nanome-
ters, potentially inducing photoemission. The photoemitted electron, however, can loose energy
on its way to the sample surface due to scattering, rendering it useless for energy analysis, as
the kinetic energy does not correspond to the originating core level anymore. On average, an
electron will inelastically scatter after traveling its inelastic mean free path λ in a material, which
is dependent on the material and its kinetic energy and can be described by the universal mean
free path curve, shown in Fig. 2.2.

Figure 2.2: The universal mean free path curve. Black circles indicate experimental data, while
the red line indicates a least squares fit using the equation λ = A/E2 + BE1/2, with
A and B as constants. Reproduced using the data in Ref. [190].

The probabilityP of an electron to travel a certain distance without being inelastically scattered
can be described by

P (d) ∝ e−
d
λ (2.4)

where d is the traveled distance and λ the inelastic mean free path. Therefore, approximately
63% of the useful emitted photoelectrons come from a depth smaller than λ, 86% come from a
depth smaller than 2λ and 95% come from a depth smaller than 3λ. For typical kinetic energies
in XPS of several hundred eV, this corresponds to the topmost several atomic layers, making
XPS a surface sensitive technique in comparison to other x-ray based techniques (e.g., x-ray
fluorescence) and ideally suited to study surface processes. By tilting the sample relative to the
entrance of the energy analysis instrumentation, the surface sensitivity can be increased even
more.

Although the first report of photoelectron emission due to illumination by x-rays was already
recorded in 1907 [191], the first high-energy resolution XPS spectrum was obtained in 1957 by
Kai Siegbahn [192], who was also awarded a Nobel prize for his work. Since then x-ray photo-
electron spectroscopy, which was originally called electron spectroscopy for chemical analysis
(ESCA), has been developed into a powerful surface analysis technique, used in many fields
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of science such as biology, catalysis metallurgy, microelectronics, nanotechnology or polymer
chemistry.

From an experimental perspective, three main components are necessary for performing XPS:
an x-ray source, the sample, and an energy analyzer for determining the energy distribution of
the emitted photoelectrons. Several methods for generation of the incident x-ray radiation for
XPS exist, with the two relevant to the present work being briefly described. Typical laboratory
x-ray sources (Fig. 2.3a) are based on the principle of a hot cathode vacuum tube. The heated
cathode (typically a tungsten filament) emits electrons, which are accelerated towards the anode
by a voltage of several kV, where they impinge and cause the emission of secondary electrons
from the core levels of the anode material. The holes left behind in the core energy levels will get
refilled by electrons from outer shells, producing x-ray photons of an energy characteristic for the
anode material. Most of the impinging electrons however do not produce an x-ray photon and
just cause heating of the anode, necessitating water-cooling. The most commonly used anode
materials are Al and Mg, producing Al Kα1/2 and Mg Kα1/2 x-ray radiation with energies of
1486.6 and 1253.8 eV, correspondingly. The second method is the generation of synchrotron x-
ray radiation (Fig. 2.3b). In a synchrotron storage ring, high kinetic energy electrons (in the order
of several GeV) travel in vacuum along a fixed closed-loop path with relativistic speeds. Travel
along the quasi-circular path is ensured by bending the electron trajectories using magnetic fields,
which causes the emission of radiation as a direct consequence of the acceleration perpendicular
to their direction of motion. Similarly, in insertion devices, which are placed in straight sections
of the beam path, spatially periodic magnetic fields exert forces perpendicular to the electron
beam path, causing undulating electron trajectories, again generating electromagnetic radiation.
The spectrum of the emitted synchrotron radiation is a function of the electron energy and the
strength of the used magnetic fields and usually spans several orders of magnitude in terms of
wavelength from hard x-rays to visible light and infrared. The desired incident x-ray photon
energy for XPS is then selected from the collected synchrotron radiation by a monochromator
based on cylindrical x-ray reflective mirrors or curved single crystals [193]. In comparison to
laboratory x-ray sources, the brilliance of synchrotron x-ray radiation is higher by several orders
of magnitude, allowing shorter data acquisition times, e.g., for studies of dynamic processes,
and drastically improved sensitivity. Furthermore, a typical synchrotron x-ray beam is of much
smaller size in comparison to illumination by a laboratory x-ray source, making it more suitable
for spatially resolved studies, and the monchromaticity is significantly increased, resulting in a
smaller linewidth of the observed photoelectron peaks and thus better energy resolution. As a
downside, performing research with a synchrotron x-ray source requires a access to a dedicated
facility (of which there are only about 65 in the world), while lab-XPS is a standard technique
available in nearly any surface science laboratory.

The photoemitted electrons generated from the interaction of the x-ray beam with the sample
are then collected and analyzed with respect to their kinetic energy distribution. This is usu-
ally done with a hemispherical energy analyzer (HSA), schematically depicted in Fig. 2.3c. The
multi-stage electrostatic lens system at the entrance of the HSA serves multiple purposes: First,
the size of the sample area and the angular range, from which photoelectrons are collected, can
be adjusted. Second, the photoelectron beam is focused onto the entrance slit of the analyzer and
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Figure 2.3: Working principles of the essential components of an XPS setup. (a) schematic draw-
ing of a laboratory x-ray source; (b) schematic drawing of synchrotron x-ray genera-
tion; (c) schematic drawing of a hemispherical energy analyzer.

third, the kinetic energy of the photoelectrons is adjusted to ensure optimum functioning of the
energy analyzer and detector. After passing through the entrance slit, the photoelectrons enter the
hemispherical section of the analyzer. Two voltages Vi and Vo are applied to the inner and outer
hemisphere, forcing the electrons on a semicircular path in the constant electrostatic field. Only
electrons having the correct kinetic energy for the chosen voltages Vi and Vo will be able to pass
through the hemisphere to the exit slit, while electrons having too low kinetic energy will collide
with the inner and electrons having too high kinetic energy will collide with the outer hemi-
sphere. Typically the choice of Vi and Vo will allow a certain limited range of kinetic energies
for electrons, the so-called pass energy in the order of tens of eV, to successfully reach the exit
slit. These electrons are separated by their kinetic energy along the so-called energy dispersive
axis within the exit slit. Using a multi-channel detector for detecting the number of electrons
along the energy-dispersive axis of the analyzer allows quick collection of a “mini-spectrum”
spanning several eV in a single snapshot without varying Vi and Vo. For bigger energy ranges
and better resolution, Vi and Vo are varied step-wise and the corresponding numbers of electrons
are recorded, forming the XPS spectrum. Two main strategies for detecting the photoelectrons at
the analyzer exit exist: The photoelectron current is amplified by a multichannel plate and then
either directed onto a fluorescent screen, where the electrons cause the emission of photons, and
the image on the screen is recorded by a CCD camera, or the amplified photoelectron current is
directly converted to spatially and temporally resolved electric signals in a delay-line detector.

Following from equation (2.1), in order to determine the correct binding energy of the pho-
toemitted electrons, the work function of the sample has to be known, which is hardly ever the
case for unknown materials. Therefore, the sample and the energy analyzer are electrically con-
nected, leading to equalization of their Fermi levels. Due to the resulting contact potential, the
kinetic energy of the photoelectrons changes during their flight from the sample surface to the
entrance of the analyzer exactly by the difference between the samples and the analyzers work
function. This allows determining the correct binding energies of the photoelectrons by using
the known work function of the energy analyzer and avoids determining the work function of the
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sample.
Summarizing, XPS yields chemical information on the sample composition and chemical state

of the sample by x-ray illumination and analysis of the photoemitted electrons and is therefore
one of the most used surface science techniques. Due to constraints arising from the limited
brilliance of laboratory x-ray sources and technical limitations, XPS spectra in lab environments
are obtained in a spatially averaging way with only limited lateral resolution (several 100 µm at
best). Also most XPS setups operated at synchrotron light sources focus primarily on improving
energy and/or time resolution in comparison to lab-XPS, while their lateral resolution remains
limited. This makes XPS an ideal technique to study uniform samples but, on its own, not well
suited to perform laterally resolved studies on heterogeneous samples. XPS has nonetheless been
applied in virtually every area, where surface properties are important, including biomaterials,
catalysis, ceramics and glasses, corrosion, micro- and optoelectronics, nanomaterials, polymers
and composite materials, thin films and coatings or tribology [194].

2.2 Scanning photoelectron microscopy (SPEM)
The working principle of scanning photoelectron microscopy (SPEM) is strongly related to the
working principle of XPS. Also in the case of SPEM, the sample is illuminated by x-rays, causing
the emission of photoelectrons. Again, their kinetic energy distribution is analyzed, creating XPS
spectra. In contrast to conventional XPS, the sample is, however, not uniformly illuminated on a
large scale (in the order of several 100 µm2 to several mm2) but only a tiny sample spot (below
1 µm2) is illuminated at any given time by an x-ray micro-probe. A specimen positioning and
scanning system then allows recording of XPS spectra for individual spots or grids of spots on
the sample surface, creating spatially resolved XPS data.

In order to generate a decent number of photoelectrons, which allows reliable detection and
quantification, from such a small illuminated sample area requires a high brilliance x-ray source.
Therefore, SPEM is only possible at synchrotron light sources. All SPEM studies in the present
work have been performed at the “ESCA Microscopy” beamline at the Elettra Synchrotron in
Trieste, Italy, which has been described in detail in Ref. [195] and will be summarized below.

The “ESCA Microscopy” beamline uses an undulator photon source (briefly described in sec-
tion 2.1) shared with another beamline, which provides radiation in the range of 100-1500 eV.
The emitted synchrotron radiation travels through a section common for both branch beamlines,
including beam position monitors for diagnostic purposes and a feedback-controlled slit system
to keep the photon beam centered on its way to the experimental chamber. A switching mirror
then allows switching between the two branch beamlines, followed by a prefocusing chamber,
the monochromator and the experimental chamber. The purpose of the prefocusing chamber
is to focus the photon beam with a toroidal mirror into the entrance slit of the monochromator
along the sagittal plane and into the exit slit of the monochromator along the tangential plane.
Monochromatization of the photon beam is then achieved by using a spherical grating monochro-
mator, having two selectable gratings with 600 and 1200 grooves/mm. By varying the exit slit
size of the monochromator, the photon beam can be tailored to the right conditions for sample
illumination, where increasing the width of the exit slit results in higher photon flux but wider
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photon energy distribution and vice versa.
The experimental end station consists of several UHV sub-chambers, one for introducing the

sample into vacuum via a fast-entry lock, one for sample preparation and one hosting the SPEM
itself. The SPEM is based on three main components: (i) an optic system, which provides the
x-ray micro-probe, (ii) a specimen positioning and scanning system and (iii) a hemispherical
energy analyzer (HSA) equipped with a multi-channel detector, which are shown in a schematic
drawing in Fig. 2.4a. The optic system consists of a zone plate (ZP) and a pinhole serving as order-
selecting aperture (OSA). The zone plate, manufactured by gold coating a thin Si3N4 membrane,
comprises a set of alternating opaque and transparent concentric rings (Fresnel zones). Due to
spacing the Fresnel zones in a specific way, the incident x-ray beam is diffracted and the diffracted
x-rays exhibit constructive interference only at specific focus points. As typical for diffraction-
based systems, several focus points exist for the several possible diffraction orders. Only the first
order diffracted x-ray beam is used for illuminating the sample, selected by the OSA, providing
an x-ray micro-probe having a diameter in the sub-µm range (150 nm in the present case [195]).
The specimen positioning and scanning system, including a sample stage, stepper motors for
coarse positioning (accuracy of ~5 µm) and piezoelectric motors for fine positioning (accuracy
of ~0.1 µm), allows positioning the sample in front of the x-ray micro-probe and selecting the
precise spot on the sample surface being illuminated, allowing spatially resolved studies with a
resolution in the sub-µm range. By raster-scanning over the sample surface and recording a data
point for each of the grid-points, even synthetic images can be produced. As already mentioned
above, SPEM is closely related to XPS, i.e., also here the energy distribution of the photoemitted
electrons is analyzed, which is achieved by the HSA. The working principle of such an analyzer
is detailed in Fig. 2.3c. Due to the highly monochromatic x-ray illumination an energy resolution
of ~0.3 eV is typically achieved in the SPEM used in the present work [196].
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Figure 2.4: The working principle of SPEM. (a) schematic illustration of the essential compo-
nents of a SPEM; (b) the SPEM micro-spectroscopy and spectromicroscopy modes.

The SPEM can be operated in two fundamentally different modes, which are shown in Fig. 2.4b.
In the microspectroscopy mode, individual micro-spots on the sample surface are selected, the
sample is positioned accordingly by the positioning and scanning system and a high-resolution
XPS spectrum is collected for each micro-spot by scanning through the desired spectrum energy
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range with the HSA. This provides the possibility to perform high-resolution XPS in a laterally re-
solved way, but each spectrum takes several minutes to record. In contrast, in the imaging mode,
the sample surface is mapped pixel by pixel by raster-scanning with the positioning and scanning
system, while for each micro-spot only a single snapshot from the multi-channel detector is col-
lected with the HSA remaining set at a constant kinetic energy. Due to the analyzer pass energy
of several tens of eV and the multi-channel detector along the energy dispersive axis of the detec-
tor, this nonetheless allows collecting a “mini-spectrum” for each micro-spot. Acquiring such a
“mini-spectrum” only takes below 100 msec, and typical 64 x 64 pixel maps can be recorded in
several minutes. Of course, the energy resolution and quality of each “mini-spectrum” is signifi-
cantly reduced in comparison to spectra obtained in the micro-spectroscopy mode, but nonethe-
less allows discerning different chemical species [197]. By processing the “mini-spectra” for
each pixel in one or several subsequently obtained raster-scans, chemical maps, spatial profiles
and spectral time series can be created.

In summary, SPEM is a scanning electron microscopy technique based on electrons photoemit-
ted due to x-ray illumination. It can provide both chemical information due to the information
encoded in the photoelectron spectra and, in contrast to typical laboratory XPS, lateral resolution
in the sub-µm range. As a result, SPEM has been used in the last decades to study a broad variety
of both individual nano-objects, e.g., catalyst particles [198], and mesoscopic structurally hetero-
geneous samples, e.g., individual domains of polycrystalline foils (showcased, e.g., in chapters 3
and 5). By using the SPEM as a catalytic flow reactor, even in situ studies of ongoing reactions
can be performed (shown, e.g., in chapter 3). Due to its working principle being closely related
to XPS, SPEM can be applied wherever XPS is a suitable technique, provided that the additional
lateral resolving power suits the specific problem.

2.3 UV photoemission electron microscopy (UV-PEEM)
Similar to XPS and SPEM, UV photoemission electron microscopy (UV-PEEM) is also based
on the photoelectric effect. The sample is illuminated by UV-light, causing the photoemission
of valence band electrons. In contrast to XPS and SPEM, however, not their kinetic energy
is analyzed, but an electrostatic lens system is used to form a magnified image of the sample
projected onto a multichannel plate and then a fluorescent screen. As detailed in section 2.1,
most of the photoemitted electrons will inelastically scatter on their way to the sample surface.
While these electrons are lost for spectroscopic purposes because of the change in their kinetic
energy, they still can be used for UV-PEEM imaging, since the UV-PEEM image brightness
depends only on the number of photoemitted electrons.

The total number of photoelectrons emitted from a given sample area can be described by the
Fowler theory [199], yielding the following expression

j ∝ (hν − ϕ)2 (2.5)

where j is the photoelectron flux, hν the energy of the incident UV-light and ϕ the local work
function of the respective sample area. As a result, the number of photoemitted electrons (and
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thus the UV-PEEM image brightness) is a very sensitive probe for the local work function and
its changes. The working principle of UV-PEEM and its contrast formation are illustrated in
Fig. 2.5a. The schematically depicted sample consists of three regions exhibiting three distinct
work functions φA, φB and φC . The photoemission spectra for exemplary points within those
three regions differ not only in their width, but also in their overall area (i.e., the total number
of photoemitted electrons differs, as per the Fowler theory). As a result, three areas of different
brightness are formed in the UV-PEEM image.
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Figure 2.5: The working principle of UV-PEEM. (a) schematic illustration of the UV-PEEM
working principle and contrast formation; (b) schematic drawing of a UV-PEEM.

The first report of photoelectrons being used to image a metal surface stems already from the
1930s [200], but only the development of UHV compatible systems 60 years later enabled apply-
ing the concept to surface science [201]. A typical UV-PEEM setup comprises three essential
components: A UV-light source, the sample and the PEEM instrument itself, schematically de-
picted in Fig. 2.5b. Typical light sources include mercury or deuterium gas-discharge lamps with
maximum energies of 4.9 eV and 6.8 eV, respectively, while the sample is illuminated at angles
of around 60 to 75° from the surface normal. The sample is placed a few millimeters away from
the entrance cone of the PEEM instrument, with the surface normal aligned with the optical axis.
The electrostatic lens system of the PEEM typically consists of five lenses: The transfer lens
acts as anode for the photoemitted electrons, accelerating them away from the sample and into
the lens column. The objective, intermediate and projective lenses then form a magnified real
image of the sample surface. Depending on the specific set of lens voltages, the system works
either as a two lens (intermediate lens at similar voltage as the transfer lens, low magnification
mode) or as a three lens system (intermediate lens at voltage close to ground level, high mag-
nification mode). As the number of emitted photoelectrons is too low to directly form a usable
image, the photoelectron current has to be amplified by a multichannel plate acting as image in-
tensifier. As the sensitivity of the multichannel plate is highest for electrons impinging with a
kinetic energy between 200 and 2000 eV, a drift tube (the deceleration lens) is used to decrease
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the photoelectron kinetic energy to be within that range before amplification. After amplification
of the photoelectron current, the electron beam is directed at a fluorescent screen, converting the
electron image to visible light. The screen is then monitored from outside the vacuum system by
a high-speed CCD camera, which can be used to record images and videos of the sample surface
and any ongoing processes (e.g., adsorption, oxidation or chemical reactions), provided there are
differences in the local work function and therefore image contrast.

Since its development, UV-PEEM has been used to in situ study a wide range of dynamic
processes, including adsorption, diffusion or layer growth [202, 203]. UV-PEEM has also suc-
cessfully been applied in catalysis for imaging ongoing surface reactions, with the first examples
being related to CO oxidation on Pt and Pd single crystal surfaces [204–206] and the most promi-
nent example probably being the oscillating reaction mode of CO oxidation on Pt by Gerhard
Ertl [207]. Summarizing, UV-PEEM is a very powerful technique for imaging ongoing surface
processes, demonstrated, e.g., in chapters 4, 5 and 6). The spatial resolution is typically in the
range of several µm, while the temporal resolution is only limited by the sensitivity and maxi-
mum frame rate of the CCD camera and the decay time of the fluorescent screen. In contrast
to XPS and SPEM, UV-PEEM does not provide any direct chemical information, but rather just
work function differences, which, however, can often be related to the chemical state of the sur-
face (see section 2.6). On the other hand, the temporal resolution of UV-PEEM is significantly
improved in comparison to SPEM due to the parallel imaging principle of UV-PEEM in contrast
to the scanning imaging principle of SPEM.

2.4 Low energy electron microscopy (LEEM) and x-ray
photoemission electron microscopy (X-PEEM)

Similar to UV-PEEM, both, low energy electron microscopy (LEEM) and x-ray photoemission
electron microscopy (X-PEEM), are two surface science microscopic imaging techniques based
on the parallel imaging principle. They are, in fact, so similar from a technical viewpoint, that
often all three microscopies are combined in a single experimental setup and can be used for
correlative microscopy studies (section 2.8). The contrast mechanism, and thus the information
encoded in the recorded images, is, however, fundamentally different for the three techniques:
In the LEEM mode of the instrument, the sample is illuminated by a beam of low energy elec-
trons (kinetic energy in the range of several eV), which will be elastically backscattered at the
sample surface and undergo backscatter diffraction in case of crystalline samples. An aperture
is then used to select either the specularly reflected electrons (bright field imaging) or one of the
diffracted electron beams (dark field imaging), which is accelerated and used for further imaging.
A multi-stage lens system provides a magnified image of the backscattered electrons on a mul-
tichannel plate image intensifier, which amplifies the electron current. The electrons exiting the
multichannel plate form an image on a fluorescent screen, which is monitored by a CCD camera.
The dominating diffraction contrast in LEEM is caused by non-uniform diffraction within the
specimen, e.g., due to different surface structure, surface composition or adsorbates present at
the surface [208]. For otherwise uniform samples, however, also geometric phase contrast due
to the different optical path length of electrons reflected from two terraces next to a step edge
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(Fresnel diffraction), may play a significant role and allows imaging, e.g., atomic steps [209].
Especially in thin film samples, also quantum size contrast can be observed, i.e., contrast due to
the interference of electrons reflected from the parallel top and bottom faces of the thin film [210].

In the UV-PEEM mode, the sample is illuminated by UV-light and the photoemitted electrons
are used for imaging by the same electron optical and detection system as in the LEEM mode.
The image contrast has in detail already been described in section 2.3 and is provided by the
different number of secondary electrons generated for areas of differing work function.

In the X-PEEM mode, the sample is illuminated by monochromatic x-rays and again the pho-
toemitted electrons are used for imaging by the same electron optical and detection system as in
the other two modes. The addition of a kinetic energy filter before the imaging optics, however,
now allows selecting only photoelectrons of specific kinetic energy to be used for imaging. As the
kinetic energy distribution of the photoelectrons depends on the sample composition and chem-
ical state (section 2.1), by using a suitable kinetic energy window, the X-PEEM image contrast
results from variations in elemental composition or chemical state.

The LEEM and X-PEEM studies in the present work have been performed using the “Spectro-
microscope for All Relevant Techniques” (SMART), currently operating at the synchrotron light
source BESSY-II of the Helmholtz Center Berlin, which has in detail been described in litera-
ture [211, 212], no studies using the UV-PEEM mode of the instrument were conducted. A brief
summary of the essential features is given below, along with a schematic drawing in Fig. 2.6.

Figure 2.6: Schematic layout of the “Spectromicroscope for All Relevant Techniques” (SMART).
Reproduced from Ref. [211] with permission of Elsevier BV. Permission conveyed
through Copyright Clearance Center, Inc.

In the LEEM mode, the electron beam is provided by an electron gun (EG, beam separator
section of the drawing) and illuminates the sample via the magnetic beam separator (square unit,
beam separator section), two electrostatic field lenses (FL, one before and one after the beam
separator) and the objective lens (objective section). In X-PEEM mode, the sample is illuminated
by monochromatic soft x-rays in the energy range between 100 and 2000 eV, provided by an
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undulator synchrotron radiation source (see section 2.1) in combination with a monochromator
comprising two cylindrical mirrors, one plane mirror, one sphere mirror and a grating [212]. The
x-ray beam from the monochromator (PGM slit, objective section) is projected onto the sample by
a plane mirror (XM, objective section), illuminating an area of about 5 x 10 µm2 at an angle of 70°
from the surface normal. The objective lens is designed as an electrostatic-magnetic compound
lens using the sample as a cathode and, on one hand, provides illumination with low energy
electrons in LEEM mode, while, on the other hand, also focuses the photoemitted, diffracted
or reflected electrons onto the entrance of the magnetic beam separator. The magnetic beam
separator provides both separation of incident and reflected/diffracted beams in LEEM mode and,
in combination with the electrostatic tetrode mirror (mirror corrector, beam separator section),
correction of spheric and chromatic aberrations of the objective lens. After the beam separator,
a transfer system follows, consisting of five electrostatic lenses (transfer optics section), forming
a magnified real-space image of the sample and a demagnified image of the electron diffraction
pattern at two different positions in front of the imaging electron analyzer (omega filter section).
The imaging electron analyzer consists of an omega-shaped configuration of dipole magnets
(D1, D2, D2

’ and D1
’, omega filter section) and can be used to select photoelectrons of certain

kinetic energy for imaging in X-PEEM mode or inelastically scattered and secondary electrons
in LEEM mode. Several sextupole magnets are used for correction purposes (6Pi, omega filter
section). The final projection and magnification is provided by a three-lens system (projector
section), projecting either the real-space image or the electron diffraction pattern onto the two-
dimensional detector comprising a multichannel plate, a fluorescent screen (FS, detector section)
and a CCD detector (Dt1, detector section). Due to the possibility to change the focal length of the
projector system, also structural analysis by low energy electron diffraction (LEED) of selected
small sample areas can be performed. For this, the first focal point of projector system is adjusted
to the diffraction plane instead of the real space image plane, resulting in the electron diffraction
pattern being imaged on the screen and CCD detector. Several deflection elements (De) along the
electron path in the microscope allow for correction and, in combination with several apertures
(Ap, transfer optics section; FA and SS, omega filter section), selecting limited sample areas for
imaging and diffraction or performing dark-field imaging.

Since its development in the 1980ies [209], LEEM has been used to study a wide range of
surface processes, including surface phase transitions, adsorption, diffusion, crystal growth or
chemical reactions [208, 209, 213]. Due to the smaller energy distribution of the electrons used
for imaging, the spatial resolution in LEEM is significantly better than in UV- or X-PEEM, re-
sulting from the reduced chromatic aberration, and a spatial resolution of 2.6 nm can be achieved
by the SMART in LEEM mode [214]. In addition, no work function differences are necessary for
the image contrast, allowing also studies of processes where the work function does not change
significantly. The combination with chemical information, which can be obtained in X-PEEM
mode (resolution of 18 nm, [215]), and local surface structure determination by LEED allows
powerful correlative studies of various surface processes in real time in a single experimental
setup, showcased, e.g., in chapter 4.
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2.5 Electron backscatter diffraction (EBSD)
In order to study effects of the catalyst atomic structure on its catalytic properties, often a sam-
ple consisting of different areas of differing atomic structure is studied (i.e., a surface structure
library is used, section 2.7). Before studying the catalytic properties, it is therefore necessary to
characterize the sample with respect to its atomic structure. For polycrystalline foils, which have
partly been used as samples in the present work (see chapters 3, 4 and 5), electron backscatter
diffraction (EBSD) can provide such analysis.

EBSD allows obtaining crystallographic information from small volumes of material by di-
recting a focused electron beam at the sample surface, e.g., in a scanning electron microscope
(SEM), as schematically illustrated in Fig. 2.7. Due to the interaction with the sample surface,
some of the impinging electrons will be backscattered from the sample. These electrons can be
collected by a detector, typically comprising a scintillator screen coupled to a photon sensitive
imaging detector (e.g., a CCD camera), where they form an electron backscatter diffraction pat-
tern. Usually, the sample is highly tilted (60° to 80°) with respect to the detector in order to reach
the best possible pattern contrast. Each backscatter diffraction pattern, which can then be ob-
served on the imaging detector, consists of many pairs of bright and dark lines, termed Kikuchi
bands, which correspond to each of the diffracting crystal lattice planes [216, 217]. These bands
are the backscattered equivalent of Kikuchi bands that can also be observed in a transmission
electron microscope, initially discovered in 1928 when studying the diffraction of electrons pass-
ing through a thin film of mica [218]. The patterns are then transferred from the camera to a
computer for indexing and determination of the crystallographic orientation of the volume illu-
minated by the incident electron beam.
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Figure 2.7: The working principle of EBSD. By raster-scanning the sample with a focused elec-
tron beam and analysis of the electron backscatter diffraction patterns maps of the
sample crystallography can be created.

Briefly, the line pattern is transformed to a point pattern by Hough transform [219], as points
can more easily be located by automated image processing routines than lines. With knowl-
edge of the experimental geometry, the locations of the peaks in the Hough transform image are
then converted to a table of interplanar angles and automatically compared to look-up-tables of
expected angles in order to identify the crystallographic orientation of the illuminated sample
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volume. By raster-scanning the focused electron beam over the sample surface and determina-
tion of the crystallographic orientation from each backscatter diffraction pattern, EBSD maps of
the sample crystallography can then be constructed.

The first recordings of large-angle electron backscatter Kikuchi diffraction patterns used film
directly exposed to the backscattered electrons and date from 1954 [220]. In the 1970s the tech-
nique was first implemented in a SEM, using either film within the experimental chamber or
an externally mounted film camera and it was demonstrated, that the patterns correspond to the
orientations of micro-crystals selected with the scanning electron beam [221–223]. Further im-
provements were made to the camera design and methods were devised for systematic analysis of
diffraction patterns recorded from the seven crystal systems [224]. Initially, the recorded data had
to be evaluated by hand, but by the development of low-light-level digital cameras and increas-
ing computational power allowed increasing the throughput in pattern indexing and orientation
measurements. By adding computer control of the SEM beam position and image processing
routines, fully automated EBSD mapping became possible [219, 225]. Since then, EBSD has
become a commonly used technique to study crystalline or polycrystalline materials, e.g., in
metallurgy to understand recrystallization or grain-growth processes [226, 227], in electrochem-
istry, where the local micro-structure was correlated with electrochemical properties [228], or in
catalysis, where structural features were correlated with catalytic properties [108, 229, 230].

2.6 The kinetics by imaging approach
As already discussed in section 1.7 for catalytic H2 oxidation on Rh, surface reactions can typi-
cally be in different states of catalytic activity depending on the chosen set of external parameters.
Routinely, e.g., mass spectrometry (MS) is applied to measure the consumption of reactants and
presence of reaction products in order to determine the state of catalytic activity. The downside
of this approach is, however, that it only yields data spatially averaging over the whole sample.
While this is not a problem for homogeneous samples such as single crystal surfaces or for deter-
mining the overall catalytic activity of powder catalysts in a test reactor, spatially heterogeneous
samples can not be analyzed with respect to the local catalytic activity using this approach. To
mitigate these issues, scanning MS has been developed [231], where a small nozzle is used to
allow only gas molecules from a certain defined sample area to enter the mass spectrometer and
the nozzle can be moved over the sample surface for raster scanning. Even though this approach
is a huge improvement in comparison to spatially averaging over the whole sample, parallel mea-
surements of several sample regions are not possible due to the scanning working principle and
the spatial resolution is still quite low due to the high mobility of gas atoms, so reactants and
products from neighboring sample areas will still enter the nozzle to some extent.

One way to overcome these limitations is to use a chemically sensitive microscopy technique,
ideally based on a parallel imaging principle (e.g., LEEM, UV- or X-PEEM) or with a scan-
ning time significantly faster than the studied surface processes (e.g., SPEM). In all cases, some
physical quantity characteristic for the surface coverage is imaged: In LEEM, the local image
brightness is dependent on the local diffraction of the sample surface [211], which is locally
modified by the presence and amount of adsorbates on the sample surface. In UV-PEEM, the
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local image brightness is dependent on the local work function of the surface, which is, again,
determined by the adsorbates on the sample surface [232]. In X-PEEM, the local image bright-
ness corresponds to the number of photoelectrons emitted within a certain kinetic energy range.
Thus the local presence and intensity of certain adsorbate-induced XPS spectrum components
gives rise to the image contrast if a suitable kinetic energy window is chosen. Similarly, in SPEM,
the local presence of such spectral components is represented in the signal of some of the energy
channels of the multi-channel detector for the corresponding image pixels.

Following from the Langmuir-Hinshelwood kinetics of catalytic H2 oxidation on Rh (sec-
tion 1.6), the surface adsorbate coverage will, in turn, determine the state of catalytic activity: A
surface covered primarily by adsorbed oxygen will be in the catalytically inactive state due to the
impeded hydrogen adsorption, while a nearly adsorbate-free or hydrogen covered surface will
be in the catalytically active state. Therefore, the detector signal of all of the above-mentioned
techniques can directly be linked to the state of catalytic activity via the adsorbate coverage. As
this relationship holds true for each of the individual pixels in a microscopy image, analysis of
images and video-sequences allows the determination of the local reaction kinetics from the local
detector signals.

LEEM:
diffraction properties

UV-PEEM:
work function

X-PEEM:
energy-filtered electron count

SPEM:
XPS spectrum components

adsorbate coverage

catalytic activity image brightness / local signal

related

re
la
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can also be related

reaction kinetics by imaging

Figure 2.8: The kinetics by imaging approach. The catalytic activity can directly be deducted
from a suitable microscopy detector signal (e.g., image brightness or spectrum com-
ponent intensity) as both result from the specific adsorbate coverages of the catalyst
surface.

This local reaction kinetics by imaging approach (Fig. 2.8), developed by Suchorski and Rup-
prechter [233, 234], has successfully been applied to in situ study several surface reactions on
various platinum group metals, e.g., CO oxidation on Pd and Pt surfaces [86, 235] or CO [87]
and H2 oxidation on Rh [236]. For catalytic H2 oxidation, recently a number of spatio-temporal
phenomena was detected using this approach: Multifrequential oscillations in µm- [108] and nm-
sized [109] systems, frequency transformation by grain boundaries [114] and atomic rows [109],
coexisting multi-states (chapter 3) and nm-scale reaction pacemakers [110]. The approach also
appears promising for studying individual catalyst particles in supported catalyst powder samples
(see chapter 6). In summary, the kinetics by imaging approach provides access to local kinetic
data by using the detector signal in microscopic techniques for determining the local surface
coverages and thus local catalytic activity. While the resulting data is lacking quantitative infor-
mation (e.g., turnover frequencies), the combination with techniques providing such information
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(e.g., scanning MS) appears to be promising, and important quantitative information (e.g., ki-
netic transition points, see section 1.7) can be determined by applying the kinetics by imaging
approach.

2.7 The surface structure library concept
In heterogeneous catalysis, the rate of the catalytic reaction rate depends on various parameters.
This, on one hand, includes external parameters (e.g., temperature or reactant pressures) and, on
the other hand, properties of the catalyst itself. Of course, the choice of the catalyst material plays
a decisive role, while often also size of the catalytically active particle or the atomic structure of
the catalyst is of great importance. For example, the low-Miller-index densely packed surfaces are
often less active than high-Miller-index surfaces (i.e., surfaces having step edges and kinks and
thus low-coordinated surface atoms) of the same material. This structure-dependence has been
demonstrated for many heterogeneous catalytic reactions in various surface science studies [237–
239].

In order to assess such structure dependence of the catalytic properties, experiments at iden-
tical conditions have to be performed for a set of differently structured catalyst surfaces. Typ-
ically, surface science experiments are performed on structurally well-defined catalyst surfaces
and often on homogeneous single crystal surfaces. Usually, several such samples are measured
in sequence for this purpose, inherently making it difficult to achieve the necessary identicalness
of the external parameters. If instead a structurally heterogeneous sample, with different areas
of well-defined known surface structures, is composed and used in combination with a spatially
resolving technique, these problems are overcome, as each part of the sample is at inherently
identical conditions and the microscopy technique still allows monitoring each of the individual
areas of the sample, often even simultaneously.

Such a sample then acts as a kind of “surface structure library” [240]. Various kinds of such
surface structure libraries exist: Already in 1992 a cylindrical Pt crystal was used to investigate
the structure sensitivity of CO oxidation on Pt [241] as such a cylindrical sample has a systematic
arrangement of surface structures and varying step and kink densities ordered along the line of
curvature. Combining two samples cut from a Ag(111) single crystal along two different axes al-
lowed studying the effects of step edges, different step edge structures and kinks on the electronic
properties of different Ag surfaces [242]. In order to cover a wider range of surface structures,
dome-shaped crystal samples can be prepared by cutting along two orthogonal axes of the same
single crystal. Using a set of six dome-shaped crystals, prepared to represent a complete surface
structure library (i.e., including all possible surface orientations), the oxidation of different Cu
surfaces was systematically studied [243, 244]. All these surface structure libraries nonetheless
often require studying a number of several samples to cover the entire range of possible surface
structures. By fabricating a hemispherical tip-shaped curved crystal specimen with a radius of
curvature in the nm- to µm-range, all possible surface structures are present in a single sam-
ple. This approach was, e.g., used to study the oscillating catalytic H2 oxidation Rh and allowed
discovering structure-dependent oscillation behavior [109] or regions of well-defined surface
structure acting as pacemakers for the oscillations [110].
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Another approach for combining several surface structures in a single sample is the use of poly-
crystalline foils as surface structure libraries. In contrast to cut single crystals or hemispherical
apexes of tip-shaped specimens, the surface structures present in polycrystalline foil samples are
not systematically arranged but rather randomly distributed among all possible surface structures.
A polycrystalline foil is, however, typically flat and thus readily accessible by all surface science
techniques, while curved samples often pose experimental problems, especially in combination
with microscopic techniques. Using such polycrystalline foils, with the atomic structure of the
individual domains beforehand characterized by EBSD (section 2.5), for example the structure-
sensitivity of the oscillating H2 oxidation reaction on Rh [108, 114], the kinetic transition points
in CO oxidation [87], the simultaneous presence of different states of catalytic activity in H2 oxi-
dation on Rh (see chapter 3) or the anisotropy of Rh surface oxide formation (see chapter 5) have
been probed.

The concept can then also be extended towards more realistic systems, e.g., differently sized
catalytically active particles on different support materials, which can then simultaneously be
studied. A sample can, e.g., be composed from different support materials (e.g., different metal
or oxidized metal foils) and the powdered catalytically active metal, having a certain particle
size distribution, can be deposited onto this combined sample, turning it into a particle size and
support materials library. Using such a sample, particle size and interface effects can be studied
(see chapter 6) and the importance of metal/oxide interfaces for the catalytic properties has been
demonstrated for ZrO2-supported Pd agglomerates in CO oxidation [245] or ZrO2-supported Rh
agglomerates in H2 oxidation [246].

In summary, the surface structure library concept allows eliminating one of the crucial prob-
lems of the traditional sequential-analysis approach for studying effects of the catalyst structure,
size or support material on its properties. By combining several known surface structures, par-
ticle sizes or support materials into a single sample, all parts of the sample can be studied at
inherently identical conditions, enabling direct comparison of the results. The power of this ap-
proach has been demonstrated for a wide range of catalysts and catalytic reactions and was widely
employed in the present work.

2.8 Correlative microscopy
As detailed in sections 2.1 to 2.5, discussing the experimental techniques used in the present
work, each of these yields different kinds of information. In order to fully understand the ob-
served phenomena, often using a single experimental technique is not enough and a combination
of several techniques is necessary. If the same phenomena on the same areas of the same samples
are studied under identical conditions, ideally in the same experimental setup and even simulta-
neously, the results can directly be compared and correlated, giving the full picture of the studied
processes.

While using several, e.g., spectroscopic, diffractive or imaging techniques on the same or iden-
tically prepared samples and combining their information is common practice in catalysis [247–
249], using several microscopic techniques in a correlative way originally stems from biology.
Already in the 1970ies the first efforts were made to study the same cell/tissue structures by cor-
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relative light and electron microscopy (CLEM) in a correlative microscopy approach [250, 251].
In the meantime, CLEM was developed into a broad range of methods, where various types of
light and electron microscopies are combined and used on the same sample [252]. Also other
imaging techniques, such as atomic force microscopy (AFM), x-ray tomography and scanning
electron microscopy (SEM) have successfully been used for correlative microscopy [253, 254]

In the last decades, correlative microscopy has also been applied in materials research, where
correlative information from microscopic volumes of the studied material can be obtained by
using, e.g., transmission electron microscopy (TEM) and atom probe tomography (APT) [255]
or Raman microscopy and SEM [256, 257]. The approach has also made huge impact in cataly-
sis [258], where, e.g., APT and scanning transmission x-ray microscopy (STXM) were combined
to study elemental distributions in industrial zeolite catalysts [259], APT and SPEM were com-
bined to study oxygen evolution reaction catalysts for use in fuel cells [260] or optical microscopy
was combined with confocal and x-ray fluorescence microscopy to study aging of catalysts for
fluid catalytic cracking [261].

One of the most crucial points to consider when performing correlative microscopy studies in
different experimental setups is the possible changes in the sample induced by transferring the
sample through air between the experiments. Therefore, rigorous and tested cleaning procedures
are necessary. Also, protective coatings have been developed to assure identical conditions before
and after the sample transfer [260]. Such problems can also be overcome by performing the
experiments using different microscopies within the same experimental setup. In the ideal case,
the different microscopies are even applied simultaneously, as then perfect comparability of the
obtained results is inherent to the experiment. Due to the involved complexity, reports from
this supreme discipline of correlative microscopy, are, however, scarce. For example, TEM and
single-molecule fluorescence (SMF) were combined to study catalysts for fluid catalytic cracking
simultaneously in a single experimental setup [262].

Catalytic reactions on Rh, e.g., H2 oxidation or NO reduction, have previously been studied
by correlative microscopy using LEEM and UV-PEEM [263], LEEM and X-PEEM [264] or
PEEM and SPEM [265], in all cases using alkali metals as promoters, as well as by PEEM and
metastable impact electron emission microscopy (MIEEM) [266] or field electron microscopy
(FEM) and field ion microscopy (FIM) [109]. In the present work, combinations of UV-PEEM,
X-PEEM and LEEM (see chapter 4) or UV-PEEM and SPEM (see chapter 6) were used to image
several aspects of catalytic H2 oxidation on Rh in a correlative way.
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Coexisting multi-states in catalytic

hydrogen oxidation on rhodium

Catalytic hydrogen oxidation on rhodium may exhibit kinetic oscillations even at constant exter-
nal parameters, as detailed in section 1.8. These oscillations were first observed on Rh nanotips
under the influence of strong electric fields [107], on bimetallic Rh/Ni catalysts [104, 105] and
just recently on individual domains of a polycrystalline Rh foil [108, 114] and Rh nanotips under
field-free conditions [109, 110]. Most of these studies were however lacking direct chemical in-
formation during the ongoing oscillations and thus direct experimental evidence for the feedback
mechanism of the oscillations. Therefore, studies of the catalytic hydrogen oxidation on a poly-
crystalline foil used as a surface structure library (section 2.7) were performed using scanning
photoelectron microscopy (SPEM, section 2.2) in the 10-6 mbar pressure range, yielding spatially
resolved chemical information. Besides giving spectroscopic indications for the formation and
depletion of subsurface oxygen acting as feedback mechanism for the oscillations, a previously
unknown coexistence of all different states of catalytic activity at the same external parameters
was observed in the experiments. Simultaneously, some domains of the polycrystalline foil were
constantly in the catalytically active state, while others exhibited kinetic oscillations, exposing
different oscillation frequencies, and some even remained in the catalytically inactive state. This
highly unusual behavior could be explained on the basis of peculiarities of the formation and de-
pletion of subsurface oxygen in relation to the atomic structure of the respective surfaces, which
was previously determined by electron backscatter diffraction (EBSD, section 2.5), and demon-
strated the general possibility of multi-states in a catalytic reaction. The experimental findings
could be supported by micro-kinetic model simulations.

The results of these studies were published in Nature Communications as given below. For this
work, I performed the SPEM experiments in collaboration with J. Zeininger, M. Raab, M. Am-
ati, L. Gregoratti and G. Rupprechter, analyzed the SPEM data and prepared the manuscript in
collaboration with J. Zeininger, M. Raab, Y. Suchorski and G. Rupprechter.
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The following pages give an unmodified reproduction of the manuscript “Coexisting multi-
states in catalytic hydrogen oxidation on rhodium” by P. Winkler, J. Zeininger, M. Raab, Y. Su-
chorski, A. Steiger-Thirsfeld, M. Stöger-Pollach, M. Amati, L. Gregoratti, H. Grönbeck and
G. Rupprechter, published in 2021 in Nature Communications, vol. 12, article no. 6517, and its
supplementary material. The article and supplementary material are licensed under a Creative
Commons Attribution 4.0 International License, available at http://creativecommons.
org/licenses/by/4.0/.
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Catalytic hydrogen oxidation on a polycrystalline rhodium foil used as a surface structure

library is studied by scanning photoelectron microscopy (SPEM) in the 10−6 mbar pressure

range, yielding spatially resolved X-ray photoemission spectroscopy (XPS) measurements.

Here we report an observation of a previously unknown coexistence of four different states

on adjacent differently oriented domains of the same Rh sample at the exactly same con-

ditions. A catalytically active steady state, a catalytically inactive steady state and multi-

frequential oscillating states are simultaneously observed. Our results thus demonstrate the

general possibility of multi-states in a catalytic reaction. This highly unusual behaviour is

explained on the basis of peculiarities of the formation and depletion of subsurface oxygen on

differently structured Rh surfaces. The experimental findings are supported by mean-field

micro-kinetic modelling. The present observations raise the interdisciplinary question of how

self-organising dynamic processes in a heterogeneous system are influenced by the per-

meability of the borders confining the adjacent regions.
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Spatiotemporal self-organisation may lead to spontaneous
formation of patterns in many biological, chemical and
physical systems far from equilibrium1. Such patterns have

been observed for heart2 and brain tissues3, liquid crystals4,
semiconductors5 and even for the geographical spread of
pandemics6 or malware propagation7. In chemistry, apart from
the well-known Belousov–Zhabotinsky reaction8, a wide range of
spatiotemporal dynamics has been observed in catalytic surface
reactions, such as H2 and CO oxidation9. Steady-state patterns,
travelling waves, moving pulses and oscillating patterns have been
detected using surface microscopies, and modelled
theoretically9–12. Usually, just one type of spatiotemporal beha-
viour is observed at a time, whereas a coexistence of both steady
states and oscillations or travelling waves on the very same
sample was not yet observed. However, using a polycrystalline Rh
foil consisting of hundreds of μm-sized Rh(hkl) domains, mul-
tifrequential oscillations in catalytic H2 oxidation were pre-
viously detected: the reaction oscillated simultaneously on
crystallographically different surface domains exhibiting different
frequencies related to the domain structures13. On the nanoscale,
this phenomenon was also visualised on a Rh curved crystal with
the curvature in the range of 10−3 nm−1, allowing detection
of the reconstruction-driven transition from synchronised to
multifrequential oscillations along with entrainment, frequency-
locking and collapse of spatial coupling14.

Using polycrystalline samples and curved crystals allowed
establishing the surface structure library concept: surface pro-
cesses are simultaneously monitored on crystallographically dif-
ferent μm-sized domains or nanofacets of the same sample15.
This automatically allows identical reaction conditions for all
crystallographic orientations, a condition which is hard to
fulfil in a conventional “one sample after another” type of
measurement16–18.

The advantages of surface structure libraries can be exploited
only when spatially-resolving methods based on parallel imaging,
such as photoemission electron microscopy (PEEM) or field
emission/field ion microscopies (FEM/FIM), are applied19,20. A
limitation with these techniques is that only the local intensity of
the recorded image is analysed, whereas chemical sensitivity is
lacking. This prevents a straightforward investigation of the
atomistic mechanism of the observed effects. In contrast, SPEM,
applied in the present work, can—besides imaging the sample
surface with sub-micrometre resolution—chemically resolve the
surface distribution of individual species via locally resolved XPS
(see further details in the Methods section). The use of a tech-
nique with chemical information is essential when studying cat-
alytic oxidation reactions on Rh, because the formation of
subsurface oxygen and surface oxides may strongly obscure the
reaction kinetics21.

The experimental approach is illustrated in Fig. 1: the crys-
tallography of each Rh(hkl) domain of the polycrystalline surface
was characterised by electron backscatter diffraction (EBSD;
Fig. 1a, see further details in the SI). The ongoing catalytic H2

oxidation reaction was visualised in situ by SPEM (Fig. 1b),
providing chemical maps, spatial profiles and time series of dif-
ferent spectral components.

In the present work, catalytic hydrogen oxidation is studied by
SPEM in the 10−6 mbar pressure range on a polycrystalline
rhodium foil acting as a surface structure library. Due to the
combination of chemical imaging and spatially resolved XPS
measurements provided by SPEM, a coexistence of a catalytically
active steady state, a catalytically inactive steady state and of
multifrequential oscillating states on adjacent domains of the
same Rh sample is observed for the first time. This unique
behaviour is explained on the basis of the distinguishing beha-
viour of differently structured Rh surfaces with respect to the

mechanism of the kinetic oscillations. The present findings sup-
port the formation and depletion of subsurface oxygen as a
feedback mechanism for the observed kinetic oscillations. The
experimental data are complemented by mean-field micro-kinetic
modelling.

Results and discussion
Spectromicroscopy of kinetic oscillations. The experiments, in
which the SPEM chamber was operated as a flow reactor in the
10−6 mbar pressure range, were performed at the “ESCA
Microscopy” beamline of the Elettra synchrotron facility22.

Figure 2a shows as an example the Rh 3d5/2 SPEM chemical
map formed on the Rh(17 10 2) domain (cf. region 1 in the EBSD
map in Fig. 1a) during oscillations at T= 453 K, pO2= 1.1 × 10−6

mbar and pH2= 1.2 × 10−6 mbar. The energy windows (blue and
red shaded areas in Fig. 2b) for constructing the map were chosen
to reflect different rhodium-oxygen-binding environments. Using
reference spectra, these can be related to the state of catalytic
activity, as detailed below: the red colour in Fig. 2a corresponds to
a catalytically inactive state, while blue corresponds to a
catalytically active state. Examples of Rh 3d5/2 spectra of both
active and inactive surface regions marked in Fig. 2a are given in
Fig. 2b, c, respectively.

Deconvolution of the spectra reveals three essential compo-
nents: Rhb, related to bulk rhodium, and RhO2/3 and RhO1/4 which
are related to Rh bound to oxygen. In the notation RhOi/j, i and j

Fig. 1 Experimental approach. a EBSD: the backscattered electrons of a
focused electron beam form Kikuchi lines on a phosphorous screen,
enabling determination of the crystallographic orientation of each µm-sized
Rh domain; the square regions marked in the EBSD map correspond to
those shown in Fig. 2a (region 1) and Fig. 3a (regions 2 and 3); b SPEM: the
Rh surface is in situ raster-scanned by a sub-µm-sized X-ray spot during H2

oxidation, with the emitted photoelectrons providing local XPS spectra. The
local adsorbate coverage obtained from the XPS data is displayed as a
chemical map. Real-time monitoring reveals both temporal and spatial
periodicity of individual spectral components.
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refer to the number of O atoms each Rh surface atom is bound to
and the number of Rh surface atoms each O atom is bound to,
respectively. The deconvolution procedure and notation are based
on previous studies, reporting the Rh 3d5/2 spectral components
characteristic for adsorption of oxygen on different Rh single
crystal surfaces23–26.

The corresponding O 1 s spectra are shown in Fig. 2d, e, where
Oa and Ob correspond to differently adsorbed oxygen species,
while Oh belongs to the reaction intermediate OH27,28. In
addition to varying amounts of different oxygen species, the total
amount of oxygen (reflected in the total peak area) changes
significantly between the two states.

Figure 2f illustrates, using colour-coded photoemission signal
intensity, the oscillatory behaviour: the spectral line profile along
the line A-A′ marked in Fig. 2a exhibits a sinus-like shape, with
the white lines serving as a guide for the eye. Two vertical slices
show examples of spectra characterising the catalytically active
and inactive states. The switching between catalytically active and

inactive states occurs via kinetic transitions, which resemble
equilibrium phase transitions, due to the crucial role of
cooperative phenomena29,30, but take place in a non-
equilibrium thermodynamical situation1,31. Kinetic transitions
in catalytic H2 oxidation on Rh were discussed in our previous
work32.

Coexisting multistates. The use of a Rh surface structure library
allows us to simultaneously visualise the ongoing reaction in situ
on Rh(hkl) domains with different atomic surface structures. This
is demonstrated in Fig. 3a with Rh 3d5/2 chemical maps con-
structed in the same way as in Fig. 2a, showing regions 2 and 3
from the EBSD map in Fig. 1a. The maps illustrate a unique
situation, where different domains of the same sample (and thus
at the exactly same p/T conditions) show oscillating patterns on

Fig. 2 Oscillating pattern in H2 oxidation on Rh (T= 453 K,
pO2= 1.1 × 10−6 mbar, pH2= 1.2 × 10−6 mbar). a Rh 3d5/2 SPEM map of
region 1 in Fig. 1a showing the distribution of 2/3 (red) and 1/4 (blue)
oxygen-bound Rh states on the Rh(17 10 2) domain; b Rh 3d5/2 XPS
spectrum corresponding to the catalytically active state. Rhb: bulk Rh; RhO2/

3 and RhO1/4 correspond to Rh bound to oxygen; further details are given in
the text. Squares: measured values; black solid line: sum of the
deconvoluted components. The energy windows for constructing the SPEM
map are shaded red and blue; c the same as in (b) but for the catalytically
inactive state; d O 1 s XPS spectrum corresponding to the catalytically
active state. Oa and Ob are associated with adsorbed atomic oxygen
species, while Oh corresponds to the OH reaction intermediate. Squares:
measured values; black solid line: sum of the deconvoluted components;
e the same as in (d) but for the catalytically inactive state; f XPS spectral
line profile along the line A-A′ marked in (a), with the colour code shown at
the right edge. Vertical slices show exemplary spectra for the catalytically
inactive and active states. The oscillating white lines serve as a guide for
the eye.

Fig. 3 Coexisting multistates in catalytic H2 oxidation on Rh. a Rh 3d5/2
SPEM map of 2/3 (red) and 1/4 (blue) oxygen-bound Rh states of regions
2 and 3 in Fig. 1a during H2 oxidation at T = 453 K, pO2 = 1.1 × 10−6 mbar,
pH2 = 1.2 × 10−6 mbar; b reference Rh 3d5/2 XPS spectra for the catalytically
active and inactive steady states on Rh(13 9 1) at T = 453 K,
pO2 = 1.1 × 10−6 mbar, pH2 = 1.6 × 10−6 and 0.9 × 10−6 mbar, respectively.
The XPS signal intensity in the energy window 306–307.25 eV is colour-
coded; c atomic ball model of the Rh(18 1 1) surface and colour-coded
spectral time series in the multi-state regime. The colour-coded active
steady state reference spectrum from (b) is shown on the right hand side;
d the same as in (c) but for the Rh(11 11 7) surface, with a reference
spectrum of the inactive steady state on the left-hand side; e the same as in
(c) but for the Rh(15 8 2) surface, with two reference spectra on both sides;
f the same as in (e) but for Rh(13 9 1).
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Rh(15 8 2) and Rh(13 9 1), while the Rh(18 1 1) and Rh(11 11 7)
domains appear to be entirely in the catalytically inactive and
active steady states, respectively. Supplementary Video 1, created
from consecutively obtained Rh 3d5/2 chemical maps of the Rh(13
9 1) domain, exemplarily shows the oscillating spatiotemporal
patterns described above. Further details about the video are
given in the SI.

In order to assign the local XPS spectra of a particular domain
to a specific state of catalytic activity, reference spectra for the
catalytically inactive (at identical T= 453 K, pO2= 1.1 × 10−6

mbar and pH2= 0.9 × 10−6 mbar) and catalytically active steady
states (at the same T and pO2 and pH2= 1.6 × 10−6 mbar) were
acquired for each of the studied domains. Reference Rh 3d5/2

spectra for Rh(13 9 1) are exemplarily shown in Fig. 3b with
additionally colour-coded XPS signal intensity in the energy
window from 306–307.25 eV.

Due to the temporal and spatial periodicity of the oscillation
process, time series data can be used in addition to chemically
resolved images to probe the oscillating spectral components.
Representative spectral time series for the four Rh(hkl) domains
mentioned above are shown in Fig. 3c–f using the same colour
code for the XPS signal intensity as in Fig. 3b. For reference,
spectra of the catalytically inactive and active steady states on the
respective Rh(hkl) domain are shown on the sides of the spectral
time series. The comparison of Fig. 3c, d again demonstrates that
simultaneously some domains remain in the catalytically inactive
(e.g. Rh(18 1 1)) or catalytically active (e.g. Rh(11 11 7)) steady
states, while others oscillate with differing frequencies (e.g. Rh(15
8 2), f= 0.8 mHz; Rh(13 9 1), f= 2.4 mHz). To our knowledge,
this behaviour, i.e. the simultaneous presence of oscillations and
both steady states on the same sample at the exactly same external
parameters, has not yet been observed for a catalytic surface
reaction.

The multiplicity of states observed herein is, however, not a
transient state that occurs only temporarily during a kinetic
transition, but results from stationary patterns formed under
reaction conditions as non-equilibrium (dissipative)
structures33,34. Since the extension of patterns formed by
adsorbates is confined by domain boundaries, such patterns can
be treated solely as Turing-like and not as true Turing-structures
possessing intrinsic dimensions35,36. In addition, the domain
boundaries play the role of coherence terminators, disturbing the
spatial coupling via hydrogen diffusion which provides the
coherence of oscillations within individual domains. This leads to
abrupt changes of the oscillation frequencies from one domain to
another (frequency transforming) as previously observed13,37 or
even to a full collapse of the entrainment of the oscillations and
their termination as, e.g. in the case of the boundary between
Rh(18 1 1) and Rh(13 9 1) visible in Fig. 3a.

This unique behaviour demonstrates the role of the catalyst
surface structure in H2 oxidation, as illustrated by atomic ball
models in Fig. 3c–f: Rh(18 1 1) and Rh(11 11 7), i.e. both domains
in the steady state, exhibit step edges of a low-Miller-index type
([111] and [110]), whereas for both oscillating domains, i.e. Rh(15
8 2) and Rh(13 9 1), the step edges include kink sites. Although
the presence of certain “atomic roughness” has been previously
identified as a prerequisite for the occurrence of oscillations in H2

oxidation (oscillations do not occur on a smooth Rh(111)
surface37), the present study reveals how the atomic structure of
the step edges influences the behaviour of particular Rh(hkl)
domains.

Insights into the feedback mechanism. The presence of coex-
isting multistates can be rationalised by considering the feedback

mechanism governing the oscillations (Fig. 4). The top row in
Fig. 4 shows ball models of the four stages of the oscillating cycle,
while the middle and bottom rows display corresponding Rh 3d5/2
and O 1s XPS spectra acquired during a single cycle of the
oscillations on Rh(15 8 2). As the particular atomic structure of
Rh(15 8 2) exhibits occupancies of oxygen binding sites differ-
ing from those of the other studied surfaces, a fourth component
containing RhO1/3 and RhO2/4, i.e. corresponding to another type
of oxygen-bound Rh, was included in the Rh 3d5/2 spectra24. The
pie diagrams show the respective peak area contributions.

The Langmuir–Hinshelwood kinetics of catalytic H2 oxidation
on Rh, including its oscillating mode, is primarily governed by the
adsorption properties of the reactants oxygen and hydrogen38.
The oscillation cycle starts from the catalytically inactive state (I),
characterised by oxygen occupying primarily the energetically
favoured threefold-hollow sites26. The higher binding energy of
oxygen compared to hydrogen39 and preferential oxygen
adsorption at the step edges40 hinder the dissociative adsorption
of hydrogen on the step edges41, and thus catalytic activity. Due
to the resulting dense oxygen coverage, oxygen atoms start to
penetrate the Rh surface (stage II of the cycle). The process
probably starts at a kink or edge sites which exhibit a larger
structural flexibility42. While this can be considered the first step
towards Rh surface oxidation, the resulting subsurface species
should not be considered an ordered surface oxide, which is
characterised by a far-ranging O-Rh-O trilayer structure and
different XPS spectral signatures18. Following this incorporation
of oxygen into the surface and the still dense oxygen coverage,
some Rh atoms get slightly dislocated, increasing the local surface
“roughness”41 and changing the binding geometry of adsorbed
oxygen43. The changes in the binding geometry result in altered
Rh 3d5/2 spectra, while the total amount of oxygen remains
unchanged.

The increased surface “roughness” and the freed threefold-
hollow sites create favourable conditions for the dissociative
adsorption of hydrogen. Once enough hydrogen is available at the
surface, a switch to the catalytically active state (III) takes place,
where both hydrogen and oxygen adsorb dissociatively, and
hydrogen can diffuse along the step edges and form water via an
OH intermediate. This is reflected in a lower amount of oxygen-
bound Rh and the corresponding diminished total peak area in
the O 1s spectra. Eventually, also oxygen from subsurface sites
will diffuse to surface sites and react. As a result, the rest of the
adsorbed oxygen will switch back to the energetically more
favourable adsorption sites and oxygen will once again be
preferred at the step edges, resulting in a lack of hydrogen supply
and the surface switching back to the catalytically inactive state.
During the last stage (IV), oxygen at the surface is replenished
and the cycle starts again.

Using this description, the peculiarities of the Rh(18 1 1) and
Rh(11 11 7) surfaces can also be explained: as already mentioned,
the Rh(18 1 1) surface has a relatively low amount of step edges
([111]-type). Due to the kinetic limitations for oxygen penetra-
tion into the subsurface40, the amount of subsurface oxygen is not
sufficient to create surface conditions for dissociative hydrogen
adsorption. This domain thus remains in an inactive state. On the
contrary, the Rh(11 11 7) surface exhibits plenty of step edges of
[110] type, which owing to their structure allow for dissociative
hydrogen adsorption at the present conditions. As a result, the
Rh(11 11 7) surface maintains its catalytically active state.

While previous studies have provided a few hints about the
feedback mechanism based on the formation/depletion of
subsurface oxygen13,37, the present observations by chemically
sensitive SPEM yield the first spectroscopic confirmation of the
validity of the subsurface oxygen model.
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Micro-kinetic modelling. To provide a rationale for the observed
phenomena, micro-kinetic model simulations based on the
Langmuir–Hinshelwood mechanism of H2 oxidation on Rh were
carried out. The present model version is a field-free-case adap-
tation of a model originally developed by McEwen et al. to
simulate field-induced oscillations44,45. The adapted model has
already been applied in our previous studies of H2 oxidation on
Rh13,37. In order to account for the role of the step edges in the
formation and depletion of subsurface oxygen, the present ver-
sion was additionally modified to include two different types of
sites, namely terrace and step edge sites. The terrace sites are
characterised by a higher barrier for the formation and reduction
of subsurface oxygen species than the step edge sites. We use the
step density resulting from the crystallographic orientation to
model the relation of amounts of the two types of sites. Further
details on the micro-kinetic model and the used parameters are
given in the SI.

Figure 5a schematically depicts the reaction steps considered in
the present model, where the letter T refers to terrace sites and the
index S to step edge sites: the dissociative adsorption (T1/S1) and
associative desorption (T2/S2) of oxygen and hydrogen (T3/S3
and T4/S4), formation (T5/S5) and depletion (T6/S6) of subsur-
face oxygen species and catalytic water formation (via an OHad

intermediate) and desorption (R7). In contrast to hydrogen,
dissociative adsorption of oxygen takes place via a molecular
precursor state (T1/S1).

Figure 5b presents the oxygen coverages and reaction rates
(turnover frequency; TOF) calculated for the experimental
conditions of Fig. 3 for four differently structured Rh(hkl)

surfaces, as modelled by terrace and step sites with the
corresponding step density. The top left panel shows the results
for a surface having [100]-type terraces and 13% non-kinked
[111]-type step edges (i.e. similar to the Rh(18 1 1) surface), the
top right panel for [111]-type terraces and 39% non-kinked [110]-
type step edges (i.e. the Rh(11 11 7) surface), the bottom left panel
for [100]-type terraces and 23% highly kinked [110]-type step
edges (i.e. the Rh(15 8 2) surface) and the bottom right panel for
[110]-type terraces and 50% highly kinked [100]-type step
edges (i.e. the Rh(13 9 1) surface). The results of the calculations
simulate the experimental behaviour well: the realistic variations
of the step density and different basic terrace (i.e. [100]-, [110]-
and [111]-structured) and step edge types (i.e. kinked and non-
kinked) is sufficient to generate multistates simultaneously present
on the differently structured adjacent domains of polycrystalline
Rh at identical external parameters.

In summary, the presented study provides an unambiguous
demonstration of how the surface structure may influence the
local catalytic performance of small surface areas on the very
same sample. At certain reaction conditions, adjacent crystal-
lographically different regions of a catalyst are able to coexist in
multiple states of catalytic activity. In the present case of catalytic
hydrogen oxidation on rhodium, all possible states, i.e. high
activity, low activity and multifrequential self-sustained oscilla-
tions, were observed simultaneously for μm-sized differently
oriented Rh(hkl) domains of a polycrystalline Rh foil. The
structure-related peculiarities of the formation and depletion of
subsurface oxygen were identified as the key factor for such
unusual behaviour. Depending on the specific configuration of

Fig. 4 Oscillating components in catalytic H2 oxidation on Rh. Upper row: schematic ball models of the four stages of the oscillation cycle, Osub indicates
subsurface oxygen species; middle row: deconvoluted Rh 3d5/2 XPS spectra obtained during one cycle of oscillations on Rh(15 8 2). The Rhb component
relates to bulk Rh, while the RhO2/3, RhO1/3/RhO2/4 and RhO1/4 components correspond to differently oxygen-bound Rh states; further details are given in
the text. Squares: measured values; black solid line: sum of the deconvoluted components. The corresponding peak area contributions are given in the pie
diagrams; bottom row: deconvoluted O 1s XPS spectra obtained during one cycle of oscillations. Oa and Ob components are associated with adsorbed
atomic oxygen species, while Oh corresponds to the OH reaction intermediate. Squares: measured values; black solid line: sum of the deconvoluted
components. The dashed grey lines in steps II–IV indicate the measured data from step I as a reference. The corresponding peak area contributions are
given in the pie diagrams.
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terraces and step edges, the rate of formation of subsurface
oxygen can either hinder the dissociative adsorption of hydrogen
(i.e. the surface is in the catalytically inactive state) on some
surfaces or, on other surfaces, promote the hydrogen adsorption
(i.e. yielding the catalytically active state). In the range of
“intermediate” formation rates of subsurface oxygen, self-
sustaining oscillations occur at the same conditions. The present
observations support the formation and depletion of subsurface
oxygen as a feedback mechanism, which governs the frequency of
the oscillations. Mean-field micro-kinetic calculations within a
model distinguishing between terrace and step edge surface sites,
which differ in their adsorption properties and activation energies
for the formation of subsurface oxygen, corroborate the
experimental observations.

The observed multistates are made possible because the grain
boundaries confining the individual domains are permeable for
the propagation of reaction fronts, but still effectively attenuate
the spatial coupling. Attenuation of coupling impedes the
transfer of a particular state that prevails on one domain to the
adjacent regions, i.e. it prevents entrainment effects. Such
entrainment was e.g. observed on a curved crystal, where the
crystal edges separating different facets are more permeable for
reaction fronts than grain boundaries on a polycrystalline
sample14. Stimulated by the present observations, the inter-
disciplinary question arises of how the characteristics of borders
between adjacent regions, exhibiting different spatiotemporal
behaviour, can influence the self-organising dynamic processes
in a heterogeneous system.

Methods
Preparation and characterisation of the Rh sample. A polished Rh foil
(10 × 12 mm², 0.2 mm thickness, 99.99% purity, MaTecK) was used as a poly-
crystalline Rh sample. The sample was cleaned in UHV by repeated cycles of Ar+

ion sputtering at 1 keV at 300 K, annealing to 1073–1173 K and consecutive che-
mical treatment in oxygen (pO2= 5 × 10−7 mbar at 773 K) and hydrogen (pH2=
5 × 10−6 mbar at 773 K). The cleanliness of the sample was verified before each
experiment and post-experimental analysis routinely performed after SPEM
experiments did not indicate any changes in the surface composition.

The foil temperature was measured by a Type K thermocouple spot-welded to
its front and regulated by a PID controller within a window of typically 0.25 K. The
gas-phase composition was monitored by a mass spectrometer and the reactant
partial pressures were constant within measurement accuracy. Previous work has
demonstrated the absence of measurable temperature and pressure gradients at the
present conditions46,47.

Characterisation of the sample crystallography was performed by electron
backscatter diffraction (EBSD), providing the crystallographic orientation of each
μm-sized domain by scanning the sample surface with a focused electron beam and
recording the diffraction patterns generated by the backscattered electrons. EBSD
measurements were performed in a field emission scanning electron microscope
(FEI Quanta 200 F) using standard EBSD conditions and evaluation procedures48,
more details are given in the SI.

Spectromicroscopy of kinetic oscillations. The experiments on the kinetic
oscillations of catalytic hydrogen oxidation on Rh were performed with the
scanning photoemission microscope (SPEM) hosted at the “ESCA Microscopy”
beamline of the Elettra synchrotron facility, which has been described in detail
elsewhere22. The end station consists of three UHV sub-chambers: the sample is
introduced to the system via a fast-entry load lock attached to the first chamber.
Using magnetic transfer arms and wobble sticks, the sample can be transferred in
UHV to a preparation chamber, which is equipped with facilities for Ar+ ion
sputtering, annealing, high purity gas supply (H2: 99.999%, O2: 99.999%) and
Auger Electron Spectroscopy (AES) for checking sample composition and clean-
liness. Afterwards, the sample is transferred in UHV to the SPEM chamber. A zone
plate optical system provides a small focused photon probe (spot diameter
0.13 μm) used to illuminate the sample surface, while the analysed surface region is
selected by a piezo specimen positioning and scanning system. The emitted pho-
toelectrons are collected within an 8 eV kinetic energy window by a hemispherical
energy analyser equipped with a 48 channel detector.

The SPEM was operated in two modes: in the microspectroscopy mode, an XPS
spectrum from a microspot on the sample surface was collected, while in the
imaging mode, the sample surface was mapped by synchronised-scanning the
sample with respect to the photon probe. In the imaging mode, a 48 points XPS
spectrum covering the 8 eV kinetic energy window was recorded for each pixel in
the image, allowing determination of the spatial distribution of different chemical
species and removal of the topography contribution49, and thus creating chemical
maps, spatial profiles and time series. A single pixel in a typical SPEM image in the
present work takes about 0.05 s to obtain, i.e. the whole image takes below 5min,
while the high-resolution Rh 3d or O 1s spectra take less than 1 min. The overall
energy resolution is 0.3 eV50. Due to the setup geometry, electrons emitted at an
angle of 60° to the surface normal were registered. Spectra were taken at a photon
energy of 652.75 eV and the energy scales were calibrated against the energy of the
Au 4f7/2 peak with a binding energy of 84.0 eV. The absence of any drifts in photon
energy and photon flux was verified by obtaining Ta 4f spectra of the chemically
inert tantalum clips used for mounting the sample and by obtaining Au 4f spectra
of a separate gold foil sample at regular intervals between the experiments.

All spectra in the present work are representative examples of the described
states and were deconvoluted using a pseudo-Voigt line shape51 in combination
with a Shirley background52. The spectral components are based on literature data
(see above) and were refined by considering the whole ensemble of spectra,
including reference spectra of all clean, catalytically active and catalytically inactive
surfaces.

The micro-kinetic simulations. The micro-kinetic simulations were carried out
using a model based on the Langmuir–Hinshelwood mechanism of H2 oxidation
on Rh. The reaction network included the dissociative adsorption and associative
desorption of hydrogen, dissociative adsorption of oxygen via a precursor state and
associative desorption of oxygen, formation and depletion of subsurface oxygen
and catalytic water formation. In order to account for the role of the step edges in
the formation and depletion of subsurface oxygen, in the present model, a dis-
tinction was made between two different types of adsorption sites, namely terrace
and step edge sites. Details of the model and of the calculations as well as the used
calculation parameters are given in the SI.

Data availability
The data that support the findings of this study are available as zipped folders of
annotated HDF4 files and text files in a Zenodo repository under https://doi.org/10.5281/
zenodo.553578753.

Fig. 5 Micro-kinetic simulations of coexisting steady states and
oscillations in catalytic H2 oxidation on Rh(hkl) domains of different
atomic structure for T= 453 K, pO2= 1.1 × 10−6 mbar, pH2= 1.2 ×10−6

mbar. a Reaction steps of H2 oxidation on a stepped Rh surface included in
the micro-kinetic model and corresponding reaction equations, the
denominations T and S refer to terrace sites and step edge sites,
respectively. The index ad indicates adsorbed species, while the index sub
refers to subsurface species and * denotes an empty site; b calculated
results of the oxygen coverage (red solid line, left ordinate axis) and
reaction rate (TOF, blue dotted line, right ordinate axis) for four differently
structured Rh surfaces.
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Supplementary Note 1: Determining the crystallographic orientation of Rh(hkl) domains 

The determination of the crystallographic orientations of each of the surface domains is crucial 
when using a polycrystalline sample as a surface structure library [1], as done in the present 
work. Only then, surface processes such as adsorption, oxidation or ongoing catalytic reactions 
can be studied with respect to the local surface crystallography and surface structure effects can 
be uncovered. For samples in the meso-scale range, such as the polycrystalline Rh foil used in 
this work, electron backscatter diffraction (EBSD) is a suitable technique to determine the 
crystallographic orientations of each of the studied surface structures. 
Based on scanning electron microscopy, EBSD is a well-established crystallographic 
microstructural characterisation technique, which is commonly used to study crystalline or 
polycrystalline materials, e.g., in catalysis [2-4], electrochemistry [5-7] or metallurgy [8, 9] and 
surface oxidation [10]. In the EBSD experiments, a diffraction pattern is formed on a 
fluorescent screen by the backscattered electrons of an electron beam focused onto a particular 
sample spot, showing up as so-called Kikuchi lines. As the formed diffraction pattern 
corresponds to each of the diffracting crystal lattice planes [11, 12], the crystallographic 
orientation of the particular sample spot can be determined, usually by computer-based image 
transformation [13, 14]. The concept is routinely applied and has been developed into a standard 
technique in scanning electron microscopy. In the present study, the EBSD measurements were 
performed by a FEI Quanta 200F field emission scanning electron microscope using standard 
EBSD conditions and evaluation procedures [15]. A comparison of pre- and post-reaction 
EBSD characterisation showed that the surface structures of particular domains remain 
conserved even after extended periods of ongoing chemical reaction. 
The results of the EBSD characterisation are shown as a color-coded map in Supplementary 
Fig. 1a. The domains are numbered in the order of occurrence in the main text. In 
Supplementary Fig. 1b, the crystallographic orientations (Miller indices) of the domains are 
given, and their positions marked on the color-coded inverse pole figure of the cubic lattice 
(used for colouring the EBSD map in Supplementary Fig. 1a). A Rh 3d5/2 SPEM map of the 
same region as in Supplementary Fig. 1a is given in Supplementary Fig. 1c, where the contrast 
results from the sample topography and the differing total photoelectron yield of each of the 
Rh(hkl) domains. The magnification of all of the used imaging techniques was calibrated by 
comparing the respective maps with optical micrographs of the same polycrystalline Rh sample. 

 
Supplementary Figure 1. Determination of the crystallographic orientations of individual domains of 
the polycrystalline Rh foil. (a) EBSD color-coded map of the studied region; the individual studied 
Rh(hkl) domains are numbered; (b) Miller indices of the five Rh(hkl) domains studied in the present 
work and their location on the inverse pole figure; (c) Rh 3d5/2 SPEM map of the same region as in (a). 
The image contrast results from the local photoelectron yield.   
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Supplementary Note 2: Micro-kinetic model simulations 

The mean-field microkinetic model applied in our simulations is based on the Langmuir-
Hinshelwood mechanism, which is well established for H2 oxidation on Rh surfaces [16]. The 
observed kinetic oscillations in this reaction result from the periodic formation/depletion of 
subsurface oxygen, which influences the adsorption behaviour of both reactants, thus serving 
as feedback mechanism [4, 17]. 
The oscillatory water formation is described by seven reactions (Fig. 5: S1/T1 – R7). The 
formation of water takes place via an OHad intermediate, where the formation of the 
intermediate from Oad and Had is the rate-limiting step in comparison to the subsequent reaction 
with a second Had species. Alternative ways of water formation (e.g., by OH disproportionation) 
can be neglected at the present conditions [18]. We assume that water desorbs immediately after 
its formation at the considered reaction conditions (453 K), which is justified by the desorption 
temperature for water being about 300 K on Rh surfaces [19]. The coverages for oxygen (𝜃𝑂 ), 
subsurface oxygen (𝜃𝑆 ) and hydrogen (𝜃𝐻 ) are in the model described by the following kinetic 
equations: 

 d𝜃O d𝑡 = 21+𝐾𝜃∗  2 (𝑘aO𝐾𝑝O2 𝜃∗  2 − 𝑘dO𝜃O  2) − 𝑘ox 𝜃O (1 − 𝜃s ) + 𝑘red 𝜃s 𝜃∗ − 𝑘r 𝜃H 𝜃O  (S1) 

 d𝜃s d𝑡 = 𝑘ox 𝜃O (1 − 𝜃s ) − 𝑘red 𝜃s𝜃∗  (S2) 

 d𝜃H d𝑡 = 2𝑘aH𝑝H2 𝜃∗  2 − 2𝑘dH𝜃H  2 − 2𝑘r 𝜃H 𝜃O  (S3) 
The empty sites are given by 𝜃∗ = 1 − 𝜃H − 𝜃O  and the rate constants by the expressions below, 
where 𝛽 = 1/𝑘𝐵𝑇. The symbols are explained in Supplementary Tab. 2. 

 𝑘aH = 𝑆0H 𝑎s √2𝜋𝑚H2 𝑘B 𝑇⁄  (S4) 

 𝑘aO = 𝑆0O 𝑎s √2𝜋𝑚O2 𝑘B 𝑇⁄  (S5) 

 𝑘dH = 𝑘d0O 𝑒−𝛽𝐸dH (S6) 

 𝐾 = 𝐾0 𝑒−𝛽(𝐸K +𝐴KO 𝜃O +𝐴Ks 𝜃s ) (S7) 

 𝑘dO = 𝑘d0O 𝑒−𝛽(𝐸dO+𝐴dO 𝜃O +𝐵dO 𝜃O  2) (S8) 

 𝑘ox = 𝑘ox0 𝑒−𝛽𝐸ox  (S9) 

 𝑘red = 𝑘red0 𝑒−𝛽(𝐸red +𝐴reds 𝜃s ) (S10) 

 𝑘r = 𝑘r0𝑒−𝛽(𝐸r +𝐴rH𝜃H +𝐴rO𝜃O ) (S11) 
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A linear correlation between the activation energies for oxide formation (𝐸𝑜𝑥) and reduction 
(𝐸𝑟𝑒𝑑) is assumed [4, 17], based on the results for Rh(100), Rh(110) and Rh(111) reported in 
Ref. [18], and used to calculate the 𝐸𝑟𝑒𝑑 associated with each respective 𝐸𝑜𝑥 (listed in 
Supplementary Tab. 2): 

 𝐸red = 0.293 + 0.776 𝐸ox  (S12) 

The model applied herein is adapted from a version developed by McEwen et al. to simulate 
field-induced oscillations in H2 oxidation on Rh [18, 20, 21]. This model was modified to 
describe the field-free oscillations on stepped Rh surfaces observed by PEEM [4, 17] and, in 
the present study, by SPEM. While the original model considers field-induced effects such as 
a reduction of the activation barrier for oxygen incorporation [22], such effects are not present 
in our experiments and, therefore, not included in the simulations. The field-free version of the 
model was already successfully applied to simulate oscillations in the H2 oxidation on a 
polycrystalline Rh foil [4, 17] and on a µm-sized curved Rh crystal [23]. Since the present 
SPEM measurements demonstrated an important role of the step edges in the observed 
oscillations, we have extended the model in the present work to take effects of steps into 
account. In particular, the model is modified to include two different site types for each Rh(hkl) 
domain, namely terrace and step edge sites, as illustrated in Supplementary Fig. 2 for the 
Rh(18 1 1) and the Rh(11 11 7) surfaces. The two sites are not coupled by diffusion in the 
modelled reaction kinetics. 

 

Supplementary Figure 2. (a) Atomic ball model of the stepped Rh(18 1 1) surface with terrace sites 
and step edge sites coloured in beige and orange, respectively. The bulk atoms are shown in grey; 
(b) atomic ball model for the Rh(11 11 7) surface. Atomic ball models for the other studied Rh(hkl) 
surfaces are given in Fig. 3 of the main text.  

Each type of sites is assigned a set of kinetic parameters and a set of energy barriers for 
subsurface oxygen formation 𝐸𝑜𝑥 and reduction 𝐸𝑟𝑒𝑑. The three used sets of kinetic parameters 
are based on literature data for Rh(100), Rh(110) and Rh(111) [4, 18] and are listed in 
Supplementary Tab. 1. 
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Supplementary Table 1. Parameter sets for Rh(100), Rh(110) und Rh(111) used in the micro-kinetic 
simulations. Energies are given in eV, the area of a surface site (𝑎𝑠) in Å2 and rate constants in 1/s. All 
simulations have been performed for the same conditions as in the SPEM experiments 
(T = 453 K, pO2 = 1.1 x 10-6 mbar, pH2 = 1.2 x 10-6 mbar). The values are taken from Refs. [4, 18]. 

symbol description (100) (110) (111) 𝑎𝑠 area of a surface site 10 10 10 𝐸𝑑𝐻 desorption energy of H 0.75 0.64 0.70 𝑆0𝑂 initial sticking coefficient O 0.95 0.95 0.60 𝐴𝐾𝑠  coverage dependence of sub-surface 
oxygen on oxygen dissociation 0.070 0.075 0.082 𝐸𝑑𝑂 desorption energy of O 3.5 3.2 2.85 𝐴𝑑𝑂 coverage dependence of oxygen 
desorption energy on adsorbed oxygen -0.6 -0.5 -0.4 𝐵𝑑𝑂 coverage dependence of oxygen 
desorption energy on molecular oxygen -0.8 -0.7 -0.5 𝐸𝑟 activation energy for water formation 0.79 0.79 0.75 𝑆0𝐻 initial sticking coefficient H 0.4 0.4 0.4 𝑘𝑑0ℎ  pre-factor for hydrogen desorption 3.0 x 1010 3.0 x 1010 3.0 x 1010 𝐾0 pre-factor for oxygen dissociation 
equilibrium constant 0.2525 0.2525 0.2525 𝐸𝑘 activation energy for oxygen 
dissociation equilibrium constant -0.178 -0.178 -0.178 𝐴𝐾𝑂  coverage dependence of adsorbed 
oxygen on oxygen dissociation 0.158 0.158 0.158 𝑘𝑜𝑥0  pre-factor for oxygen diffusion from 
surface to sub-surface sites 5.0 x 1011 5.0 x 1011 5.0 x 1011 𝑘𝑟𝑒𝑑0  pre-factor for oxygen diffusion from 
sub-surface to surface sites 1.85 x 1013 1.85 x 1013 1.85 x 1013 𝐴𝑟𝑒𝑑𝑠  coverage dependence of sub-surface 
oxygen on surface subsurface reduction 0.3 0.3 0.3 𝑘𝑑0𝑂  pre-factor for oxygen desorption 6.0 x 1013 6.0 x 1013 6.0 x 1013 𝑘𝑟 pre-factor for water formation 7.0 x 1012 7.0 x 1012 7.0 x 1012 𝐴𝑟𝐻 coverage dependence of activation 
energy of water formation on H -0.27 -0.27 -0.27 𝐴𝑟𝑂 coverage dependence of activation 
energy of water formation on O -0.145 -0.145 -0.145 

 
The step edge sites are assigned lower energy barriers 𝐸𝑜𝑥,𝑠 and 𝐸𝑟𝑒𝑑,𝑠 for subsurface oxygen 
formation and reduction than the corresponding energy barriers for terrace sites 𝐸𝑜𝑥,𝑡 and 𝐸𝑟𝑒𝑑,𝑡. 
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The barriers for the terraces were taken from literature [4, 18]. For kinked step edges (i.e., for 
the Rh(15 8 2) and Rh(13 9 1) surfaces), 𝐸𝑜𝑥,𝑠 and 𝐸𝑟𝑒𝑑,𝑠 were reduced even further to achieve 
the experimentally observed oscillations. The energy barriers for oxidation and reduction 
should be considered as apparent barriers, given that the oxidation and reduction are complex 
processes at the atomic scale with several elementary steps. 
The Miller indices of the stepped domains obtained by EBSD provide crystallographic 
orientations of the terrace and step edges (Supplementary Tab. 2), which are used for the choice 
of the kinetic parameter sets and energy barriers. The relative contributions of step edge and 
terrace sites result from the respective step densities. The chosen energy barriers and relative 
site type contributions are listed in Supplementary Tab. 2. 
 
Supplementary Table 2. Description of terrace and step edge sites in the micro-kinetic model 
simulations for individual Rh(hkl) domains. The kinetic parameters associated with Rh(100), Rh(110) 
and Rh(111) are given in Supplementary Tab. 1; the activation energies for subsurface oxide formation 
(𝐸𝑜𝑥) are given in eV; the relative contribution of terrace and step edge sites is based on the step density 
of the domains. 

 terrace sites step edge sites 

domain 
orientation 

terrace 
orientation 

𝐸𝑜𝑥,𝑡 relative 
contribution main step edge 

orientation   
𝐸𝑜𝑥,𝑠 

relative 
contribution 

(18 1 1) (100) 1.520 0.867  (111) 1.300 0.133 

(11 11 7) (111) 1.680 0.605  (110) 1.300 0.395 

(15 8 2) (100) 1.520 0.232 (110) 1.236 0.768 

(13 9 1) (110) 1.630 0.504 (100) 1.174 0.496 
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Supplementary Note 3: Construction of the Supplementary Video 

Supplementary Video 1 shows the spatio-temporal patterns formed during catalytic hydrogen 
oxidation at T = 453 K, pO2 = 1.1 x 10-6 mbar and pH2 = 1.2 x 10-6 mbar on Rh(13 9 1). The video 
was constructed from chemical maps (41 x 41 µm²) obtained by SPEM consecutively, which 
were then used as individual video-frames. For the individual chemical maps, the same energy 
windows as those in Figs. 2 and 3 in the main text were used, reflecting two different rhodium-
oxygen binding environments: RhO2/3 (energy window from 307.16 eV to 307.81 eV) and RhO1/4 
(energy window from 306.51 eV to 307.16 eV) [24]. The image contrast in the chemical map 
results from the relative contribution of the two spectral components, i.e., bright contrast 
indicates predominance of the RhO1/4 binding geometry, associated with a catalytically active 
state (cf. Figs. 2 and 3 in the main text), while dark image contrast indicates predominance of 
the RhO2/3 binding geometry, associated with a catalytically inactive state. Periodic changes 
between bright and dark stripes in the video illustrate the spatial and temporal periodicity in the 
adlayer composition and thus in the catalytic activity during the multifrequential self-sustaining 
oscillations in H2 oxidation on Rh(hkl) domains. 

3 Coexisting multi-states in catalytic hydrogen oxidation on rhodium

57



Supplementary References: 

[1] Suchorski, Y. & Rupprechter, G. Heterogeneous Surfaces as Structure and Particle 
Size Libraries of Model Catalysts. Catal. Lett. 148, 2947–2956 (2018). 

[2] Vogel, D. et al. The Role of Defects in the Local Reaction Kinetics of CO Oxidation 
on Low-Index Pd Surfaces. J. Phys. Chem. C 117, 12054–12060 (2013). 

[3]  Weatherup, R. S. et al. In Situ Graphene Growth Dynamics on Polycrystalline Catalyst 
Foils. Nano Lett. 16, 6196–6206 (2016). 

[4]  Suchorski, Y. et al. Visualizing catalyst heterogeneity by a multifrequential oscillating 
reaction. Nat. Commun. 9, 600-1–6 (2018). 

[5]  König, U. & Davepon, B. Microstructure of polycrystalline Ti and its micro-
electrochemical properties by means of electron-backscattering diffraction (EBSD). 
Electrochim. Acta 47, 149–160 (2001). 

[6] Yule, L.C. et al. Nanoscale electrochemical visualization of grain-dependent 
anodiciron dissolution from low carbon steel. 
Electrochim. Acta 332, 135267-1–12 (2020). 

[7]  Daviddi, E. et al. Nanoscale electrochemistry in a copper/aqueous/oil three-phase 
system: surface structure–activity–corrosion potential relationships. 
Chem. Sci. 12, 3055-1–15 (2021). 

[8]  Dingley, D. J. & Randle, V. Microtexture determination by electron back-scatter 
diffraction. J. Mater. Sci. 27, 4545–4566 (1992). 

[9]  Schwartz, A. J., Kumar, M., Adams, B. L. & Field, D. P. (eds.) Electron Backscatter 
Diffraction in Materials Science. (Springer US, 2009). 

[10] Winkler, P. et al. How the anisotropy of surface oxide formation influences the 
transient activity of a surface reaction. Nat. Commun. 12, 69-1–8 (2021).  

[11]  Dingley, D. J., Baba-Kishi, K. Z. & Randle V. Atlas of Backscattering Kikuchi 
Diffraction Patterns. (IOP Publishing, 1995). 

[12]  Baba-Kishi, K. Z. Electron backscatter Kikuchi diffraction in the scanning electron 
microscope for crystallographic analysis. J. Mater. Sci. 37, 1715–1746 (2002). 

[13] Lasse, N.C.K. A New Procedure for Automatic High Precision Measurements of the 
Position and Width of Bands in Backscatter Kikuchi Patterns. 
Mat. Sci. Forum 273-275, 201–208 (1998). 

[14] Engler, O. & Randle, V. Introduction to Texture Analysis: Macrotexture, Microtexture 
and Orientation Mapping. (CRC Press, Boca Raton, 2009). 

[15]  Humphreys, F. J. Grain and subgrain characterisation by electron backscatter 
diffraction. J. Mater. Sci. 36, 3833–3854 (2001). 

[16] Zum Mallen, M.P., Williams, W.R. & Schmidt, L.D. Steps in hydrogen oxidation on 
rhodium: hydroxyl desorption at high temperatures. 
J. Phys. Chem. 97, 625–632 (1993) and references therein. 

[17] Suchorski, Y. et al. Surface-Structure Libraries: Multifrequential Oscillations in 
Catalytic Hydrogen Oxidation on Rhodium. 
J. Phys. Chem. C. 123, 4217–4227 (2019). 

[18] McEwen, J.-S., Gaspard, P., Visart de Bocarmé, T. & Kruse, N. Oscillations and 
Bistability in the Catalytic Formation of Water on Rhodium in High Electric Fields. 
J. Phys. Chem. 113, 17045–17058 (2009). 

3 Coexisting multi-states in catalytic hydrogen oxidation on rhodium

58



[19] Gregoratti, L. et el. Structural effects on water formation from coadsorbed H+O on 
Rh(100). Surf. Sci. 340, 205–214 (1995). 

[20] McEwen, J.-S., Gaspard, P., Visart de Bocarmé, T. & Kruse, N. Nanometric chemical 
clocks. Proc. Natl. Acad. Sci. 106, 3006–3010 (2009) and SI therein. 

[21] McEwen, J.-S., Gaspard, P. & Kruse, N. Electric field induced oscillations in the 
catalytic water production on rhodium: a theoretical analysis. 
Surf. Sci. 604, 1353–1368 (2010). 

[22] McEwen, J.-S., Gaspard, P., Mittendorfer, F., Visart de Bocarmé, T., & Kruse, N.  
Field-assisted oxidation of rhodium. Chem. Phys. Lett. 452, 133–138 (2008). 

[23] Suchorski, Y. et al. Resolving multifrequential oscillations and nanoscale interfacet 
communication in single-particle catalysis. Science 372, 1314–1318 (2021). 

[24] Baraldi, A. et al. Spectroscopic Link between Adsorption Site Occupation and Local 
Surface Chemical Reactivity. Phys. Rev. Lett. 93, 046101-1–4 (2004). 

 
 

3 Coexisting multi-states in catalytic hydrogen oxidation on rhodium

59





4
Pattern formation in catalytic H2
oxidation on Rh: Zooming in by

correlative microscopy

Previous studies of the oscillating mode of catalytic hydrogen oxidation on rhodium (section 1.8)
on polycrystalline foil samples revealed a strong dependence of the oscillation frequencies on the
atomic structure [108, 114] and also the simultaneous presence of both steady states of catalytic
activity and oscillations on individual domains of the polycrystalline sample at certain constant
external parameters (chapter 3). In all these cases, the observed behavior was characteristic for
areas of identical surface structure in their entirety and only a change in surface structure (e.g.,
due to a grain boundary) could result in different behavior. During following UV photoemission
electron microscopy (UV-PEEM, section 2.3) studies, however, an unusual phenomenon was ob-
served: Within a single domain of only slightly heterogeneous surface structure, both oscillating
and non-oscillating areas were observed.

Therefore, low energy electron microscopy (LEEM, section 2.4) and x-ray photoemission elec-
tron microscopy (X-PEEM, section 2.4) were used to zoom in on the ongoing oscillations in
the 10-6 mbar pressure range in these areas, applying the correlative microscopy approach (sec-
tion 2.8). LEEM and X-PEEM were even performed quasi-simultaneously in the same experi-
mental setup under identical external parameters, representing the highest development stage of
correlative microscopy. The experiments revealed the formation of spatio-temporal patterns on
length scales below traditional UV-PEEM resolution and different types of patterns (e.g., spirals,
dendritic structures or elliptic islands) could be observed dependent on the sample temperature.
Furthermore, an unusual, previously not observed, island-mediated propagation mechanism for
oxygen fronts could be detected. The origin of this island-mediated front propagation and the dif-
ferent observed patterns could be rationalized by model calculations based on a hybrid approach
combining micro-kinetic modeling and Monte Carlo simulations.

61



4 Pattern formation in catalytic H2 oxidation on Rh

The results of these studies were published in ACS Catalysis as given below. For this work, I
performed the PEEM experiments, evaluated the PEEM data, performed the X-PEEM and LEEM
experiments, as well as the µ-LEED structural characterization, in collaboration with J. Zeininger,
M.J. Prieto, L.C. Tănase, L. de Souza Caldas, A. Tiwari, T. Schmidt and G. Rupprechter, eval-
uated the X-PEEM and LEEM data in collaboration with J. Zeininger and M. Raab, evaluated
the µ-LEED data in collaboration with J. Zeininger, M. Raab and T. Schmidt and prepared the
manuscript in collaboration with J. Zeininger, M. Raab, Y. Suchorski, and G. Rupprechter.

The following pages give an unmodified reproduction of the manuscript “Pattern Formation in
Catalytic H2 Oxidation on Rh: Zooming in by Correlative Microscopy” by J. Zeininger, P. Win-
kler, M. Raab, Y. Suchorski, M.J. Prieto, L.C. Tănase, L. de Souza Caldas, A. Tiwari, T. Schmidt,
M. Stöger-Pollach, A. Steiger-Thirsfeld, B. Roldan Cuenya, and G. Rupprechter, published in
2022 in ACS Catalysis, vol. 12, pages 11974-11983, and its supplementary material. The article
and supplementary material are licensed under a Creative Commons Attribution 4.0 International
License, available at http://creativecommons.org/licenses/by/4.0/.
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ABSTRACT: Spatio-temporal nonuniformities in H2 oxidation on individual Rh(h k l)
domains of a polycrystalline Rh foil were studied in the 10−6 mbar pressure range by
photoemission electron microscopy (PEEM), X-ray photoemission electron micros-
copy (XPEEM), and low-energy electron microscopy (LEEM). The latter two were
used for in situ correlative microscopy to zoom in with significantly higher lateral
resolution, allowing detection of an unusual island-mediated oxygen front propagation
during kinetic transitions. The origin of the island-mediated front propagation was
rationalized by model calculations based on a hybrid approach of microkinetic
modeling and Monte Carlo simulations.

KEYWORDS: catalytic hydrogen oxidation, correlative microscopy, photoemission electron microscopy, low-energy electron microscopy,
microkinetic modeling, Monte Carlo modeling

■ INTRODUCTION
Heterogeneous catalysis is one of the key enablers of
sustainable energy generation and storage. For example,
renewable energy can be stored in the chemical bonds of
hydrogen and released on-demand via H2 oxidation in a fuel
cell,1 rendering a fundamental understanding crucial for
efficient operation.2

The interaction between active sites in a heterogeneous
catalytic reaction may lead to spatial nonuniformities of the
local reaction rates, which may also vary in time.3−5 Such
pattern formation has often been observed for reactions with
oscillatory or multistable kinetics, such as H2 or CO oxidation,
NO reduction, or NO2 reduction on noble metals,5−9 and has
been a subject of longstanding studies and several reviews.10−12

Recently, single-crystal studies were extended to more realistic
systems, and a number of effects were detected that influence
the spatio-temporal structures: multifrequential oscillations,
both in μm-13 and nm-sized14 systems, frequency trans-
formation by grain boundaries15 and by atomic rows,14

coexisting multi-states16 and nm scale reaction pacemakers.17

These previous studies have demonstrated the plethora of
novel effects that may occur in surface reactions. However,
studying aspects such as communication between adjacent
domains or facets acting as individual oscillators still remains a
challenge. The same concerns the mechanisms of pattern
formation on a heterogeneous surface with varying sample

topology. To address these challenges, it is necessary to
significantly improve the lateral resolution, preferentially
combined with chemical sensitivity. Still, conventional
modeling approaches have typically been focused on either
mean-field kinetic modeling well applicable to extended
homogeneous systems13,15,16 or Monte Carlo simulations on
the traditional atomic length and time scales.11,18 To combine
both approaches for the simulation of processes on mesoscopic
heterogeneous surfaces is another challenge in studying surface
reactions.
To reveal the mechanisms of spatio-temporal effects, it is

advantageous to study these dynamic processes in situ at
different length scales using different microscopy techniques.
Such an approach was recently applied to monitor CO and H2
oxidation at different length scales on rhodium samples with
different morphologies, i.e., single crystals, μm-sized domains
of a polycrystalline foil, and facets of a nanotip.19,20

The most straightforward way to draw correct conclusions
from such studies is to apply different microscopies to the
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same surface structure, if possible, under the same conditions.
The approach stems from biological research, where the first
efforts of correlative light and electron microscopy (CLEM) on
the same cell/tissue structures were made already in the
1970s.21,22 In the meantime, CLEM has been extended to a
broad category of methods combining any type of light and
electron microscopy on the same sample.23 Actually, other
imaging techniques such as atomic force microscopy (AFM),
X-ray tomography, and scanning electron microscopy (SEM)
are also successfully used in a correlative microscopy
approach.24,25 In the last few decades, correlative analysis has
made a vast impact in materials research, combining, e.g.,
transmission electron microscopy (TEM) with atom probe
tomography (APT)26 or Raman with SEM.27,28 Using
protective coatings, changes in the sample resulting from
transfer (air exposure) between different devices can be
avoided.29 In catalysis, the correlative microscopy approach,
often applied in different setups,30−32 has reached its highest
development stage when different microscopies, e.g., single-
molecule fluorescence microscopy (SMF) and TEM are
combined in one instrument.33 Dual microscopy combinations,
such as LEEM/PEEM,34 LEEM/XPEEM,35 or PEEM/
SPEM,36 were also previously used to study potassium
redistribution in alkali-promoted H2 oxidation on Rh(110).

Here, we present a refinement of this concept, combining
three different microscopic techniques (PEEM, XPEEM, and
LEEM) for in situ imaging of catalytic H2 oxidation on the
same structures of the same Rh sample, i.e., in a correlative
approach. Two of them, XPEEM (with chemical sensitivity)
and LEEM (with a resolution of 2.6 nm, i.e., much better than
in conventional PEEM), were even combined in a single setup
and thus under truly identical reaction conditions. Addition-
ally, the selected small area (1.5 μm diameter) electron
diffraction (μ-LEED) mode of LEEM was used for the
determination of the local crystallography.

As a model system, individual differently oriented well-
defined μm-sized Rh(h k l) domains of a polycrystalline Rh foil
were used, all being automatically under identical reaction
conditions. The ongoing catalytic reaction was monitored in
situ by all three microscopies, and an analysis of the recorded
video frames provides time-resolved data of the observed
process (kinetics by imaging37).

The approach is illustrated in Figure 1a: an individual
Rh(h k l) domain can be selected from the surface structure
library (XPEEM, LEEM), or even a few different domains in
the field of view can be studied simultaneously (PEEM). The
different employed microscopy techniques vary in magnifica-
tion, resolution, and origin of the information carriers:
secondary (inelastically scattered) electrons form the image
in PEEM with UV-light excitation (Figure 1b), core level
electrons in XPEEM (Figure 1c), and backscattered low-
energy electrons in LEEM (bright-field imaging mode was
used, Figure 1d). All available Rh(h k l) domains were
crystallographically characterized beforehand by electron
backscatter diffraction (EBSD). No electron beam and X-ray
beam effects were observed in the present experiments. This
was directly proven by in situ switching between the XPEEM
and LEEM modes in the present study and between LEEM
and PEEM34 as well as between PEEM and metastable impact
electron emission microscopy (MIEEM), known as the least
invasive surface analysis method,38 in earlier experiments on
H2 oxidation on Rh.

In the present work, we have taken up the abovementioned
pattern formation challenge by studying catalytic H2 oxidation
on Rh, an often-studied reaction that still keeps the
mechanisms of spatial propagation hidden. Due to the well-
known reaction mechanism, the reaction is well suited for the
application of novel modeling approaches. A combined
application of PEEM, LEEM, with its significantly higher
resolution, and XPEEM, with its chemical sensitivity, all used
in situ on the same surface regions, has allowed us to gain
unprecedented insights into the mechanisms behind the
formation of spatio-temporal patterns. A novel hybrid
modeling approach combining microkinetic modeling and
Monte Carlo simulations corroborated the experimental data
well and allowed time-dependent simulations in a kind of
virtual reaction microscopy.

■ RESULTS AND DISCUSSION
PEEM Studies. The ongoing H2 oxidation reaction on Rh

was visualized in an ultrahigh vacuum (UHV) PEEM setup
operated as a flow reactor. The setup is equipped with a
deuterium discharge lamp (Heraeus D200F, photon energy
∼6.5 eV) for UV illumination, a Staib Instruments PEEM 150
system, a high-speed CCD camera (Hamamatsu C11440-
42U30), a quadrupole mass spectrometer (MKS e-Vison 2),
gas dosing (Ar, H2, O2; purity 99.999%), and sample cleaning
facilities. More details on the experimental procedures are
given in the Supporting Information.

Figure 2a shows a PEEM snapshot from a video sequence
recorded during the ongoing reaction at constant T = 468 K,
pH2 = 4.5 × 10−7 mbar, pO2 = 5.0 × 10−7 mbar. The image
contrast results from the differences in the local work function,
which in turn depends on the adsorbate coverage: the
catalytically inactive (oxygen-covered) Rh(h k l) surface
appears generally darker than the catalytically active (low

Figure 1. Correlative microscopy approach: (a) different information
is collected in situ from the same individual domain of a
polycrystalline Rh foil using different imaging techniques; (b) in
PEEM with UV-light excitation, inelastically scattered photoemitted
electrons create the image; (c) in XPEEM with X-ray excitation,
energy-filtered core level electrons provide the image contrast; and
(d) in LEEM, elastically backscattered electrons are utilized. The
bright-field imaging mode with a contrast aperture selecting the
specularly reflected electron beam was used.
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Hads and Oads coverage) surface due to the higher work
function of the oxygen-covered Rh surface. An illustration of
the catalytically active and inactive states is given in the
Supporting Information (Figure S2).

To study the reaction behavior on structurally different
Rh(h k l) domains, the local PEEM intensity was analyzed for
different regions of interest (ROIs) on the surface. Three ROIs
were placed on different Rh(h k l) regions, crystallographically
defined by EBSD in a field emission scanning electron
microscope (FEI Quanta 200F, further details are given in
the Supporting Information). The corresponding local PEEM
intensity time series are shown in Figure 2e, revealing cardinal
differences in the kinetic behavior of different regions: ROI 1
constantly remains in the catalytically active state, whereas ROI
2 shows a self-sustaining oscillating mode of the reaction
(frequency 0.7 mHz). The reaction course for ROI 3 is actually
not clear: oscillatory behavior can neither be presumed nor
excluded.

To explain the remarkable differences in the local reaction
behavior, we refer to the color-coded EBSD map in Figure 2c,
with the color code given as an inset in the lower right corner.
The EBSD characterization reveals that ROIs 1 and 2 are
located on homogeneous Rh(7 5 5) and Rh(4 3 2) domains,
respectively, while ROI 3 was placed within a domain of a
rather heterogeneous surface structure.

The reaction modes observed at the present conditions for
the homogeneous Rh(7 5 5) and Rh(4 3 2) domains can be
understood in view of recent studies in which different reaction
modes of H2 oxidation were simultaneously observed on
adjacent crystallographically different regions.16 The Rh(7 5 5)
surface (ROI 1) is characterized by [1 1 1]-type terraces in
combination with nonkinked [1 0 0]-type step edges. The
Rh(4 3 2) surface (ROI 2) is also characterized by [1 1 1]-type
terraces but combined with kinked [2 1 0]-type step edges.
This is illustrated in atomic ball models in Figure 2d. The
structural differences lead to differing kinetic behavior: as
recently shown, the formation and depletion of subsurface

oxygen on the Rh(h k l) surfaces and the resulting enabling or
inhibition of dissociative hydrogen adsorption may lead to self-
sustaining oscillations in H2 oxidation, with the activation
energy of the oxygen incorporation governing the oscillation
frequency.13−16 An illustration of the oscillation cycle and
further details of the mechanism of the oscillations are
presented in the Supporting Information (Figure S2) and
have been extensively discussed previously.13−16 For Rh, the
activation energy of subsurface oxygen formation strongly
varies with the surface roughness, with the kink sites playing a
particular role.39 The Rh(4 3 2) surface exhibits kinked step
edges, which accelerates the formation/depletion of subsurface
oxygen compared to the nonkinked Rh(7 5 5) surface. This
leads to the observed oscillatory reaction behavior on the
Rh(4 3 2) surface, whereas the Rh(7 5 5) surface remains in
the catalytically active state at the present conditions.

To evaluate the reaction behavior within ROI 3, where the
discrimination between a possible steady state and oscillatory
behavior seems difficult, the reaction was monitored at the
same conditions but with an electron-optical magnification 10
times higher than that of Figure 2a. Figure 2b shows the
corresponding PEEM video frame, revealing instable bright
and dark spots that are invisible at lower magnification. Placing
additional ROIs (ROIs 4 and 5) on such spots and evaluating
the local PEEM intensities yield the two time series displayed
in the right panel of Figure 2e. While the PEEM intensity read
out from ROI 5 remains constant, the intensity within ROI 4
oscillates with a frequency of 0.9 mHz. Apparently, on a
structurally heterogeneous Rh surface, similar phenomena as
represented by the three curves in the left panel of Figure 2e
take place but on a much smaller length scale, possibly due to a
significantly smaller correlation length of individual oscillating
regions due to structural peculiarities. The black curve (ROI 3)
in Figure 2e thus represents a weighted sum of both oscillating
and nonoscillating surface regions, which accounts for the
difficulties in interpreting the behavior when averaging over the
whole ROI. To understand these phenomena, alternative

Figure 2. PEEM zoom-in on catalytic H2 oxidation on a polycrystalline Rh foil at pH2 = 4.5 × 10−7 mbar, pO2 = 5.0 × 10−7 mbar, and T = 468 K:
(a) PEEM snapshot taken during the ongoing reaction with three regions of interest (ROIs) marked; (b) electron-optical zoom-in (10-fold higher
magnification) PEEM snapshot of the region marked by a white circle in panel (a); (c) EBSD map and crystallographic orientations (Miller
indices) of the same region with the same ROIs as in panel (a); the legend for the color code is given as an inset in the lower right corner; (d) ball
models of the Rh(7 5 5), Rh(4 3 2), and Rh(7 5 4) surfaces; and (e) time series of the local PEEM intensities obtained for the structurally different
ROIs marked in panels (a) and (b).
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imaging methods with much higher magnification, resolution,
and chemical contrast appear promising.

Correlative LEEM and XPEEM Studies. As such
alternative imaging methods, the LEEM and XPEEM modes
of the aberration-corrected photoemission electron microscope
equipped with an imaging energy analyzer (SMART) at the
UE49-PGM beamline of the BESSY II synchrotron light source
in Berlin were used (resolution limits of 2.6 and 18 nm for
LEEM and XPEEM, respectively).40,41 These modes of the
SMART microscope, described in detail elsewhere,42,43 were
applied in a correlative microscopy approach, combining the
imaging of the same sample by backscattered low-energy
electrons (LEEM) and X-ray photoemitted electrons
(XPEEM). A 7.5 μm field of view was chosen for the present
studies to capture the processes of interest. The local surface
crystallography was determined by μ-LEED (see the
Supporting Information), while μ-XPS was used for local
chemical analysis. The UHV chamber of the SMART
microscope was used as a flow reactor for in situ visualization
of catalytic H2 oxidation on the same sample as in the PEEM
studies. The bright-field LEEM mode using the (00)-diffracted
electron beam for imaging was applied to monitor the reaction.

The LEEM image contains structural contrast but no direct
chemical information, which can be gained by XPEEM,
however.

Figure 3a shows selected LEEM video frames of the reaction
front propagation during self-sustained oscillations on a
Rh(7 5 4) domain at constant T = 468 K, pH2 = 4.5 × 10−7

mbar, pO2 = 5.0 × 10−7 mbar. Two different types of reaction
fronts were observed: a slow-moving front in frames 1 and 2
(time difference of 120 s) and a fast-moving front in frames 3
and 4 (time difference of 4 s). To understand the chemical
information encoded in the image contrast in Figure 3a, similar
series of Rh 3d XPEEM video frames (hν = 433 eV) were
acquired, as exemplarily shown in Figure 3b. The image
contrast in Figure 3b results from an energy window for Rh 3d
XPEEM imaging being chosen in the range 305.8−306.8 eV,
marked in gray in Figure 3d,e. The choice of this energy
window is based on the local Rh 3d μ-XPS spectra of the
catalytically inactive and active states on the Rh(7 5 4) domain,
shown in Figure 3d,e, respectively. Deconvolution of the
measured XPS spectra was performed based on literature data
and is discussed in refs 16, 44−47. The spectra include a Rh
bulk component (Rhb) and two components for two different

Figure 3. Reaction front identification using correlative microscopy: (a) bright-field LEEM images of oxygen front propagation (frames 1 and 2)
and hydrogen front propagation (frames 3 and 4) on the Rh(7 5 4) domain at pH2 = 4.5 × 10−7 mbar, pO2 = 5.0 × 10−7 mbar, T = 468 K, and
electron energy = 2.5 eV; (b) the same, but imaged with XPEEM, the used binding energy window is shaded gray in panels (d) and (e). In the
dashed rectangular regions, the image contrast is enhanced locally for better front visibility, the insets in frames 3 and 4 illustrate the front positions;
(c) local LEEM (left) and XPEEM (right) image intensity profiles obtained from the original data along the A−A′ line in panels (a) and (b), the
principle of the determination of the front propagation velocity is illustrated; (d) Rh 3d XPS spectra locally measured on the Rh(7 5 4) domain for
the catalytically inactive state in H2 oxidation. Deconvolution of the peaks provides the Rhb and RhOd2/3

components; (e) the same, but for the
catalytically active state, with an additional RhOd1/4

component present in the deconvolution, identifying the hydrogen front.
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adsorbed oxygen species (RhOd2/3
and RhOd1/4

, where i and j in
RhOdi/j

denote the number of O atoms each Rh surface atom is
bound to and the number of Rh surface atoms each O atom is
bound to, respectively).

The presence of the RhOd1/4
component is unambiguously

related to the active state in catalytic H2 oxidation. The
physical reasons for this relation are clarified in our previous
XPS study.16 By choosing the proper energy window, this
component can thus be used as a basis for the contrast in
XPEEM, imaging the extent of the active state on the surface.
For better visualization of the reaction fronts, the image
contrast of the original XPEEM video frames was locally
enhanced within the white dashed rectangles in frames 3 and 4
of Figure 3b. Line profiles along the A−A′ line, shown in the
insets of frames 3 and 4 of Figure 3b, illustrate the
determination of reaction front positions. Analysis of the
front positions provides the velocities of the reaction fronts, as
shown in Figure 3c.

Comparison of the front velocities in the video files then
allows relating the image contrast in LEEM and XPEEM: at
the used electron energies of 2.5−3.5 eV, the inactive state
(high oxygen coverage) appears bright in LEEM but dark in
XPEEM, whereas the active state (low hydrogen and oxygen
coverage) is dark in LEEM but bright in XPEEM. This means
that the transition from dark to bright in LEEM equals a
transition from bright to dark in XPEEM and vice versa.

Understanding the image contrast in LEEM allows spatially
resolved studies of local instabilities with ∼20 nm resolution
(at the given magnification), which were merely time-resolved
in PEEM (Figure 2e). Figure 4 shows the formation of spatio-
temporal patterns at different temperatures in the range 428−
468 K, with the reactant pressures kept constant at pH2 = 4.5 ×
10−7 mbar and pO2 = 5.0 × 10−7 mbar. As an example, Figure
4a displays how during a kinetic transition at 428 K
accompanying each oscillation cycle, the propagating hydrogen
and oxygen fronts form a rotating double spiral pattern, a

Figure 4. Pattern formation in catalytic H2 oxidation on Rh(7 5 4) visualized by LEEM at constant pH2 = 4.5 × 10−7 mbar and pO2 = 5.0 × 10−7

mbar: (a) rotating double spiral formed at 428 K. Catalytically inactive regions appear bright, while active regions appear dark in the LEEM video
frames (electron energy 2.5 eV); (b) island-assisted front propagation at 433 K. The inset in frame 2 shows a μ-LEED image taken from the same
region at E = 330 eV, the red dotted line illustrates the spot splitting, and the yellow arrow shows the step direction. The inset in frame 3 shows the
corresponding surface structure; (c) collapse of an oxygen island before it can coalesce with other islands at 468 K. The position of the hydrogen
front is indicated in frames 1 and 2. The inset in frame 3 shows the intensity recorded in ROI A during the kinetic transition, the time points
corresponding to frames 1 and 3 are indicated, all frames in panel (c) are recorded at an electron energy of 3.3 eV; (d) schematic illustration of the
island-assisted front propagation, each third corresponds to the black dotted rectangles in frames 1−3 in panel (b); (e) schematic illustration of the
oxygen island collapse, ROIs 4 and 5 schematically represent the corresponding ROIs in Figure 2b; (f) local velocities of the hydrogen (crosses)
and oxygen (circles) fronts. The cartoon insets depict the different patterns shown in panels (a) to (c). The red dotted lines indicate the
temperatures at which the sketched patterns are observed, and the black dotted lines serve as guides for the eye.
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phenomenon known from PEEM studies to occur on a much
larger length scale.48

Figure 4b illustrates the propagation of the oxygen front at
433 K, which proceeds in an unusual way: ahead of the front,
due to the anisotropy of the Rh(7 5 4) surface, plenty of
elongated oxygen islands nucleate and grow (frame 1 in Figure
4b), forming oxygen archipelagos ahead of the traveling front
(frame 2). Eventually, the archipelagos conglomerate via the
development of dendritic structures and merge when the
moving oxygen front reaches the oxygen islands (frame 3). To
our knowledge, such an island-assisted propagation mechanism
was not yet observed, neither in H2 oxidation nor in any other
heterogeneous catalytic reaction. Each nucleating island
possesses its “local front” along the island perimeter,
propagating with its local velocity vloc, which is different
from the effective velocity veff of the mesoscopically observed
front (without resolving the nucleating islands). Figure 4d
shows a schematic drawing of this concept, where veff = 3·vloc
by the formation of a singular island ahead of the moving front.
For the hydrogen front, such island-assisted front propagation
was not observed; therefore, veff is equal to vloc for hydrogen.

The unique ability of the SMART microscope to directly
correlate the orientation of real space images (LEEM) with
diffraction patterns obtained for the reciprocal space (μ-
LEED)42,43 allows us to identify the preferential direction of
the front propagation. The latter appears to be along the [1 1
1]-type terraces of the stepped Rh(7 5 4) surface, i.e., in the [1
3̅ 2]-direction, as illustrated by the insets in Figure 4b (details
of the crystallographic analysis and μ-LEED patterns of the
studied surface regions are given in the Supporting
Information). Such preferential front propagation along the
terraces of stepped Rh surfaces was previously observed in H2
oxidation and is caused by anisotropy of the diffusional
hydrogen supply along vs across the atomic steps.19

At an even higher temperature of 468 K, kinetic transitions
to the active state occur via fast “island-snapping” hydrogen
fronts (Figure 4c and schematic illustration in Figure 4e)
without island agglomeration. In video frames 1 and 2 of
Figure 4c, the fast front appears as a stripe and not as a line due
to the blurring caused by the exposure time of 2 s for each
LEEM video frame. The origin of such island-mediated
transition lies in the subsurface oxygen formation/depletion,
which serves as a feedback and “clock” mechanism governing
the frequency of the self-sustained oscillations in H2 oxidation
on Rh.13−16 At rising temperatures, the formation/depletion of
subsurface oxygen occurs faster and the clock frequency
increases, eventually leading to kinetic transitions within the
growing oxygen islands before they can coalesce with other
islands. The LEEM videos of the three different types of
pattern formation at 428, 433, and 468 K are given in the
Supporting Information. Such transitions can be registered
even in PEEM as sawtooth-like local oscillations (ROI 4 in
Figure 2e).

The sawtooth shape of the intensity curves, shown in the
inset of frame 3 in Figure 4c, reflects the fast “avalanche-like”
snapping of the oxygen islands by hydrogen fronts and the
following relatively slow relaxation due to subsurface oxygen
depletion, as schematically shown in Figure 4e. The temper-
ature dependence of the local front velocities for oxygen and
hydrogen is displayed in Figure 4f. While the local hydrogen
front velocity shows an exponential increase with rising
temperature, the local velocity of the oxygen front remains
approximately constant. The temperature-dependent differ-

ences in the local velocities of reaction fronts during self-
sustained oscillations allow us to explain the formation of
qualitatively different patterns at different temperatures. At 428
K, the local velocities of hydrogen and oxygen fronts are equal,
which favors the formation of spiral patterns,48 as observed in
the present experiments (Figure 4a). At 433 K, the local
hydrogen front is about two times faster than the local oxygen
front, which can only partially be compensated by island-
assisted propagation; thus, no spiral nuclei are formed
anymore,49 favoring the island-assisted oxygen front prop-
agation in the form of a “frayed” inactive area (frame 3 in
Figure 4b). At 468 K, the discrepancy of local velocities
appears to be too high for the formation of a mesoscopic front:
the growing oxygen islands are “snapped” by fast island-
internal hydrogen fronts before they can merge. Therefore,
mesoscopic fronts are not visible in PEEM within ROI 3 in
Figure 2 despite plenty of local instabilities occurring on a
smaller length scale at the present conditions. Since the
nucleation of oxygen islands occurs most probably via reaction-
induced fluctuations,18 the nucleating/collapsing islands are
stochastically distributed over the surface, occasionally leaving
space for regions that also locally remain temporarily
nonoscillating, as visible in ROI 5 in Figure 2e.

Modeling. To rationalize the experimental findings and to
investigate the influence of differences between the front
propagation of hydrogen and oxygen on the observed pattern
formation, theoretical simulations were performed. Usually, a
mean-field approach, which ignores the nonideality of surface
rate processes and the stochastic components of adsorption,
desorption, and reaction, is used for microkinetic modeling of
pattern formation. The alternative use of the Monte Carlo
method, which is superior for the simulation of pattern
formation on the nm scale,11 is still a challenge for simulation
of patterns on the μm scale because of limitations in lattice
size, rate constants, and calculations of the elementary steps of
diffusion. Therefore, a novel model was developed based on a
hybrid approach of complementary microkinetic modeling
(MKM) and Monte Carlo (MC) simulations, with the goal of
realistically describing the experimental microscopy observa-
tions. The Langmuir−Hinshelwood mechanism that is well
established for catalytic hydrogen oxidation and the formation
and depletion of subsurface oxygen as feedback mechanism of
the oscillations were assumed. The calculations provide the
time-dependent spatial distribution of the catalytically active
and inactive states and, thus, allow monitoring the simulated
pattern formation, in a kind of virtual reaction microscopy.

In the MC calculations, a hexagonal tiling MC-grid
consisting of 160 000 tiles corresponding to a 40 × 34.6 μm2

area of the sample surface was used. A simplified MC approach
was chosen, where the state of each of the tiles is either
catalytically active (low O and H coverage) or catalytically
inactive (high O coverage). Transitions between these states
occur via two possible pathways: internally, by local oxygen or
hydrogen adsorption, which is mediated by the local Osub
concentration, or externally, via reaction/diffusion fronts
propagating from neighboring grid points. These events are
governed by MC, while MKM is used to determine the local
probabilities for each event to occur and to calculate the
formation/depletion of Osub based on the current local
coverages (details of the calculations are given in the
Supporting Information).

Simulations were performed for the same partial pressures of
reactants as used in the experiment (pH2 = 4.5 × 10−7 mbar
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and pO2 = 5.0 × 10−7 mbar), only varying the temperature. For
all calculations, the same set of MKM parameters was used
(details are given in the Supporting Information). Results of
the simulations are displayed in Figure 5. Figure 5a shows the
formation of patterns at T = 428 K, where characteristic double
spirals are formed. Both hydrogen and oxygen fronts propagate
with the same velocity. The simulations closely mirror the
pattern formation observed in the experiment at the same
temperature (Figure 4a).

At 433 K, hydrogen fronts propagate much faster, but
oxygen fronts keep their velocity which is now about one-third
of that of hydrogen. The simulations predict the formation and
growth of additional small oxygen islands ahead of the main
front in the right lower corner of frame 1 (Figure 5b).
Eventually, the main oxygen front fuses with these islands
(frames 2 and 3). Incorporation of islands contributes to the
oxygen front propagation, thus increasing the effective front
velocity, which therefore approaches the hydrogen front
velocity. Indeed, such a front propagation mechanism was
exactly observed in the experiments as island-assisted front
propagation (Figure 4b,d).

When increasing the temperature parameter to 468 K, where
the hydrogen front is about 2 orders of magnitude faster than
the oxygen front, the calculations provide a very different
behavior (Figure 5c). Oxygen islands slowly grow until,
eventually, one nucleation spot, preferentially at the edge of
the island, spontaneously undergoes a sudden transition to the
active state, forming a fast hydrogen front that “devours” the
whole oxygen island, preventing the fusion with other islands.
Again, the calculations reproduce the specific experimentally
observed behavior at the same conditions well (Figure 4c,e).

Since the size of the MC-grid and the dimensions of each
grid tile can be chosen arbitrarily, both the size of the field of

view and the time interval between calculated images are not
limited. This allows calculating a stack of surface snapshots
(exemplary presented in Figure 5), which can be assembled to
a virtual video file (calculated videos are given in the
Supporting Information). By convoluting the adsorbate
concentrations with a proper contrast mechanism, different
imaging modes can be simulated without experimental
limitations, such as the size of the field of view or the duration
of the experiment. Additionally, such calculated virtual reaction
microscopy videos can be processed using the same tools,
which are applied to experimental video data complementing
the insights into the observed phenomena.17,37,50

■ CONCLUSIONS
In conclusion, we have performed a microscopic study of
pattern formation in H2 oxidation on Rh using PEEM, LEEM,
and XPEEM in a correlative microscopy approach, taking up
important challenges in studying this catalytic surface reaction.
Due to their significantly higher lateral resolution, LEEM and
XPEEM allowed zooming in on processes observed by PEEM,
enabling the detection of an unusual island-mediated oxygen
front propagation during kinetic transitions. To rationalize the
experimental findings, theoretical simulations were performed
using a novel model based on a hybrid approach of
microkinetic modeling and Monte Carlo, which allows us to
realistically simulate the spatio-temporal surface processes in a
kind of virtual reaction microscopy on realistic length and time
scales. The results of the calculations agree well with the
experimental observations and provide novel insights into the
mechanism of pattern formation in catalytic hydrogen
oxidation on platinum group metals.

Figure 5. Virtual reaction microscopy of catalytic H2 oxidation on Rh at constant pH2 = 4.5 × 10−7 mbar and pO2 = 5.0 × 10−7 mbar: (a) calculated
pattern formation at 428 K. Catalytically active regions (low hydrogen and oxygen coverage) are colored blue, and catalytically inactive regions
(oxygen-covered) are colored red. A double spiral is recognizably formed in the middle of the image; (b) island-assisted front propagation at 433 K:
the white dotted line marks the main front position, the inset in frame 3 shows a part of the hexagonal tiling MC-grid; (c) simulation results at 468
K: the oxygen islands are snapped by hydrogen fronts (white dotted line) before the islands can grow together.
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The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acscatal.2c03692.

Details on experimental procedures, determination of
the local crystallography by μ-LEED, and model
calculations (PDF)
Movie S1: In situ low-energy electron microscopy video
at 428 K, showing an evolving double spiral pattern
during the self-sustaining oscillations in hydrogen
oxidation on a Rh(7 5 4) surface (MP4)
Movie S2: In situ low-energy electron microscopy video
at 433 K, showing the island-assisted front propagation
mechanism during the self-sustaining oscillations in
hydrogen oxidation on a Rh(7 5 4) surface (MP4)
Movie S3: In situ low-energy electron microscopy video
at 468 K, showing oxygen “island-snapping” by fast
hydrogen fronts during the self-sustaining oscillations in
hydrogen oxidation on a Rh(7 5 4) surface (MP4)
Movie S4: Model simulation as a virtual reaction
microscopy video at 428 K, showing an evolving double
spiral pattern during calculated oscillations of the
simulated catalytic activity on a grid of 160 000
individual grid tiles (MP4)
Movie S5: Model simulation as a virtual reaction
microscopy video at 433 K, showing the island-assisted
front propagation mechanism during calculated oscil-
lations of the simulated catalytic activity on a grid of
160 000 individual grid tiles (MP4)
Movie S6: Model simulation as a virtual reaction
microscopy video at 468 K, showing oxygen “island-
snapping” by fast hydrogen fronts during calculated
oscillations of the simulated catalytic activity on a grid of
160 000 individual grid tiles (MP4)
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Experimental Procedures 
Sample Preparation 
A polished polycrystalline Rh foil (10 × 12 mm2, 0.2 mm thickness, 99.99% purity, MaTecK) 
consisting of crystallographically different µm-sized Rh(hkl) domains was used as sample. It was 
cleaned in UHV by repeated cycles of Ar+ ion sputtering (ion energy of 1 keV at 300 K), 
annealing to 1073–1173 K and consecutive chemical treatment in oxygen (pO2 = 5.0 × 10−7 mbar 
at 773 K) and hydrogen (pH2 = 5.0 × 10−6 mbar at 773 K). Cleanliness of the sample was verified 
before and after each experiment by X-ray photoelectron spectroscopy (XPS), with post-
experimental analysis not indicating any changes in surface composition. The sample 
temperature was measured by a thermocouple via direct physical contact to the front of the 
sample (Type K in the PEEM experiments, Type C in the LEEM and XPEEM experiments) and 
regulated by a PID controller within a range of typically 0.25 K. Characterization of the local 
sample crystallography was performed by electron backscatter diffraction (EBSD) and spatially 
resolved low energy electron diffraction (µ-LEED), further details are given below. 
PEEM 
The PEEM experiments were conducted in a multipurpose UHV setup containing a PEEM and 
an XPS chamber, interconnected by a sample transfer tunnel. The PEEM chamber is equipped 
with sample cleaning facilities, a PEEM (Staib Instruments PEEM 150), a deuterium discharge 
UV lamp (Heraeus D200F, photon energy ~6.5 eV), a quadrupole mass spectrometer (MKS e-
Vision 2) and a high purity gas supply system (Ar: 99.9999%, H2: 99.9995%, O2: 99.9999%). 
The XPS chamber is equipped with a hemispherical energy analyzer (Specs Phoibos 100), a twin 
anode X-ray source (Specs XR-50) and sample cleaning facilities and a high purity gas supply 
system analogous to those in the PEEM chamber. The ongoing H2 oxidation reaction, visualized 
in situ by PEEM, was video recorded by a high-speed CCD camera (Hamamatsu C11440-
42U30). The PEEM magnification was calibrated by comparison of PEEM images with optical 
micrographs of individual domains of the polycrystalline Rh sample. The XPS spectra were 
acquired from circular areas of 100 μm in diameter, using Mg Kα X-ray radiation, with the 
energy analyzer oriented perpendicular to the sample surface (take-off angle 0°).  
LEEM/XPEEM 
The LEEM/XPEEM experiments were carried out using the SMART microscope operating at the 
UE49-PGM beam line of the synchrotron light source BESSY-II of the Helmholtz Centre Berlin 
(HZB). The aberration corrected and energy filtered instrument, which has been described in 
detail elsewhere (S1, S2), combines microscopy (LEEM/XPEEM), low-energy electron 
diffraction (µ-LEED), and laterally resolved X-ray spectroscopy (µ-XPS). The SMART 
microscope achieves a maximal lateral resolution of 2.6 nm and 18 nm in LEEM and XPEEM 
mode, respectively. The system is equipped with gas dosing (Ar, H2, O2; purity 99.999%) and 
sample cleaning facilities. 
In LEEM, the low-energy electrons elastically backscattered from the sample surface are 
exploited for imaging, whereby the bright-field imaging mode with a contrast aperture selecting 
the specularly reflected electron beam was used. In XPEEM, the sample surface is illuminated 
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with X-rays and photoemitted electrons are used for imaging. The imaging energy analyzer 
allows the selection of electrons having a binding energy within a window and using them to 
form the XPEEM image. The choice of energy windows (Figs. 3d, e of the main text) 
corresponding to the XPS peaks specific for particular elements and their chemical states 
provides the chemical contrast (Fig. 3b of the main text). 
EBSD 
Electron backscatter diffraction (EBSD) is an additional characterization technique based on 
scanning electron microscopy (SEM), enabling crystallographic microstructural characterization 
of polycrystalline materials, including determination of individual grain orientations (S3–S5). 
The backscattered electrons of an electron beam, focused onto a particular sample spot, form a 
diffraction pattern consisting of Kikuchi bands, which correspond to each of the diffracting 
crystal lattice planes. Computer-based pattern transformation allows determination of the 
crystallographic surface orientation of the studied particular sample spot. In the present study, 
the EBSD characterization was performed by a FEI Quanta 200F field emission scanning 
electron microscope using standard EBSD conditions and evaluation procedures (S6). A 
comparison of pre- and post-reaction EBSD characterization has shown that the surface 
structures of the Rh(hkl) domains remain conserved even after extended periods of the ongoing 
hydrogen oxidation reaction. 

Determination of the local crystallography by µ-LEED 
The local crystallographic orientation of a specific domain region of the polycrystalline Rh 
sample investigated in the LEEM studies was determined using µ-LEED. The determination is 
based on the fact that any regular atomic stepped array found on a stepped surface produces a 
characteristic LEED pattern (S7, S8). For the µ-LEED, first, a specific area of interest with 1.5 
µm in diameter was selected by LEEM.  From this area, LEED patterns were obtained for 
different electron energies in the range of 20 to 350 eV. Figure S1a exemplarily displays the 
LEED pattern obtained at 330 eV, showing a six-fold symmetry which reflects the [1 1 1]-like 
nature of the surface. A closer look reveals the splitting of LEED spots, indicating a stepped 
surface. Such a stepped surface can be considered as consisting of two superimposed lattices: the 
short-period lattice associated with the atomic structure of the terraces and the long-period lattice 
(vicinal plane) associated with the atomic steps. In the corresponding Ewald construction, both 
of these lattices contribute with reciprocal rods which are tilted by the angle between the vicinal 
planes and the terraces and have a certain thickness due to the non-negligible terrace width (S9). 
This is reflected in the LEED pattern by a characteristic spot splitting (Fig. S1a) that depends on 
the primary electron energy. The inset in Fig. S1a shows the extension of the spot splitting line 
(red dotted line) in the [5 1̅ 4̅]-direction (towards the [4 0 2̅] spot). The width, the direction and 
the energy dependence of the splitting allow determination of the crystallographic orientation of 
the selected area.  
Figure S1b shows the application of this concept to the present µ-LEED data: first, the 
experimentally obtained spot existence regions (marked by white bars in the inset of Fig. S1b) 
were summarized in a diagram. Then, the Ewald geometric construction was composed, where 
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the tilted black lines result from the atomic step-edges and the blue bars result from the terraces 
which, as mentioned above, have an extended width in the real space, in contrary to step-edges. 
The resulting construction provides the [14 10 8]-direction as the best fit for the spot existence 
diagram in the inset of Fig.1Sb, which corresponds to a (7 5 4) surface orientation for the studied 
µm-sized surface region. Fig. S1c displays a corresponding ball model of the Rh(7 5 4) surface. 
Notably, the SMART instrument uses an electrostatic lens system without image rotation well-
known for systems with magnetic lenses, i.e. the step orientation obtained from the µ-LEED can 
be unambiguously associated with the LEEM images. In order to ensure the homogeneity of the 
studied surfaces, µ-LEED patterns were recorded for several µm-sized surface areas placed at 
distances of a few µm in the region displayed in Figs. 3 and 4 (Fig. S1d-f). 

Figure S1. Determination of the local crystallographic orientation by µ-LEED: (a) hexagonal µ-LEED 
pattern obtained from the selected region on the Rh domain studied by LEEM (electron energy 330 eV). 
Spot splitting is well visible (exemplarily marked by the red dotted line), the inset schematically shows 
the spot splitting direction; (b) geometric Ewald construction of electron diffraction. Projections of Ewald 
spheres for 160, 245 and 330 eV are shown as orange lines. The inset shows the spot existence diagram in 
the energy range from 20 to 350 eV. The horizontal orange dotted lines correspond to the electron 
energies, for which the Ewald spheres are drawn; (c) ball model of the Rh(7 5 4) surface with the step 
direction indicated; (d) the same as in (a) but with an electron energy of 230 eV; (e) the same as in (d) but 
for a µm-sized region located 5 µm to the right of (d); (f) the same as in (d) but for a µm-sized region 
located 5 µm below (e).  
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Model simulations 
The modeling approach used for the present simulations of pattern formation during the self-
sustaining oscillations in hydrogen oxidation on rhodium is based on the Langmuir-Hinshelwood 
mechanism that is well established for this catalytic reaction (S10). The local formation and 
depletion of subsurface oxygen acts as feedback mechanism, governing the transitions from the 
inactive to the active state of the local catalytic activity and vice versa (S11–S15). The oscillation 
cycle can be described as follows: Presence of molecular hydrogen and oxygen in the gas phase 
results in their competitive coadsorption on rhodium surface. As the initial sticking coefficient of 
oxygen is much higher than that of hydrogen, at the experimental partial pressures 
pH2 = 4.5  10-7 mbar and pO2 = 5.0  10-7 mbar, oxygen preferentially adsorbs to the surface via 
a molecular precursor, which dissociates into two chemisorbed oxygen atoms. Since hydrogen 
adsorption is generally blocked by adsorbed oxygen at these conditions (S16), this results in a 
catalytically inactive state (Fig. S2; 1). After a dense oxygen coverage is formed, adsorbed 
oxygen atoms can migrate under the topmost rhodium layer, forming subsurface oxygen (Fig. 
S2; 2). The presence of subsurface oxygen reduces the sticking coefficient of oxygen, increasing 
the probability of hydrogen adsorption. This leads, upon surpassing a critical threshold of 
subsurface oxygen coverage, to a switch in the competitive coadsorption in favor of hydrogen 
and thus to a kinetic transition to the catalytically active state. In the active state, both hydrogen 
and oxygen can adsorb on the surface, where they react and form water which immediately 
desorb from the surface at the present conditions (Fig. S2; 3). Due to the continuous formation of 
water, the surface coverage of both hydrogen and oxygen remains low, thus subsurface oxygen 
can now migrate back to the surface.  

Figure S2: Schematic illustration of the oscillation mechanism for the catalytic hydrogen oxidation on 
rhodium. Color code: golden – Rh, red – O, blue – H. 
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The depletion of the subsurface oxygen depot leads to a recovery of the oxygen sticking, thus 
raising the favorability of oxygen adsorption (Fig. S2; 4). Eventually, oxygen again adsorbs 
preferentially and covers the surface, returning the system to its initial inactive state and closing 
the oscillation cycle.  
The key role in the above oscillating process is played by the formation/depletion of subsurface 
oxygen: surpassing a high critical amount of subsurface oxygen causes a transition to the active 
catalytic state, while a fall below a certain low subsurface oxygen coverage induces a transition 
to the inactive state. The rate of the subsurface oxygen formation/depletion, which depends on 
the surface structure, governs, as a feedback mechanism, the frequency of the oscillations. 
Based on this view of catalytic hydrogen oxidation, the present model was developed as a hybrid 
between micro-kinetic modeling (MKM) and Monte Carlo simulations (MC). The goal of our 
approach was to achieve a model description of the observed phenomena which can directly be 
compared to experiments.  
The model approach assumes that kinetic transitions between states of catalytic activity can be 
narrowed down to two options: internal “self-induced” transitions through adsorption based on 
the local coverage of subsurface oxygen (𝜃𝑆𝑖) as described above, and externally induced 
transitions, caused by propagation of reaction/diffusion fronts from adjacent surface sites. Both 
of these transitions can be described by a MC approach, with the probabilities for each local 
transition event to occur in a MC step based on the local amount of 𝜃𝑆𝑖 . Both the local coverage 
of subsurface oxygen and the local transition probabilities are updated before each MC step by 
MKM calculations, with a time interval (𝛥𝑡) of 40 ms between each MC step used for the 
calculations.  
As a grid for the Monte Carlo simulation, a 400 x 400 hexagonal tiling grid was chosen, 
representing the (1 1 1) fcc surface structure of the terraces forming the Rh(7 5 4) surface. Due to 
the close-packing of the 160000 grid tiles, this results in a rectangular model field of view. To 
realistically simulate the experimental LEEM observations, the size of this field of view was set 
to 40 x 34.6 µm2, so each of the grid tiles contains a surface area of about 8660 nm2, or roughly 
86600 surface sites, under the assumption of a surface site area of 0.10 nm2 (S10). Based on the 
above-mentioned view of the mechanism of the reaction, it is reasonable to assign each grid tile a 
state of catalytic activity, active or inactive, each represented by a distinct set of surface 
coverages (inactive – high oxygen coverage, few empty adsorption sites; active – low oxygen 
and hydrogen coverage, many empty adsorption sites, see Tab. S3). 
The local formation and depletion of subsurface oxygen can be accurately described via micro-
kinetic modelling, as has been previously applied (S10–S15, S17). This deterministic approach is 
also suitable to describe the local subsurface oxygen coverage of each grid tile. The rate of the 
subsurface oxygen formation and depletion at the present conditions is sufficiently high to be 
accurately calculated by a numerical integration of the MKM differential equations, even 
disregarding the stochastic part of the local subsurface oxygen formation/depletion on each 
surface site of the grid tile.  
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In our model, the subsurface oxygen coverage 𝜃𝑆𝑖  of each grid tile 𝑖 is described by the following 
kinetic equation:  𝑑𝜃𝑆𝑖𝑑𝑡 = 𝑘𝑜𝑥 𝜃𝑂𝑖 (1 − 𝜃𝑆𝑖) − 𝑘𝑟𝑒𝑑𝑖 𝜃𝑆𝑖𝜃∗𝑖  , (Eq. S1) 
where 𝜃𝑂𝑖  is the local oxygen coverage and 𝜃∗𝑖 represents the coverage of empty surface sites.
The rate and coupling constants are given by 𝑘𝑜𝑥 = 𝑘𝑜𝑥0 𝑒−𝛽𝐸𝑜𝑥𝑖 , (Eq. S2) 𝑘𝑟𝑒𝑑𝑖 = 𝑘𝑟𝑒𝑑0 𝑒−𝛽(𝐸𝑟𝑒𝑑𝑖 +𝐴𝑟𝑒𝑑𝑠 𝜃𝑆𝑖 ), (Eq. S3) 
where 𝛽 = 1 𝑘⁄ B 𝑇. The values of the kinetic parameters used in the present calculations are
given in Tab. S3 and are based on the work of McEwen et al. (S10, S17). The rate of subsurface 
oxygen formation/depletion depends on the local activation energy for the formation of 
subsurface oxygen (𝐸𝑜𝑥𝑖  in the model equations) and thus on the crystallographic orientation of
the surface (S11–S15). Each grid tile is originally assigned the 𝐸𝑜𝑥𝑖  value of the
crystallographically regular surface, with local deviations due to local defects of the 
crystallographic surface structure, randomly distributed across the surface. The occurrence rate 
of such modified 𝐸𝑜𝑥𝑖  values, as well as the 𝐸𝑜𝑥𝑖  value of the regular surface, are given in Tab. S1.
For all calculations, the same distribution of 𝐸𝑜𝑥𝑖  values was used.

Table S1. Surface distribution probabilities of the local activation energy 𝐸𝑜𝑥𝑖  for the formation of
subsurface oxygen.  

occurrence rate 𝑬𝒐𝒙𝒊  (eV)

regular surface 1.25 

6.3 x 10-6 1.15 

5.3 x 10-2 1.172 

2.5 x 10-3 1.30 

The local activation energy for the depletion of subsurface oxygen 𝐸𝑟𝑒𝑑𝑖  was calculated from the 
respective 𝐸𝑜𝑥𝑖 , utilizing the linear relation from Suchorski et al. (S12)𝐸𝑟𝑒𝑑𝑖 = 0.293 + 0.776 𝐸𝑜𝑥𝑖 . (Eq. S4) 
The two possibilities for local transition events to occur (internally via the adsorption, mediated 
by the formation and depletion of subsurface oxygen, or externally via a reaction/diffusion front 
from neighboring grid tiles) are incorporated in the MC simulation model as follows: Although 
the adsorption of hydrogen is generally blocked on the oxygen covered surface, there still exists 
a certain probability of hydrogen adsorption due to a few stochastically appearing empty sites on 
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the surface. The local internal transition to the active state is governed by the probability of 
hydrogen adsorption 𝜑𝐻𝑎𝑑𝑠 on the oxygen covered grid tile. This probability is assumed to be 
proportional to the rate of hydrogen adsorption that can also be derived from the MKM (S10, 
S17) by 𝜑𝐻𝑎𝑑𝑠,𝑡 = ∫ 2𝑘𝑎𝐻𝑝𝐻2 𝜃∗𝑖2𝑡+𝛥𝑡𝑡 𝑑𝑡, (Eq. S5) 
with 𝑘𝑎𝐻 = 𝑆0𝐻 𝑎𝑠 √2𝜋𝑚𝐻2 𝛽⁄⁄ , (Eq. S6) 
where 𝑆0𝐻 corresponds to the initial sticking coefficient of hydrogen, 𝑎𝑠 denotes the area of a
surface site and 𝑚H2 is the average molecular mass of hydrogen. The probability for a transition
to the active state is 𝜒𝐻𝑎𝑑𝑠,𝑡 = 𝑁 ∙ 𝑞𝐻 ∙ 𝜑𝐻𝑎𝑑𝑠,𝑡 ∙ 𝜌𝐻 , (Eq. S7) 
where 𝑁 is the number of surface sites per grid tile. The adsorption of hydrogen and the 
following reaction to water leaves empty surface sites. These empty sites can subsequently be 
occupied by hydrogen, leading, after reaction to water, to even more empty surface sites, and 
thereby to an autocatalytic reaction and a kinetic transition to the active state. However, the 
empty surface sites can instead also be refilled by adsorbing oxygen, returning the surface 
coverage to its initial state. 𝑞𝐻 is a parameter describing the probability that hydrogen adsorption 
on an oxygen covered grid tile leads to a successful kinetic transition. 𝜌𝐻 is a factor describing 
the dependence of the probability of a hydrogen caused transition to the active state on the local 
subsurface oxygen coverage, which is written as 𝜌𝐻 = 𝑙𝑛 (𝐴1∙𝜃𝑆𝑖𝐴𝑙𝑖𝑚 − 𝐴1 + 1) 𝑙𝑛 (−𝐴1 + 1 + 𝐴1𝐴𝑙𝑖𝑚)⁄ , (Eq. S8) 
where 𝐴𝑙𝑖𝑚 is the subsurface oxygen limit needed for a transition to the active state, and 𝐴1 is a 
factor describing the exponential dependence of the transition probability on 𝜃𝑆𝑖 . For a saturated 
subsurface coverage, 𝜌𝐻 becomes equal to one. 
The same can also be done for the internal transition to the inactive state, caused by the favored 
adsorption of oxygen. The probability of oxygen adsorption on a surface site of the grid tile is 
derived from the MKM as 

𝜑𝑂𝑎𝑑𝑠,𝑡 = ∫ 2∙𝑘𝑎𝑂𝐾𝑖𝑝𝑂2 𝜃∗𝑖21+𝐾𝑖𝜃∗𝑖2𝑡+𝛥𝑡𝑡 𝑑𝑡, (Eq. S9) 
with 𝑘𝑎𝑂 = 𝑆0𝑂 𝑎𝑠 √2𝜋𝑚𝑂2 𝛽⁄⁄ , (Eq. S10) 
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𝐾𝑖 = 𝐾0 𝑒−𝛽(𝐸𝐾 +𝐴𝐾𝑂 𝜃𝑂𝑖 +𝐴𝐾𝑠 𝜃𝑆𝑖 ), (Eq. S11) 
where the parameters 𝑆0O and 𝑚O2  represent the initial sticking coefficient of oxygen and its
molecular mass, respectively. The probability for a transition to the active state is  𝜒𝑂𝑎𝑑𝑠,𝑡 = 𝑁 ∙ 𝑞𝑂 ∙ 𝜑𝑂𝑎𝑑𝑠,𝑡 ∙ 𝜌𝑂 , (Eq. S12) 
where 𝑞𝑂 is a parameter describing the probability that the amount of adsorbed oxygen on a grid 
tile is sufficient for a kinetic transition to the inactive state, despite it being partially consumed in 
the reaction until the completed kinetic transition. 𝜌𝑂 is a factor describing the dependence of the 
transition probability on the local subsurface concentration as 𝜌𝑂 = 𝑙𝑛 (−𝐵1∙𝜃𝑆𝑖𝐵𝑙𝑖𝑚 + 𝐵1 + 1) 𝑙𝑛(𝐵1 + 1)⁄ , (Eq. S13) 
where 𝐵𝑙𝑖𝑚 is the subsurface oxygen limit needed for a transition to the active state, and 𝐵1 is a 
parameter describing the exponential dependence of the transition probability on 𝜃𝑆𝑖 . When no 
subsurface oxygen is present, 𝜌𝑂 becomes equal to one. 
Apart from these adsorption-induced kinetic transitions, externally induced transitions are 
possible via reaction/diffusion fronts. In the kinetic transition to the active state, the hydrogen 
front propagation can be considered as propagation from one grid tile to a neighboring tile with a 
certain front velocity. In the model, this is represented by a local event of front propagation, in 
which a grid tile adopts the state of catalytic activity of its neighbor. For such a transition to 
occur, it is necessary that at least one neighboring grid tile is in a front state, meant as state of a 
tile immediately after the kinetic transition to the active state. The probability of an event of front 
propagation which induces a transition for the nearest neighboring grid tile determines the local 
velocity of the front, which can be extracted from the experimental observations. The 
corresponding relation between the probability for an inactive grid tile to turn active and the 
front velocity is then 𝜒𝐻,𝑓𝑟 = 𝑣𝐻 ∙ 𝑛𝐻,𝑓𝑟 ∙ 𝑋𝐻,𝑓𝑟 ∙ 𝛥𝑡, (Eq. S14) 
where 𝑣𝐻 is the front velocity parameter of the hydrogen front and 𝑛𝐻,𝑓𝑟 is the number of 
neighboring grid tiles being already in an active state front state. 𝑋𝐻,𝑓𝑟 is a factor based on 𝑛𝐻,𝑓𝑟, 
given in Tab. S2. 
Analogously, the corresponding relation between the probability for an active grid tile to turn 
inactive via oxygen front propagation and the front velocity is  𝜒𝑂,𝑓𝑟 = 𝑣𝑂 ∙ 𝑛𝑂,𝑓𝑟 ∙ 𝑋𝑂,𝑓𝑟 ∙ 𝛥𝑡, (Eq. S15) 
where 𝑣𝑂 is the front velocity parameter of the oxygen front, 𝑛𝑂,𝑓𝑟 is the number of neighboring 
grid tiles in an inactive front state and 𝑋𝑂,𝑓𝑟 is a factor based on 𝑛𝑂,𝑓𝑟, also given in Tab. S2.  
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Table S2. Front propagation factors for the hydrogen and oxygen fronts based on the number of front 
state neighbors. 𝒏 1 2 3 4 5 6 𝑋𝐻,𝑓𝑟 0.9 1.8 3.5 8 14 20 𝑋𝑂,𝑓𝑟 1 1.5 2.5 6 16 25 

By choosing the size of each grid tile and the grid resolution, as well as the time delay for the 
numerical integration of the MKM differential equations, the chosen spatial resolution as well as 
time resolution can be directly assigned to each calculated MC model step, thereby generating 
time-series of surface images which can be interpreted as series of frames of a simulated virtual 
surface microscopy (see Fig. 5 in the main text and supporting movies 4-6). 

Table S3. Micro-kinetic model parameters and Monte Carlo simulation parameters used in the present 
simulations of the LEEM patterns. Energies are given in eV, rate constants in 1/s and 𝑣𝐻 and 𝑣𝑂 in grid
tiles/s. 

symbol parameter description T = 428 K T = 433 K T = 468 K 𝑘𝑜𝑥0 pre-factor for oxygen diffusion from 
surface to subsurface sites 

1.00 x 1012 1.00 x 1012 1.00 x 1012 𝑘𝑟𝑒𝑑0 pre-factor for oxygen diffusion from 
subsurface to surface sites 

3.00 x 1012 3.00 x 1012 3.00 x 1012 

𝐴𝑟𝑒𝑑𝑠 subsurface oxygen coverage dependence of 
the activation energy for subsurface oxygen 
depletion 

-0.0200 -0.0200 -0.0200

𝑆0𝐻 initial sticking coefficient of H 0.300 0.300 0.300 𝑞𝐻 pre-factor for transition to the active state 1.37 x 10-4 1.37 x 10-4 1.37 x 10-4 𝐾0 pre-factor for oxygen dissociation 
equilibrium constant 

0.2525 0.2525 0.2525 𝐸𝑘 activation energy for oxygen dissociation 
equilibrium constant 

-0.178 -0.178 -0.178

𝐴𝐾𝑂 coverage dependence of adsorbed oxygen 
on the activation energy of oxygen 
dissociation 

0.158 0.158 0.158 

𝐴𝐾𝑠 coverage dependence of subsurface oxygen 
on the activation energy of oxygen 
dissociation 

0.082 0.082 0.082 

𝑆0𝑂 initial sticking coefficient of O 0.600 0.600 0.600 𝑞𝑂 pre-factor for transition to the inactive state 2.25 x 10-7 2.25 x 10-7 2.25 x 10-7 𝜃𝑂𝑎𝑐𝑡 surface coverage of O in the active state 0.0500 0.0500 0.0500 𝜃∗𝑎𝑐𝑡 empty sites in the active state 0.950 0.950 0.950 𝜃𝑂𝑖𝑛𝑎𝑐𝑡 surface coverage of O in the inactive state 0.850 0.830 0.750 
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Table S3. (continued) 

symbol parameter description T = 428 K T = 433 K T = 468 K 𝜃∗𝑖𝑛𝑎𝑐𝑡 empty sites in the inactive state 0.150 0.170 0.250 𝐴1 dependence on 𝜃𝑆𝑖  for the transition 
probability to the active state 

-3.00 -3.00 -3.00𝐴𝑙𝑖𝑚 subsurface oxygen limit needed for a 
transition to the active state 

0.740 0.735 0.600 𝐵1 dependence on 𝜃𝑆𝑖  for the transition 
probability to the inactive state 

10.0 10.0 10.0 𝐵𝑙𝑖𝑚 subsurface oxygen limit needed for a 
transition to the inactive state 

0.100 0.100 0.020 𝑣𝐻 front velocity parameter of the hydrogen 
front 

0.00300 0.00700 0.225 𝑣𝑂 front velocity parameter of the oxygen front 0.00300 0.00300 0.00300 
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5
How the anisotropy of surface
oxide formation influences the
transient activity of a surface

reaction

Surface oxides and partially oxidized surfaces are important in many areas of technology [117–
121] and have also received significant interest in heterogeneous catalysis, because, depending
on the reaction conditions, in industrial reactors, an initially metallic surface may oxidize, possi-
bly changing its catalytic activity [123, 124]. When studying catalytic H2 oxidation on rhodium
and attempting to bridge the pressure gap between model catalytic studies and industrial cat-
alytic reactors (section 1.3), it is therefore crucial to consider the possible oxidation of Rh and its
influence on the catalytic properties.

Therefore, correlative microscopy studies using scanning photoelectron microscopy (SPEM,
section 2.2) and UV photoemission electron microscopy (UV-PEEM, section 2.3) on the initial
oxidation of Rh (section 1.9) and its influence on the catalytic activity in H2 oxidation were per-
formed. A polycrystalline Rh foil was used as a library of well-defined high-Miller-index surface
structures (section 2.7), with SPEM allowing spatially resolved chemical analysis of the oxida-
tion process and UV-PEEM providing visualization of the ongoing chemical reaction and kinetic
data (e.g., kinetic phase diagrams, section 1.7). The surface oxide formation was summarized
in an oxidation map and quantitatively explained by the novel step density (SDP) and step edge
(SEP) parameters, which describe the atomic structure of the surface. This revealed anisotropy
of the oxidation process, i.e., dependence on the atomic surface structure. In situ PEEM imaging
of the ongoing H2 oxidation enabled directly comparing the local reactivity of metallic and oxi-
dized surfaces, demonstrating the effect of Rh surface oxides. Using the velocity of propagating
reaction fronts as indicator for surface reactivity, a high transient activity of Rh surface oxides in

85



5 How anisotropic surface oxide formation influences the activity of a surface reaction

H2 oxidation was observed. The corresponding velocity map revealed the structure-dependence
of such activity, representing a direct imaging of a structure-activity relation for plenty of well-
defined surface structures within a single sample.

The results of these studies were published in Nature Communications as given below. For this
work, I performed the SPEM experiments in collaboration with J. Zeininger, P. Zeller, M. Amati,
L. Gregoratti and G. Rupprechter, analyzed the SPEM data, performed the PEEM experiments
in collaboration with J. Zeininger, analyzed the PEEM data and prepared the manuscript in col-
laboration with J. Zeininger, Y. Suchorski and G. Rupprechter.

The following pages give an unmodified reproduction of the manuscript “How the anisotropy
of surface oxide formation influences the transient activity of a surface reaction” by P. Winkler,
J. Zeininger, Y. Suchorski, M. Stöger-Pollach, P. Zeller, M. Amati, L. Gregoratti, and G. Rup-
prechter, published in 2021 in Nature Communications, vol. 12, article no. 69, and its supple-
mentary material. The article and supplementary material are licensed under a Creative Com-
mons Attribution 4.0 International License, available at http://creativecommons.org/
licenses/by/4.0/.
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Scanning photoelectron microscopy (SPEM) and photoemission electron microscopy (PEEM)

allow local surface analysis and visualising ongoing reactions on a µm-scale. These two

spatio-temporal imaging methods are applied to polycrystalline Rh, representing a library of

well-defined high-Miller-index surface structures. The combination of these techniques

enables revealing the anisotropy of surface oxidation, as well as its effect on catalytic

hydrogen oxidation. In the present work we observe, using locally-resolved SPEM, structure-

sensitive surface oxide formation, which is summarised in an oxidation map and quantitatively

explained by the novel step density (SDP) and step edge (SEP) parameters. In situ PEEM

imaging of ongoing H2 oxidation allows a direct comparison of the local reactivity of metallic

and oxidised Rh surfaces for the very same different stepped surface structures, demon-

strating the effect of Rh surface oxides. Employing the velocity of propagating reaction fronts

as indicator of surface reactivity, we observe a high transient activity of Rh surface oxide in H2

oxidation. The corresponding velocity map reveals the structure-dependence of such activity,

representing a direct imaging of a structure-activity relation for plenty of well-defined surface

structures within one sample.
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Oxide surfaces are important in many areas of technology,
including fuel and energy generation/storage (reforming,
syngas, fuel cells, electrolysers and batteries), corrosion,

sensors, exhaust gas cleaning, and others1–5. Intensive experi-
mental and theoretical research during the last decade has led to
the discovery that the transition from the metal to the bulk oxide
proceeds via the formation of ultrathin oxide films, which are
termed surface oxides6. Such surface oxides, with the topmost
metal layer sandwiched between two atomic layers of oxygen, can
even be considered a new class of materials, as they may exhibit
novel unexpected properties7–9. The growth of such surface oxi-
des was observed for Rh7,9–12, Ru13, Pd6,14,15 and Pt15, which is of
academic interest, but also has practical impact on the technol-
ogies mentioned.

Much of the atomistic understanding of surface oxidation
originates from studies of well-defined model systems in ultrahigh
vacuum (UHV)6–15. Combined with DFT calculations, these
studies identified the atomic structures of surface oxides formed
on smooth (low-Miller-index) single crystals of several noble
metals7,11–18. Usually, surface oxides are explored in time-
consuming sequential one-sample-after-another experiments on
multiple single crystal samples. However, surface oxidation
exhibits anisotropy, so that the local oxidation rates on crystal-
lographically different technologically relevant less-ideal surfaces
vary substantially. This important point was not considered
until now.

As an alternative approach to sequential experiments, poly-
crystalline surfaces can be employed as model systems. If the
crystallographic orientation of each surface domain is known,
polycrystalline surfaces turn into surface structure libraries, since
hundreds of domains with different orientations are present on
a 1 cm2 sample19. This concept, in combination with a spatially
resolving experimental technique, allows studying surface pro-
cesses on different surface structures simultaneously20,21. In the
present work, surface structure libraries are for the first time
applied to examine the anisotropy of surface oxidation, exploiting
their essential advantage, namely guaranteeing the same oxygen
exposures, temperatures and temperature ramps for differently
oriented domains. This identity of conditions can hardly be met
by traditional sequential experiments. Furthermore, the domains
on a polycrystalline sample are not limited to low-Miller-index
crystallographic orientations. Typically, several stepped high-
index domains are present, resembling rough surfaces or nano-
particles in typical catalytic applications22, and these stepped Rh
surfaces are in the focus of the present work. Synchrotron-based
scanning photoelectron microscopy (SPEM), using a 0.13 μm
diameter X-ray microprobe, is used to obtain spatially resolved
chemical information and for chemical imaging23.

Surface oxides have also received significant attention in het-
erogeneous catalysis, e.g. in the context of exhaust cleaning or
combustion, because depending on reaction conditions an initi-
ally metallic surface may be in oxidised or reduced state, sig-
nificantly changing its activity10,14. This shows the strong need
for in situ studies of catalytic reactions once surface oxides are
involved. For well-defined surface oxides the focus was so far
mostly on CO oxidation13,24,25. For example, high CO oxidation
activity was attributed to a trilayer surface oxide on Rh(111)25–27,
whereas continued surface oxidation produced an inactive
double-trilayer (ORhO-4L28) and thicker bulk-like oxides, leading
to catalyst deactivation29.

To further examine the effect of surface oxides in catalysis, we
have chosen the prototypical hydrogen oxidation as a “litmus
paper” test. On platinum group metals this surface reaction has
been intensively studied since the times of Döbereiner30 and
Faraday31, and even contributed to the introduction of the
term “catalysis” by Berzelius32. Currently, the societal and

technological importance of catalytic H2 oxidation increases, due
to applications for fuel cells, catalytic heat production, elimina-
tion of hydrogen via catalytic recombination and hydrogen
sensors33–36. On metallic surfaces, numerous atomic scale studies
provided deep insights into the reaction mechanism37–39, whereas
corresponding studies on surface oxides are rare40,41. The present
work provides such study focusing on the role of the trilayer
surface oxide, when large amounts of oxygen are incorporated
into the Rh crystal lattice. This is in significant difference to
previous studies21,42,43 of H2 oxidation on metallic Rh, when only
small amounts of subsurface oxygen were involved.

The experimental approach is illustrated in Fig. 1: The crys-
tallography of each μm-sized Rh(hkl) domain of the poly-
crystalline surface was characterised by electron backscatter
diffraction (EBSD; Fig. 1a, see the Methods section below and the
details in the SI). The polycrystalline Rh foil was oxidised in the
range of 10−4 mbar O2 and the oxidised surface studied by locally
resolved SPEM, resulting in an “oxidation map” (Fig. 1b). Pho-
toemission electron microscopy (PEEM), with a resolution of
~1 μm, was then employed to visualise the ongoing H2 oxidation
in situ (Fig. 1c). Using the recently-developed kinetics by imaging
approach44, the local reaction kinetics of individual Rh(hkl)
domains can be extracted from real-time PEEM-video-files
(Fig. 1c). An “activity map” was created based on hydrogen
front propagation. The very same Rh sample was used in the
EBSD, SPEM and PEEM experiments, and even the same field of
view was monitored, allowing a direct correlation between the
local crystallographic structure and SPEM and PEEM data of
local oxidation and reaction kinetics, respectively. This combi-
nation of SPEM and PEEM is also promising for application to
supported particles, enabling spatio-temporal monitoring of

Fig. 1 Experimental approach. a EBSD: the backscattered electrons of a
focused electron beam form Kikuchi lines on a phosphorous screen,
enabling determination of the crystallographic orientation of each µm-sized
Rh domain; b SPEM: an oxidised polycrystalline Rh sample is raster-
scanned by a sub-µm-sized X-ray spot, with the emitted photoelectrons
providing local XPS spectra. By processing the XPS spectra, the local Rh
oxide components can be identified and displayed in a chemical map;
c PEEM: the ongoing H2 oxidation reaction is visualised in situ by PEEM,
with the analysis of the local PEEM intensities providing spatially resolved
local reaction kinetics.
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structure, composition and reactivity of technological catalysts,
which is mostly performed by e.g. X-Ray, infrared, Raman,
magnetic resonance or electron microscopies45–51.

In the present work, the anisotropy of surface oxide formation
on Rh and its influence on catalytic H2 oxidation is studied using
the powerful combination of two surface-imaging techniques:
SPEM and PEEM. SPEM, yielding spatially resolved chemical
information, reveals the correlation of initial surface structures
and the formation of surface oxides. PEEM, in turn, is used to
image H2 oxidation reaction kinetics of the different highly
stepped surface structures. This provides us immediate insight
into the role of Rh surface oxides in catalytic H2 oxidation. The
velocities of reaction fronts propagating across the surface serve
as an indicator for surface reactivity, revealing a high transient
activity of Rh surface oxide.

Results and discussion
Mapping anisotropic Rh surface oxidation. The surface oxida-
tion of Rh and the structure of the resulting surface oxides has
been previously studied via various experimental methods,
focusing on well-defined Rh single crystal surfaces of mainly low-
Miller-index orientations. Techniques such as low energy electron
diffraction (LEED), scanning tunnelling microscopy (STM), sur-
face X-ray diffraction (SXRD) and X-ray photoelectron spectro-
scopy (XPS)7,11,12,52 were applied. The acquired XPS spectra and
STM/SXRD-derived atomic structures were corroborated and
explained by ab initio calculations7,11,12. Herein, we present the
first spatially resolved comparative study of the oxidation of high-
Miller-index Rh surfaces.

Figure 2a shows the EBSD map of a polycrystalline Rh foil,
consisting of well-defined Rh(hkl) domains, as listed in Fig. 2b.
After oxidation at T= 623 K, pO2= 2.5 × 10−4 mbar, t= 90 min,
i.e., under conditions similar to those reported for trilayer oxide
growth on single crystals7,11,12, local XPS spectra (exemplarily
shown in Fig. 2c, d) were measured for a 0.13 μm diameter spot
on each 8 × 8 μm2 sample area by SPEM. Due to the chosen
photon energy of ~650 eV, the kinetic energy of the Rh 3d
photoelectrons was in the range of 340–350 eV. In combination
with the grazing collection angle, this provides high surface
sensitivity with a probing depth of ~1.5 nm. The deconvolution of
the measured Rh 3d spectra allows determining the metallic,
oxidic and interfacial (i.e. the Rh atoms at the interface between
the Rh bulk and the trilayer oxide) contributions for each Rh(hkl)
domain in the field of view. The resulting peak positions are in
quantitative agreement with XPS results for Rh surface oxides
formed on low-Miller-index surfaces7,11,12, but differ from
thicker bulk-like oxides10 and metallic Rh with adsorbed oxygen7.

Figure 2c shows the spectrum deconvolution for the Rh(11 11
7) domain (position 1 in Fig. 2a) with 26%, 64 and 10%
contributions by metallic, oxidic and interface Rh, respectively
(see the SI for details). Corresponding results for the Rh(13 9 1)
domain (position 2 in Fig. 2a) with 10%, 78% and 12% of Rh,
RhOx and interfacial Rh, respectively, are shown in Fig. 2d. Note
that the trilayer oxide structures formed on Rh(111), Rh(100)
and Rh(110) exhibit the same hexagonal symmetry, differing
slightly by the lattice constant (3.02 Å, 3.08 Å and 3.04 Å,
respectively7,11,12), while their Rh 3d peak positions are
identical7,11,12. This is also the case for the present Rh(11 11 7)
surface, consisting of (111) fcc terraces, and Rh(13 9 1), consisting
of (110) fcc terraces.

The XPS results for each Rh(hkl) domain in the field of view
(512 × 600 μm2, Fig. 2a) are summarised as a chemical map of the
surface oxide contribution (Fig. 2e), directly illustrating the
anisotropy of the surface oxidation of different stepped Rh(hkl)
surfaces. As the formed surface oxides are structurally nearly

identical (see SI), the differences in the oxide contributions may
thus result from different extent of oxide coverage on the metallic
substrate. In this respect, we refer to recent STM results, which
revealed a stripe-like growth of the Rh surface oxide: patches of
the O-Rh–O trilayer were first formed along the step edges, before
extending to the Rh(111) terraces53. Kinetic limitations of stripe-
like growth, predicted by DFT, result in only partial coverage of
wider terraces by surface oxide (see schematic models in Fig. 2c,
d). Thus, domains differing in the width of their terraces will be
covered by surface oxide to a different extent, leading to differing
metal/oxide area ratios. Consequently, the RhOx contribution to
the XPS signal depends on the step density. In addition, the
atomic structure of the step edges (e.g. the number of kinks)
modifies the kinetic barriers for surface oxide formation54. This
will result in differing shapes of the oxide stripes, again varying
the RhOx contribution to the XPS signal. To analyse the
dependence of surface oxide formation on a particular surface
orientation (structure), both the step density and step edge

Fig. 2 Mapping anisotropic Rh surface oxidation. a EBSD image of the
polycrystalline Rh foil (512 × 600 µm); b crystallographic orientations (Miller
indices) of the Rh(hkl) domains indicated in a and e; c, d examples of local
XPS spectra and ball models of the metallic and oxidised Rh(11 11 7) and Rh
(13 9 1) domains, respectively. Squares: measured values; solid lines: sum of
the deconvoluted components; e oxidation map of the region displayed in
a after oxidation in O2 (T= 623 K, pO2 = 2.5 × 10−4 mbar, t= 90 min),
with the right edge of the map displaying the colour scale for the RhOx

contribution; f, g show the RhOx contribution versus the step density
parameter (SDP) and step edge parameter (SEP), respectively (see SI for a
detailed description of SDP and SEP). Squares: measured values (see text for
the highlighted data points); shaded areas serve as a guide for the eye.
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configurations must be considered. Thus, we have developed a
numerical description of these two relevant aspects, introducing
the dimensionless step density parameter (SDP) and step edge
parameter (SEP). Both parameters are based on the surface free
energy in relation to the smooth close-packed (111) fcc surface.
The SDP, characterising the density of atomic steps, is calculated
from a model surface having the same terrace structure and width
as the considered surface, but simplified non-kinked step edges.
The SEP, in turn, is calculated from a model surface formed by
the step edge rows of the considered surface and thus describes
the particular atomic configuration of the step edges. Further
details on the calculation of SDP and SEP are given in the SI.

Plots of the surface oxide contribution versus SDP and SEP are
shown in Fig. 2f, g, respectively, displaying a clear trend of higher
RhOx extent for increasing SDP and SEP. A qualitative trend of
stronger surface oxidation for higher atomic roughness (due to
steps and kinks) has been reported in literature53, but, to our
knowledge, the present SDP/SEP evaluation is the first to address
both factors quantitatively. Even the apparent outliers (i.e. data
points outside of the shaded areas in Fig. 2f, g) can be explained
by this concept: the lower RhOx contribution of Rh(18 1 1) and
Rh(12 12 5) (red squares, positions 4 and 7 in Fig. 2f) is due to
their position on the SEP axis (see Fig. 2g). Similarly, Rh(11 11 7)
and Rh(15 10 9) (blue squares, positions 1 and 3 in Fig. 2g) have
lower RhOx contribution due to their position on the SDP axis
(see Fig. 2f). For more details concerning the interrelation of SDP
and SEP see the SI.

Impact of surface oxidation anisotropy on catalytic H2 oxida-
tion. In the following, catalytic H2 oxidation is used as a probe to
indicate the effect of the surface oxidation anisotropy. For cata-
lytic H2 oxidation on Rh, both reactants need to adsorb to the
catalyst surface before the reaction can take place (Langmuir-
Hinshelwood mechanism)42,55. At low pH2/pO2 ratio the reaction
system is in an inactive steady-state (adsorbed oxygen blocks the
adsorption of hydrogen). Increasing the pH2/pO2 ratio at con-
stant temperature lets the system switch to an active steady-
state at a certain pH2/pO2 ratio. This, as well as the reverse
switch, occur via a kinetic transition, a process similar to a phase
transition in equilibrium thermodynamics (whereas kinetic
transitions in catalysis are topics of non-equilibrium thermo-
dynamics56). Such kinetic transitions can be visualised by PEEM,
as the brightness of the PEEM image results from the photo-
emission yield governed by the work function of the imaged
surface, which, in turn, depends on the surface coverage. For
example, the inactive oxygen-covered Rh surface has a higher
work function than the adsorbate free Rh surface and thus
appears dark in PEEM contrast. Vice versa, the catalytically active
surface with low Hads and Oads coverage is characterised by lower
work function and thus appears bright. These image contrast
differences are the basis of the kinetics by imaging approach in H2

oxidation on Rh21,57 and allow extracting the local kinetic
information from in situ recorded PEEM video-sequences (for
details see the SI). In the present studies, the same Rh sample as
in the SPEM experiments was used. The PEEM chamber was
filled with gaseous O2 and H2 in the 10−6 mbar pressure range
and operated like a flow reactor, and the reaction on the Rh
sample was visualised and video-recorded in real time, as sum-
marised in Fig. 3. The fields of view in the SPEM and PEEM
experiments are almost completely overlapping (cf. EBSD maps
in Figs. 2a and 3a, a comparison is shown in the SI).

Catalytic experiments both on metallic and oxidised Rh always
started from the inactive O-covered state (Fig. 3b). Increasing
pH2 at constant pO2 and T leads to a kinetic transition to the
active state at a particular pH2 value τA. The transition was

accompanied by Hads fronts spreading over the entire field of view
(Fig. 3c), and resulted in the catalytically active nearly adsorbate-
free state (Fig. 3d). Subsequently decreasing the H2 partial
pressure caused the reverse kinetic transition at a pH2 value τB,
with τB being significantly lower than τA.

From the recorded video-sequences, the local PEEM image
intensity can be read out for regions of interest (ROIs) placed at
arbitrarily chosen locations on the surface. As an example for
metallic Rh, the local intensity evaluated within the ROI marked
in Fig. 3b is plotted versus the H2 partial pressure (T= 483 K,
pO2= 7.7 × 10−7 mbar), yielding the blue trace in Fig. 3e. The
curve shows a pronounced hysteresis between the kinetic
transition points τA and τB, indicating a bistability of the reaction:
between τA and τB, the system can exist either in its active or
inactive state, depending solely on the sample prehistory42,57.

Fig. 3 Imaging catalytic H2 oxidation on metallic and oxidised Rh. a EBSD
map of the chosen Rh sample region (diameter 550 µm, cf. Fig. 2a); b the
same region imaged by PEEM (oxygen-covered metallic Rh surface), the
contrast reflects the work function differences between different Rh(hkl)
domains; c in situ PEEM image of an ongoing kinetic transition during H2

oxidation, arrows show directions of propagating reaction fronts, bright
areas correspond to the catalytically active surface; d PEEM image of the
catalytically active steady-state resulting from the transition depicted in
c; e hysteresis curves registered by processing the local PEEM intensity of
the ROI shown in b during cyclewise variation of the H2/O2 pressure ratio
from 0.1 to 6.5 at constant O2 pressure of 7.7 × 10−7 mbar and temperature
of 483 K. The upper and lower hysteresis curves correspond to the metallic
and oxidised Rh surface, respectively; f kinetic phase diagrams for H2

oxidation on the metallic (shaded blue) and oxidised (shaded red) Rh
surface; g, h Rh 3d XPS spectra obtained by lab-XPS (excitation energy
1253.6 eV), for the metallic and oxidised Rh surface, respectively. Squares:
measured values; solid lines: sum of the deconvoluted components. The
insets show corresponding PEEM images.
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To examine the effect of the Rh trilayer oxide on catalytic H2

oxidation, the Rh sample was oxidised at the same conditions as
described for the SPEM experiments (Fig. 2). To ensure the same
oxidation state of the Rh sample before each catalytic experiment, a
laboratory XPS system, directly connected to the PEEM chamber,
was used. Exemplary Rh 3d spectra and corresponding PEEM
images of the clean and oxidised surfaces are shown in Fig. 3g, h,
respectively. In comparison to the synchrotron SPEM (photon
energy 650 eV, take-off angle 60°, probing depth ~1.5 nm) the lab-
XPS (photon energy 1253.6 eV, take-off angle 0°), provides reduced
surface sensitivity (due to the higher probing depth of ~5 nm) and
energy resolution (0.8 eV versus 0.3 eV in the SPEM experiments).
This necessitates a different deconvolution procedure and hampers
the discrimination of the interface and metallic components, but
the surface oxide component relevant in the present study can still
be reliably discerned.

After Rh surface oxidation, the H2 oxidation reaction was again
monitored by PEEM and the local image intensity was evaluated.
The red trace in Fig. 3e shows the exemplary result for the same
ROI as for the metallic surface. Again, a hysteresis was observed,
but with much wider hysteresis loop for the oxidised Rh surface
than for metallic Rh: τA is shifted to significantly higher pH2,
while τB is shifted to slightly smaller pH2. Such experiments were
repeated at different temperatures in the range of 433–493 K and
the transition points are summarised in a kinetic phase diagram,
shown in Fig. 3f, both for the metallic (shaded blue) and the
oxidised (shaded red) Rh surface. The same trends were observed
in the whole temperature region studied, i.e. the region of
bistability is generally wider for oxidised Rh.

To rationalise the different catalytic behaviour of metallic and
oxidised Rh we refer to recent STM and high-resolution XPS
studies, complemented by calculations performed via the
Johnson-Mehl-Avrami-Kolmogoroff (JMAK) theory58. As shown
in that study, H2 hardly adsorbs on Rh trilayer oxide and the
reduction almost exclusively started at steps providing sites for
dissociative H2 adsorption. In our experiments, particularly the
step edges were covered by surface oxide (see the insets in Fig. 2c,
d), so significantly higher H2 pressures (τA values) were needed to
initiate dissociative H2 adsorption, e.g. at a step edge or a terrace
defect. For the reverse kinetic transition at τB, the relevant sites on
the step edges were already oxide-free. Accordingly, the kinetic
transitions to the inactive state occurred at a H2 pressures τB close
to that of the metallic Rh surface. Therefore, the entire bistability
region in the phase diagram for oxidised Rh in Fig. 3f is wider
than that for metallic Rh. Clearly, exposures to reducing
conditions may partially reduce the Rh oxide surface and modify
the hysteresis loop (see the SI for details).

Due to the fast diffusion of atomic hydrogen on metallic and
oxidic Rh surfaces, also across grain boundaries, the reaction is
not confined to particular domains (in contrary to CO oxidation
on Pt and Pd20). As a result, kinetic transitions initiated at a
specific location quickly spilled-over to neighbouring domains
and finally across the entire sample. At first glance, this seems to
wipe out the main advantage of a surface structure library,
namely the access to structure-sensitivity. However, a detailed
view on exploiting the parallel imaging principle of PEEM reveals
an interesting additional feature: PEEM provides simultaneous
monitoring of the front propagation on different Rh(hkl)
domains, allowing a direct comparison of the front velocities
and their association with crystallographic orientations of
particular Rh(hkl) domains.

This is illustrated in Fig. 4a–c, analysing the reaction front
propagation on metallic Rh during the kinetic transition from the
inactive to the active steady state (transition τA in Fig. 3e,
pH2/pO2= 1.2). Exemplarily, a rectangular ROI (15 × 50 μm²) is
placed on the Rh(11 7 3) domain (Fig. 4a), with the position of

the reaction front being clearly visible as dividing line between the
active (bright) and inactive (dark) Rh surface. The local front
velocity was evaluated from the time dependence of the front
position, as shown in three exemplary cut-outs of PEEM
snapshots (10 s interval) and corresponding intensity profiles in
Fig. 4b.

For the different domains, a front velocity map can
then be constructed, with the values averaged over the
particular μm-sized Rh(hkl) domains (Fig. 4c). Such velocity
map clearly shows a pronounced structure-sensitivity of the front

Fig. 4 Mapping reaction front propagation in H2 oxidation on Rh. a in situ
PEEM image during an ongoing kinetic transition from the inactive to the
active steady state on metallic Rh (T= 483 K, pO2 = 7.7 × 10−7 mbar,
pH2 = 9.2 × 10−7 mbar) and a magnified ROI (15 × 50 µm2); b consecutive
PEEM snapshots (10 s interval) for the ROI marked in a and respective
intensity profiles for the front propagation on metallic Rh; c the
corresponding front velocity map of metallic Rh, the colour scale is placed on
the right; d and e are analogous to b and c, but for the oxidised Rh surface
(T= 483 K, pO2 = 7.7 × 10−7 mbar, pH2 = 2.4 × 10−6 mbar); f front
velocity difference for selected domains of the oxidised Rh surface relative
to metallic Rh. Squares: measured values; the shaded area illustrates the
trend; g velocity difference map, the colour scale (numerically corresponding
to the ordinate in f), is placed on the right; h crystallographic orientations
(Miller indices) of the Rh(hkl) domains indicated in g.
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propagation velocity ranging between 0.77 μm/s for Rh(19 5 0)
and 4.40 μm/s for Rh(18 1 1).

To study how the surface oxide affected the reaction front
propagation, the analogous kinetic transition was analysed for the
oxidised Rh(hkl) surfaces at the same T and pO2. Due to the
presence of the surface oxide, the transition occurred at
somewhat higher hydrogen pressure of 2.4 × 10−6 mbar (Fig. 3e,
pH2/pO2= 3.1). The exemplary intensity profiles and the front
velocity map are depicted in Fig. 4d, e, respectively. We note that
also for the oxidised Rh(hkl) surfaces the structure-sensitivity of
the front propagation is maintained. Comparing the results for
metallic and oxidised surfaces reveals that the front propagation
velocity is generally higher for the oxidised surfaces.

At first, one is tempted to attribute this to the higher pH2

required to initiate the kinetic transition on the oxidised surface.
However, the different degree of increase in front velocity for
differing Rh(hkl) domains indicates that this is not the main
reason (Fig. 4e is not simply a brighter version of Fig. 4c). Indeed,
previous experiments on surface oxidised Rh(110) reported an
easier reduction of the oxide trilayer (especially of on-surface
oxygen), whereas reduction of chemisorbed oxygen on Rh metal
required a 40K higher temperature59. For the reaction on the
oxidised Rh sample, in the initial inactive state, RhOx stripes
along the step edges alternate with stripes of Oads-covered
metallic Rh terraces (Fig. 2c, d). The hydrogen front then
propagates significantly faster over the surface oxide than over the
Oads-covered metallic surface. As a result, the higher the extent of
the surface oxide is, the faster the reaction front propagates over
the domains.

To prove this relation between the extent of surface oxidation
(as determined by SPEM) and the front propagation velocity (as
determined by PEEM), ten different Rh(hkl) domains were
analysed in detail, indeed revealing a correlation between the
RhOx contribution and the front velocity (Fig. 4f). The only
exception is Rh(13 9 1) (number 2), which can be explained by
the strong (110) component of its surface structure: the reaction
front acceleration on the oxide is compensated by plenty atomic
furrows on the terraces.

The results on the front propagation are summarised in a
velocity difference map (Fig. 4g), depicting the structure-
dependence of the velocity difference between Rh oxide and
metal. We note that the velocity difference map strongly resembles
the oxidation map in Fig. 2e: domains with a higher surface oxide
contribution exhibit a stronger effect on the front propagation.
This once more emphasises the intrinsic relation between the
presence and extent of Rh surface oxide and the reaction front
propagation, the latter transmitting kinetic transitions between
the catalytically active and inactive states of the catalyst
surface60,61. Compared to Oads on metallic Rh, the oxygen atoms
of the trilayer oxide have lower average binding energy, resulting
from the distortion of the Rh lattice upon oxygen incorporation
into the subsurface62,63. As a result, the surface oxygen atoms can
be removed more easily, effectively lowering the activation barrier
for the oxidation reaction (similar as calculated for CO
oxidation17). The fronts move faster and the front velocity map
directly reflects the increased activity. After RhOx has been
reduced, the active steady state in H2 oxidation is metallic Rh
with low adsorbate coverage. However, the simultaneous real-
time collection of data for different crystallographic orientations
allows insight even into temporary catalytic phases, i.e. provides a
direct visualisation of the transient surface oxide activity.

In the present study we demonstrate the combined power of
two surface-imaging techniques, when applied to the very same
sample regions: scanning photoelectron microscopy (SPEM)
allows local XPS chemical analysis on a sub-μm-scale, while
photoemission electron microscopy (PEEM), based on the

parallel imaging principle, allows simultaneously monitoring
reactions on different regions. When applied to a polycrystalline
sample, representing a library of different well-defined surface
structures, this specific combination enables a direct correlation
between initial surface structures, the formation of surface oxides,
and their resulting catalytic properties. SPEM revealed the effect
of the step and kink density of different Rh(hkl) domains on the
extent of Rh surface oxide formation, with the step density
(SDP) and step edge (SEP) parameters enabling quantitative
correlations.

In turn, PEEM imaged the H2 oxidation reaction kinetics of
different highly stepped surface structures, both for metallic and
oxidised surfaces of the very same sample region. The parallel
imaging principle of PEEM enabled us to simultaneously register
the local reactivity of dozens of domains with differing surface
structures. This allowed mapping of reactivity on a μm-scale,
providing immediate insight into the role of surface structure and
surface oxidation, and to address the role of Rh surface oxides in
catalytic H2 oxidation. Using the velocity of reaction fronts
propagating across the surface during kinetic transitions as
indicators of surface reactivity, a high transient activity of Rh
surface oxide was detected. Since the local activity enhancement
appeared to be structure-dependent, one can consider this a direct
imaging of a structure-activity relation for plenty of well-defined
structures combined within one sample.

Methods
Preparation and characterisation of the Rh sample. A polished Rh foil (10 ×
12 mm2, 0.2 mm thickness, 99.99% purity, MaTecK) was used as polycrystalline Rh
sample. The sample was cleaned in UHV by repeated cycles of Ar+ ion sputtering
at 1 keV at 300 K, annealing to 1073–1173 K and consecutive chemical treatment in
oxygen (pO2= 5 × 10−7 mbar at 773 K) and hydrogen (pH2= 5 × 10−6 mbar at
773 K). Cleanliness of the sample was verified before each experiment by SPEM or
lab-XPS. The foil temperature was measured by a Type K thermocouple spot-
welded to its front. Characterisation of the sample crystallography was performed
by electron backscatter diffraction (EBSD), providing the crystallographic orien-
tation of each μm-sized domain by scanning the sample surface with a focused
electron beam and recording the diffraction patterns generated by the back-
scattered electrons. EBSD measurements were performed in a field emission
scanning electron microscope (FEI Quanta 200 F) using standard EBSD conditions
and evaluation procedures64, more details are given in the SI.

Surface oxidation of Rh. Experiments on the surface oxidation of Rh were per-
formed at the ESCA Microscopy beamline of the Elettra synchrotron facility, which
has been described in detail elsewhere65. Summarising, the end station consists of
three UHV sub-chambers: the sample is introduced to the system via a fast-entry
load lock attached to the first chamber. Using magnetic transfer arms and wobble
sticks, the sample can be transferred in UHV to a preparation chamber, which is
equipped with facilities for Ar+ ion sputtering, annealing, high purity gas supply
(H2: 99.999%, O2: 99.999%) and Auger Electron Spectroscopy (AES) for checking
sample composition and cleanliness. Afterwards, the sample is transferred in UHV
to the SPEM chamber, hosting the zone plate optical system, which provides the X-
ray microprobe, a piezo specimen positioning and scanning system and a hemi-
spherical energy analyser equipped with a 48-channel detector.

The SPEM was operated with a lateral resolution of 0.13 μm in the micro-
spectroscopy mode and data recorded for a 0.13-μm spot on each 8 × 8 μm² sample
area in the spectro-microscopy mode with 0.3 eV energy resolution66. Due to the
setup geometry, electrons emitted at an angle of 60° to the surface normal were
registered. The surfaces were oxidised in the preparation chamber and the sample
immediately transferred to the SPEM chamber. Spectra were taken at a photon
energy of 650.9 eV and measured in a background pressure of 1 × 10−7 mbar O2 at
300 K, in order to prevent oxide reduction by residual gas (CO or H2). Calibration
of the SPEM magnification was achieved by comparing the Rh 3d elemental maps,
displaying topographic contrast, with optical micrographs of the polycrystalline Rh
sample.

Catalytic H2 oxidation on metallic and oxidised Rh. Experiments of catalytic H2

oxidation on metallic and oxidised Rh surfaces were conducted in a UHV setup
consisting of separate chambers for PEEM and XPS, interconnected by a sample
transfer tunnel. The PEEM chamber is equipped with sample cleaning facilities, a
PEEM (Staib Instruments PEEM 150), a deuterium discharge UV lamp (Heraeus
D200F, photon energy ~6.5 eV), a quadrupole mass spectrometer (MKS e-Vision
2) and a high purity gas supply system (H2: 99.9995%, O2: 99.9999%). In addition
to similar sample cleaning and gas dosing facilities, the XPS chamber is equipped
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with a twin anode X-ray source (Specs XR-50) and a hemispherical energy analyser
(Specs Phoibos 100).

The ongoing H2 oxidation reaction was visualised in situ by PEEM and the
images were recorded by a high-speed CCD camera (Hamamatsu C11440-42U30).
Calibration of the PEEM magnification was done by comparison of PEEM images
with optical micrographs of the polycrystalline Rh sample. Apart from assessing the
cleanliness of the sample, XPS was mainly used to verify the oxidation state of the
Rh sample before performing PEEM experiments on the oxidised Rh surfaces. The
XPS spectra were acquired from the centre of the sample (circular area of 100 μm
in diameter), using Mg Kα X-ray radiation, with the energy analyser oriented
perpendicular to the sample surface (take-off angle 0°).

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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Supplementary Note 1: EBSD characterisation of the Rh sample 
In order to study processes such as adsorption, surface oxidation and reaction on individual µm-
sized domains of the polycrystalline Rh foil and, particularly, to uncover the anisotropy of these 
processes, the crystallographic orientations of particular Rh(hkl) domains need to be 
determined first. In the present study, this was carried out by electron backscatter diffraction 
(EBSD). EBSD is a well-established crystallographic microstructural characterisation 
technique based on scanning electron microscopy. In EBSD experiments, backscattered 
electrons of an electron beam, focused on a particular region of a sample, form a backscatter 
Kikuchi diffraction pattern (BKDP), which corresponds to each of the diffracting crystal lattice 
planes [1, 2]. EBSD is commonly used in studies of crystalline or polycrystalline materials, e.g. 
in metallurgy, to understand recrystallisation and grain-growth processes [3, 4]. EBSD was also 
successfully applied to polycrystalline foils, e.g. to correlate microstructure with 
electrochemical properties [5] or with catalytic properties of platinum group metals [6, 7, 8]. In 
the present study, the EBSD measurements were performed by a field emission scanning 
electron microscope (FEI Quanta 200F) using standard EBSD conditions and evaluation 
procedures [9].  
The corresponding results are shown as a color-coded map in Supplementary Fig. 1a, the dashed 
lines indicate the regions studied in the SPEM (rectangular region) and PEEM (circular region) 
experiments. In order to quantify the influence of structural features (e.g. atomic steps and 
kinks) a set of ten domains (indicated by numbers in Supplementary Fig. 1a) was selected from 
the studied region, aiming at a resulting broad variety of surface structures. In Supplementary 
Fig. 1b these domains and their corresponding Miller indices are listed and marked on the colour 
key (the latter used for colouring the domains in the EBSD map in Supplementary Fig. 1a). 
Atomic ball models of the crystallographically different stepped Rh surfaces are given in 
Supplementary Fig. 1c. 

Supplementary Figure 1. Determination of the crystallographic orientation and surface structure of 
individual domains of a polycrystalline Rh foil: (a) EBSD color-coded map of the studied region; the 
areas imaged by SPEM and PEEM are indicated by dashed lines; (b) Miller indices of ten domains 
indicated in (a), selected in order to study structural effects, and their location on the EBSD colour key; 
(c) atomic ball models of the selected set of domains shown in (a) and (b).
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Supplementary Note 2: Surface oxides of Rh 
The surface oxidation of rhodium has been studied using various techniques such as X-ray 
photoelectron spectroscopy (XPS), surface X-ray diffraction (SXRD) and scanning tunnelling 
microscopy (STM), in combination with ab-initio calculations for mostly simple single crystal 
surfaces such as (100) [10], (111) [11, 12] and (110) [13]. These studies revealed that at the 
used oxygen partial pressures (10-5 < pO2 < 10-3 mbar) the formation of a trilayer surface oxide 
takes place, while the formation of thicker, bulk-like oxide is kinetically hindered. It is 
important to note that the atomic structure of the surface oxide is similar for all the mentioned 
low-Miller-index substrate structures. It consists of a hexagonal arrangement of Rh atoms 
sandwiched between two layers of oxygen atoms, differing just slightly by their lattice constant 
(3.07/3.09 Å, 3.02 Å and 3.04 Å for Rh(100), Rh(111) and Rh(110), respectively [10, 11, 13]) 
and by a minimal distortion in the case of Rh(100). Illustrating these findings, Supplementary 
Fig. 2 shows atomic ball models of the metallic and respective trilayer oxide structures for 
Rh(100) (Supplementary Fig. 2a), Rh(111) (Supplementary Fig. 2b) and Rh(110) 
(Supplementary Fig. 2c) and the corresponding surface unit cells, constructed from literature 
data [10, 11, 13]. 

Supplementary Figure 2. Atomic ball models of the trilayer oxide structures on (a) Rh(100), (b) 
Rh(111) and (c) Rh(110), in comparison to the corresponding metallic surface structures and their 
respective surface unit cells. Based on data in Refs. [10, 11, 13]. 
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A typical Rh 3d5/2 XPS spectrum of the Rh surface oxide obtained by scanning photoelectron 
microscopy (SPEM) in the present experiments reveals three components (Fig. 2 in the main 
article): (i) a bulk (metallic) component; (ii) a component shifted by about 0.3 eV to lower 
binding energies respective to the bulk, which is attributed to the interface Rh layer between 
the metal bulk and surface oxide and (iii) a component shifted by about 0.8 eV to higher binding 
energies, which corresponds to the Rh layer in the surface oxide. Supplementary Table 1 
summarises typical binding energies from literature in comparison to the present data. In 
addition to the synchrotron-based XPS, we also performed lab-XPS measurements in the course 
of the catalytic experiments. The lower spectral resolution in our lab-XPS setup unfortunately 
impedes differentiation between the metallic and interface components, therefore the 
corresponding spectra (Fig. 3 in the main article) just show two components. Nevertheless, 
distilling of the surface oxide contribution is still possible, thus proving the presence of surface 
oxide (the oxidation procedure was the same as in the synchrotron-based experiments). All 
spectra in the present work were deconvoluted using a pseudo-Voigt lineshape [14] in 
combination with a Shirley background [15]. The energy scales were calibrated against the 
energy of the Au 4f7/2 peak with a binding energy of 84.0 eV.  

Supplementary Table 1. Binding energies (in eV) of Rh 3d5/2 components for the Rh trilayer surface 
oxide on different Rh(hkl) substrates. The conditions for surface oxide formation and values for the 
Rh2O3 and RhO2 bulk oxides are listed for comparison.  

Binding energy [eV] 
Substrate T [K] pO2 [mbar] Bulk Oxide Interface Ref. 
Rh(111) 650 2 x 10-4 307.2 308.0 307.0 S11 
Rh(110) 750 > 10-4 307.2 307.9 306.9 S13 
Rh(100) 700 5 x 10-5 307.2 308.0 306.9 S10 
Rh(553) 823 1 x 10-3 307.2 308.0 307.0 S46 
Rh(poly) 623 2.5 x 10-4 307.3 308.1 307.1 this work 
Rh2O3 308.3 S47
RhO2 308.6 S47

The surface oxidation of rhodium is known to start at the lower coordinated Rh atoms at atomic 
steps, especially at kink sites via the formation of RhO2 mono- and dimers [16]. Subsequently, 
a chain of oxygen atoms at the step edges and Rh ridges is formed [17, 18]. The oxidation 
process continues via diffusion of oxygen under the step edges [11, 18, 19], which poses a 
kinetic hindrance after reaching a penetration depth of several atomic layers [18, 19]. This 
results in patches of oxide extending into the step edges but not covering the whole terrace, 
even after continued oxygen exposure. Furthermore, it was shown that the atomic structure of 
the step edge determines the kinetic barrier for oxygen penetration [18] and thus also the width 
and/or shape of the oxide patches. As a result, the ratio of oxide covered and metallic areas 
varies with the atomic structure of the surfaces. As the atomic structures of the trilayer oxide 
are identical for all low-Miller-index surfaces (and as a result also for the terraces of any high-
Miller-index surface), the XPS peak positions and relative intensities are nearly identical 
(Supplementary Tab. 1). The observed variation in relative peak intensity between the studied 
surfaces can thus only stem from the varying ratios of oxide covered and metallic areas. 
Therefore, evaluation of the XPS spectra for areas of different crystallographic orientation (i.e. 
different domains of a polycrystalline sample) oxidised at identical conditions allow 
comparison of the extent of the Rh surface oxide formation for surfaces of differing atomic 
structures. 
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Supplementary Note 3: Introduction of SDP and SEP parameters 
As detailed in Supplementary Note 2, the surface oxidation of rhodium is essentially determined 
by the presence of atomic steps (and their density) and the atomic structure of the step 
edges [17-19]. In order to enable quantitative interpretation of the obtained data on surface 
oxidation, the studied surfaces have to be numerically characterised with respect to these 
features. The Terrace-Step-Kink (TSK) model [20, 21] provides a suitable framework for 
interpretation of the atomic structure of a given surface and serves as a basis for the proposed 
numerical description. Previously used criteria (e.g. geometric step and kink densities [22, 23] 
or a weighted average number of nearest neighbours [24, 25]) were insufficient for the current 
purpose, however. The insufficiency results from neglecting essential features such as the 
particular structure of a terrace or its step edge (in the case of the geometric step and kink 
densities, respectively) or because the relative contributions of step density and step edge 
structure (in the case of an average number of nearest neighbours) are not accurately considered. 
As it is important to consider both the step density and step edge structure, we have developed 
a set of parameters describing these features, namely the step density parameter (SDP) and the 
step edge parameter (SEP), respectively. Both parameters are based on the concept of the 
surface free energy γ(hkl), which has previously been used e.g. for calculating equilibrium 
shapes of crystals according to the Wulff theorem [26-28] or to study the structural effects of 
surface defects [29, 30]. A first approximation of the surface free energy is given by calculating 
the average number of broken bonds for a given surface [31]. For fcc crystals, such as rhodium, 
the surface free energy γ(hkl) of the (hkl) surface according to the broken bond model is 
calculated in Ref. [32]. By normalising the results to the (111) surface, yielding the relative 
surface free energy γrel,(hkl), one circumvents the need for physical properties in the calculation. 
Equation 1 gives the result of such normalisation for a given (hkl) surface, where h, k and l 
denote the corresponding Miller indices.  

γ୰ୣ୪,ሺ୦୩୪ሻ ൌ  ஓሺౡౢሻஓሺభభభሻ ൌ  √ଷଷ√మାమାమ  ൭ℎ𝑘𝑙൱ ∗ ൭210൱ (1)

Both SDP and SEP are calculated by first constructing a surface, which is equivalent to the 
described surface in one aspect, but simplifies other aspects. The equivalent surface for 
calculation of the SDP is characterised by having the exactly same terrace structure and width, 
but simplified non-kinked step edges (i.e. the steps are of (111)-, (110)- or (100)-type). 
Calculating γrel,(hkl) according to Eq. 1, using the Miller indices of this first equivalent surface, 
yields the SDP. For the SEP, in turn, the equivalent surface is constructed by extracting the step 
edge rows from the original surface and composing a new surface from these rows (i.e. pushing 
these rows together). This yields a surface which exactly describes the step edge structure, but 
totally neglects the terraces present in the original surface. The SEP is obtained by calculating 
γrel,(hkl) according to Eq. 1 using the Miller indices of this second equivalent surface. 
The process is exemplarily shown for Rh(13 9 1) in Supplementary Fig. 3. Searching for the 
equivalent surface for calculation of the SDP yields the Rh(12 8 0) surface, which also has 
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(110)-type terraces of similar width, but plain (111)-type step edges. This results in an SDP of 
1.281 for Rh(13 9 1) by calculating γrel,(hkl) for Rh(12 8 0) using Eq. 1. Constructing the 
equivalent surface for the SEP produces the Rh(5 1 1) surface, corresponding to an SEP of 
1.222 for Rh(13 9 1) by calculating γrel,(hkl) for Rh(5 1 1) using Eq. 1. 

Supplementary Figure 3. Step density (SDP) and step edge (SEP) parameters for the Rh(13 9 1) 
surface. The SDP is calculated as the relative surface free energy γh,(hkl) of a surface with the same 
terrace structure and width as Rh(13 9 1), but having non-kinked step edges. In the present case a surface 
constructed in this way results in a Rh(12 8 0) structure. The SEP is calculated as the relative surface 
free energy of a surface consisting only of the step edge rows extracted from the Rh(13 9 1) surface 
(resulting in a Rh(5 1 1) structure in the present case). 

The above procedure has been applied to the whole set of domains studied in the SPEM and 
PEEM experiments and their structures are shown as atomic ball models in Supplementary 
Fig. 1c. Supplementary Table 2 lists the Miller indices and the relevant equivalent surfaces for 
calculation of SDP and SEP, as well as the calculation results for the above-mentioned set of 
ten domains. 
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Supplementary Table 2. Equivalent surfaces and calculated atomic structure parameters for the set of 
ten different surface structures shown in Supplementary Fig. 1 and studied in detail in the SPEM and 
PEEM experiments (Equiv. surf.: equivalent surface, SDP: step density parameter, SEP: step edge 
parameter). 

Step density Step edge 
Number Miller indices Equiv. surf. SDP Equiv. surf. SEP 
1 (11 11 7) (11 11 7) 1.117 (1 1 0) 1.225 
2 (13 9 1) (12 8 0) 1.281 (5 1 1) 1.222 
3 (15 10 9) (14 9 9) 1.129 (6 1 0) 1.234 
4 (18 1 1) (18 1 1) 1.183 (1 1 1) 1.000 
5 (11 7 3) (8 4 0) 1.290 (7 3 3) 1.199 
6 (2 1 1) (2 1 1) 1.179 (1 0 0) 1.155 
7 (12 12 5) (12 12 5) 1.175 (1 1 1) 1.000 
8 (17 10 2) (15 8 0) 1.291 (9 2 2) 1.224 
9 (17 10 5) (12 5 5) 1.202 (2 2 1) 1.154 
10 (19 5 0) (19 5 0) 1.264 (1 1 0) 1.225 

Supplementary Note 4: O 1s spectra of the oxidised Rh foil 
The characteristic fingerprint in the Rh 3d XPS spectra (Fig. 2 in the main article) allows 
reliably identifying the RhOx formed in the present study as the trilayer oxide described in 
Supplementary Note 2. However, the spectroscopic evidence can be complemented by O 1s 
spectra. Supplementary Fig. 4 exemplarily shows such spectra after oxidation in molecular 
oxygen (T = 623 K, pO2 = 2.5 x 10-4 mbar, t = 90 min) for the Rh (11 11 7) domain (domain 
number 1 in Supplementary Fig. 1) and the Rh(13 9 1) domain (domain number 2 in 
Supplementary Fig. 1). As described in literature [10, 11, 13], a typical O 1s spectrum of Rh 
trilayer oxide reveals two components: (i) a component corresponding to the topmost oxygen 
atoms (i.e. the surface oxygen layer) and (ii) a component corresponding to the oxygen atoms 
sandwiched between the first two Rh layers (i.e. the ordered subsurface oxygen layer), the latter 
shifted by about 1.1 eV to higher binding energies. As described in the main text and in 
Supplementary Note 2, the trilayer oxide forms stripes, but does not fully cover wider terraces 
due to kinetic limitations at the present conditions. As a result, some metallic stripes remain 
covered by adsorbed oxygen, which contributes to the O 1s component of the topmost atoms in 
the trilayer oxide. 

Supplementary Figure 4. O 1s spectra of the oxidised Rh foil: (a) O 1s spectrum measured locally for 
the Rh(11 11 7) domain after oxidation in O2 (T = 623 K, pO2 = 2.5 x 10-4 mbar, t = 90 min), the 
corresponding Rh 3d spectrum is shown in Fig. 2c in the main article; (b) the same as in (a), but for the 
Rh(13 9 1) domain, the corresponding Rh 3d spectrum is shown in Fig. 2d in the main article. Squares: 
measured values; solid lines: sum of the deconvoluted components. 
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The peak positions match the literature reports on trilayer surface oxide well [10, 11, 13]. 
Certain deviations of the peak area ratios between the two components can be traced back to 
the presence of adsorbed oxygen on those parts of terraces which remain uncovered by the 
oxide stripes in the present experiments. 

Supplementary Note 5: Visualisation of catalytic H2 oxidation by PEEM 
Catalytic hydrogen oxidation on platinum group metal surfaces, such as Rh, proceeds via the 
Langmuir-Hinshelwood mechanism and the reaction rate is thus determined primarily by the 
competitive dissociative co-adsorption of hydrogen and oxygen [33-35]. At low H2/O2 partial 
pressure ratios, the surface is saturated by oxygen, inhibiting the adsorption of hydrogen and 
the system is in an inactive steady state (so-called oxygen poisoning [17, 36], corresponding 
ball model in Supplementary Fig. 5a). Upon increasing the H2/O2 ratio, small surface areas with 
adsorbed H atoms can be observed, where OH islands are formed [17, 36]. The surface density 
is higher for OH species than for oxygen [17], creating free sites for hydrogen adsorption and 
H2O is produced. These catalytically active areas spatially extend over the whole surface via a 
reaction front, with hydrogen adsorption being blocked ahead and occurring behind it. Due to 
the high reaction rate, the surface behind the front exhibits both low hydrogen and low oxygen 
coverage. Impinging hydrogen and oxygen react off, forming immediately desorbing H2O and 
the system remains in the active steady state (corresponding ball model in Supplementary 
Fig. 5a). 
Using photoemission electron microscopy (PEEM), the above-mentioned states can be 
identified in situ during the ongoing reaction. In PEEM, the image intensity is determined by 
the local work function of the imaged surface, i.e. by the coverage of reactants. The reaction 
rate in turn also depends on the surface coverage of the reactants, dark image contrast (high 
work function, oxygen covered surface) thus corresponds to the catalytically inactive state. In 
turn, areas of bright image contrast (low work function, nearly adsorbate-free surface) are 
corresponding to high catalytic activity, thus the PEEM image brightness reflects the local 
catalytic activity. Proven quantitatively by averaging over the whole field of view [33], the 
relationship between image brightness and catalytic activity can be scaled down to each single 
pixel in the PEEM image. Resulting from the spatial distribution of the work function over the 
sample surface, the local PEEM intensity reflects the local H2O production rate [37]. This 
procedural method known as local kinetics by imaging approach, was recently successfully 
applied to different model systems and different length scales [6, 8, 25, 38]. 
Supplementary Fig. 5a, showing schematically drawn PEEM images, explains this approach 
for the present PEEM experiments with cyclewise variation of pH2 at constant T and pO2. Starting 
from the inactive oxygen covered surface (frame 1) and increasing pH2, a kinetic transition, 
accompanied by spreading reaction fronts (frame 2) to the catalytically active state (frame 3) 
takes place at a certain pH2 =  τA. Upon decreasing the hydrogen partial pressure back from the 
active state (frame 4, identical to frame 3), the reverse kinetic transition takes place at a pH2 = τB 
(frame 5) to the catalytically inactive state (frame 6). The value of τB appears to be significantly 
lower than τA, i.e. a hysteresis is observed (Supplementary Fig. 5b).  
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Supplementary Figure 5. Principle of the catalytic PEEM experiments: (a) frames 1 to 6 show 
schematic PEEM images upon cyclewise variation of pH2 at constant T and pO2. A graphics of the 
catalytically inactive and active states is shown below; (b) schematic hysteresis curves resulting from 
the local PEEM image brightness in a selected region of interest (ROI) as a function of the hydrogen 
partial pressure; (c) kinetic phase diagram resulting from the hysteresis curves and summarising the 
kinetic transition points at different temperatures, showing the states of low and high catalytic activity 
and bistability. 

This hysteresis-like behaviour is a result of the unequal adsorption properties of the 
reactants [33] and is reflected in the local PEEM image brightness plotted against the hydrogen 
partial pressure (Supplementary Fig. 5b). The resulting plots are typical for a bistable character 
of the reaction, i.e. two steady states (high and low catalytic activity) can exist at the same set 
of external parameters and the actual state is determined solely by the prehistory of the 
system [39]. 
Upon repeating the described experiment at different temperatures, a set of transition points can 
be collected and summarised in a kinetic phase diagram, as shown in Supplementary Figs. 5b 
and 5c. A detailed discussion concerning the term kinetic phase diagram can be found 
elsewhere [40-43]. Such diagrams show areas of high and low catalytic activity and bistability 
at one glance and allow comparison of the performance of different catalysts, as well as the 
prediction of temperatures and partial pressures of kinetic transitions. 

Supplementary Note 6: Partial reduction of surface oxide during H2 oxidation 
The Rh surface oxide can be reduced during exposure to a reducing atmosphere [44, 45]. 
Therefore, the surface oxide formed in our experiments will be inevitably reduced to some 
extent in the catalytically active steady state. During the cyclewise variation of the H2 pressure 
in the PEEM experiments on the oxidised Rh surface, the reduction may start immediately after 
the increasing pH2 reaches A (Supplementary Fig. 5). This has, of course, an effect on the 
hysteresis loop “on the way back”, i.e. during the following decrease of pH2, and this also 
influences the position of the resulting B transition. To shed light on this effect, we performed 
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experiments consisting of serial cycles of increasing and decreasing the hydrogen partial 
pressure, one right after the other.  
Supplementary Fig. 6 exemplarily shows the hysteresis curves obtained in such experiments 
during cyclewise variation of pH2 from 1.0 x 10-7 to 5.0 x 10-6 mbar and vice versa, at a constant 
temperature of 463 K and constant pO2 of 7.7 x 10-7 mbar. The surface region for which the 
PEEM intensity curves were registered corresponds to the one analysed in Fig. 3b in the main 
article. 

Supplementary Figure 6. Hysteresis curves of the local PEEM intensity registered in serial (“one right 
after the other”) cyclewise variations of pH2 at constant pO2 = 7.7 x 10-7 mbar and T = 463 K. In addition, 
the hysteresis curve for the metallic Rh surface is shown for comparison (which shows no changes when 
repeated).  

The experiments reveal that indeed reduction of the surface oxide takes place during the 
catalytically active period. However, reduction is only partial in the first cycle, since the kinetic 
transition τA during the second cycle still occurs at significantly higher hydrogen pressure than 
for the metallic surface. It is therefore justified to assume that surface oxide survives at least 
one hysteresis cycle, i.e. the results summarised in the phase diagrams (Fig. 3 in the main 
article) and velocity map (Fig. 4 in the main article) definitely concern the Rh surface oxide.  
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6
Imaging interface and particle
size effects by in situ correlative

microscopy of a catalytic reaction

The various studies presented in the previous chapters were performed on individual domains of
a polycrystalline Rh foil sample, i.e., on a library of flat well-defined surface structures. Typical
catalysts used in industrial processes are, however, often complex systems of metal nanoparti-
cles on an oxidic support material, sometimes also in combination with other species acting as
promoters. The results obtained for such idealized systems might therefore not be perfectly ap-
plicable to real world catalysts (materials gap, section 1.3). In an attempt to bridge this materials
gap, the system complexity was increased and a sample comprising µm-sized Rh particles of
different sizes and on different support materials was prepared.

The catalytic behavior of Rh particles supported on a Rh foil, i.e., a quasi-unsupported sys-
tem, a Au foil, i.e., a system comparable to, e.g., Au-modified Ni-based steam reforming cata-
lysts [267], and an oxidized Zr foil, i.e., a system resembling oxide supported metal particles, was
studied in situ by correlative UV photoemission electron microscopy (UV-PEEM, section 2.3)
and scanning photoelectron microscopy (SPEM, section 2.2). Kinetic transitions between the
catalytically inactive and active steady states (section 1.7) were monitored and self-sustaining
kinetic oscillations (section 1.8) on supported Rh particles were observed for this reaction for the
first time. The catalytic performance could be shown to be dependent on the support material
and Rh particle size and the oscillations varied from particle-size independent (Rh/Rh), via size
dependent (Rh/ZrO2) to fully inhibited (Rh/Au). Using the SPEM data, for Rh/Au, the formation
of a surface alloy could be identified as being responsible for these effects, whereas for Rh/ZrO2

the formation of substoichiometric Zr oxides on the Rh surface, enhanced oxygen bonding, Rh
oxidation and hydrogen spillover onto the ZrO2 support were identified as the causes. The ex-
perimental observations were complemented by micro-kinetic model simulations, in which the
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hydrogen adsorption and oxygen binding properties were modified in accordance with the exper-
imental data. The results demonstrate how correlative in situ surface microscopy enables linking
local structure, composition and catalytic performance.

A manuscript containing the results of these studies was prepared and submitted for publication
in Nature Communications as given below. For this work, I performed the PEEM experiments
and evaluated the PEEM data in collaboration with L.M. Rois, performed the SPEM measure-
ments in collaboration with M. Raab, J. Zeininger, M. Amati, R. Parmar, L. Gregoratti, and
G. Rupprechter, evaluated the SPEM data, performed the TEM measurements and TEM data
analysis in collaboration with M. Stöger-Pollach and prepared the manuscript in collaboration
with Y. Suchorski and G. Rupprechter.

The following is an unmodified reproduction of the manuscript “Imaging interface and particle
size effects by in situ correlative microscopy of a catalytic reaction” by P. Winkler, M. Raab,
J. Zeininger, L.M. Rois, Y. Suchorski, M. Stöger-Pollach, M. Amati, R. Parmar, L. Gregoratti, and
G. Rupprechter, submitted for publication in Nature Communications on the 25th of November
2022, reproduced here with permission of all authors.
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The catalytic behavior of Rh particles supported by three different materials (Rh, Au, 
ZrO2) in H2 oxidation has been studied in situ by correlative photoemission electron 
microscopy (PEEM) and scanning photoemission electron microscopy (SPEM). Kinetic 
transitions between the inactive and active steady states were monitored and self-
sustaining oscillations on supported Rh particles were observed for this reaction for the 
first time. Catalytic performance differed depending on the support and Rh particle size. 
Oscillations varied from particle-size independent (Rh/Rh) via size dependent (Rh/ZrO2) 
to fully inhibited (Rh/Au). For Rh/Au, the formation of a surface alloy induced such 
effects, whereas for Rh/ZrO2 the formation of substoichiometric Zr oxides on the Rh 
surface, enhanced oxygen bonding, Rh oxidation, and hydrogen spillover onto the ZrO2 
support were held responsible. The experimental observations were complemented by 
micro-kinetic simulations, based on variations of hydrogen adsorption and oxygen 
binding. The results demonstrate how correlative in situ surface microscopy enables 
linking local structure, composition and catalytic performance. 

Main 
Size and support effects of catalytically active metal particles have been among the most 
studied phenomena in heterogeneous catalysis for over 50 years1–4. A vast number of ex situ 
and in situ studies have been carried out by spectroscopic, diffractive, or imaging techniques, 
both on technological as well as on model catalytic systems5–7. Low-coordinated step/edge sites 
and interfaces were often found most active8–14. In the present work, we study the effect of 
various metal/support interfaces on catalytic H2 oxidation on Rh by in situ correlative 
microscopy, i.e., the same area of the same sample is imaged under identical reaction 
conditions by different microscopies, providing real-time complementary information. 
Accordingly, interface phenomena and particle size effects can be directly observed by 
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spatially-resolved evaluation of surface structure, surface composition and catalytic 
performance. 
The correlative microscopy concept stems from biological research, where the same cell/tissue 
structures were studied by light and electron microscopy already in the 70ies15,16. This has been 
extended to other imaging techniques such as atomic force microscopy, single molecule 
fluorescence, x-ray tomography or scanning electron microscopy17,18 and has made huge 
impact in materials research19,20. In catalysis, correlative microscopy has also been applied, e.g. 
by combining transmission electron microscopy (TEM) with fluorescence microscopy, atom 
probe tomography (APT) with scanning transmission x-ray microscopy, scanning 
photoelectron microscopy (SPEM) with APT or optical microscopy with confocal and x-ray 
fluorescence microscopy21–25. 
On planar Rh samples, catalytic H2 oxidation has been studied in a correlative way by various 
combinations of (UV or x-ray) photoemission electron microscopy ((UV or X)PEEM), SPEM, 
or low energy electron microscopy26–28. Apart from the known steady states of high and low 
activity and bistability29–32, this allowed revealing spatio-temporal phenomena such as mono- 
and multifrequential self-sustaining oscillations12,33,34 and coexisting multi-states35. For 
supported Rh particles, such an approach has not yet been applied. Based on the thorough 
understanding of the mechanism of hydrogen oxidation, it can be used to benchmark interface 
and size effects in different catalysts. 
Here we present the first correlative microscopy study of catalytic H2 oxidation on Rh powder 
aggregates (size of ~5-30 µm) supported by different materials: A single sample comprising of 
Rh aggregates supported either by Rh, Au or ZrO2 was studied in situ by combining PEEM 
(providing local reaction kinetics) and SPEM (providing local chemical information). The 
Rh/Rh system represents a reference for unmodified (quasi-unsupported) Rh, with particles 
nonetheless having the same curved/stepped surface morphology as in the Au and Zr-oxide 
supported systems. Rh/Au was prepared to provide an inert support, but finally served as a 
model system for active particles modified by an inactive second metal, possibly by active site 
blocking36 or surface alloying. This configuration is comparable to, e.g., Au- or Cu-modified 
Ni-based steam reforming catalysts37,38 or Au-modified Cu-based catalysts for water gas shift39. 
As an example for oxide supported metals, the Rh/ZrO2 system was used, which is catalytically 
active in steam reforming40, CO and CO2 hydrogenation41 or H2 oxidation32,42. Late transition 
metals (including platinum group metals) supported on various oxides (including ZrO2) are 
well-known for strong metal-support interaction (SMSI)43–51, i.e. fully or partially oxide 
decorated metal surfaces. In the present study, we demonstrate that the mechanisms of surface 
modification are very different, affecting both steady state and oscillatory hydrogen oxidation, 
but the modification of steps was crucial in both cases. 
Experiments are illustrated in Fig. 1: H2 oxidation occurring simultaneously on the three 
sample regions (Rh/Rh, Rh/Au, Rh/ZrO2) was visualized in situ by PEEM. The sample is 
illuminated by UV-light and the emitted photoelectrons form an image on a fluorescent screen. 
The image brightness depends on the adsorbate coverage via the work function and is thus 
directly related to catalytic activity (kinetics by imaging52). Therefore, spatially-resolved 
reaction kinetics, e.g., hysteresis curves and kinetic phase diagrams, can be extracted by 
analyzing PEEM video-sequences.  
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Figure 1. Correlative microscopy approach. (a) In PEEM, the sample is illuminated by UV-light and 
the photoemitted electrons form an image on a fluorescent screen. The image brightness is related to 
the states of catalytic activity shown in the schematic ball models. From the PEEM video-sequences, 
hysteresis curves and kinetic phase diagrams can be obtained for selected regions (ROIs). (b) In SPEM, 
the sample is raster-scanned under a sub-µm synchrotron x-ray beam and energy analysis of the emitted 
photoelectrons provides local x-ray photoelectron spectra (XPS) and elemental/chemical maps on 
various length scales. 

To complement local kinetics with spatially-resolved chemical information, the same sample 
regions were studied in situ by SPEM under identical reaction conditions, with the sample 
raster-scanned under a focused sub-µm synchrotron x-ray photon probe. The energy of the 
emitted photoelectrons is measured, resulting in high-resolution x-ray photoelectron spectra 
(XPS) and elemental/chemical maps on a µm-scale. 

Kinetic PEEM studies 
PEEM studies were carried out in an ultrahigh vacuum (UHV) setup operated as flow reactor 
(for details see Methods). First, the kinetic transitions between the steady states of catalytic 
activity in H2 oxidation were studied on Rh/Rh. The reaction follows the Langmuir-
Hinshelwood mechanism29,53, i.e., both reactants adsorb on the catalyst before reacting. At low 
pH2/pO2 the system is in an inactive steady state (adsorbed oxygen blocks the hydrogen 
adsorption, ball model in Fig. 1a). Upon increasing pH2/pO2, the system switches to a 
catalytically active steady state. This, and the reverse, occur via kinetic transitions, which can 
be visualized due to the dependence of the PEEM image intensity on surface coverage: The 
catalytically inactive oxygen-covered Rh surface has a higher work function than adsorbate-
free Rh, resulting in dark PEEM contrast. In turn, the catalytically active surface with low 
adsorbate coverage appears much brighter. These image contrast variations allow extracting 
local kinetic information from in situ recorded PEEM videos (kinetics by imaging31,33,52). 
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The observed kinetic transitions are illustrated in Fig. 2: Experiments always started from the 
catalytically inactive state (shown for Rh particles on Rh foil in Fig. 2a). Upon increasing pH2 
at constant pO2 and T, a kinetic transition to the catalytically active state takes place at a certain 
pH2 value τA. On Rh/Rh this is accompanied by Hads fronts nucleating at the perimeter of the 
particles32 and spreading over the whole field of view (Fig. 2b). After the kinetic transition, the 
system stays in the active steady state (Fig. 2c). Upon decreasing pH2, a reverse kinetic 
transition to the inactive state will take place at a certain pH2 value τB (Fig. 2d), which differs 
from τA, exhibiting a hysteresis indicating bistability29–32. 

 
Figure 2. Support and particle size effects in H2 oxidation on supported Rh particles. (a) PEEM image 
of oxygen-covered catalytically inactive Rh particles on Rh support; (b) in situ PEEM image of an 
ongoing kinetic transition to the catalytically active state at T = 443 K, pO2 = 2.2 x 10-6 mbar, 
pH2 = 4.2 x 10-6 mbar. Dark areas correspond to a catalytically inactive surface, while the bright areas 
spreading from the Rh particle boundaries indicate a catalytically active Rh surface; (c) the catalytically 
active surface resulting from the kinetic transition depicted in (b); (d) hysteresis curves registered 
during cyclewise variation of pH2 from 5.0 x 10-7 mbar to 2.0 x 10-5 mbar at constant T = 443 K and 
pO2 = 2.2 x 10-6 mbar, obtained by processing the local PEEM intensity of a selected ROI on similarly 
sized Rh particles on Rh foil (black trace, ROI marked in (a)), Au (red trace) and ZrO2 (blue trace) 
support. Conditions of frames (a)-(c) are marked by arrows. The dashed lines illustrate the construction 
of a kinetic phase diagram; (e) kinetic phase diagram for H2 oxidation in the temperature range from 
433 K to 493 K at constant pO2 = 2.2 x 10-6 mbar for similarly sized Rh particles supported by Rh 
(black), Au (red) and ZrO2 (blue); (f) the same as in (b) but for two differently sized Rh particles (big, 
black diagram; small, grey diagram) on Rh support; (g) the same as in (f) but for two differently sized 
Rh particles on Au support; (h) the same as in (f) but for two differently sized Rh particles on ZrO2 
support. 

From recorded video-sequences, the local PEEM intensity can be read out for an arbitrarily 
placed region of interest (ROI). For Rh/Rh, a ROI was placed, e.g., on the “big” particle in the 
middle (marked in Fig. 2a) and the local PEEM intensity vs. pH2 upon cyclewise variation of 
pH2 is shown as black trace in Fig. 2d. The curve exhibits the expected pronounced hysteresis 
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between the kinetic transition points τA and τB. To examine the effect of different supports, 
identical experiments were performed for Rh/Au and Rh/ZrO2. Similarly sized Rh particles 
(diameter ~20 µm) were selected for analysis and results for Rh/Au (red) and Rh/ZrO2 (blue) 
are shown in Fig. 2d. A hysteresis was observed for both, but with a much wider and shifted 
loop. 
By experiments at different temperatures and plotting the measured τA and τB values vs. the 
inverse temperature, kinetic phase diagrams can be constructed. For Rh/Rh (Fig. 2e, black), the 
unexpected sharp bend in the τA line can be attributed to oxygen induced surface Rh 
restructuring and corresponding roughness changes at a certain temperature, reported for 
several single crystals54–57, Rh nanoparticles44,58 or needle-shaped specimens59. Due to the 
rounded shape of the Rh particles/aggregates, exposing plenty of differently oriented stepped 
surfaces (Extended Data Fig. 3), similar behavior can be expected.  
The kinetic phase diagram of Rh/Au (red) is similar to the one of Rh/Rh, but τA and τB are both 
shifted to higher pH2. Since (bulk) Au is catalytically inactive in H2 oxidation due to the lack 
of dissociative adsorption of the reactants60,61, and no interaction between the Rh particles and 
the Au support is expected, this seems unusual and will be explained below. For Rh/ZrO2 (blue 
diagram), the τA and τB values are also shifted to higher pH2 in comparison to Rh/Rh, but also 
the bistability area does not exhibit a sharp bend in τA. The shift towards higher pH2 has been 
discussed in our previous work32. Due to the electron density jump across the metal/oxide 
interface, the binding energy for oxygen is modified in close vicinity of the interface. Since the 
energetics govern the adsorption kinetics, the local oxygen/hydrogen adsorption equilibrium is 
shifted towards oxygen, necessitating compensation by higher pH2 to induce kinetic transitions. 
Furthermore, it appears that the presence of the metal/oxide interface inhibits the oxygen 
induced restructuring of Rh/Rh and Rh/Au. 
Besides the “big” Rh particles, other differently sized particles are present in the field of view 
(Fig. 2a-c) and the in situ recorded video-sequences contain kinetic information for all particles 
at inherently identical conditions, allowing the addressing of size effects. Figures 2f-g show 
kinetic phase diagrams analogous to Fig. 2e, but additionally for a set of “small” particles 
(~ 5 µm). The corresponding PEEM images are shown in Extended Data Fig. 1. Comparison 
of diagrams for differently sized particles reveals interesting features: For Rh/Rh, the kinetic 
phase diagrams are identical within experimental accuracy, which is expected as there are no 
interface effects between the Rh particles and Rh support. The same seems true for Rh/Au, but 
the shift in comparison to Rh/Rh remains to be explored below. In contrary, for Rh/ZrO2, there 
is a clear particle size effect: The τA values of the “small” particle are shifted towards higher 
pH2, while the τB values remain basically identical. This demonstrates the contribution of the 
particle/support interface to the catalytic activity. For smaller particles, the ratio of 
perimeter/interface length to surface area is higher than for bigger particles: smaller particles 
are stronger influenced by the interface than bigger ones. 
PEEM results unambiguously show interface and particle size effects, but lack detailed 
chemical information. Especially the behavior of the Rh/Au system cannot be explained by 
PEEM alone, calling for a chemically sensitive technique. 
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Chemically-resolved SPEM studies 
Therefore, SPEM experiments, with the SPEM chamber also operated as flow reactor, were 
performed using a photon energy of 720 eV at the ESCA Microscopy beamline (Elettra 
synchrotron), as described in detail in Methods. 
In Fig. 3, the same “big” Rh particle on Au as in PEEM was probed in the catalytically active 
state (the Rh/Rh system provides no chemical contrast). Figure 3a shows high-resolution in 
situ Au 4f7/2 spectra of the two spots marked in Fig. 3d: Spot A on the support and spot B on 
the Rh particle. While spot A shows expected bulk Au, significant Au amounts are detected on 
the Rh particle as well. There are three possible reasons: First, the cleaning procedure includes 
Ar+-ion sputtering, possibly leading to deposition of support material onto the Rh particles. 
Second, Au adatoms can diffuse on platinum group metals at temperatures as low as 300 K62,63. 
Third, kinetic transitions in a surface reaction may cause a large scale redistribution of adsorbed 
Au64. Furthermore, the spectra show two distinct Au species, bulk Au (support material, red) 
and another one only on the Rh particle (green). We attribute this second component to the 
formation of a RhAu surface alloy, in analogy to studies of thin Au films on Al, Rh or Ru65–67. 

 
Figure 3. Surface alloying on a Au supported Rh particle in the catalytically active state at T = 453 K, 
pO2 = 2.2 x 10-6 mbar, pH2 = 4.0 x 10-6 mbar. (a) local Au 4f7/2 XPS spectra at spots A and B indicated 
in (d); the red component is related to bulk Au, while the green component is related to the formation 
of a RhAu surface alloy; (b) local Rh 3d5/2 XPS spectra at the spots A and B indicated in (d). The orange 
component corresponds to bulk Rh, while the red component is related to Rh bound to adsorbed oxygen; 
(c) local O 1s XPS spectra at the points A and B indicated in (d). The single blue component corresponds 
to adsorbed oxygen; (d) SPEM chemical map of the atomic concentrations of Au (blue) and Rh (orange) 
at the boundary of a Rh particle; the particle boundary is indicated by a white dashed line; (e) Au 4f 
SPEM chemical map of the distribution of the two different Au species. The field of view is identical 
to (e). The energy windows used for constructing the map are indicated by dashed red and green lines 
in (c) and given in Extended Data Table 1. 
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The corresponding Rh 3d5/2 spectra (Fig. 3b) indicate no presence of Rh on the support 
material. We conclude that the presence of Au on the Rh particles is caused by a combination 
of the effects mentioned above: Au atoms are deposited on the Rh particle in close vicinity to 
the interface due to sputtering, from where they diffuse and migrate, covering the whole 
particle. The spectrum on the particle, deconvoluted following a previously established 
procedure35, consists of a bulk Rh component (Rhbulk, orange) and a component related to 
oxygen-bound Rh (RhO1/4, red), which unambiguously indicates the catalytically active state35. 
The O 1s spectra (Fig. 3c) highlight that the Au support does not take part in the reaction (no 
oxygen present in spot A), while the spectrum for the Rh particle (spot B) agrees with our 
previous observations35. 
Using the Au 4f7/2 and Rh 3d5/2 signals after correction for the different inelastic mean free 
paths and x-ray cross-sections, a chemical map of the atomic concentrations of Au (blue) and 
Rh (orange) was constructed (Fig. 3d). The map reveals that there is hardly any gradient in the 
Au concentration on the Rh particle with the entire particle covered. A Au 4f7/2 chemical map 
detailing the lateral distribution of the two different Au species is displayed in Fig. 3e, 
completing the picture and supporting our component assignment of RhAu on the particle. 
Based on SPEM, the unexpected behavior of Rh/Au in PEEM can be explained: Au atoms 
migrated onto the Rh particle are very likely located at the Rh step edges, in line with previous 
observations on Pt, Rh or Ru36,63,67. Since the Rh step sites are crucial for dissociative hydrogen 
adsorption68 and thus for switching to the active state, their lower activity due to RhAu alloy 
formation must be compensated by a higher pH2, shifting the kinetic phase diagram as 
observed. 
In analogy to Rh/Au, in situ SPEM of the “big” Rh particle on ZrO2 in the active state is shown 
in Fig. 4. In Figs. 4a, 4b, and 4c high-resolution Zr 3d, Rh 3d5/2 and O 1s XPS spectra are 
displayed for spots A to E placed along a line from the oxide support to the Rh particle center. 
The Zr 3d spectra (Fig. 4a) display three different Zrx+ species (Zr4+ bulk-oxide, red; Zr3+ sub-
oxide, green; and Zr2+ sub-oxide, blue), identified based on previous XPS studies of thin ZrOx 
islands/films on Rh(111)43 or Pt(111)50 and of the initial oxidation of Zr69,70. Similarly, detailed 
analysis of the Rh 3d5/2 spectra (Fig. 4b) reveals the presence of bulk Rh (Rhbulk, orange), two 
components associated with oxygen-bound Rh (RhO1/4, red and RhO2/3, green) as well as a 
component related to Rh surface oxide (RhOx, blue), in accordance with our previous work27,35. 
The O 1s spectra (Fig. 4c) complete the picture: One component is associated with bulk ZrO2 
(red), one component is related to the Zr sub-oxides (green) and one component represents 
oxygen adsorbed on Rh (blue). 
Combining all information yields the following: At spot A (i.e., on the support, several µm 
away from the particle), there is bulk-like ZrO2. At spot B, still on the support, but near the 
metal/oxide interface, Zr sub-oxides are present in addition, but there are no significant 
amounts of Rh. This can be understood by partial reduction of ZrO2, possibly by hydrogen 
spillover, as, e.g., observed for Rh or Pt particles on ZrO2

43,71,72. Computational studies have 
shown that reduction of nano-sized ZrO2 is facilitated in comparison to bulk ZrO2, making 
partial reduction feasible at the present conditions73. On the Rh particle near the metal/oxide 
interface (spot C), significant amounts of zirconia are present mostly as Zr sub-oxides, while 
the RhO1/4 component again indicates the active state. Further towards the particle center (spot 
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D), the amount of Zr sub-oxides decreases and the Rh 3d5/2 spectrum reveals an unexpected 
shoulder due to a distinct Rh surface oxide. It seems that small amounts of Zr sub-oxides locally 
enhance the oxidation of Rh, probably as a result of the stronger oxygen binding close to the 
metal/oxide interface32,74. Even more towards the particle center (spot E), there is no Zr present 
and the Rh surface is in the active state.  
Based on reports that the growth of ZrOx 2D-islands preferentially started at step and defect 
sites of a Pt substrate75,76, it can be suggested that the ZrOx layers on Rh near the interface may 
originate from a limited mobility of Zr-O species at temperatures around 450 K. However, the 
observed formation of small ZrOx islands closer to the Rh center rather takes place by sputter-
induced support deposition on the Rh particles, where it forms small, hardly mobile oxide 
islands. 

 
Figure 4. Metal/oxide interface effects on ZrO2 supported Rh particles in the catalytically active state 
at T = 453 K, pO2 = 2.2 x 10-6 mbar, pH2 = 4.0 x 10-6 mbar. (a) local Zr 3d XPS spectra for spots A to 
E indicated in (d), revealing several oxide components (bulk oxide – red; Zr3+ sub-oxide – green; Zr2+ 
sub-oxide – blue); (b) local Rh 3d5/2 XPS spectra for spots A to E indicated in (d). In addition to bulk 
Rh (orange) and Rh surface oxide (blue), two components related to differently oxygen-bound Rh are 
present (green and red); (c) local O 1s XP spectra for spots A to E indicated in (d), showing different 
oxygen species (bulk Zr oxide – red; Zr sub-oxides – green; adsorbed oxygen – blue); (d) SPEM 
chemical map of the atomic concentrations of O (red), Rh (orange) and Zr (blue). The white dashed 
lines indicate areas not imaged due to the setup geometry; (e) Zr 3d SPEM chemical map for different 
Zr-oxide species. The field of view is identical to (d). The spectra components correspond to the species 
in (a), where the dashed lines indicate the energy windows used for constructing the map; (f) Rh 3d 
SPEM chemical map for different Rh species (bulk Rh – orange; Rh surface oxide – blue). The field of 
view is identical to (d). The energy windows used for constructing the map are indicated by dashed 
lines in (b); (g) O 1s SPEM chemical map for different oxygen species. The field of view is identical to 
(d). The spectra components correspond to the species in (c), where the dashed lines indicate the energy 
windows used for constructing the map. All energy windows for constructing the chemical maps are 
given in Extended Data Table 1. 
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A chemical map (Fig. 4d) of the atomic concentrations of O (red), Rh (orange) and Zr (blue) 
was constructed from the O 1s, Rh 3d5/2 and Zr 3d signals. The map shows a significant 
coverage of ZrOx on the Rh particle. The island density of ZrOx is, however, not as uniform as 
for Au on Rh, but decreases towards the particle center, which remains free of ZrOx. In addition, 
the Zr/O atomic ratio differs up to 50 % between the support (appearing purple) and near the 
interface (appearing blue). This is also reflected in the Zr 3d chemical map (Fig. 4f), 
constructed using the same three components as in the spectra (Fig. 4a). The Rh 3d5/2 chemical 
map (Fig. 4f) reveals mainly bulk metallic Rh (orange) being present on the “big” particle, 
while small patches of Rh surface oxide (blue dots) are also formed. Smaller particles (e.g., in 
the top right corner) appear to be strongly oxidized. The corresponding O 1s chemical map 
(Fig. 4g) shows the expected gradient between support (appearing mainly red), interface region 
(appearing green) and the center region (appearing in a slight blueish tint). 
SPEM results demonstrate an unexpected complexity of the seemingly simple metal/support 
interfaces: Due to the mobility of Au atoms, the Rh particles were decorated by significant 
amounts of Au, strongly modifying the catalytic properties by RhAu alloy formation. In the 
Rh/ZrO2 system, due to the formation of ZrOx islands, a complex interface region spanning 
several µm has been formed, resembling strong metal-support interaction (SMSI) states 
observed on several platinum group metal nanoparticles on various oxides43–46,48,50,51,77. 
Furthermore, the previously identified modification of binding energies at the metal/oxide 
interface32,74 appears to be complemented by the formation of substoichiometric Zr oxides, 
hydrogen spillover onto the ZrOx support near the particle and a narrow region where Rh 
surface oxide is present, altogether resulting in the observed support-induced modifications of 
the catalytic properties (Fig. 2). 

The oscillating reaction mode 
Catalytic H2 oxidation may exhibit self-sustaining oscillations between the active and inactive 
state at particular constant reaction parameters, as observed on polycrystalline Rh foils33–35 and 
hemispherical apexes of nm- and µm-sized Rh specimens12,13,78. The oscillation frequency and 
the parameter window for oscillations are very sensitive to surface structure and 
composition12,33–35, turning the oscillating H2 oxidation on Rh into a sensitive probe. The well-
established mechanism of oscillations (Extended Data Fig. 2) is based on formation and 
depletion of subsurface oxygen33–35. However, as for supported Rh particles self-sustained 
oscillations in H2 oxidation were so far not observed, their existence and parameter space 
should be explored. 
At constant external parameters oscillations were visualized by PEEM for Rh/Rh and Rh/ZrO2 
(but did not occur for Rh/Au). For Rh/Rh, selected PEEM image cut-outs for the “big” and 
“small” particles already studied in the steady states and corresponding local PEEM intensity 
curves are shown in Fig. 5a. Both particles exhibit the same oscillation frequency within the 
experimental accuracy. It is important to note that while the Rh substrate acts as excitable 
medium and therefore also exhibits oscillations, the nucleation of the reaction fronts 
transmitting the oscillations always takes place on the Rh particle perimeters acting as 
pacemakers13,74.  
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For Rh/Au, PEEM images and local intensity curves are displayed in Fig. 5b. No oscillations 
occur, with the particles remaining in the inactive state. This can be explained in light of SPEM 
experiments and the mechanism of oscillations: Au atoms migrated onto the Rh particle are 
located preferentially at/in steps, hindering the formation of subsurface oxygen and thus the 
switch to the active state. 

 
Figure 5. Visualizing support and particle size effects by the oscillating mode of catalytic H2 oxidation 
on Rh particles at T = 453 K, pO2 = 2.2 x 10-6 mbar, pH2 = 1.7 x 10-6 mbar. (a) PEEM image cut-outs 
(left) and local PEEM intensity time series (right) for differently sized Rh particles supported on Rh. 
The ROIs for constructing the time series are indicated in the cut-outs; (b) the same as in (a) but for Rh 
particles on Au support; (c) the same as in (a) but for Rh particles on ZrO2 support. 

In Fig. 5c, corresponding results for Rh/ZrO2 are shown. In addition to the “big” and “small” 
particles, even a “very small” one was studied, for which no oscillations were observed, 
apparently due to its oxidized state resulting from ZrOx promoted Rh oxidation. Oscillations 
observed for “small” and “big” Rh particles exhibited significantly lower frequency than for 
Rh/Rh, which depended on particle size. We attribute this to the Rh steps being partly blocked 
by ZrOx and the resulting stronger oxygen bonding. Accordingly, the oscillation cycle slows 
down. Differently sized Rh particles are differently affected and thus exhibit different 
oscillation frequencies, due to their different ratios of ZrOx-modified (interfacial) 
vs. -unmodified Rh surface areas. 
In order to assess the curved/stepped particle shape and structure, post-reaction TEM analysis 
(Extended Data Fig. 3) was performed on cross-sections of some of the studied particles. The 
composition of particle surfaces and metal/support interface regions was characterized by 
combined scanning-TEM/energy dispersive x-ray fluorescence (EDX), confirming the in situ 
results. 

6 Imaging interface and particle size effects by in situ correlative microscopy

120



   

Micro-kinetic model simulations 
To better understand the experiments, micro-kinetic model simulations of H2 oxidation were 
performed, based on the Langmuir-Hinshelwood mechanism and adapting a model of McEwen 
et al.78,79. 
For representing Rh/Rh, similar parameters as in our previous works were used12,33–35. 
Reflecting PEEM and SPEM results to model Rh/Au, the hydrogen sticking coefficient was 
adjusted to simulate hindered dissociative hydrogen adsorption and the parameter 
corresponding to surface “roughness” was decreased, both resulting from RhAu surface alloy 
formation. To model Rh/ZrO2, parameters were modified to simulate the stronger oxygen 
binding/adsorption32 and the changed energetics of subsurface oxygen formation in the 
metal/oxide interface regions (for details see Methods). 

 
Figure 6. Results of the micro-kinetic model simulations. (a) simulated turnover frequency curves upon 
cyclewise variation of pH2 from 5.0 x 10-7 mbar to 2.0 x 10-5 mbar at constant T = 443 K and 
pO2 = of 2.2 x 10-6 mbar for three model configurations representing Rh/Rh (black), Rh/Au (red) and 
Rh/ZrO2 (blue); (b) simulated kinetic phase diagram for H2 oxidation in the temperature range from 
433 K to 473 K at constant pO2 = 2.2 x 10-6 mbar for the same model configurations as in (a); 
(c) simulations of the oscillating reaction mode at constant T = 453 K, pO2 = 2.2 x 10-6 mbar, 
pH2 = 1.7 x 10-6 mbar for the same model configurations as in (a). 

Figure 6 presents results of the micro-kinetic model simulations: In Fig. 6a, traces of the 
reaction rate (turnover frequency; TOF) upon cyclewise variation of pH2 are displayed for the 
three different model configurations, i.e. Rh/Rh (black), Rh/Au (red) and Rh/ZrO2 (blue). 
Simulations were performed for the external parameters of the PEEM experiments, allowing a 
direct comparison (Fig. 2d). By repeating simulations for different temperatures, a kinetic 
phase diagram can be constructed (Fig. 6b), similar to the experimental diagram in Fig. 2e. 
Simulations were performed only for 433-473 K, because oxygen-induced surface 
restructuring was not included in the model. Simulations of the oscillating mode were also 
performed for all three configurations. The simulated TOF time series are shown in Fig. 6c, 
corresponding to the big Rh particles in Fig. 5. 
The calculations/simulations reproduce the experimental behavior well: Realistic variations of 
hydrogen adsorption and oxygen binding, mimicking the effects of the various Rh/support 
interfaces, quantitively reproduce the shifts in the kinetic phase diagrams as well as the 
alteration of the oscillatory behavior (oscillation frequency, inhibition of oscillations). 
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In summary, the catalytic behavior of stepped Rh particles supported by three different 
materials (Rh, Au, ZrO2) in H2 oxidation has been visualized in situ by PEEM. Kinetic 
transitions between the catalytically inactive and active steady states were studied and self-
sustaining oscillations on supported Rh particles were observed for this reaction for the first 
time. Supported Rh particles show different catalytic properties in H2 oxidation, depending on 
the support material and particle size. The oscillating reaction mode varies from particle-size 
independent (Rh/Rh) via size dependent (Rh/ZrO2) to fully inhibited oscillations (Rh/Au).  
To interpret the PEEM results, in situ SPEM studies were performed for the same sample under 
the same reaction conditions, i.e. in a correlative way. The SPEM results identified the presence 
of support material on the Rh particles during the reaction to cause their different behavior.  
For Rh/Au, the formation of a RhAu surface alloy and for Rh/ZrO2, the formation of 
substoichiometric Zr oxides, hydrogen spillover onto the ZrO2 support and a narrow region of 
enhanced Rh oxidation were detected. Combining the real time PEEM data and chemical 
information from SPEM, the catalytic properties of Rh particles on different supports can be 
explained, underpinning the effectiveness of the correlative approach. The experimental 
observations were complemented by micro-kinetic model simulations of kinetic phase 
diagrams and oscillating time series for catalytic H2 oxidation on various Rh surfaces. Through 
realistic variations of hydrogen adsorption and oxygen binding, resulting from the observed 
modification of stepped Rh surfaces, the experimental findings could be confirmed. 

Methods 
Sample Preparation 
The sample was fabricated from a Rh foil (10 x 3 mm, thickness 0.2 mm, MaTeck, 99.9%), an 
Au foil (10 x 3 mm, thickness 0.2 mm, MaTeck, 99.9%) and an oxidized Zr foil (10 x 3 mm, 
thickness 0.2 mm, MaTeck, 99.8%), all mounted onto a Ta foil (10 x 12 mm, thickness 0.2 
mm, MaTeck, 99.9%) for mechanical stability. The Rh powder aggregates (“Rh black”, 
5-30 µm size, Alfa Aesar, 99.9%) were suspended in acetone and mechanically pressed on the 
substrates after solvent evaporation. 
The sample was cleaned in UHV by repeated cycles of Ar+ ion sputtering (pAr = 
5.0 x 10-6 mbar, ion energy 1 keV, T = 300 K) and consecutive chemical treatment in oxygen 
(pO2 = 5 x 10-7 mbar, T = 773 K) and hydrogen (pH2 = 5 x 10-6 mbar, T = 773 K). Cleanliness 
of the sample was verified before each experiment by lab-XPS or by SPEM. The sample 
temperature was measured by a K-type thermocouple spot-welded to its front. 

PEEM experiments 
The PEEM experiments were carried out in a multipurpose UHV setup consisting of separate 
chambers for PEEM and XPS, interconnected by a sample transfer tunnel. The PEEM chamber 
is equipped with sample cleaning facilities, a deuterium discharge UV lamp (Heraeus D200F, 
photon energy ~6.5 eV), a PEEM (Staib Instruments PEEM 150), a quadrupole mass 
spectrometer (MKS e-Vision 2) and a high-purity gas supply (Ar, H2, O2: 99.999%). In addition 
to similar sample cleaning and gas dosing-facilities, the XPS chamber is equipped with a twin 
anode x-ray source (SPECS XR-50) and a hemispherical energy analyzer (SPECS Phoibos 
100). 
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The ongoing H2 oxidation reaction was monitored by PEEM and the images recorded by a 
high-speed CCD camera (Hamamatsu C11440-42U30). Calibration of the PEEM 
magnification was performed by comparison of PEEM images with optical micrographs of the 
same sample areas. To prove sample cleanliness, XPS spectra were acquired from one circular 
spot of 500 µm diameter per support material using Mg Kα radiation with the energy analyzer 
axis oriented perpendicular to the sample surface (take-off angle 0°). 

SPEM experiments 
The SPEM experiments were performed at the “ESCA Microscopy” beamline of the Elettra 
synchrotron facility, which has been described in detail elsewhere80. Summarizing, the end 
station consists of three connected UHV sub-chambers: the sample is introduced to the system 
via a fast-entry load lock attached to the first chamber. Using magnetic transfer arms and 
wobble sticks, the sample can be moved under UHV to a preparation chamber, which is 
equipped with facilities for Ar+ ion sputtering, a high purity gas supply (Ar, H2, O2: 99.999%) 
and an Auger electron spectrometer for checking the sample cleanliness. After preparation, the 
sample is moved in UHV to the SPEM chamber. A zone plate optical system provides a small 
focused photon probe (spot diameter 0.13 µm) on the sample surface, while the analyzed 
surface region is selected by a piezo specimen positioning and scanning system. The emitted 
photoelectrons are collected within an 8 eV kinetic energy window by a hemispherical energy 
analyzer equipped with a 48 channel detector. 
The SPEM was operated in two modes: in the microspectroscopy mode, an XPS spectrum was 
collected from a single microspot on the sample surface, while in the imaging mode, the sample 
surface was mapped by synchronized-scanning the sample with respect to the photon probe. In 
the imaging mode, a 48 points XPS spectrum covering the chosen energy window was recorded 
for each pixel in the image. This allows determination of the spatial distribution of different 
chemical species81 and thus the creation of chemical maps and spatial profiles. The overall 
energy resolution of the system is 0.3 eV82 and due to the setup geometry, electrons emitted at 
an angle of 60° from the surface normal are registered. Spectra were taken at a photon energy 
of 720.2 eV and the energy scale was calibrated against the energy of the Au 4f7/2 peak with a 
binding energy of 84.0 eV on the Au part of the sample. The absence of drifts in photon energy 
and photon flux was verified at regular intervals between the experiments by Au 4f7/2 spectra 
on the Au part of the sample. 
All spectra in the present work are representative examples of the described states and were 
deconvoluted using a pseudo-Voigt line shape83 in combination with a Shirley background84. 
The spectral components are based on literature data (see details in the corresponding parts of 
the results section above) and were refined by considering a whole ensemble of spectra, 
including reference spectra of the clean, catalytically active and catalytically inactive surfaces. 

(S)TEM/EDX characterization 
The (S)TEM/EDX characterization of the Rh/Au and Rh/ZrO2 particles was performed at the 
University Service Center for Transmission Electron Microscopy (USTEM) at TU Wien after 
the PEEM and SPEM experiments. Cross-sections of the “big” particles were prepared by 
focused ion beam (FIB) milling (using Ga+ ions at 30 keV) in a FEI Quanta 200 3D dual beam 
electron microscope. The cross-sections were investigated in a FEI Tecnai G²20 S-TWIN 
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transmission electron microscope operated at 200 kV, which is equipped with a Gatan Orius 
600 camera for imaging and diffraction imaging and an EDAX-AMETEK Octane T Elite plus 
detector for EDX. 

Micro-kinetic model simulations 
The mean-field micro-kinetic model applied in our simulations is based on the Langmuir-
Hinshelwood mechanism, which is well established for H2 oxidation on Rh surfaces85, and the 
previously established mechanism of kinetic oscillations12,33–35. 
The reaction network is described by four equations (1)-(4), where ∗ denotes an empty surface 
site and ∗𝑠𝑠𝑠𝑠𝑠𝑠 denotes an empty subsurface site: 

 𝑂𝑂2 + 2 ∗ ↔ 𝑂𝑂2,𝑝𝑝𝑝𝑝𝑝𝑝 + 2 ∗ ↔ 2𝑂𝑂𝑎𝑎𝑎𝑎 (1) 

  𝐻𝐻𝑎𝑎𝑎𝑎 + 2 ∗ ↔ 2𝐻𝐻𝑎𝑎𝑎𝑎 (2) 
 𝑂𝑂𝑎𝑎𝑎𝑎 + ∗𝑠𝑠𝑠𝑠𝑠𝑠 ↔ 𝑂𝑂𝑠𝑠𝑠𝑠𝑠𝑠 + ∗ (3) 
 2𝐻𝐻𝑎𝑎𝑎𝑎 + 𝑂𝑂𝑎𝑎𝑎𝑎 → 𝐻𝐻𝑎𝑎𝑎𝑎 + 𝑂𝑂𝐻𝐻𝑎𝑎𝑎𝑎 + ∗ → 𝐻𝐻2𝑂𝑂 + 3 ∗ (4) 

The formation of water takes place via an OHad intermediate, where the formation of the 
intermediate from Oad and Had is the rate-limiting step in comparison to the subsequent reaction 
with a second Had species. Alternative ways of water formation (e.g., by OHad disproportioning) 
can be neglected79 and the reaction product water immediately desorbs at the present 
conditions86. The coverages for oxygen 𝜃𝜃𝑂𝑂, subsurface oxygen 𝜃𝜃𝑆𝑆 and hydrogen 𝜃𝜃𝐻𝐻 can then 
be described by three kinetic equations (5)-(7), where the empty sites 𝜃𝜃∗ are given by 𝜃𝜃∗ = 1 − 𝜃𝜃𝐻𝐻 − 𝜃𝜃𝑂𝑂. 

 d𝜃𝜃O d𝑡𝑡 = 21+𝐾𝐾𝜃𝜃∗  2 �𝑘𝑘aO𝐾𝐾𝑝𝑝O2 𝜃𝜃∗  2 − 𝑘𝑘dO𝜃𝜃O  2� − 𝑘𝑘ox 𝜃𝜃O (1 − 𝜃𝜃s ) + 𝑘𝑘red 𝜃𝜃s 𝜃𝜃∗ − 𝑘𝑘r 𝜃𝜃H 𝜃𝜃O  (5) 

 d𝜃𝜃s d𝑡𝑡 = 𝑘𝑘ox 𝜃𝜃O (1 − 𝜃𝜃s ) − 𝑘𝑘red 𝜃𝜃s𝜃𝜃∗  (6) 

 d𝜃𝜃H d𝑡𝑡 = 2𝑘𝑘aH𝑝𝑝H2 𝜃𝜃∗  2 − 2𝑘𝑘dH𝜃𝜃H  2 − 2𝑘𝑘r 𝜃𝜃H 𝜃𝜃O  (7) 

The rate constants in (5)-(7) are given by expressions (8)-(15), where 𝛽𝛽 = 1/𝑘𝑘𝐵𝐵𝑇𝑇. The symbols are explained in Methods Table 1. 

 𝑘𝑘aH = 𝑆𝑆0H 𝑎𝑎s �2𝜋𝜋𝑚𝑚H2 𝑘𝑘B 𝑇𝑇�  (8) 

 𝑘𝑘aO = 𝑆𝑆0O 𝑎𝑎s �2𝜋𝜋𝑚𝑚O2 𝑘𝑘B 𝑇𝑇�  (9) 

 𝑘𝑘dH = 𝑘𝑘d0O 𝑒𝑒−𝛽𝛽𝐸𝐸dH  (10) 

 𝐾𝐾 = 𝐾𝐾0 𝑒𝑒−𝛽𝛽�𝐸𝐸K +𝐴𝐴KO 𝜃𝜃O +𝐴𝐴Ks 𝜃𝜃s � (11) 

 𝑘𝑘dO = 𝑘𝑘d0O 𝑒𝑒−𝛽𝛽�𝐸𝐸dO+𝐴𝐴dO 𝜃𝜃O +𝐵𝐵dO 𝜃𝜃O  2� (12) 

 𝑘𝑘ox = 𝑘𝑘ox0 𝑒𝑒−𝛽𝛽𝐸𝐸ox  (13) 

 𝑘𝑘red = 𝑘𝑘red0 𝑒𝑒−𝛽𝛽�𝐸𝐸red +𝐴𝐴reds 𝜃𝜃s � (14) 

 𝑘𝑘r = 𝑘𝑘r0𝑒𝑒−𝛽𝛽�𝐸𝐸r +𝐴𝐴rH𝜃𝜃H +𝐴𝐴rO𝜃𝜃O � (15) 
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In order to model the three different systems studied in the experiments (Rh/Rh, Rh/Au and 
Rh/ZrO2), three parameter sets were used. The set for Rh/Rh is closely related to the one used 
for the step edge sites on Rh(110) in our recent studies on coexisting multi-states in H2 
oxidation on Rh35, as the Rh particles are expected to expose surface structures of similar 
roughness. The set differs slightly only in the choice of 𝑆𝑆0𝑂𝑂, 𝐴𝐴𝐾𝐾𝑆𝑆 , 𝐴𝐴𝑝𝑝𝑝𝑝𝑎𝑎𝑠𝑠  and 𝐸𝐸𝑎𝑎𝐻𝐻 which have been 
adjusted to account for the particles exposing a mixture of several different surface structures.  
For modeling the hinderance of dissociative hydrogen adsorption by the RhAu surface alloy 
and a resulting “smoothing” of the particle shape, 𝑆𝑆0𝐻𝐻, 𝐸𝐸𝑜𝑜𝑜𝑜 and 𝐸𝐸𝑝𝑝𝑝𝑝𝑎𝑎 were modified in the 
parameter set for the Rh/Au system. For modeling Rh/ZrO2, 𝐸𝐸𝑎𝑎𝑂𝑂, 𝐴𝐴𝐾𝐾𝑂𝑂 , 𝐴𝐴𝐾𝐾𝑆𝑆 , 𝐸𝐸𝑜𝑜𝑜𝑜, 𝐸𝐸𝑝𝑝𝑝𝑝𝑎𝑎 and 𝐸𝐸𝑝𝑝 
were modified in comparison to the Rh/Rh parameter set, in line with the stronger binding of 
oxygen in the vicinity of the metal/oxide interface and a slight reduction of the surface 
roughness due to partially blocked step edges. All model parameters are summarized in 
Methods Table 1. 

Methods Table 1. Parameter sets used in the micro-kinetic model simulations of the Rh/Rh, Rh/Au and 
Rh/ZrO2 systems. Energies are given in eV, the area of a surface site in Å² and rate constants in 1/s. 
When no value is given, the same value as for Rh/Rh was used. 

symbol description Rh/Rh Rh/Au Rh/ZrOx 𝑎𝑎𝑠𝑠 area of a surface site 10   𝑆𝑆0𝑂𝑂 initial sticking coefficient of O 0.82   𝑘𝑘𝑎𝑎0𝑂𝑂  pre-factor for oxygen desorption 6.0 x 1013   𝐸𝐸𝑎𝑎𝑂𝑂 desorption energy of O 3.20  3.70 𝐴𝐴𝑎𝑎𝑂𝑂 dependence of oxygen desorption energy 
on adsorbed oxygen coverage 

-0.5   𝐵𝐵𝑎𝑎𝑂𝑂 dependence of oxygen desorption energy 
on molecular oxygen coverage 

-0.7   𝐾𝐾0 pre-factor for oxygen dissociation 
equilibrium constant 

0.2525   𝐸𝐸𝑘𝑘 activation energy for oxygen dissociation 
equilibrium constant 

-0.178   𝐴𝐴𝐾𝐾𝑂𝑂  dependence of oxygen dissociation on 
adsorbed oxygen coverage 

0.158  0.125 𝐴𝐴𝐾𝐾𝑆𝑆  dependence of oxygen dissociation on 
sub-surface oxygen coverage 

0.088  0.089 𝑘𝑘𝑜𝑜𝑜𝑜0  pre-factor for oxygen diffusion from 
surface to sub-surface sites 

5.0 x 1011   𝐸𝐸𝑜𝑜𝑜𝑜 activation energy for oxygen diffusion 
from surface to sub-surface sites 

1.193 1.247 1.221 𝑘𝑘𝑝𝑝𝑝𝑝𝑎𝑎0  pre-factor for oxygen diffusion from 
sub-surface to surface sites 

1.85 x 1013   𝐸𝐸𝑝𝑝𝑝𝑝𝑎𝑎 activation energy for oxygen diffusion 
from sub-surface to surface sites 

1.220 1.261 1.241 
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𝐴𝐴𝑝𝑝𝑝𝑝𝑎𝑎𝑠𝑠  dependence of sub-surface oxygen 
reduction on sub-surface oxygen coverage  

0.36   𝑆𝑆0𝐻𝐻 initial sticking coefficient of H 0.40 0.37  𝑘𝑘𝑎𝑎0ℎ  pre-factor for hydrogen desorption 3.0 x 1010   𝐸𝐸𝑎𝑎𝐻𝐻 desorption energy of H 0.75   𝑘𝑘𝑝𝑝0 pre-factor for water formation 7.0 x 1012   𝐸𝐸𝑝𝑝 activation energy for water formation 0.79  0.80 𝐴𝐴𝑝𝑝𝐻𝐻 dependence of activation energy of water 
formation on H coverage 

-0.27   𝐴𝐴𝑝𝑝𝑂𝑂 dependence of activation energy of water 
formation on O coverage 

-0.145   

In addition to the already well-established simulations of the oscillating reaction mode at 
constant external parameters, in the present work kinetic transitions were modeled as well. For 
this, the pH2 parameter was ramped from 5.0 x 10-7 mbar to 2.0 x 10-5 mbar and back at 
constant T and pO2 parameters. The kinetic transition points were then extracted from the 
turnover frequency vs. pH2 data series by determining the respective inflection points. 

 
Data availability 
The data of this study are available from the corresponding author upon reasonable request and 
will be available from an open-source online repository (zenodo®) upon publication. 
 
Code availability 
All the code or mathematical algorithm files within this paper are available from the 
corresponding author upon reasonable request. 
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Extended data 

 
Extended Data Figure 1. PEEM images of the clean Rh particles on the three different supporting 
materials with the “big” and “small” particles marked. (a) Rh/Rh; (b) Rh/Au; (c) Rh/ZrO2. 
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Extended Data Table 1. Energy windows used in constructing the chemical maps in Figs. 3 and 4. 

 
Species 

Lower binding energy 
boundary [eV] 

Upper binding energy 
boundary [eV] 

Rh/Au: Au 4f7/2 

(Fig. 3e) 
Au bulk 84.40 85.39 

RhAu alloy 82.60 83.58 

Rh/ZrO2: Zr 3d 
(Fig. 4e) 

bulk Zr4+ oxide 181.30 182.18 
Zr3+ sub-oxide 180.43 180.96 
Zr2+ sub-oxide 179.15 180.03 

Rh/ZrO2: Rh 3d5/2 

(Fig. 4f) 
Rh bulk 308.20 309.02 

Rh surface oxide 307.26 307.59 

Rh/ZrO2: O 1s 
(Fig. 4g) 

bulk Zr oxide 529.77 530.30 
Zr sub-oxides 528.18 528.71 
adsorbed O 526.95 527.65 

 

 

 
Extended Data Figure 2. The oscillation cycle in catalytic H2 oxidation on Rh. (i) the cycle starts from 
the catalytically inactive state, where preferential adsorption of oxygen at the step edges hinders 
dissociative adsorption of hydrogen and thus hampers catalytic activity; (ii) because of the dense 
oxygen coverage, oxygen starts to penetrate the Rh surface at kink or step sites. Some Rh atoms get 
dislocated, increasing the local surface roughness and creating favorable conditions for dissociative 
hydrogen adsorption; (iii) a switch to the catalytically active state takes place, where both hydrogen and 
oxygen adsorb, and then form water. Eventually, subsurface oxygen will diffuse to surface sites and 
react. Oxygen will once again be preferred at the step edges, resulting in a lack of hydrogen supply and 
the surface switches back to the catalytically inactive state; (iv) oxygen at the surface is replenished 
during the last stage and the cycle restarts. 
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Extended Data Figure 3. Transmission electron microscopy (TEM) and energy-dispersive X-ray 
fluorescence (EDX) of selected particles studied before by PEEM and SPEM. (a) cross-section TEM 
image of the “big” Rh particle on Au, prepared by focused ion beam (FIB). The yellow dashed lines 
indicate the boundaries of the Au support and the Rh particle. The inset shows a diffraction pattern 
obtained from within the Rh region, highlighting the polycrystalline nature of the Rh particle; 
(b) STEM-EDX compositional map of the area marked by the red dashed rectangle in (a), i.e., near the 
particle surface (blue: Au; orange: Rh), indicating decoration by Au; (c) cross-section TEM image of 
the metal/support boundary area of the “big” Rh particle on ZrO2 prepared by FIB. The yellow dashed 
lines mark the boundaries of the ZrO2 support and the Rh particle. The inset shows a diffraction pattern 
from within the Rh region; (d) STEM-EDX compositional map of the area indicated by the red dashed 
rectangle in (c), indicating ZrOx species mainly near the metal/support boundary (orange: Rh, blue: Zr). 
Small oxide patches on Rh surface are marked by white arrows. 
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