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Abstract

Modern lower limb prostheses neither measure nor incorporate healthy residual leg information for intent recognition or
device control. In order to increase robustness and reduce misclassification of devices like these, we propose a vision-based
solution for real-time 3D human contralateral limb tracking (CoLiTrack). An inertial measurement unit and a depth camera
are placed on the side of the prosthesis. The system is capable of estimating the shank axis of the healthy leg. Initially, the
3D input is transformed into a stabilized coordinate system. By splitting the subsequent shank estimation problem into two
less computationally intensive steps, the computation time is significantly reduced: First, an iterative closest point algorithm
is applied to fit circular models against 2D projections. Second, the random sample consensus method is used to determine
the final shank axis. In our study, three experiments were conducted to validate the static, the dynamic and the real-world
performance of our CoLiTrack approach. The shank angle can be tracked at 20 Hz for one sixth of the entire human gait cycle
with an angle estimation error below 2.8 &= 2.1°. Our promising results demonstrate the robustness of the novel CoLiTrack

approach to make “next-generation prostheses” more user-friendly, functional and safe.

Keywords Shank modeling - Body tracking - Depth image - Gait analysis

1 Introduction

Extraction of 3D human limb parameters from depth images
is a research topic that has recently attracted the attention
of the scientific community. Driven by the availability of
low-cost depth cameras, human pose estimation strategies
[1-3], telerehabilitation concepts [4,5] and patient interac-
tion monitoring approaches [6,7] are evolving continuously.
For lower limb prostheses control, it can be advantageous to
gather information about the healthy residual leg. Humans
combine proprioception with visual information to navigate
different terrains smoothly. In contrast, state-of-the-art com-
mercial prosthetic devices only use device-embedded sensors
and finite-state controllers to adapt to the patient’s intent [8].
They do not collect information about the state of the other
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leg, which could improve overall system performance. A sys-
tematic analysis of different bilateral lower limb signals for
predicting locomotion activities was performed by Hu et al.
[9,10] in 2018. It came to the conclusion that only one addi-
tional contralateral leg parameter could reduce error rates
of intent recognition significantly. However, the additional
effort of instrumenting the contralateral shank can be incon-
venient and impractical for amputees.

In this paper, we propose a novel contralateral limb track-
ing approach named CoLiTrack, which utilizes unilaterally
worn depth cameras. Placing the camera on the ipsilateral
(prosthetic) side eliminates the need for an additional sensor
on the contralateral shank and allows an easier integration
into future products. The key to our method is that it separates
the complex modeling problem into two less computationally
intensive parts, in order to perform real-time shank axis esti-
mation. Initially, layers from the point cloud input (depicting
the residual leg) are projected in 2D, before fitting prede-
fined circular models. Next, a projected line using the center
points of the circles is used to estimate the shank axis. This
reduces computing time considerably, allowing for accurate
estimation of the shank axis fast enough for real-time applica-
tions. Furthermore, in comparison with traditional methods,
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CoLiTrack is unsupervised and has no training-related bias.
Experimental results produced by CoLiTrack demonstrate a
robust and accurate solution to improve human—device inter-
action in real time. Although our method was developed with
lower limb prostheses in mind, the proposed system could
be applied to a wide variety of applications in many areas,
including health care, gaming and human—device interaction.

The remainder of the paper is organized as follows: Sect. 2
presents the related work most relevant to the context of this
paper. Details of the proposed method for real-time contralat-
eral limb tracking are given in Sect. 3. Section 4 provides the
experimental results, which are then discussed in Sect. 5. The
conclusion of this paper is presented in Sect. 6.

2 Related work

In this section, we focus primarily on existing work on envi-
ronment recognition as a means for improving prosthetic
control. We present relevant principles of human gait and
known approaches to modeling the leg.

2.1 Principles of human gait

Humans use upright gait on two legs for efficient locomo-
tion. Biomechanics of gait have been studied in detail [11];
however, spinal and brain control of human walking cannot
yet be fully explained. Walking is described as a repetitive
sequence to move forward; a single sequence is called a gait
cycle, which begins with the heel strike (the heel touching
the ground) and continues until the heel strike of the same
foot. For approximately 60% of the gait cycle the foot stays
on the ground (stance phase), before the foot is lifted off the
ground at toe off and swings freely in the air (swing phase)
for the rest of the gait cycle. Numerous papers have been
published on markerless motion capture [12—15] in the past,
and it is beyond the scope of this paper to provide a complete
overview of this literature. For our approach, it is important to
mention that the shank kinematics are generally independent
of the ankle kinematics. The ankle adjusts automatically to
different heel heights, for example, as a result of wearing dif-
ferent types of shoes. The shank kinematics, however, remain
the same [16,17]. The shank angle « is therefore a very infor-
mative parameter representing the status of the contralateral
shank and can play a crucial role in movement-dependent
control applications. A typical sagittal plane shank motion
during free walking for one entire gait cycle is shown in
Fig. 1. The sagittal plane passes across the body, defined by
the Y/Z plane in the world coordinate system, as indicated
in Fig. 2. The shank angle is defined to be zero, when it is
perpendicular to the ground, and positive in the case of a
counterclockwise direction around the reference axis.
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Fig.1 Sagittal plane shank motion. Heel strike is the first inertial con-
tact, when the foot touches the ground. At about 60% of the full gait
cycle, toe off is the end of the stance phase initiating the swing phase.
Then, the leg swings freely in the air until the next heel strike, before
repeating the cycle. The plot shows nominal shank angle « relative
to vertical during free walking with standard deviation in a light gray
band, data from [11]. The trackable range of our CoLiTrack approach
determined during the dynamic experiment is shown in red
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Fig.2 Sensor configuration and overall process of CoLiTrack. An IMU
and a depth camera were fused to estimate the axis of the uninstrumented
contralateral shank. (X’,Y’, Z’) represents the camera coordinate sys-
tem and (X,Y, Z) the stabilized world coordinate system. Mounting is
depicted in detail in Fig. 3. The color of the Depth Image corresponds
to the distance between an object and the camera: red parts are close
to the sensor, blue parts are further away. The Color Image was taken
with a mobile phone and is for demonstration purpose

2.2 Environment detection for prostheses

One of the most important aims of lower limb prosthetic sys-
tems is the imitation of the physiological gait pattern [8].
Modern prosthetic systems can replace missing body parts
to a high degree and improve patients’ independence and
mobility [18]. Numerous studies have been carried out to
determine the best strategies to control locomotion in pros-
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thetic devices. Most of these studies used neuromuscular or
mechanical signals of the prosthetic leg, either individually
or in combination [ 19-21]. Inertial measurement units (IMU)
are also commonly used to estimate the position and orien-
tation of the prosthetic leg in a world reference system [8].
In contrast, environmental sensor technologies are not yet
commercially used in prosthetic devices, although we have
identified a clear research tendency toward the recognition
of surrounding objects and terrains, as shown in our sur-
vey [22]. The work found was divided into two categories:
explicit environmental sensing—direct estimation of terrain
features—and implicit environmental sensing—creating an
understanding of the locomotion mode by measuring the state
of the patient’s residual body. Within the first group, distance
and depth-based sensors were used to estimate the mode
of locomotion. Sensors were placed on different body seg-
ments, such as the shank, thigh, trunk or even the upper body,
scanning the environment in front of the patient. Intent recog-
nition was performed by means of geometry-based decision
trees [23], finite-state or support vector machines [24,25] and
neural networks [26,27]. One group investigated whether the
patient was approaching stairs [28], and another estimated
soil properties with a color camera was mounted on the foot
[29]. Toe clearance, which is an important parameter to pre-
vent stumbling or falling, was estimated as well [30], but not
evaluated in a prosthetic setup.

The second category, implicit environmental sensing,
incorporates the state of the amputee’s body, which we con-
sider to be more promising. This is based on the fact that
the amputee voluntarily decides where to go or what to do.
The strong physical inter-joint coordination between human
limbs [31] could be used to improve prosthesis control. Con-
cepts of primitive “echo-control” strategies, which try to
estimate the state of the missing limb depending on the state
of the residual sound side, have been investigated for more
than 40 years [32-35]. For example, stepping over unknown
obstacles becomes possible without explicit classification of
the environment [36]. However, errors occur especially at
the beginning and at the end of an activity, when the limbs
do not necessarily “echo” each other. As an improvement,
“whole-body” approaches [37-39] with distributed IMUs
and pressure insoles can distinguish between a limited num-
ber of modes of locomotion in real time, but need numerous
additional sensors worn by the user.

For our work, the concept proposed by Hu et al. [40] is the
most relevant one: It predicts bilateral gait events from uni-
laterally worn sensors. A thigh-mounted depth sensor and
an IMU are fused to extract the angle between the ground
and the shank of the contralateral leg in its field of view.
Then, classifiers are used to predict ipsilateral toe off and
contralateral heel contact, representing the beginning and
end of the human gait double support phase. Although their
methodology was sound, and the results suggested that depth

vision could improve device control, several limitations were
mentioned. To begin with, the evaluation was carried out
with only a single participant. Moreover, initiation and ter-
mination steps were excluded due to different kinematics
compared to steady-state steps. No tests were performed
regarding the influence of different environments, neither
to investigate the robustness against reflectance and clutter,
nor to analyze the effect of unknown objects in the field of
view. Additionally, the implementation was not optimized for
timing, resulting in a high computation time of 1.16£0.56s,
which prevented any online (real-time) evaluation.

2.3 Approximation of shank axis

The shank of a human can be modeled relatively well by the
primitive shape of a cylinder. The challenge is, however, to
fit such a model to the incomplete and deformed point cloud
captured with a depth camera. On the one hand, simple least
square methods [41] fail due to outliers, and methods using
surface normals [42] cannot be applied due to noise from
pleats on the clothes. On the other hand, complex object fit-
ting approaches [43] are unsuitable, since the high processing
time prevents any real-time evaluation. To address these chal-
lenges, we separate the complex shank estimation problem
into two less computationally intensive steps: First, prede-
fined circular models are matched in 2D. Second, a projected
line using the center points of the circles is used to estimate
the shank axis, as shown in Fig. 4. In general, detecting cir-
cles and lines is a fundamental task in computer vision and
has been widely studied and developed in a variety of ways.
Well-known techniques, such as the Hough transform or neu-
ral network approaches, are used to detect circle-like foreign
objects in chest X-ray images [44—46] or line-like lanes for
autonomous driving systems [47,48], to name recent appli-
cations.

3 Proposed method

Our contralateral limb tracking method named CoLiTrack
consists of four main functions for estimating the axis and,
therefore, the angle of the shank. The overall process is
illustrated in Fig. 2: In a first step, the depth values were
preprocessed in the camera coordinate system. Next, the
information from the IMU was used to transform the fil-
tered point cloud data into a ground coordinate system. The
transformed points were projected onto 2D planes for fitting
circle models with the iterative closest point (ICP) algorithm.
Based on these results, the axis was estimated with a 3D line
fit using the random sample consensus (RANSAC) method.
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Fig.3 Measurement setup a worn by a participant and the calibration
step b of the depth camera. IMU and depth camera were fixed on a
wearable support, attached to the shank of the participant. The second
IMU, mounted within a modified support stocking on the contralateral
side, served as reference; trousers were rolled up only for the photo.

3.1 Configuration of CoLiTrack

In this study, a 3D time-of-flight depth camera (CamBoard
pico flexx, Pmd Tech, Germany) and an IMU (BNOO055,
Bosch Sensortec, Germany) were used to estimate param-
eters of the contralateral leg. In addition, a second IMU was
mounted on the contralateral shank to serve as reference sig-
nal. The sensor configuration is depicted in Fig. 3a. The IMU
and the depth camera were fixed together on a wearable sup-
port for two reasons: firstly, to combine camera orientation
information with vision information. Secondly, this wearable
support allowed for fast and easy positioning on the partici-
pant’s shank. With a resolution of 171x224 pixels, the depth
camera could measure the 3D position of object points (point
cloud) relative to the camera origin. The IMU was able to esti-
mate the orientation and acceleration of the wearable support
relative to the world reference system. By fusing orientation
information and point cloud data, scene information could be
stabilized. However, after the camera was mounted, its initial
rotation needed to be corrected. For this, the wearable sup-
port carrying the IMU and the depth camera was placed in an
upright position with the known calibration object in its field
of view. The object was mounted in a predefined position, as
shown in Fig. 3b in pink. The required rigid transformation
can be calculated from a scene capture, which is depicted
in green. The calculation was done by using the coherent
point drift algorithm [49] to assign correspondences between
two sets of points, provided within the MATLAB Computer
Vision Toolbox. The determined transformation parameters
were stored and applied every time before continuing with
the evaluation algorithm. The experimental data acquisition
and analysis were conducted using MATLAB R2018b and a
wrapper library provided by the camera manufacturer, run-
ning on a laptop with an Intel Core i5-8250U and 8 GB
memory size.
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For calibration, the camera was placed in the origin of the world coor-
dinate system. The true (pink) position of the calibration object was
known. The transformation matrix could be calculated out of the cap-
tured (green) image

3.2 Preprocessing of depth data

The captured depth information was preprocessed in the
camera coordinate system. Pixels without any depth infor-
mation were removed and then blurred with a Gaussian
blur to reduce depth noise. If the contralateral leg was in
the camera’s field of view, the nearest detected point rel-
ative to the camera belonged to the sound leg and was,
therefore, selected as “point of interest” (POI). Next, the
confidence map, which was also retrieved from the depth
sensor, was used to identify all points belonging to the con-
tralateral leg. This parameter represented the confidence of
a measured distance (Z’) for every pixel (X’, Y’) of the
input—the closer a point, the higher the corresponding con-
fidence. The confidence of the POI was taken as reference,
points above a certain threshold were selected as belonging
to the contralateral leg. Finally, the selected point cloud was
downsampled using a 1 cm grid filter for computational effi-
ciency.

3.3 Point cloud transformation

As the shank of the human was swinging within a gait cycle,
the roll angle (rotation around the X-axis) and the pitch angle
(rotation around the Y-axis) were estimated with the help of
the ipsilateral IMU. By applying the Euler angle rotation
matrix, the retrieved point cloud in camera coordinates was
transformed into a stabilized world coordinate system (ipsi-
lateral IMU reference frame). The origin was fixed on the
foot calibrated to the sagittal plane, as shown in Fig. 2. Due
to the instability of the yaw angle, this parameter was not
used, and a rotation around the Z-axis remained unaccounted
for.
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Fig. 4 Visualization of the CoLiTrack algorithm. The point cloud
after preprocessing and transforming was taken as input. Z-slices were
extracted, and a 10-point circle model was fitted iteratively by using the
ICP algorithm in 2D (X/Y plane). All model circle center points were
then used to estimate the shank axis correctly by using the RANSAC
method in 3D. Finally, the contralateral shank angle « was calculated
with respect to the sagittal plane (Y/Z plane)

3.4 Circle fit with ICP

After transforming the point cloud input, Z-layers were pro-
jected in 2D. Then, a predefined circle model of 10 points
evenly distributed over 90° in a radius of 5 cm was fitted,
as shown in Fig. 4. The Z-layer height was set to 3 cm with
1 cm overlapping on both sides. The model fit itself was
realized with the ICP algorithm [50,51]. The basic concept
of this algorithm was as follows: The Z-layer projection was
kept fixed, while the circle model was rigidly transformed to
match the input in the best way possible. By doing this, shape
and size were preserved. The algorithm iteratively revised the
transformation to minimize the sum of squared differences
between the coordinates of the matched pairs. If the error
metric fell below a certain threshold, this was a criterion for
stopping the iterations. This was done for all Z-layers, which
resulted in center points with their associated heights. Fig-
ure 4 depicts this ICP and the subsequent RANSAC fitting
process.

3.5 Line fit with RANSAC

By using the RANSAC method [52], the newly calculated
center points served to estimate the shank axis correctly. The
principle of this iterative approach was to estimate parame-
ters of a predefined mathematical model—in our case, a line
representing the shank axis—from the input data. Therefore,
two circle-center points were randomly taken to generate
a hypothesis, which was then verified against all the other

points. If the distance between a point and the current hypoth-
esis lay below a certain threshold, the point was marked as
“inlier.” Otherwise it was marked as “outlier.” The algorithm
was repeated, until the obtained hypothesis exceeded a cer-
tain ratio. Finally, only the points marked as inliers were
used to calculate the optimal line, whereas outliers had no
further influence on the result. For our specific application,
we used a threshold of 3 cm, a probability of 0.99 and 1000 as
maximum number of random trials. As shown in Fig. 4, the
number of input points was limited by the previous Z-slice
height and the total object height, which varied between 5 cm
and 30 cm. Finally, the estimated axis was used to calculate
the contralateral shank-to-vertical angle o with respect to the
sagittal plane. The relative position information between the
depth camera and the contralateral leg was not used in our
application.

4 Experiments and results

We conducted three experiments to examine the static per-
formance, the dynamic performance and the real-world
performance of our novel approach. Generally, we analyzed
the performance of our CoLiTrack method as follows: For
each step, recorded gait data were separated, based on the
local positive peak of the shank angle captured with the
(second) reference IMU (argr). As depicted in Fig. 1, this
corresponds with the beginning or, respectively, the ending of
one entire gait cycle. Individual steps were then interpolated
from O to 100%. Furthermore, gait initiation and termina-
tion steps were excluded, due to their kinematics differing
from steady-state walking. The deviation between the depth
camera-based estimation («crt) and the reference IMU was
calculated as shank angle error |ergr —ocrT| for each percent
of the gait cycle. Where possible, mean and standard devia-
tion over the entire gait cycle were calculated and reported.

4.1 Static performance

The goal of the static performance experiment was to evalu-
ate the performance of the proposed algorithm over the entire
gait cycle. As the depth camera had a very narrow field of
view (62° horizontal x 45° vertical, taken from the product’s
datasheet), parameters of the contralateral leg were “track-
able” only for a small part of the total gait cycle, as it was
out of view for the rest of the time. In order to evaluate our
approach over the entire gait cycle, the wearable support, con-
taining the depth camera and the IMU, was placed in front of a
commercial treadmill, so that the participant’s contralateral
shank was constantly in view. The incline of the treadmill
was set to 1% for all experiments, which is considered to
be the same resistance level as an outdoor surface without
incline [53]. Walking speed was defined as slow (0.5 km/h),
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Fig.5 Static performance visualization of CoLiTrack at medium walk-
ing speed. Top diagram depicts the mean and the standard deviation of
the acr and argr for one participant (N=1) and 30 steps (n=30). Bot-
tom diagram shows the corresponding shank angle error |orgr — ccrT|
as box-plots depicting the minimum to maximum, the lower to upper
quartile and the median error for each percent of the gait cycle. The
mean error at medium walking speed was calculated to be 1.8 £ 1.4°

Table 1 Static performance of CoLiTrack

N=1/n=30 % of Gait cycle Shank angle error (deg)
Speed Min/max xX/o Min/max xX/o

Slow 100/100 100/0 1.4¢74/09.3 1.4/1.2
Medium 100/100 100/0 4.4e7411.3 1.8/1.4
High 100/100 100/0 3.2¢73/14.1 3.4/1.9

medium (1.0 km/h) and high (1.5 km/h), corresponding to the
gait speed determined for amputees with a low mobility grade
[54], which is slower than healthy subjects’ walking speed.
The second (reference) IMU was mounted in a modified sup-
port stocking on the participant’s contralateral (right) shank,
as shown in Fig. 3a. In this experiment, the point cloud trans-
formation step was not necessary because the camera did not
move. However, the input scene was cropped to the area of
the (contralateral) leg of interest.

This experiment was carried out with one participant
(N=1) at all three walking speeds (slow, medium and high).
A total of 30 steps (n=30) was extracted from each walking
speed level. As shown in Fig. 5, the CoLiTrack estimations
corresponded closely to the reference measurements. The
individual box-plots—median, lower and upper quartile, as
well as the minimum to maximum range—depict the corre-
sponding tracking error for each percent of the gait cycle. The
mean error for medium walking speed was about 1.8+1.4°.
Results for the other walking speeds were summarized in
Table 1. The highest mean error of 3.4£1.9° was measured
at high walking speed.
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4.2 Dynamic performance

The goal of the dynamic performance experiment was to
determine how the accuracy and the tracking range of our
CoLiTrack method might vary across different walking
speeds. Therefore, our system was tested by five participants
on a treadmill. Parameters were set as previously in the static
test—walking speed levels of slow, medium and high at an
incline of 1%. The wearable support (depth camera and IMU
combination) was mounted on the ipsilateral (left) shank of
the participant, and a second (reference) IMU was installed
in a modified support stocking on the contralateral (right)
shank, as shown in Fig. 3a. To begin, offset calibration was
done for each participant in an upright standing position with-
out movement. These parameters were stored and used for
all subsequent experiments.

This experiment was carried out with five participants
(N=5) at all three walking speeds (slow, medium and high).
Instrumentation and calibration took less than 10 minutes
for all of them. For the statistical evaluation, a total of 150
steps were combined, 30 steps per speed level (n=30) from
each participant (N=5). The dynamic test revealed a track-
able range of about one sixth of the total gait cycle, coinciding
with the end of the swing phase, when the heel strike initi-
ates the next step, as indicated in Fig. 1. The results from
the dynamic test at medium walking speed are shown in
Fig. 6. With our CoLiTrack method, it was possible to esti-
mate the contralateral shank angle from about 97-14% of
the gait cycle. For some steps, tracking was even possible for
longer periods—up to 28% of the entire cycle, as shown in
the magnified area of the plot. Although the maximum esti-
mation error for all individual steps at medium walking speed
was 13.7°, the mean estimation error was only 2.442.0°. The
highest mean error of 2.84+2.1° was measured at slow walk-
ing speed. Table 2 reports the results for the other walking
speeds, showing similar values for all three speed levels. Our
claim that the proposed method works independently from
the walking speed was thus confirmed.

The averaged computation time for the overall process of
CoLiTrack was 50 ms: Data read-in from depth camera and
IMUs took about 10 ms, preprocessing about 25 ms and fit-
ting, finally, the remaining 15 ms. The processing time of
RANSAC, however, was almost negligible. Therefore, pro-
cessing speed can be as high as 20 frames/s.

4.3 Real-world performance

Finally, the goal of the third experiment was to validate the
real-world performance of our CoLiTrack approach, as this
is a crucial factor for a successful implementation in a future
product. Therefore, an online walking test was administered
to evaluate the algorithm behavior with unknown objects in
the camera’s field of view and to qualify the estimation per-
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Fig. 6 Dynamic performance visualization of CoLiTrack at medium
walking speed. Top diagram depicts the mean and the standard deviation
of the acrT and argr for all five participants (N=5) and 30 steps (n=30)
each. The x-axis was shifted for a better visualization. Bottom diagram
magnifies the total tracking area and shows 10 randomly taken curves
out of all 150 steps. The mean error at medium walking speed was
calculated to be 2.4°

Table 2 Dynamic performance of CoLiTrack

N=5/n=30 % of Gait cycle Shank angle error (deg)
Speed Min/max x/lo Min/max x/o

Slow 7129 16.7/4.6  4.7¢73/169  2.8/2.1
Medium 6/28 17.5/4.4 1.6e73/13.7 2.4/2.0
High 9/26 18.4/3.8 1.0e73/14.1 2.4/1.9

formance in other types of terrains, such as up/down ramps or
stairs. The instrumentation for the real-world test was identi-
cal to the dynamic experiment (wearable support on the left
leg and reference IMU on the right leg), apart from the laptop
for data acquisition, which was carried in a backpack on the
paticipant’s back.

This experiment was carried out with one participant
(N=1) at a self-selected walking speed, starting with normal
walking on level ground, before going into other terrains, as
shown in Fig. 7. Level-ground walking led mostly to results
similar to the treadmill evaluation. Gait initiation and termi-
nation steps were successfully tracked, too. However, due to
the variability of the walking speed, there was no statisti-
cal evaluation carried out. If the participant walked too fast,
tracking failed due to the limited update rate of a maximum
of 20 frames/s.

Aslong as the contralateral leg was the closest object in the
depth camera’s field of view, unknown other obstacles were
successfully suppressed. If the leg was out of view, nearby
objects such as banisters or even another person standing in
front of the participant occasionally led to misclassifications.

Level Ground — Down Ramp

Level Ground — Up Ramp

Level Ground — Down Stairs

30cm,
17cm

Level Ground — Up Stairs

17cm
30cm

Depth Image Color | Image

Color Image

Depﬁi lniage

Fig.7 Visualization of terrain changes from level ground into up/down
ramp and stairs. Depth Images were taken straight out of the depth
camera without any preprocessing. Color Images were taken with a
mobile phone and are for comparison only

Ground reflectance or clutter, however, had no influence on
the estimation performance.

As the camera positioning was optimized for level-ground
walking, going into other terrains increased the error. Transi-
tioning from level ground to inclines had almost no influence
on the estimation performance, while going from level
ground down a ramp reduced it. Still, trackability for ramps
worked better than for stairs: In the case of stairs, estima-
tion mostly failed, both upwards and downwards. Although
the contralateral leg was still in the camera’s field of view,
as shown in Fig. 7, wrinkles in the shoe area of the trousers
were the main cause for preventing a successful evaluation.
In comparison, when walking on level ground, more of the
proximal part of the shank was in view, where clothing was
normally less wrinkled, as depicted in Fig. 2.

5 Discussion
5.1 Advantages of the proposed method

This paper introduced a robust contralateral limb tracking
strategy for enhancing lower limb device control. To the best
of the authors’ knowledge, this is the first concept capable
of detecting contralateral shank parameters only from uni-
laterally worn sensors and in real time. Several qualities of
our proposed CoLiTrack might underline its effectiveness for
enhancing “next-generation prostheses.”

Firstly, the low computing time of only 50 ms is the most
important achievement of our concept to be mentioned. This

@ Springer



2642

M. Tschiedel et al.

allows an online evaluation up to 20 frames/s—fast enough
to be implemented in a prosthetic device. Compared to the
previous research by Hu et al. [40], this is a decrease by a
factor of 23. Furthermore, we do not need any prior network
training, as we use direct estimation strategies, guaranteeing
that the presented CoLiTrack system is user-independent.

In addition to high processing speed, the estimation
accuracy was also high. During the static experiment, the pre-
sented algorithm successfully tracked the leg over the entire
gait cycle with a maximum mean error of 3.44-1.9°. Higher
errors were found in the area between 85 and 95% of the
duration of the gait cycle (Fig. 5). They are not caused by
estimation errors, but can rather be explained by imperfectly
synchronized data read-in procedures. The slight increase in
errors at the beginning of the gait cycle between 5 to 30%,
however, might be explained by a relative movement of the
trousers with respect to the shank. In the dynamic experi-
ment, tracking was possible for about one sixth of the full gait
cycle with a mean estimation error below 2.8£2.1°. Given
that a joint angle difference of more than 5° is considered
a clinically significant difference for gait analysis [55], we
claim the accuracy of our CoLiTrack approach to be suf-
ficient. In comparison, results from instrumented crutches
[56] as well as from a smart walker (rollator + depth cam-
era) [57] using principal component analysis to estimate
the shank angle showed deviations of up to 10°. Moreover,
our real-world experiment demonstrated that neither ground
reflectance nor clutter has an influence on CoLiTrack per-
formance. As long as the contralateral leg is in the field
of view of the camera, other (unknown) objects are elimi-
nated, which underlines the efficiency of our preprocessing
approach.

Finally, through the integration of depth camera and IMU
into a compact wearable support frame, instrumentation and
calibration of the system on the participants leg take less than
10 minutes. Since the kit is worn on the ipsilateral (prosthesis
side) leg, the additional sensors could be embedded directly
into a lower limb prosthetic device in the future.

5.2 Limitation and future work

Although the proposed method can estimate the contralateral
shank axis accurately and with only a short time delay, there
are some limitations, which need to be addressed.

Firstly, the trackable gait cycle range needs to be increased.
So far, our system successfully estimates the contralateral
shank axis in the range of one sixth of the full gait cycle, lim-
ited by the field of view of the camera. Several depth cameras
can be combined into a camera array, increasing the field of
view and, thus, the trackable range. Furthermore, the opti-
mal position and orientation of the system for other terrains,
such as stairs or ramps, need to be defined, in order to cap-
ture those trouser areas that are less wrinkled. In addition,
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the preprocessing step of the depth data could be extended to
make it more robust against unknown objects. Simple solu-
tions, for example, could be to remove depth areas below
a minimum size or to select the region of interest based on
the last valid position of the shank. In this case, it would not
be necessary to implement more computationally intensive
approaches of background subtraction, in order to increase
the robustness of the algorithm. Nevertheless, in its current
form, the system is capable of tracking the contralateral shank
angle within its area of coverage. This information can be
used for the control of the next step. Additionally, it seems
possible to determine the heel strike with the help of the
shank’s angular velocity, as suggested in [58]. A positive
velocity indicates the swing phase, a negative velocity indi-
cates the stance phase. This would allow to derive the timing
of the heel strike, representing the beginning of the human
gait double support phase, as depicted in Fig. 1. Furthermore,
the distance between the contralateral shank and the ipsilat-
eral sensor—inherently detected by a depth camera, but not
utilized here—can be used to calculate spatial parameters,
such as step length [11].

Additionally, even though the system in its current form
is real time capable with an update rate of up to 20 frames/s,
practice has shown that higher walking speeds can lead to
misclassifications. Considering a walking speed of 3.6 km/h
for very active amputees [54] and assuming a step length
(heel strike to heel strike of the same leg) of 1 m, we can
expect one gait cycle per second. If we further resume that
CoLiTrack covers approximately one sixth of the gait cycle
and is sampling with an update rate of 20 frames/s, we may
calculate that no more than 3—4 images can be captured per
gait cycle. Although our approach does not rely on time his-
tory, we estimate that a minimum of 10 images is required for
use in real life in order to derive heel strike timing as men-
tioned above. This can be achieved by increasing the update
rate to at least 60 Hz. On the one hand, this is naturally con-
strained by the frame rate of the camera. For example, the
one used in our study is limited to 45 frames/s according to
the manufacturer’s data sheet. On the other hand, calculation
time needs to be reduced even further. This can be done by
converting MATLAB code into C++ programs and running
it on dedicated vision processors.

Finally, the depth camera used in our work is also restricted
by the requirement of having an unobstructed field of view.
Although sensor positioning would allow an implementation
directly into a prosthetic device, clothing or prosthetic cov-
ers cannot be worn above it. Instead, high-frequency super
near-field radar sensors are able to “look through” them. For
example, Google’s radar-based gesture-sensing technology
(Project Soli) allows a touchless interaction with their new
smartphone Pixel 4 [59]. Therefore, the use of these sensors
should be considered in future work.
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6 Conclusion

In this work, we present a robust real-time leg tracking
method called CoLiTrack for improved lower limb prosthetic
device control. A depth camera and an IMU are placed on the
ipsilateral (prosthetic) leg, capable of estimating the axis of
the contralateral (healthy residual) leg. We conducted three
experiments to validate our proposed CoLiTrack algorithm.
The evaluation of static performance demonstrated a tracka-
bility of the shank axis throughout the entire gait cycle with a
mean error of less than 3.44-1.9° for one participant. Dynamic
performance was evaluated with five participants wearing
the sensor kit while walking on a treadmill at three different
speeds. This resulted in a mean trackable range of one sixth
of the entire gait cycle, since the leg is out of the camera’s
field of view for the remaining time. The overall processing
time of the presented CoLiTrack system took less than 50 ms,
and the mean estimation errors for all walking speed levels
were below 2.8+2.1°. Finally, the real-world performance
testing with one participant demonstrated robustness against
ground reflectance or clutter, but showed the limitations of
the approach in terms of walking speed and terrain varia-
tions. Our immediate plan is to enlarge the trackable range
by increasing the field of view, as well as to reduce the pro-
cessing time even further, in order to use the residual healthy
leg information in movement-dependent control applications
of “next-generation prostheses.”
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