
International Journal of Social Robotics (2023) 15:473–500
https://doi.org/10.1007/s12369-021-00785-7

Communication Models in Human–Robot Interaction: An Asymmetric
MODel of ALterity in Human–Robot Interaction (AMODAL-HRI)

Helena Anna Frijns1 ·Oliver Schürer2 · Sabine Theresia Koeszegi1

Accepted: 10 April 2021 / Published online: 3 May 2021
© The Author(s) 2021

Abstract
We argue for an interdisciplinary approach that connects existing models and theories in Human–Robot Interaction (HRI) to
traditions in communication theory. In this article, we review existing models of interpersonal communication and interaction
models that have been applied and developed in the contexts of HRI and social robotics.We argue that often, symmetricmodels
are proposed in which the human and robot agents are depicted as having similar ways of functioning (similar capabilities,
components, processes). However, we argue that models of human–robot interaction or communication should be asymmetric
instead. We propose an asymmetric interaction model called AMODAL-HRI (an Asymmetric MODel of ALterity in Human–
Robot Interaction). This model is based on theory on joint action, common robot architectures and cognitive architectures,
and Kincaid’s model of communication. On the basis of this model, we discuss key differences between humans and robots
that influence human expectations regarding interacting with robots, and identify design implications.

Keywords Human–Robot interaction · Communication theory · Communication models · Interaction design · Human–
Machine communication

1 Introduction

In the Human–Robot Interaction (HRI) literature, mod-
els of interpersonal communication have been applied (see
for instance [59,93]), and several models for human–robot
interaction and communication have been developed (e.g.
[44,52,91]). Concepts from communication theory have been
discussed and applied, but often with little theoretical con-
text. The present paper aims to fill this gap through thorough
reflection on existing models in the literature on commu-
nication between humans and HRI, in order to (1) connect
existing models and theories in the field of Human–Robot
Interaction to different traditions within communication the-

B Helena Anna Frijns
helena.frijns@tuwien.ac.at

Oliver Schürer
schuerer@attp.tuwien.ac.at

Sabine Theresia Koeszegi
sabine.koeszegi@tuwien.ac.at

1 TU Wien, Institute of Management Science,
Theresianumgasse 27, Vienna, Austria

2 TU Wien, Department of Architecture Theory, Karlsplatz 13,
Vienna, Austria

ory, (2) critically discuss (symmetric) models of HRI and
(3) formalize an asymmetric model for human–robot joint
action. Our main aim is to make the asymmetries between
a human and a robot agent that are engaged in a communi-
cation process explicit, in order to provide design guidelines
that mitigate potential communication failures arising from
these asymmetries.

The first aim of this article is to connect communica-
tion theory with HRI and social robotics, an interdisciplinary
endeavour. Researchers in HRI already apply concepts from
semiotics [43], for instance, but the connection to a broader
research field and theory of what constitutes communication
is often lacking. We aim to go beyond simply borrowing
concepts and models from communication research, and
instead connect these concepts and theories to the broader
field of communication theory. This will hopefully give HRI
researchers a better overview of entry points and existing
theory on models of human communication. We also wish
to point to the potential of communication theory as a prac-
tical discipline that can serve to inform the design of robotic
systems.

The second aim is to critically discuss communication
models as currently applied in HRI. We identify shortcom-
ings of existingmodels.We posit that current communication
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models of HRI are lacking with respect to the context depen-
dency of interactions, the influence of external actors, and
asymmetry between humans and robots. With asymmetry,
we mean that robots and humans are at present fundamen-
tally different entities, and rather than focusing solely on their
(theoretical) similarities in models and designs, we should
carefully consider their differences. Models for communica-
tion between two agents that are ‘symmetrical’ (reflectional
or bilateral symmetry) presuppose that we can use the exact
same components to model any agent and that both agents
have similar requirements andways of functioningwithin the
interaction. An asymmetric model, on the other hand, does
not assume this. We argue that acknowledging differences
between humans and robots should be embedded in models
and robot designs. Other scholars have similarly argued that
human–robot interaction should be conceived as asymmet-
ric [56,77], and emphasize that there are functional, physical
and cognitive differences between humans and robots [21].
Guzman and Lewis [41] argue that the similarities and dif-
ferences between humans and robots need to be assessed.
When it comes to modelling human–robot communication,
other researchers have argued that a new model of human–
robot communication is required: a model including facets
of communication that remain implicit in existing mod-
els (for example, knowledge of mission goals and cultural
norms [93]). While the concept of asymmetry has previously
been proposed by other researchers [42,56,76,77], the conse-
quences of this concept have not been analysed in detail with
regards to communication modelling and interaction design,
which is what we set out to do here. See Section 2.3 for a
more detailed discussion of the concept of asymmetry.

Building upon this second aim, we propose a model for
human–robot joint action and communication, our third aim.
We use this model to discuss the differences between the
human and the robot side of the model, and highlight design
implications based on the model and the identified differ-
ences. We will highlight how this model is asymmetric and
how both the human and the robot agent can be influenced
by external actors. We argue that such a model contributes
to an enhanced understanding of key differences between
humans and robots, and how these differences can conflict
with human expectations of the interaction. This, in turn, can
help us reconsider robot design (behaviour and embodiment)
and increase usability. The model is called AMODAL-HRI
(Asymmetric MODel of ALterity in Human–Robot Interac-
tion). The name ‘AMODAL’ is deemed fitting, as amodal
completion (or “[t]he perception of complete objects behind
occluders” [29, p.1188]) refers to the phenomenon of per-
ceiving an object as whole even if it is only partially
perceivable. A similar phenomenon can occur with respect to
robots: people may perceive a robot as a being with agency,
even though it is only made up of a collection of techni-
cal components. By introducing a “model of alterity”, we

uncover and dismantle the differences between human and
robot actors, which allows for making the best of use of their
complementary capabilities. Alterity, or otherness, refers to
the term alterity as developed in phenomenology. The phe-
nomenologist Don Ihde uses the term alterity to describe
a particular set of human-technology relations, specific to
relating to “technology-as-other”. The quasi-otherness that
Ihde describes, indicates that some technological artefacts
occupy a status between objects and human or animal oth-
erness [50]. This understanding of certain technologies as
quasi-other leads to the understanding of relations to those
technologies as alterity relations [51].We emphasize that this
is the sense of ‘otherness’ referred to in the model name, not
a human otherness. Otherness applied to the technological
artefact refers to the fundamental otherness of the robot as a
sociotechnical assemblage that is subject to outside control.
See also Sect. 2.3.

We argue that connecting communication theory on
human–human interaction to HRI and highlighting asym-
metries is important, firstly because a robot is an embodied
entity that acts (to some extent) autonomously in physical
space, with actions that are communicative to a human inter-
action partner (and those actions can be expressive of, or be
interpreted to be indicative of, agency), and secondly because
of the anthropomorphic design strategies that are employed
in social robotics and HRI. We argue that there are both
advantages and disadvantages to modelling robot commu-
nicative behaviours based on human ones. The advantages
are that theories on communication and interaction between
humans give us significant insight into what humans might
expect from a robotic interaction partner and what is nec-
essary for their collaboration to be successful. Krämer et
al. [58] argue that there is no real alternative to using the-
ory from human–human interaction, as humans will expect
communicativemechanisms similar to those they are familiar
with from interactions with other humans, though we should
ensure that the theorywe use is applicable to a device or robot
context. Potential disadvantages are (1) that human expec-
tations of a robotic interaction partner may be too high if
humanlike communication behaviours are implemented on
the robot [7], and (2) that a focus on humanlike embodi-
ments and behaviours may be restrictive (using alternative
design strategies may lead to more diverse, more success-
ful designs) [76]. Therefore, we argue that acknowledging
differences between humans and robots rather than pursu-
ing similarity alone is a relevant additional design strategy
in order to (1) avoid communication failures when a human
interacts with a robot and expects human-level functioning,
and (2) expand the range of possibilities and make it explicit
that we do not necessarily need to model robot bodies and
behaviours on human ones.

The structure of this article is as follows. First, in Sect. 2,
we discuss definitions of communication and interaction as
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well as key research traditions in communication theory. We
will also explain what we mean with asymmetry in more
detail. In Sect. 3, we discuss general communication models
that have been developed to model interpersonal communi-
cation and their application to HRI. In Sect. 4, we discuss
models that have been specifically developed in the context
of HRI and the different types of interaction they represent.
In Sect. 5, we discuss different ways interaction and commu-
nication are conceptualized in HRI. In Sect. 6, we propose an
asymmetricmodel for HRI (AMODAL-HRI) that is intended
to be used for comparing human and robot agents, and iden-
tifying differences in capabilities that can lead to problems
regarding human expectations of the interaction. We identify
differences between the human and the robot agent in our
model and give several design recommendations based on
those differences in Sect. 7.

Note that our discussion will focus on models of com-
munication and their application to HRI and social robotics.
Additional topics, such as sociality, language, signs and sig-
nals are discussed as important aspects within models of
communication that have received attention in the context
of robotics, but are not the main focus of this article.

2 Interaction and Communication: What Do
These TermsMean in the Context of HRI?

In this section, we first provide some theoretical background
from the field of communication theory. In Sect. 2.2, we
discuss the definition of interaction between one or more
humans and one or more robots. We also discuss whether
the term ‘communication’ applies to interactions between
humans and robots. In Sect. 2.3, we explain the concept of
asymmetry in HRI.

2.1 What is ‘Communication’?

In this section, we establish that there are several different
traditions in communication theory, and that each tradition
views communication in different ways. Definitions of com-
munication differ in their level of abstraction, whether they
describe communication as intentional (having a particu-
lar goal) and whether the definition includes a normative
evaluation (for instance, effectiveness) [63]. A multitude of
definitions are possible, depending on the goal of the person
who proposes the definition. When we talk about communi-
cation, we can discuss this topic at different levels of detail.
Littlejohn and Foss distinguish between the level of the com-
municator, the message, the conversation, the relationship,
groups and organizations, the media, and finally society and
culture, at increasing orders of magnitude and complexity
[63]. Guzman and Lewis [41], whose work is situated in
the research area of Human–Machine Communication, argue

that interaction with AI departs from traditional communica-
tion theory, as AI technologies have begun to take on the role
of the communicator, a role that, in communication theory,
could previously only be performed by humans. We discuss
communication at different levels throughout this paper, but
focus on the levels of the communicator, the message and the
conversation.

Craig proposed the constitutive theory or constitutive
metamodel of communication [20]. This model does not
directly describe the communication process (it is not a
first-order model), but is rather a second-order model that
incorporates different views and traditions in communica-
tion research. Craig proposed that several traditions can be
distinguished within the broad research field of communi-
cation theory. Communication had been an object of study
withinmany domains, but no clear discipline had emerged by
the time Craig wrote his article. The constitutive metamodel
can be understood as an attempt to frame communication
theory as useful as a metadiscourse (discourse regarding
discourse) and as a practical discipline, oriented to the discus-
sion of practical, real-world phenomena [20]. The traditions
that Craig distinguishes are the rhetorical, cybernetic, semi-
otic, phenomenological, sociopsychological, sociocultural,
and critical traditions in communication theory [63]. These
traditions are not to be seen as incompatible or completely
separate; combinations and overlaps are common. In each
tradition, communication is understood in a different way:

– Rhetorical tradition: communication as a “practical art of
discourse” [20, p.135]

– Semiotic tradition: communication as “intersubjective
mediation by signs” [20, p.136]

– Phenomenological tradition: communication as “dia-
logue” or the “experience of otherness” [20, p.138]

– Cybernetic tradition: communication as“information pro-
cessing” [20, p.140]

– Sociopsychological tradition: communication as “a pro-
cess of expression, interaction, and influence” [20, p.143]

– Sociocultural tradition: communication as “a symbolic
process that produces and reproduces shared sociocul-
tural patterns” [20, p.144]

– Critical tradition: communication as “discursive reflec-
tion” [20, p.147]

Some of these traditions may be more useful to HRI
researchers than others; however, it should be kept in mind
that one tradition by itself will not suffice for describing all
that is relevant to communication. With regard to HRI, we
can distinguish lines of research applying views of communi-
cation that can be linked to the traditions identified by Craig.
The views that are common in HRI are mostly in line with
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the semiotic, cybernetic, sociopsychological and sociocul-
tural traditions1.

In the semiotic tradition, the capability to use (human) lan-
guage2 is of particularly high importance. However, we can
also speak of communication in other animal species [62],
and animals such as dolphins have been shown to be capable
of at least some aspects of language comprehension and pro-
duction [70]. Besides the capacity to use verbal or written
language or other symbol systems, we consider nonverbal
behaviour, body language, and other ways of signalling to
be part of communicating. Nonverbal behaviour includes
gestures and body movements (including, for instance, eye
gaze), proxemics, touch, and appearance [86].

2.2 CanWe Speak of ‘Communication’with Respect
to Interactions Between Humans and Robots?

Before discussing human–robot communication specifically,
how might we define interactions between humans and
robots? In the context of HRI, Bensch et al. propose a model
that treats interaction as “an interplay between human(s),
robot(s), and environment” [4, p. 184]. Goodrich and Schultz
describe interaction in the context of HRI as “the process of
working together to accomplish a goal” [39, p. 217]. They
propose the concept of dynamic interaction as a character-
ization that incorporates all five dimensions HRI designers
can affect, namely autonomy, how information is exchanged,
teamstructure, learning and trainingof the humans and robots
involved, and the shape of the task [39].

How does communication relate to interaction?
Goodrich and Schultz [39] take communication as a

requirement for human–robot interaction; in their view, inter-
action is, in some form, present in every robot application.

1 For a discussion of how semiotics is studied in the context of HRI,
see Sect. 5.1. Theories that fall within the sociopsychological tradition
of communication theory, such as communication accommodation the-
ory and interaction adaptation theory [63], have been studied in the
context of HRI as well, see interactional synchrony for example [65].
For work in HRI in the sociocultural vein, see Sect. 4.2. Sandry applied
traditions in communication theory to different types of robots in order
to analyse them. For instance, she analyses the robot Kismet using the
sociopsychological and sociocultural traditions [76].
2 Language has been described as “a multifaceted and complex ability
that allows us to assign arbitrary symbols meaning and to use and
understand these symbols in referential exchanges with others that
draw joint attention to agents, objects, and events both present and
displaced in space and time” [70, p.1]. Lindesmith et al. describe that
language has the following properties: language consists of combina-
tions of meaningless sounds into words that are meaningful (duality)
and new (productivity). The relation between symbol and signified is
arbitrary (arbitrariness). The speaker has the possibility to discuss things
that are not in the same time and location as the speaker (displacement),
and capacity for cultural transmission (learning instead of genetic trans-
mission of information). Words have distinct functions (specialization)
and speakers can recreate and reproduce messages (interchangeability)
[62].

They separate both communication and interaction in HRI
into the categories proximate and remote interaction. Based
on their text, we infer that their view of communication is that
of exchanging information. Their description of information
exchange in HRI focuses on the media used in communi-
cation processes and the format of communication. Visual,
auditory and tactile modalities are most relevant in HRI, and
these are typically present in forms such as: visual displays,
gestures, natural language (text and spoken language), audio,
physical interaction, and haptics [39].

These interaction modalities can also be combined in
multimodal interfaces, enabling the user to interact with
the system by means of multiple communication modes,
and providing the user with multimedia output. Advantages
of multimodal interaction are that they can better support
users’ preferences, enhance the expressive power of the user
interface, reduce user errors, and lead to small efficiency
improvements [27]. Other reasons to use multimodal inter-
faces can include reducing the human’s cognitive workload
and increasing the ease of learning to use the interface [39].

The user interface is what allows the human to interact
with the robot, or allows the human to interact with an envi-
ronment using the robot. The concept of the user interface
(as a restricted area reserved for information exchange) is
problematized in robotics for co-located robots, as in this
case we no longer have a restricted area that is reserved for
interaction (such as a screen). Instead, the entire embodiment
of the robot, which acts (semi-)autonomously in its environ-
ment, becomes communicative or informative to the user. In
remote interaction, as found in teleoperation applications, by
contrast, the user can access the robot and its environment
by means of a screen and control modalities, which is more
similar to traditional device operation. Here, the user inter-
face is restricted to devices that allow the user to exchange
information with the robot and to affect both the robot and
its environment.

Should we use the word “communication” to describe the
interaction between human(s) and robot(s)? According to
Seibt, using intentionalist vocabulary to describe robots is
confusing, inaccurate and imprecise. She proposes OASIS,
the Ontology of Asymmetric Social Interactions, which
provides a description language for further theory devel-
opments, and offers the possibility to include non-humans
as social interaction partners while emphasizing differences
with human social interaction. Seibt argues that in order
to “work with” robots, for instance, robots would need to
be capable of having the phenomenological experience of
working [77]. Instead of arguing that a robot is capable of
communication, we can apply Seibt’s framework and say
that the robot is either functionally replicating, imitating,
mimicking, displaying or approximating the process of com-
municating. In the context of this article, however, we are
mostly concerned with the human–robot system and the way
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the robot appears to the human (as opposed to what the robot
is capable of by itself).Wewould argue that to a human inter-
action partner, the robot will come across as communicating,
at the very least in the sense of exchanging information.
Although it may be imprecise to speak of “communicating”,
we maintain the term for sake of practicality. However, we
urge the reader to keep Seibt’s proposal in mind.While it can
be argued that there is no communication with the robot but
insteadwith its designers or developers, this is not a sufficient
explanation for communication or interaction with (semi-
)autonomous systems. In such a case, there is an element of
unpredictability in the interaction and how the human and the
robot relate to the current situation. In such a case, the human
could be said to be communicating with a dynamic system
consisting of a robot and its designers, developers, maintain-
ers, et cetera, with the communication process focused on or
enabled by the embodied robot. For our purposes, we define
communication in the context ofHRI as actions performed by
human and robotic agents that have aims such as coordinat-
ing behaviour, reducing uncertainty, and building a common
understanding.

2.3 Asymmetry

Coeckelbergh [17] posits that human–robot relations can
be described as social relations, since robots perform roles
in society and participate in interactions with humans that
can be described as quasi-social. He describes robots with
the term quasi-others to indicate their appearance as social
actors. Alaç [1] proposes that in certain settings, both thing-
like and agent-like characteristics of social robots are present.
These different characteristics surface at different moments
in the interaction.

While humans can experience a robot as a social entity,
this does not take away from the fact that humans and robots
are very different, and that robots are at present very lim-
ited in their abilities. People may experience robots as social
entities. However, robots do not have the same capabilities
or responses as humans with respect to social interaction.
Therefore, we should in a theoretical discussion highlight
these differences and study how they can become relevant
for the design of robots and robot behaviours. This can also
help identify when expectations on the human side may arise
regarding social responses by the robot.

Generally, it can be said that any two agents (humans or
otherwise) who engage in a communication process are dif-
ferent from each other to some extent. They bring different
sets of background knowledge to the interaction, different
needs, different bodies, different (cognitive) abilities, etc.We
can describe this as a kind of ‘hidden’ asymmetry that needs
to be made (more) explicit when discussing communication
and interaction at a high level of abstraction. However, in
human–human interaction, it can also generally be assumed

that there is a significant level of similarity between the
interaction partners. We can assume some level of shared
background knowledge when interacting with another per-
son, we can expect that our interaction partner will abide
by similar conventions, will often speak a language we are
familiar with, and if not, at least have similar needs such as
the need for food and water, et cetera.

The situation is different for human–robot interaction,
however. In this context, we cannot assume similar pro-
cessing mechanisms, similar background knowledge, or
similar functional, cognitive or physical capabilities. Instead,
human–robot interaction and communication are better
described as asymmetric.

Other authors have made similar arguments, most notably
with regards to agency (which refers to the capability to act
in an autonomous way [98]). Seibt [77] argues that inter-
actions between humans and robots “form a new type of
social interaction(“asymmetric social interactions”) where
the capacities for normative agency are not symmetrically
distributed amongst interaction partners and which there-
fore are not by default potentially reciprocal, as this is the
case with social interactions among humans” [77, p.135].
Kruijff [56, p.154] has argued that robots are functionally
asymmetric to humans and has proposed the concept of
asymmetric agency. This concept refers to a group of agents
in which individual members of the group have different
understandings of reality (“asymmetry in understanding”),
which in turn can result in different expectations regard-
ing ways of acting in this (differently-understood) reality.
In addition to asymmetry in understanding and capacities to
act, symmetry and asymmetry between humans and robots
can also be identified on the level of embodiment. Sandry
[76] argues that the development of humanoid robots and
of human-like communication mechanisms for robots point
to a pursuit of commonality and a view of communication
as the transmission of information. This could be described
as using ‘sameness’ as a design strategy, which she is crit-
ical of. Instead of striving for “complete comprehension”,
she argues for striving for a “partial understanding” that rec-
ognizes the “alterity of the machine” [76, p.8]. Hassenzahl
et al. note that humans perceive robotic and AI systems as
counterparts instead of tools and write “it creates a funda-
mental shift from an embodied relationship with technology
to one of alterity: Technology becomes other” [42, p.54].
They call such systems otherware. Mimicking human or
animal communication strategies comes at the risk of stereo-
typical designs and disappointment. They propose animistic
design as an alternative design strategy, and point to a need
for the HCI community to develop new models, interaction
paradigms, design patterns and design methods for other-
ware [42]. Gunkel notes that “Communication studies (…)
must (…) reorient its theoretical framework so as to be able
to accommodate and respond to situations where the other
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in communicative exchange is no longer exclusively human”
[40, p.2].

Sandry [76] argues that humans and robots are different
entities and that this otherness of robots can be valuable,
instead of a problem to be overcome. She argues that this is
made difficult by the fact that in communication theory, com-
munication is often framed as accurate information exchange
or a means to reproduce shared social patterns. In other
words, communication is often viewed as a means to empha-
size what communicators have in common, and increase the
similarity between those who are communicating. However,
this comes at a loss, as the other has different points of view
that are devalued in a communication process which is aimed
at enhancing similarity. Based on work by Pinchevski, she
notes that such an understanding of communication can even
be described as “violent to the other” [76, p.5]. While this
is a far greater issue in human–human communication, the
disadvantage of not acknowledging differences is a potential
loss of possibilities [76]. In addition, a culture of emphasizing
what humans and robots have in common comes at the risk
of rendering humans as computational. For HRI, this could
result in missed opportunities to design other behaviours and
embodiments that are not based on the human model. In
human–robot teams, not acknowledging differences poses
a risk for team functioning; we should acknowledge that
capacities are different across the members of a human–
robot team and strive to make the most of complementary
capabilities. Johnson et al. propose a method of interdepen-
dence analysis to analyse the capacities of different team
members and how they depend on one another, in order to
make use of complementary capabilities [52]. Sandry argues
that it is the difference, the complementarity of humans’ and
robots’ skills and the coordination of these skill sets that
makes collaboration successful. While humans take respon-
sibility andusually instructs other teammembers, robots have
other important roles to play [76].

To summarize, we view human–robot interactions as
asymmetric, as the interaction partners function in different
ways due to differences in embodiment, cognitive capa-
bilities, functional capabilities, and capacities for social
interaction. We expect this asymmetry to remain in place
in the foreseeable future, even with large improvements to
robot (cognitive) functioning. Like Sandry, we view asym-
metry between human and robot interaction partners as a
potentially productive, useful feature. However, we argue if
this asymmetry is not acknowledged (for instance, by striving
to make humans and robots function as similarly as possi-
ble, or by ignoring the existence of asymmetry), this can be
problematic and result in communication failures. Assuming
symmetry where there is none can be productive for initial
engineering attempts, but fail to identify problems in inter-
actions with humans. Asymmetric models are more suitable
tools that can foresee at least some of these problems. There-

fore, we propose an asymmetric model of Human–Robot
social interactions in Sect. 6 and design recommendations
based on the identified asymmetries in Sect. 7.

3 Classical Models of Communication and
Interaction

In this section we discuss existing models of communication
between humans. In Sect. 2.1, we already introduced Craig’s
constitutivemetamodel [20]. One can distinguish several dif-
ferent types of communicationmodels, with twowell-known
types being transmission and transactional models. Authors
have discussed communication in different ways, depend-
ing on their goals. For HRI, a key challenge is to establish
shared awareness of a team task and to coordinate actions
to achieve the task goals, which is why transactional models
remain relevant in this context. Other types of models that
take a different perspective on communication (e.g. with a
focus on power relations) can also be insightful.

3.1 The TransmissionModel of Communication

In transmission models of communication (or also: linear
or container models of communication), communication is
described as the one-way transmission of a message from a
source to a receiver. These types of models serve to depict the
way technological communication functions, and are used
to study the process of making sure a signal arrives at its
destination intact so that the original message can be recon-
structed [78]. In such models, feedback and context are not
considered. The message is viewed as a kind of container
for meaning that is transferred from A to B (thus following
a postal metaphor [8]). The most well-known transmission
model of communication is outlined in the article The Math-
ematical Theory of Communication by Shannon and further
developed by Weaver. Their focus was on communication
systems such as telegraph, radio, and telephone systems. The
model consists of a chain in which information moves from
the information source, to the transmitter (which sends a sig-
nal over a channel), to the receiver, which reconstructs the
message and sends it to the final destination. The message
can be corrupted by a source of noise [78]. This model falls
within the cybernetic tradition in communication theory.

Transmission models have been criticized for being lin-
ear and one-way [54]. Such models exhibit epistemological
biases in that they treat information like a physical substance
that can be carried from point A to point B, and treat minds as
disembodied entities, stripped of their context. Additionally,
Kincaid argues that such models focus on communication as
a means of persuasion and focus on individual psychologi-
cal effects rather than effects on the social whole and social
relationships. A one-way model implies one-way causation;
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there is no space for mutual causation [54]. The signal may
be corrupted by noise, but otherwise the signal should stay
the same until it is decoded by the receiver. The model is
useful for its purpose, which is to describe the technological
process of sending a message from A to B, but not sufficient
for modelling how shared meaning arises in interpersonal
communication3. Even though the transmission model of
communication has been criticized, it has frequently reap-
peared in the HRI literature [44,67], often with feedback
loops added to turn it into a transactional model of com-
munication.

3.2 Transactional Models of Communication

Transactional models of communication introduce the pos-
sibility for feedback from the receiver to the sender; they
depict humans involved in communication as both senders
and receivers. Additionally, such models often include con-
textual factors that influence communication.With respect to
these models, communication can be described as having the
goal of arriving at mutual understanding [54] or building
shared meaning and reducing uncertainty [2]. Such mod-
els often aim to identify relevant components or factors that
influence human communication rather than describing the
technical process of communication.

Barnlund [2] describes communication as dynamic, con-
tinuous, circular, unrepeatable, irreversible, and complex.
People involved in communication construct meaning on the
basis of the other person’s messages, rather than reconstruct
it. This construction of meaning should assist in deciding on
a course of action that is likely to be effective and fits the
demands of the current situation. Barnlund proposes ‘pilot
models’ of a transactional model of communication. Barn-
lund discusses that there can be limitless cues involved in a
transactional communication process (public, private, natu-
ral, artificial, behavioural verbal and behavioural nonverbal
cues). Kincaid [54] applies perspectives from cybernetics
to propose the convergence model of communication. This
model views communication as a process. The aimof arriving
at mutual understanding is achieved by creating and sharing
information, which the participants in the communication
process interpret. While they may converge on meaning and
therefore increase their mutual understanding, they can never
converge completely because each individual brings their
own set of experiences to the communication process. Com-
munication occurs within humans’ psychological, physical
and social realities, and building mutual understanding is

3 It should be noted that this was not the aim of Shannon and Weaver.
They were mostly concerned with the technical problem of transmit-
ting symbols accurately across a communication system, whichWeaver
notes has effects on other aspects of communication, such as semantics
and the effectiveness with which meaning is conveyed.

supported by the actions and beliefs of both parties [54].
Because this model describes the goal of communication as
reaching mutual understanding, it can also be understood as
a transactional model. We will use this model later as the
foundation for a model of human–robot interactions from a
joint action perspective.

Classical transactional models of communications have
also been discussed in the context of HRI, including the cir-
cular model of communication as proposed by Osgood and
Schramm (which depicts agents as processing a message via
a decoder, interpreter and encoder, and themessages between
them being sent along a continuous loop, depicted by arrows
between the entities) and Berlo’s model of communication
(with the main components source, message, channel, and
receiver) [93]. Lackey et al. [59] discuss the transactional
model by Barnlund in the context of HRI.

Pickering and Garrod [72] criticize transactional models
of language processing that explicitly separate production
and comprehension processes. Instead, they propose that
production and comprehension processes need to be tightly
interwoven to support agents in coordinating their actions,
resulting in joint action. Agents not only predict their own
actions, they also predict the actions of the agent they are
interacting with. Thus, the actions of both agents can become
tightly coupled [72].

4 Communication and InteractionModels in
HRI

Asdiscussed in the previous section,models describing inter-
personal communication have also been applied to HRI. In
this section, we review models that have been developed
specifically for HRI. Some of these models are based on
models from the previous section (e.g. [44,67]). One of the
models we discuss in this section was developed to describe
how agents can support each other’s understanding through
communicative actions [44], while another offers a long-term
perspective on trust development and calibration in human–
robot teams [91]. Models have been developed to aid in
interaction design for HRI, for instance design for interde-
pendence [52], to establish a theoretical design framework for
howproducts evoke social behaviour [36] and to identify how
different factors influence the interaction experience [97].We
distinguish different ways of describing interaction between
humans and robots in the literature proposingmodels of HRI,
namely control relationships and social interaction including
collaboration. Goodrich and Schultz identify a spectrum of
different levels of autonomyof the robot relative to the human
in HRI, from direct control (e.g. teleoperation) to dynamic
autonomy (e.g. peer-to-peer collaboration) [39]. The mod-
els in Sect. 4.1 lie on the direct control end of this spectrum,
while the models in Sect. 4.2.2 lie on the opposite end. The
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models in Sect. 4.2.1 can be placed across the spectrum. In
Sect. 4.3, we critically discuss the models and their short-
comings. As our aim is to focus on concepts of asymmetry
and ‘otherness’ in human–robot interactions, the models that
describe social interactions in Sect. 4.2 are most relevant to
the purpose of this paper.

4.1 HRI as Control

In themodels in this section, the relationshipbetweenhumans
and robots is one of control. The human interacting with the
robot determines the robot’s actions. Some models in this
category aim to model teleoperation, but others see general
human–robot interactions as control relations.

An example of the control paradigmcan be found inYanco
andDrury [96],whopropose a taxonomy intended for general
human–robot interactions, from situations such as control-
ling an unmanned aerial vehicle (UAV) to social robots. The
closest thing to a model in their taxonomy are their illus-
trations of various configurations of a human–robot team
[96, p. 2843]. The interaction is understood as one involving
control of one or more robots by one or more human opera-
tors. The human operators have different levels of interaction
and shared agreement between them, while the robots prior-
itize, deconflict and coordinate tasks issued by the human
controllers. They write: “In human–robot collaborative sys-
tems, communication mode is analogous to the type or means
of control from the human(s) to the robot(s) and the type
of sensor data transmitted (or available to be transmitted)
from the robot(s) to the human(s)” [96, p.2841]. Sheridan
[35] proposed modes of teleoperation control: direct con-
trol, supervisory control, and full automatic control. The
direct control model allows the human to steer the robot and
presents the humanwith the robot’s sensor input through aUI.
Supervisory control allows the human to formulate subtasks
and monitor execution. The fully autonomous control model
allows the human to formulate high-level goals. Mirnig et
al. [67] propose a communication structure for human–robot
itinerary requests in public places based on Shannon and
Weaver’s model, which we classify as control because the
system’s purpose is to respond to itinerary requests, which
represents a device-like control relationship.

4.2 HRI as Social Interaction

In this section, we discuss both models of human–robot
‘ecologies’ and models of human–robot collaboration. We
see collaboration as a specific form of social interaction,
targeted at achieving a joint goal. While the models in the
previous section represented an interaction similar to device
operation, the inclusion of factors such as social context,
joint goals, and autonomous and anticipatory action means
that we need to consider aspects of experienced agency or

alterity and thus asymmetry in the interaction. We discuss
different conceptions of interaction in more detail in Sect. 5.

Social interaction encompasses social, emotional, and
cognitive elements [39]. Dautenhahn [23] distinguished five
different ways in which robots can be defined as social,
namely socially evocative robots, socially situated robots,
sociable robots, socially intelligent robots and socially inter-
active robots. Socially evocative robots rely on human
tendencies to anthropomorphize, which is in line with the
media equation proposed by Reeves and Nass [73]. Socially
interactive robots, on the other hand, have high-level capa-
bilities that enable them to collaborate with humans 4.

4.2.1 HRI as Interaction in a Social Context

Several models of human–robot communication and inter-
action have been developed with the aim of supporting
interaction design. Several frameworks have been developed
in which the robot can perform multiple roles; the robot may
function both as a social agent and as a tool. The rationale
for these models is that the social context is of high rele-
vance to interactions between humans and robots. The social
context, in these models, refers to relationships between the
robot and other agents and the activities they undertake in a
social environment. In the Domestic Robot Ecology frame-
work [83], for instance, the social context can be taken to
refer to a domestic setting in which other agents are family
members and pets.

Young et al. describe the concept of holistic interac-
tion experience as a way to analyse and design interaction
between humans and robots and introduce the perspectives
visceral factors, social mechanics, and social structures [97].
Forlizzi introduced the Product Ecology Framework, which
proposes to study the social and physical context in which
products such as robots are used [36]. Sung et al.’s Domestic
Robot Ecology (DRE) framework is used to describe rela-
tionships with the environment engendered by the robot. The
main factors are space, domestic tasks, and social actors [83].

4.2.2 HRI as Collaboration

Moving beyond control, some authors also characterize
human–robot interactions in terms of collaboration (cf.
mixed initiative interaction and dynamic autonomy in [39]).
The focus is on human–robot systems that are geared towards

4 At an evenmore basic level than considering robots as socially evoca-
tive, we can also consider robots as artefacts that are constructed within
a human culture. As technological artefacts, they are the result of social
processes; they can be described as social facts. In addition, they can
also support communication between people and in this sense func-
tion as social media [37]. This means that robots that follow a control
paradigm can also encode human biases and stereotypes.
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achieving joint goals. The interaction advances based on task
progress and the actions of the agents involved.

The collaborative control model for robot teleoperation as
proposed by Fong et al. allows for human intervention in the
robot’s cognitive and perceptual processes. The robot can ask
for the human’s assistance, enabling humans and robots to
collaborate as partners [35] (see also [80, p. 761]. Johnson
et al. describe the Coactive System Model, which supports
designing for interdependence in human–robot collaboration
[52]. Hellström and Bensch propose a model of interaction
that describes how humans and robots support each other’s
understanding through communicative actions. This can be
seen as a requirement for enabling collaboration. Commu-
nicative actions by the robot seek to decrease the mismatch
between what the human thinks the robot’s state is and the
robot’s actual state. The model by Hellström and Bensch
encompasses a double Shannon loop, with the addition of
an extra transmission chain to loop information back to the
sender. They add a factor for the general interaction context
and note that the robot’s inferences regarding the human’s
state-of-mind are influenced both by the human’s commu-
nicative actions and the robot’s state, in order to address
the criticism that Shannon’s model disregards context [44].
Malik and Bilberg propose a model for Human–Robot Col-
laboration (HRC) in the manufacturing domain, comprising
the dimensions team composition, interaction levels, and
safety implications [66]. De Visser et al. present the Human–
Robot Team (HRT) Trust Model for the development of trust
in teams comprising both humans and robots. The model
describes how two actors engage in a process of (social)
trust calibration. They propose that ‘relationship equity’ is
an important aspect of trust building. This factor results from
the multiple positive and negative experiences that an actor
encounters over the course of the interaction history. During
interaction, the actors adapt their trust stance (or attitude)
towards the other agent. This trust stance helps the actors
decide whether it is a good idea to collaborate on a certain
task, and how to do so: is implicit agreement enough, or
are formal work arrangements necessary? The trust stance is
determined by the perceptions an actor has of another actor:
these perceptions inform a risk assessment procedure (pas-
sive trust calibration). The process of active trust calibration
involves the formation of a theory of mind on the part of
each actor. This enables each actor to reason about the men-
tal model of the other actor [91].

4.3 Critical Discussion of ExistingModels in HRI

In this section, we identify shortcomings in current models,
which we aim to address by means of a newmodel in Sect. 6.

The way the interaction itself is depicted differs across
the models described in Sects. 4.1 and 4.2. For models
that describe control relationships, the interaction is often

depicted with nothing more than an arrow between the
human(s) and robot(s) [35,96]. However, such a description
or depiction is not informative with regards to which factors
are relevant to the interaction and especially how the human
is influenced by the exchange. The social and collaborative
models are more detailed in this regard. The most exten-
sive interaction component can be found in the HRT Trust
Model [91]. This interaction model includes perception and
collaboration components, with collaboration encompassing
the subcomponents of formal work agreements, costly and
beneficial relationship acts, relationship equity, and informal
collaboration [91].

Something that is quite common in models of human–
robot interaction or communication is that the human and
robot are both depicted as agents that function in similar
ways. This is especially the case in models in which we
framed the human–robot interaction as collaboration. We
find models in which the human and the robot are depicted
as equal entities in [44,91], for instance. In their model, De
Visser et al. assume advanced human-like social capabili-
ties that robots may possess in the future. These supposed
capabilities include possessing representations and an under-
standing of the behaviour of itself and other team members,
and collaboration. At the moment, the authors note, the rela-
tionship is asymmetric and involves compensation on the
human’s part, as robots are unable to perform at this level
[91]. In line with our discussion in Sect. 2.3, wewant to stress
this asymmetry. If interaction between humans and robots is
depicted as two boxes with a double-headed arrow between
them, this suggests that the agents are two individual entities
with equal status in terms of agency. We argue that collab-
orative models seem most useful for modelling asymmetric
agency, as they provide more detail regarding the interaction
itself as well as cognitive factors and requirements.

Mostmodels that frameHRI in terms of control or collabo-
ration as discussed in Sects. 4.1 and 4.2.2 focus on the human
and the robot in the interaction. While many of these mod-
els consider the human and the robot in isolation, the models
intended for interaction design take contextual and social fac-
tors into greater consideration. For instance, the Domestic
Robot Ecology framework describes how the robot invites
relationships with its environment [83]. A risk of viewing
human–robot interactions as something strictly involving one
human and one robot is that external influences and power
relationships are disregarded. In practice, the interaction is
influenced by outside forces, such as functionalities provided
by companies. This is the case for all proprietary aspects
of platforms included in the robot’s hardware and software
(e.g. operating system, sensors, data processing). Intelligent
virtual assistants such as Amazon Alexa typically store and
process text and voice commands in the cloud, and interface
with other applications [11]. Functionality that depends on
external processing can play an important role in the interac-
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tion between humans and robots, which becomes especially
apparent in case of failure. For instance, when the company
Jibo Inc. went out of business, its servers were shut down,
thereby severely limiting social robot Jibo’s functionality
[89]. In such cases, the robot does not function by itself, but
interfaces with external entities. External influences should
bemade explicit in order to understand the ecosystem associ-
ated with the robot. This becomes especially important over
longer periods of time andwhenpersonal privacy is impacted.

5 How Interaction and Communication are
Conceptualized in HRI Models

In this section, we critically discuss the main ways in
which interaction is conceptualized in the models in Sect. 4,
with a particular focus on communicative aspects of inter-
action. We distinguish different ways of conceptualizing
interaction and communication, namely in terms of send-
ing signals (Sect. 5.1), as actions in which agents implicitly
construct ideas regarding the beliefs of their interaction part-
ner (Sect. 5.2), interaction as joint action (Sect. 5.3), and
interaction as a dynamic system (Sect. 5.4). The types of
interaction discussed in this section are listed in increasing
order of complexity. While discussing communication as the
sending of signals can be conceived of as seeing commu-
nication in terms of discrete events, interaction in Sect. 5.2
is viewed as a chain of individual communicative actions in
which agents build a conceptualmodel of the (mental) state of
their interaction partner. These two views also bring tomind a
turn-taking view of communication. Viewing interaction and
communication as joint action or as a dynamic system, on the
other hand, implies a more continuous view of communica-
tion, in which interaction partners can monitor each other
and their environment and coordinate their actions. A joint
action view of communication builds on concepts such as
(or similar to) Theory of Mind and offers conceptual tools to
describe an embodied coordination process between agents.
The dynamic systems perspective goes one step further and
integrates concepts from the first three views into a view of
communication as a multimodal coordination process that is
described as a self-organizing system.

Although all levels of discussion are relevant, the third
view is at present most useful to describe situations in which
robots are implemented to achieve shared goals in human–
robot teams, which is why we focus on this view in the
model we propose in Sect. 6. It is at present not easy to com-
bine cognitive-level reasoning processes regarding common
ground, for instance, with the dynamical systems approach,
as notedbyDale et al. [22, p.62].Weargue that the joint action
approach provides relevant conceptual tools to describe coor-
dination, which is why this approach is the focus of the
present paper. Joint action implies that communication is a

participatory process inwhich participants have shared goals.
The joint action perspective is especially useful for HRI, as
it offers concepts to think about the way collaboration can be
achieved.

5.1 Interaction and Communication as Sending of
Signals

Communication and interaction can be discussed in terms
of the exchange of signals and cues. Such a discussion falls
within the semiotic tradition of communication theory. Peirce
and Saussure are generally recognized for their contributions
to the study of signs. In Saussure’s semiotics, a sign consists
of the signifier and the signified. These concepts cannot be
disentangled [94]. The signifier is the ‘sound-image’, and
signified is the concept. A sound-image is the combination
of what one hears and sees in response to a spoken word.
Signification is the process of making use of signs with their
associated meanings [62]. In Peircean semiotics, the symbol
is treated as a process (semiosis) with three components,
namely the sign (representamen), object and interpretant. The
sign is the form of the symbol. What is represented by the
sign is called the object. The interpretant is an effect on the
person that forms the relation between sign and object [84].
Saussure noted that while the meaning of signs relies on
convention, signs can also be interpreted in different ways.
Signs are used in an intentional way, and for a sign to be a
sign it has to be interpreted as such. Peirce, in contrast, saw
signs as a means for people to think, communicate and make
their environment meaningful. This does not require the sign
to be part of intentional communication [94].

Typologies and taxonomies have been proposed to clas-
sify signs and cues for HRI and conversational agents. For
instance, Hegel et al. [43] propose a typology of signals
and cues in HRI, and distinguish between human-like and
artificial signals and cues. Signals are designed to provide
information, while cues (such as motor sounds) are all those
features that can potentially be informative but were not
necessarily explicitly designed as such. We note that the
distinction between natural and artificial can cause confu-
sion when applied to robotics. All robot signs are (at least
currently) artificial. There are degrees of human-likeness
(and animal-likeness, plant-likeness). Human-likeness is a
spectrum, not merely a property. Feine et al. [32] propose
a taxonomy of social cues for conversational agents (CA)
based on a systematic literature review. This proposed tax-
onomy contains the main categories verbal, visual, auditory
and invisible cues. The authors define a cue as “any design
feature of a CA salient to the user that presents a source
of information” [32, p.141] and a social signal as “the con-
scious or subconscious interpretation of cues in the form of
attributions of mental state or attitudes towards the CA” [32,
p.141]. These definitions are based on a view of cues as all
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those features that can provide information to the user. Cues
only become social signals if the cue leads to attribution of
sociality to the CA by the user. A social cue, then, is a cue
that actually provokes a social reaction on the part of the
user, where a social reaction is a reaction to a conversational
agent that would also be appropriate if it were aimed towards
another human [32]. Such a view of cues and signals is also
useful for robotics, and avoids the question of whether we
should regard the robot as a social agent. This view focuses
the discussion on the perception of the signal as a social sig-
nal by the human.

Communication, at the level of analysing signals and cues,
is used to affect the behaviour of an interaction partner or to
convey information. The signal or cue is discussed as a dis-
crete event that carries information. For instance, Hegel et al.
[43] provide a table in which they note that an artificial signal
such as an LED can convey activity information, for instance,
while a humanlike cue such as body size conveys dominance
information. While cues and signals convey information, we
would like to note that context is also relevant and, as also
noted by Feine et al., signals and cues do not occur in isola-
tion [32]. Analysis at the level of signals and cues can serve
as a basis for discussion, but needs to go further.

5.2 Interaction and Communication as
Communicative Action

Bensch et al. define interaction events as tuples of perceived
information and associated actions. Interaction events link
together in chains to form interaction acts [4]. Hellström and
Bensch define the term communicative action as “(…) an
action performed by an agent, with the intention of increasing
another agent’s knowledge of the first agent’s SoM” [44, p.
115], with SoM referring to the agent’s state of mind. The
advantage of Hellström and Bensch’s definition is that it can
be used to “computationalize” communication; it lends itself
to being written in algorithmic form, in which the agent is
able to compare the contents of its own belief system to the
one it estimates a second agent to have regarding the first
agent. While this can be advantageous for AI and robotics
applications, we note that this could also be a risk if important
factors in the interaction are not (or incorrectly) captured and
processed. Hellström and Bensch’s definition also applies to
the model they propose [44].

The concept of Theory of Mind (ToM) is central in such
a view of communication processes. Krämer et al. write that
“Theory of mind (ToM) is the ability to see other entities as
intentional agents, whose behavior is influenced by states,
beliefs, desires etc. and the knowledge that other humans
wish, feel, know or believe something” [58, p. 54]. Krämer
et al. argue that the concepts of common ground, ToM and
perspective taking are similar, as these concepts propose that
humans have implicit knowledge regarding how other minds

work, which they use as a basis for mutual comprehension,
and that they enhance mutual knowledge through grounding
processes [58]. In the context of robotics, De Visser et al.
define Theory of Mind as “An actor’s (e.g. actor A) estima-
tion of another actor’s (e.g. actor B) mental model of that
actor (e.g. actor A)” [91, p. 461]. There can be different lev-
els of ToM, in which each level encapsulates the former: for
example, if Level 1 contains A’s individually held beliefs,
then Level 2 can contain A’s estimation of B’s beliefs, Level
3 contains A’s estimation of B’s estimation of A’s beliefs,
Level 4 contains A’s estimation of B’s estimation of A’s esti-
mation of B’s beliefs, and so on. Such a conception of Theory
of Mind has some similarities with the concept of ToM for
interpersonal communication, but is clearly a much reduced
form. Robots do not attribute mental states to others in the
sense that humans do, but may be equipped with algorithms
and mechanisms to estimate emotions or beliefs held by peo-
ple.

5.3 Interaction and Communication as Joint Action

One perspective that is discussed in the context of HRI views
communication and interaction between a human and a robot
as a form of joint action. This perspective treats (linguistic)
communication and coordination of actions as similar pro-
cesses. Joint action can be defined as “any form of social
interaction whereby two or more individuals coordinate their
actions in space and time to bring about a change in the
environment” [90]. The term can also be found in symbolic
interactionism, which is part of the sociocultural tradition of
communication research. Social acts consist of the relation-
ship between a gesture by one actor, a response by another
and a result. Blumer describes joint action as an interlink-
age of social actions [63]. The concept has been studied
in cognitive psychology and has previously been applied to
interaction with artificial agents [19] and robots [47]. The
current section builds on the previous one, as coordination
processes involve more than awareness of the mental states
of others.

Clark conceptualizes communicative acts between
humans as participatory acts: the communicative action by
one individual who signals and another who recognizes the
signal is a joint act [15]. This view expresses that the actors
are both actively involved in constructing the meaning of
the information exchange. Clark discusses joint activity as
an activity that is performed by two or more participants.
These participants have activity roles, which helps establish
a division of tasks. Participants strive to achieve (joint) pub-
lic goals, but may have private goals as well. Participants in
the joint activity have prior mutual knowledge or common
ground,which accumulates over the course of performing the
joint activity [14]. Common ground refers to mutually held
beliefs, see also Sect. 7.6. Joint action involves coordinat-
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ing content and process, which are themselves interrelated.
Clark calls joint actions a paradoxical concept, as a group
of humans does not itself intend to perform actions. Instead,
individuals perform participatory actions. These actions are
performed when coordination is required in order to meet
common goals [13]. Clark argues that joint activity cannot
be separated from language use and views language use itself
as a form of joint activity. People use language to coordinate
their actions, and the language used does not make sense
apart from the context of action in which it is applied [14].

Krämer et al. [58] write that there are several basic com-
munication capabilities that humans are used to and that will
also be required for successful human-agent and human–
robot communication, notably social perspective taking,
common ground, and Theory of Mind. Coordination devices
to support joint action include explicit agreement, precedent,
convention, and joint salience. Whether something is salient
to all participants in an interaction, depends on their com-
mon ground. Participants can usually assume the solvability
and sufficiency (with respect to the available information)
of a current coordination problem, when one of the partic-
ipants proposes the problem themselves [13]. Vesper et al.
[90] discuss coordination mechanisms between humans in
intentional joint action. Participants in the joint action use
mental representations of the joint action goal and the task
in order to monitor task progress. The co-actors share infor-
mation throughout the task using mechanisms such as shared
gaze, predicting the actions of the other actors involved, sen-
sorimotor communication, and haptic coupling. They also
express emotions and interpret those of others. The mecha-
nisms they use for joint actions are coordination smoothers
(e.g. synchronizing actions), communicated and perceived
affordances, and cultural norms and conventions [90]. Mutlu
et al. [68] describe coordination mechanisms established in
cognitive science, such as joint attention, action observa-
tion, task sharing, coordination of actions, and perception
of agency. Mechanisms such as gaze, action observation and
conversational repair have also been investigated in the con-
text of robotics [68].

Clodic et al. [16] present a framework for interaction
between humans and autonomous robots with the aim
of achieving human–robot joint action. The authors align
Pacherie’s theory of joint action with a three-layered robot
architecture. Clodic et al. write that joint action not only
requires individual agents to have common goals and be
able to execute plans and actions, but that they must also
be able to coordinate their individual plans. This coordina-
tion of subplans needs to occur prior to as well as during
execution. This requires the capacity to monitor and predict
the actions (and intentions) of one’s partner. They note that
motivational uncertainty (do the goals of the other agent align
withmine?), instrumental uncertainty (howdoweachieve the
goal?) and common ground uncertainty (are we both on the

same page regarding the goal and actions to take to get there?)
can negatively affect mutual predictability. The authors note
that self-other distinction would be a required capability for
the robot: it would have to maintain ‘mental’ models of both
itself and of the human [16]. Compare this to the concept of
Theory of Mind as described in Sect. 5.2.

5.4 Interaction and Communication as a Dynamic
System

Interaction can also be conceived of in a different way,
namely as a dynamic system inwhich the interaction partners
are simultaneously monitoring each other and their environ-
ment for cues and signals. Dale et al. [22] propose dynamical
systems theory as a framework for a more comprehensive
theory of human interaction. The authorswrite thatmany the-
ories and concepts have been proposed to describe aspects of
human interaction, such as perspective taking, joint action,
ToM, and mimicry. In order to understand how these dif-
ferent accounts and types of processes form a multimodal
coordination process, they propose that human interaction
functions as a synergetic, self-organizing system.Sandry [76]
refers to human-animal communication to argue that com-
munication and interaction are more like a dynamic system
than a dialogue with strict turn-taking. She writes: “Com-
munication operates as a dynamic system during this type
of embodied communicative situation, and signals between
communicators overlap as human and [animal] continually
reassess each other’s position, perceived intention and likely
subsequent action” [76, p. 40]. In this dynamic system, some-
times the meaning of an individual communicative act can
be understood easily, while in other cases the meaning can
only be derived from other communicative acts in context.
This can also be applied to robotics: consider the situation of
monitoring a robotic system in a manufacturing context. The
interaction does not follow a script, but rather consists of the
human paying attention to the system, with events (such as
being alerted by the robot if something goes wrong) provok-
ing action on the human side.

The idea of interaction as a dynamic system is echoed in
the concept of interaction fluency. Hoffman [46] proposed
fluency metrics to assess how fluently a human–robot team
interacts. By making an interaction more fluent, it is pro-
posed, one moves away from a strict turn-taking interaction
towards an interaction in which the robot starts to anticipate
on human actions, allowing for overlap between human and
robot actions instead of only one agent acting at a time. Con-
ceiving of interaction as such a dynamic system is one step
beyond mixed-initiative interaction, as it not only involves
considering who takes initiative: it also requires anticipating
the other agent’s actions.
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Fig. 1 Herewe propose anAsymmetricMODel of ALterity inHuman–
Robot Interaction (AMODAL-HRI). This is a model with global
similarity between the components/organization on the human side
and the robot side, which allows for comparison. However, the pro-
cesses that occur are different, to allow for identification of differences
between the two agents. The ‘interface’ includes everything that allows
for communication/information exchange, including observed actions
and observations of embodiment. On the human side: Interpretation
of percepts leads to new beliefs, which are added to short-term mem-

ory. When actions are executed, their effect is predicted and the action
execution is monitored. On the robot side: Moving from data to pro-
cessed data requires feature extraction and data processing. Processed
data is then further processed; algorithms determine which informa-
tion is salient through attention mechanisms, data fusion, and matching
processed data to patterns in the database. Between the buffer and the
knowledge base, data updating and retrieval processes occur. Solid-line
arrows indicate processes, dotted arrows indicate a theoretical connec-
tion

6 An Asymmetric MODel of ALterity in
Human–Robot Interaction (AMODAL-HRI)

In this section, we propose an Asymmetric MODel of ALter-
ity in Human–Robot Interaction (AMODAL-HRI). Humans
and robots are very different entities. To model interaction or
communication between these different types of entities, they
should be depicted in an asymmetric way. Robots can also
be subject to outside control (external influence). A model of
human–robot interactions in which the differences in func-
tioning between human and robot agents are highlighted, can
help identify possible mismatches between robot capabilities
and human expectations. Based on the discussion of themod-
els of communication and interaction between humans and
robots found in the literature,we propose that amodel for col-
laboration betweenhumans and robots that depicts the human
and the robot as different types of agents (thus, an asymmetric

model) will be useful for identifying how the human and the
robot operate differently, and predictingmismatches between
robot capabilities and human expectations of those capabil-
ities. A joint action perspective on interaction emphasizes
the collaborative co-construction of meaning by the agents
involved, and is more suited to a scenario of human–robot
collaboration inwhich the robot supports humanwork,which
is why we chose to use this perspective on interaction from
Sect. 5.

The model as depicted in Fig. 1 shows a robot architec-
ture with common components and depicts the processes by
which a human and a robot may establish common ground.
This model will be used as a basis to compare the human and
the robot sides of themodel in Sect. 7.Moreover, based on the
identified differences, we propose design recommendations
in connection with a version of the model, as illustrated in
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Fig. 3. The models and design recommendations are mainly
intended for interaction designers in the field of HRI.

6.1 TheModel

We propose a model based on Kincaid’s diagram of the com-
ponents of the convergence model of communication [54],
Christensen andHager’s diagramof the robot sensing process
[80, Ch.4] andBauer et al.’s diagramofmechanisms for robot
joint action [3], see Fig. 1.We draw a parallel between theory
regarding joint action and Kincaid’s convergence model of
communication. Kincaid views communication as a process
that has the aim of arriving at mutual understanding, which
is achieved through creating and sharing information. His
model contains components such as mutual agreement and
collective action. The terms used by Kincaid are similar to
the vocabulary in the literature on common ground 5. Here,
we use the term joint action in line with the HRI literature.
Kincaid’s concept of mutual understanding can be related to
the model and definitions by Hellström and Bensch, as well
as the concept of ToMas used in the robotics andAI literature
(see Sects. 5.2 and 5.3).

The proposed model in Fig. 1 includes indications of pro-
cesses that could occur in communication in human–robot
teams. However, we note that the model of the human side is
highly abstracted and incomplete.We do not propose that this
is an accurate, complete depiction of human processing, but
we still include a sketch of the processes on the human side
to allow for comparison between the human and the robotic
agent. Themodel in Fig. 1 is structured in such away that both
agents are as similar as possible on a high level, while still
indicating differences in terms of processes. The model visu-
ally expresses the asymmetry between humans and robots.
The robot side displays processes that may be lacking in
many robots. The point is that the model depicts the human
and the robot with respect to similar processes, allowing for

5 The combination of the terms mutual understanding and mutual
agreement in Kincaid are similar to the term common ground, while
Kincaid’s term collective action is similar to the term joint action.
Kincaid definesmutual understanding as “the combination of each indi-
vidual’s estimate of the other’s meaning which overlaps with the other’s
actual meaning. In other words, mutual understanding is a combination
of the accuracy of each individual’s estimate of the other’s actual mean-
ing” [54, p. 32].Kincaid describesmutual agreement the followingway:
“When two or more individuals believe that the same statements are
valid, they become true by consensus, or mutual agreement with some
degree of mutual understanding” [54, p. 31] while Clark describes com-
mon ground as “…The sum of (…) mutual, common, or joint knowledge,
beliefs, and suppositions” [12, p. 93]. Both the definitions by Kincaid
and the one by Clark refer to mutually held beliefs. We refer to this
concept as common ground. Collective action (Kincaid) is the “(…)
result of the activities of two or more individuals (A and B), built upon a
foundation of mutual agreement and understanding” [54, p. 31], while
joint action (Clark) is activity performed by two or more individuals
based on common ground and joint action goals.

comparison, while still being expressive of major differences
between the agents that are relevant for interaction design in
HRI. (If the model were completely asymmetric, with no
correspondence of components or processes on the human
side with components on the robot side, the two sides could
not be compared. The asymmetry arises partly by means of
comparing the two sides.)

We now discuss the components listed in the ‘human’
component of the model, followed by a discussion of the
situation component and the processes occurring on the robot
side.

6.2 Discussion of the ProposedModel: Human

The processes on the human side of the model are mainly
intended for illustration, drawing parallels, and illustrating
contrasts with processes occurring on the robot side. The pro-
cesses on the human side are based on the model of human–
human communication by Kincaid and Endsley’s models of
situation awareness, which models human-technology inter-
action. Endsley proposes a model of situation awareness
(SA) and discusses its role in the context of human decision-
making. SA plays a role in applications ranging from air
traffic control and tactical systems to decision-making in
everyday activities. Endsley distinguishes three levels of
situation awareness: (1) perceiving information, as well as
(2) comprehension/understanding, and (3) forecasting future
states to aid decision-making. Endsley proposes a model
regarding the interrelation between a person’s goals, mental
models, and situation awareness, aswell as amodel depicting
the mechanisms that are important in establishing situation
awareness [30]. The components long-term memory, short-
term memory, and the terms situation awareness and mental
models are derived from her models. The long-term memory
component expresses that the human does not have all their
knowledge and experience at hand to apply to a new situa-
tion, but instead retrieves a subset of knowledge in response
to the current situation.

Asmentioned earlier, Pickering andGarrod [72] proposed
that human comprehension and production processes should
be understood as tightly interwoven, which supports human
agents in predicting the actions of their interaction partner
as well as their own actions, interweaving actions within a
coordination process, and achieving joint action. Separating
production and comprehension would lead to a model that
Pickering and Garrod [72] refer to as a “cognitive sandwich”
(as coined by Hurley [49]) in which cognition is sandwiched
between perception and action. While this “cognitive sand-
wich”maywell exist in many robot architectures, we assume
in the model that perception, action and interpretation are
tightly coupled on the human side, as denoted by lines (rather
than the arrows indicating one-way processing on the robot
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side). In contrast, the processes on the human side are not
one-way but can mutually influence each other.

When human behaviour or human cognitive processes are
modelled, these models are necessarily limited; the model
developer is required to make assumptions regarding human
behaviour, perception and cognition. While models can be
useful, as in the context of this paper, it remains important
not to lose sight of people’s embodied, individual and varied
experience. It should be noted that every human is differ-
ent, has individual needs and abilities as well as a personal
background and identity. This variety and these differences
need to be kept in mind rather than assuming an imaginary
‘general human’. Spiel argues that we should “appreciat[e]
the plurality of human bodies instead of assuming a specific
embodiment” [82, p. 2] in the context of technology design
for embodied interaction. The same goes for human cogni-
tive processing, action and perception capabilities, and other
components of the model in Fig. 1. The components listed on
the human side are a limited selection and real-world human
capabilities go beyond what is included in the model, as they
are far more complex and more varied than what can be cap-
tured in an illustration.

6.3 Discussion of the ProposedModel: Robot

The model on the robot side is based on a model of the robot
sensing process [80, Ch.4], a model of mechanisms enabling
joint action for robots [3] and theory on cognitive architec-
tures. For a discussion of how cognitive architectures can be
structured, we refer to the survey by Kotseruba and Tsot-
sos [55] and the review by Chong et al., who compare the
cognitive architectures SOAR, ACT-R, ICARUS, Beliefs-
Desire-Intention (BDI), the subsumption architecture and
CLARION [10]. The goal of research on cognitive archi-
tectures is to model the human mind and achieve human-like
intelligence. Cognitive architectures are also developed and
implemented for robotic systems, see for instance [87].

With regards to the model proposed in Fig. 1, cogni-
tive architectures and computational models of human(like)
behaviour are useful both for developing the system architec-
ture on the robot side of the model as well as for maintaining
representations of the state of human interaction partners
in the robot’s memory, in order to facilitate collaboration.
Perception, attention, action selection, memory, learning,
reasoning, and meta-cognition are the main features of cog-
nitive systems (and have been developed further than, for
instance, emotion and creativity) [55], and these are the
features we focus on in the proposed model. Based on the
research on cognitive architectures, we included short-term
and long-term memory components (see, for instance, the
SOAR architecture in [10]). In the next sections, we provide
more details regarding robot sensing, knowledge represen-
tations, reasoning, learning, action selection and actuation.

The discussionwill focus on the robot’s awareness of humans
and their behaviour, as this is relevant in a communication
process.

6.3.1 Sensing

In the model in Fig. 1, the sensing process consists of the
components Sensors and External Sensors that collect sen-
sor data, the component Processed Data, and the component
Salient Data. The sensing and perception process in robotics
has been described as a process that involves updating an
existing partial world model with sensor data. This pro-
cess involves feature extraction, matching or associating
data with an already existing model, updating and integrat-
ing new knowledge in the model, and prediction of future
states (which influences data matching) [80, p.88]. Yan et al.
[95] identify feature extraction, dimensionality reduction and
semantic understanding as key components to social robot
perception systems.

According to Christensen and Hager [80, Ch. 4], sensors
for robotics applications can be classified in the following
way: tactile, haptic, motor/axis, heading, beacon based, rang-
ing, speed/motion, and identification. The types of sensors
installed on a robotic system depend on the application;
for instance, medical robots and industrial robots will need
different sensors than assistive robots intended for social
interaction. We can make a distinction between sensors for
interoception and exteroception. Interoception refers to sens-
ing the robot’s state (e.g. motor currents). Exteroception
refers to sensing the externalworld (e.g. distance to an object)
[80, Ch. 4]. Sensors can also be classified as passive (does
not emit energy) or active (emits energy in order to sense)
[80, p.452]. They can also be on-board or external (consider,
for instance, the concept of the Internet of Things; in such a
scenario, the robot may have access to external sensors and
devices).

The main types of signals that social robots make use
of for interaction with humans are based on visual, audio,
and tactile interaction modalities, as well as ranging sen-
sors [95]. Visual-based signals can be captured using 2D
and 3D cameras (using depth information with RGB-D cam-
eras or stereo vision). Audio data can be captured using
microphones for subsequent speech recognition, another key
aspect in human–robot interactions [86]. Data from differ-
ent sensors and interaction modalities (vision, audio, touch)
are combined and subjected to processing (for instance, by
means of computer vision methods using Hidden Markov
Models (HMMs)) [86]. In order to make sense of high-
dimensional data, statistical techniques (such as principal
component analysis) can be used for processing the data and
extracting features from the data in a lower-dimensional fea-
ture space, after which the data can be used for applications
such as object recognition [95].Recognizinghumans and fea-
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tures of humans and their behaviours are of high importance
for social interactionwith robots. Research on computational
HRI has focused on topics such as detection of body pose,
face recognition, activity and gesture recognition, and inter-
action engagement [86].

The Salient Data component is included in the model
to indicate that processed data may be further processed to
identify the features in the environment that are most rele-
vant to the interaction. Unimodal feature extraction is often
not robust enough; therefore, multimodal feature extraction
methods can be used, in which data from separate modalities
are combined into a saliency map [95] or measures of object
saliency (e.g. [87]).

6.3.2 Knowledge Representations, Reasoning and Learning

A suitable knowledge representation is required for reason-
ing about information and storing it. The field of knowledge
representation is concerned with finding representations that
are adequate in an epistemological sense (represent refer-
ents in the environment in a compact, precise way) and in
a computational sense (that is, efficient) [80, Ch. 9]. The
formalisms used for knowledge representations and making
inferences are mainly based on logic and probability the-
ory [80, Ch. 9]. Reasoning has specific issues in robotics
applications as compared to other types of knowledge-based
systems. Robots are embedded in dynamic environments and
have to interpret and respond to environmental information
(partially) autonomously in near real-time. Approaches that
try to remedy these issues include fuzzy logic approaches and
embedding time constraints within the robot’s architectural
design [80, Ch.9] (see also theKnowRob system for an exam-
ple [85]). Learning on the robot side can occur in different
ways. Kotseruba and Tsotsos describe learning as “the capa-
bility of a system to improve its performance over time” [55,
p.50], based on experience. They distinguish between declar-
ative and non-declarative learning, where non-declarative
learning encompasses the learning mechanisms perceptual,
procedural, associative and non-associative learning [55].
One specific type of AI is machine learning. Hertzberg and
Chatila define machine learning in the context of robotics
as “the ability to improve the system’s own performance
or knowledge based on its experience” [80, p. 219]. Meth-
ods include inductive logic programming, statistical learning,
and reinforcement learning. Learning can be supervised or
unsupervised [80, Ch. 9].

A robot architecture can also be designed to support some
level of metacognition.Metacognition includes introspective
monitoring of the robot’s status and processing (e.g. self-
observation) and Theory of Mind (ToM) [55]. In order to
accommodate social interaction with humans, robots can be
equipped with mechanisms based on ToM (which means,
in the context of cognitive architectures, that the system

infers others’ mental states and uses this information for
decision-making [55]) and ways to explicitly model humans
and human behaviour. Cognitive architectures have been
proposed that draw on the concept of ToM, in order to
infer human intentions from goal-directed action [86]. How-
ever, most social robots are far from full ToM. At present,
research has been conducted on the development of capa-
bilities such as parsing human attention, which may aid in
the achievement of human–robot joint attention, and predict-
ing human action in order to be able to anticipate on it [86].
Hiatt et al. [45] review different ways of modelling human
behaviour that can be implemented in a robotic system with
the aim of enabling the robot to understand a human team-
mate’s behaviour. They write that computational approaches
(such as conventional machine learning approaches) can be
useful in situations in which rational, ‘ideal’ or ‘typical’
performance by humans can be assumed, but this leaves
little room for human error or deviation from set norms,
although such deviations are to be expected in human–robot
collaboration. They also discuss computational/algorithmic
approaches such as HMMs and the cognitive architecture
ACT-R/E [45].

6.3.3 Action Selection and Actuation

Action selection can occur dynamically (choosing one option
from a set of alternatives) or in the form of action planning
(as is common in traditional AI) [55]. Planning problems
are usually described as sets of states with actions that
can induce transitions between states. The goal is to find
a suitable series of actions from the start to the goal state.
Action planning can involveworking towards a commongoal
for efficient human–robot collaboration [3]. Robot planning
uses planning methods that make use of formalisms from
logic and probability theory to complement motion plan-
ning [80, p. 219]. In the research area of computational HRI,
fluent meshing of actions, human-aware motion planning,
object handovers, and collaborative manipulation are impor-
tant research foci for robot action planning [86].

Motion trajectories by the robot should be possible to exe-
cute; therefore, motion planning needs to take the robot’s
kinematic constraints into account. Aside from achieving
task goals, robot actions such as robot motion can commu-
nicate intent to an interaction partner or observer, whether
or not the action is planned to be communicative. Motion
can also have a communicative aspect: instead of purely
functional motion planning, generating motion that is leg-
ible and/or predictable to human interaction partners can
also be considered [25]. Social robot navigation has a social
component as well, as demonstrated by the research topics
of approaching humans, navigating alongside people, and
human-aware robot navigation [57,74,86]. The use of ges-
tures and gaze cues, proxemics, haptics, affect, emotions, and
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facial expressions have been studied as nonverbal behaviour
that can be implemented in robots for communication [86].
The robot can also use other interaction modalities as part
of a communication process, for instance by making use of
auditory signals (see also Sect. 5.1) or changing the state of
a graphical user interface that is part of the system.

6.4 Discussion of the ProposedModel: Situation and
Interaction

In the model, the Situation refers to the current proximate
physical and social environment (the interaction context),
the current constellation of agents, objects and environment,
close to each other in space and time. It includes other agents
or actors that may be involved or referenced in the commu-
nication process.

Joint action consists of actions involving both agents that
have the aim of establishing common ground or achieving
shared goals. Joint action is a subset of all actions, including
those actions that advance the human and the robot in their
joint action goal. Situational common ground is the subset
of the interaction partners’ beliefs and goals that are shared
in the current situation. We included the component situa-
tional common ground as something separate from common
ground, based on Endsley’s theory on situation awareness,
which holds that not all information is in consciousness; this
is true only for a subset of information and mental models.

Joint actions are a subset of all actions carried out by the
participants in the interaction. These actions are the compo-
nents of larger joint activities (cf. Clark, [14]) and move the
participants closer to a desired goal state. Clark differentiates
between a joint act and a joint action. The former is discontin-
uous, while the latter is a continuous coordination process.
Clark distinguishes phases as the distinctive elements that
make up joint actions and that allow them to be coordinated,
defining phases as “a stretch of joint action with a unified
function and identifiable entry and exit times” [13, p.83].
Examples of joint actions are giving a person a handshake or
asking someone a question. In the proposed model, no dis-
tinction ismade between actions and communicative actions.
However, a detailed look at research in the semiotic tradition
and the work that has been done in HRI on classifying signs
and cues can be useful to specify the communicative aspects
of actions further.

Clodic et al. identify three levels of uncertainty, namely
instrumental uncertainty (related to joint action), common
ground uncertainty (related to common ground) and moti-
vational uncertainty [16]. We can identify these levels of
uncertainty in the model. Instrumental uncertainty occurs on
the levels of action and situated common ground. Common
ground uncertainty and motivational uncertainty both occur
on the levels of situational common ground and common
ground. The robot does not have ‘personal’ goals. This may

result in increased motivational uncertainty on the human
side regarding the intentions of the developer of the robot,
its software, or owner, if the motivations/goals of the robot
developer are not communicated.

Humans and robots can only have reduced common
ground as compared to the common ground shared by
humans. If the robot can only sense and act, the common
ground factor in the model would become irrelevant, and
instead of “joint action”, we might label the aggregate of
human and robot action as a “collection of actions” instead.

Participants in the interaction have internal goals or goals
that have been defined externally. Participants are trying to
achieve goals while engaging in joint activity, most notably
the domain goal in Clark’s words, yet participants can also
have procedural goals, interpersonal goals and private agen-
das [14, p.34]. In human–human communication, high-level
goals are usually internally defined (and then possibly nego-
tiated), but this is not the case for robots. High-level goals
may be externally dictated by human interaction partners or
the company or companies that produced the robot and its
components. Subgoals, on the other hand, might be either
external or internal, derived from high-level goals (e.g. mov-
ing to intermediate location B while moving from A to C).

Having a ‘joint intention’ or a common goal refers to a
joint, participatory aim that is shared across participants,
“a joint commitment to perform a collective action while
in a certain shared mental state” in the words of Cohen and
Levesque [19]. The notion of joint goals, or working towards
achieving a common goal, is not necessarily useful in all
cases, especially if the robot is intended for social interac-
tion and/or operating in a (semi-)public space. For instance,
if a (human) visitor to a conference approaches a humanoid
robot and starts waving in front of it and muttering phrases
to it to see if it will respond, this behaviour could be said
to have a goal on the human side (even if subconscious),
namely to entertain themselves and figure out what the robot
can do, but it cannot really be said to constitute collabora-
tion or ‘working together’. Joint action arises only when the
action is acknowledged or responded to by another agent, and
the goals of both agents align. The robot’s high-level goals
are defined externally, but lower-level goals (such as moving
to intermediate location B while moving from A to C) can
be defined internally.

One may read the agents as acting in a very goal-directed
way on the basis of the preceding text (in theway of Saussure,
instead of Peirce). However, a view of actions and signals as
supporting a process of reflection is not excluded, and actions
and communication can also be viewed in the model as a
means of thinking. For instance, consider a case in which a
robot pushes over a stack of blocks repeatedly and observes
what happens.

123



490 International Journal of Social Robotics (2023) 15:473–500

6.5 Practical Example

In this section, we walk through the model using the prac-
tical example of lexicon learning. We will shortly elaborate
on the example. The human teaches the robot new words by
pointing to objects on a table and naming the objects. The
robot stores representations of the object and the words the
human uses to name those representations (accumulation of
common ground). After the teaching phase, the human asks
the robot to name the objects on the table that the human
points at (joint action). In this fictive example, consider the
robot to have a moveable head and to have pointing detec-
tion, speech recognition, basic object recognition, and face
recognition functionality.

We work this out in a script form in which each robot
action is specified. Only human perceptions, thoughts and
actions are included.Wedo not presume to guess the human’s
inner workings, but propose one possible option for what the
human may infer based on robot actions and other events.
This depends also on other factors, for instance whether the
human is an expert user or a novice. In practice, the expec-
tations of (multiple different) human interaction partners
can be elicited in the context of interaction experiments by
means ofmethods such as think-aloud and post-experimental
questionnaires or interviews. With regards to the interaction
component, common ground uncertainty is included at rel-
evant points. Note that we discuss one action-response pair,
so a single joint action.

What can be useful about working out such a script, is that
it forces the developer to be very specific regarding expected
human thoughts and actions, which yields hypotheses that
can be tested. It can also help with identifying whether the
robot’s behaviour needs to be modified.

The items labelled Human (X) indicate an action or pro-
cess on the human side, while the items labelled Robot (X)
indicate an action or process on the robot side. They are pre-
sented here in a sequential way, although some actions that
are listed as sequential can also co-occur at the samemoment.
The italicized items marked with quotes are thoughts or ver-
balized human thoughts, depending on whether the items
were elicited by means of brainstorming by the researchers
(as they are in this case) or the method of think-aloud.

Human common ground uncertainty (1) Uncertainty on
the human side before naming the cup
– Instrumental uncertainty: “What can the robot do? How

will the robot act?”
– Common ground uncertainty: “What does the robot

know?”
– Motivational uncertainty: “Does the robot have the goal

of learning the names of these objects? …I suppose so,
the researcher told me?”

Human (1) Perception
– “I see a yellow robot with large eyes, a torso and two

arms”
Human (2) Interpretation
– “Cute! I guess it is looking at me. I wonder what it can

do.”
Human (3) Action
– The human points at a cup. The human pronounces the
word “cup”.

Robot (1) Data is captured by the robot’s sensors
– Audio is captured by the microphone.
– Image data is captured by the robot’s camera.
– Depth information is captured by the robot’s depth sen-
sors.

Robot (2) Feature extraction
– A pre-trained image processing algorithm identifies that
there are three objects in the camera view that do not
have a stored label associated with them. A pre-trained
object recognition algorithm recognizes a human face
and a pointing hand.

– Speech recognition software recognizes the word “cup”.
– The direction in which the hand is pointing is inferred
using the video and depth information, and stored as the
approximate pixel area on the video image.

Robot (3) Attention and data fusion
– The object [object1] that the humanpointed at is inferred.
– The location of the human face is inferred.
– The speech recognition result ‘cup’ (semantic label) is
associated with the pixels from the image that were
labelled [object1].

Robot (4) Action selection
– The robot looks in the direction of the object that the
human is pointing at.

Human (4) Perception
– “The robot is looking at the object”

Robot (5) Buffer: storing data in short-term memory
– The semantic label ‘cup’ and [object1] are placed in the
buffer.

– The location of the human face is stored.
Robot (6) Matching: storing data in long-term memory
– [object1] and ‘cup’ are stored in long-term memory.

Robot (7) Action selection based on successful storage of
item in short-term memory

– After a delay of 2 seconds, the robot moves its head in
the direction of the human face.

Human common ground uncertainty (2) Uncertainty on
the human side after naming the cup

– Instrumental uncertainty: the robot acknowledged the
human’s action when it looked at the object. “The robot
looked at the cup when I pointed at it, so it must have
noticed what I pointed at.”
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Fig. 2 Marked in blue: Possibilities to influence. It is possible to directly
influence all components and processes on the robot side by reprogram-
ming it. However, it is not possible to directly influence the human side,
except on the level of input/output: it is possible to give the human dif-
ferent information or influence the way the human is able to execute

actions. Note that it is possible to influence human processing indirectly,
as things such as hormones, food, and attention all influence the way
processes on the human side operate. It is also possible to change a
person’s belief system by changing the information environment they
are exposed to

– Common ground uncertainty: “Did the robot understand
that the object is called a cup? Does the robot already
know that the object is a cup?”

– Motivational uncertainty: “Is the robot currently trying
to infer the object name?”

After this interaction, the commonground between human
and robot can be constructed as follows:

Beliefs Human (ToM Level 1) Human knows “cup” is
associated with the object cup.

Beliefs Robot (ToM Level 1) Robot inferred that ‘cup’ is
associated with [object1].

Beliefs Human (ToM Level 2) The human does not know
if the robot knows the object is a cup.

Beliefs Robot (ToM Level 2) Robot inferred that human
calls [object1] ‘cup’.

Beliefs Human (ToM Level 3) The human does not know
if the robot knows that the human does not know if the
robot understood it is a cup.

Beliefs Robot (ToM Level 3) The robot did not acknowl-
edge that the object is a ‘cup’, so the robot may infer that
the human does not know that the robot knows [object1]
is a ‘cup’.

Situational common ground (after interaction) Both
human and robot associate the object with similar labels
(“cup”/‘cup’), but the knowledge that the robot has asso-
ciated the object with the label is not common ground.
The robot should use this information to communicate
that the word ‘cup’ is now common ground, or confirm
otherwise.

7 Design Recommendations

Norman identifies seven design principles for interaction
design, namely discoverability, feedback, a conceptual
model, affordances, signifiers, mappings and constraints
[69]. These principles point to the importance of making
sure a person interacting with a product or interface is able
to determine which actions are currently possible, what the
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Fig. 3 This figure is based on the architecture in Fig. 1. It is a simplified version of the model that is meant to clarify the model’s relation to the
design recommendations

state of the device is, making sure that the person has a good
conceptual model of how the device operates, and giving
feedback in response to the person’s actions. Such design
principles have also been proposed for HRI [26,88]. Here,
we propose several design recommendations based on the
AMODAL-HRI model for interaction designers in the field
of HRI.

The human and the robot are different types of entities.
In the model in Fig. 1, they are depicted in an abstracted
form, with similar-yet-different processes and components.
This allows for comparing the two sides. Such a comparison
can help identify potential communication failures. Differ-
ences in the capabilities of the robot versus the human can
lead to communication failures if the human has expecta-
tions regarding robot behaviour that the robot does not meet.
In Sect. 7.1, we discuss some of these differences, such as
differences in perceptual capabilities.

In Sects. 7.2–7.6,we discuss design recommendations that
are aimed at overcoming or ameliorating these differences. In
order to better illustrate the design recommendations and the
factors that are most relevant in the communication process,
we have added an additional version of the model in Fig. 3.
The way the robot processes information is still the same as
in the robot architecture version in Fig. 1.

The design recommendations in this section are related
to the concept of transparency (and related themes such as
explainability, understandability, and interpretability). It has
been proposed that transparency can aid a user when it comes
to understanding how an AI system works and performs
decision-making processes. Transparency for robotics and
AI means that the system informs the user regarding what
the system is doing and why, (1) making it easier for the end
user to predict the system’s future actions and (2) in order
to enhance the user’s trust in the system. The function of
transparency is to support the end user in understanding the
reasons behind a system’s decisions and actions, and it helps
the user check if the system is working correctly [33].

7.1 Differences Between the Human and the Robot

Before diving into a discussion of high-level differences
between humans and robots, it should be noted that there
is an incredible diversity when it comes to human bodies
and physical abilities, how humans interact with technolo-
gies, a diversity of cognitive abilities, and so forth. Robots
should be designed in ways that ensure accessibility in order
to accommodate a diverse group of end users. While there
is a large variety in robot morphologies and the ways robots
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can be programmed, robots are far more generic, and the way
one robotic system functions can in theory be replicated on
(similar) robotic systems.

Robots and humans have different perceptual capabilities,
as there is a difference between robot sensors and human
sensing. Robot sensors have a different range and may per-
ceive different information, compared to the human sensory
organs. For example, the camera viewmay only cover a frac-
tion of the range and area that a human eye can perceive.
Liu and Chai write that humans and robots lack a shared per-
ceptual basis due to differences in perception and reasoning.
The robot’s perceptual capabilities are limited and markedly
different from those of the human interaction partner due to,
among other things, its specific computer vision algorithms
(one particular problem that is well-researched is the refer-
ential grounding problem, which in the context of HRI refers
to the problem of connecting references by a human interac-
tion partner to objects in the environment to perceptions of
those objects by a robot) [64]. In addition to differences intro-
duced by the particularities of a machine learning algorithm,
there are differences in sensor reliability in different condi-
tions [80, p.103], and different modelling conventions can
be chosen to represent the world (environment) and the state
of the robot based on sensor data [80, p.104]. On the other
hand, a robot can have additional sensors, such as infrared
sensors, and obtain information a human does not (biolog-
ically) have access to. This can lead to the problem that it
can be difficult for a human to understand what the robot
is (in)capable of doing or perceiving. The robot’s capabili-
ties and functionality can be conveyed to the human through
training [16] (different instruction methods such as video
tutorials are possible, as is trial-and-error exploration [6]).
Others propose that the robot could assess the reliability of
its perceptions through human–robot dialogue [64].

Another difficulty with respect to robot perceptual and
cognitive capabilities concerns asymmetries in the recogni-
tion versus production of speech. Thomaz et al. note that it
is much more challenging to make robots capable of recog-
nizing speech than it is to make them capable of producing
speech with a similar level of complexity. However, if robots
are capable of producing speech at a certain level of com-
plexity, this may lead people to infer that the robot will be
able to understand their speech at that level of complexity
[86].

In addition, robot perception and reasoning can be biased
due to biases in the datasets that were used to train machine
learning models. For instance, with regards to gender bias,
Wang et al. write that in dataset COCO, “images of plates
contain significantly more women than men. If a model pre-
dicts that a plate is in the image, we can infer there is likely
a woman as well. We refer to this notion as leakage” [92,
p. 5310]. If robots make use of machine learning algorithms
that were trained using such datasets, they may amplify and

reinforce existing societal biases.While humans are certainly
biased as well, our biases are not amplified in a similar way.

With regards to physical movement, humans and robots
have different action capabilities: they have a different
workspace, and different possibilities regarding motion
speed and acceleration. (Again, we note that there are dif-
ferences among humans as well.) Humans and robots have
different action possibilities and communication modalities
(for instance, a robot may be able to communicate using
LED lights) due to differences in embodiment and morphol-
ogy. Hoffman et al. write that there is a large variety in
robot morphologies. For instance, the robot’s embodiment
can be zoomorphic or humanoid, some are able to manip-
ulate objects with arms while other have wheels, et cetera.
They write that perceived robot morphology influences the
capabilities that humans expect a robot to have [48].

It can be expected that humans will adjust more easily to
robot limitations than vice versa. Dale et al. [22] describe
that in studies of computer-mediated communication, peo-
ple accommodate to their interaction partner when they think
their interaction partner is simulated, for instance by using
less complex language and by taking the other’s perspective
more often, as they aim for amaximum level ofmutual under-
standing. While it may not be desirable to rely on humans to
adjust to the limitations of machines as a design strategy, we
mention it here as a difference.

7.2 Affordances

Signifying affordances is useful in the context of communi-
cating differences in robot sensing and action capabilities to
the human. The term affordance, coined by Gibson, refers to
an agent’s possibilities for action when interacting with an
object or environment [69]. This agent could be a human or
a robot. The affordance concept can be applied to a human’s
possibilities for action when interacting with an object or
device such as a robot. In this case, signifying the affordances
(through signifiers) in order to make them discoverable is a
human-centered design challenge (see [34]). The concepts of
affordances and signifiers are closely tied to Norman’s con-
cept of discoverability, which is a human-centric notion that
indicates that the human can find out how the device func-
tions through directed experimentation or applying mental
models from similar devices.

For example, if the robot has the capacity to record audio
and interpret speech, the robot affords being spoken to by
a human interaction partner. Affordances can be communi-
cated to the human interaction partner by using signifiers.
That is, by communicating such things as what the robot can
read with its sensors, it can be communicated to the human
how the robot can be interacted with. The robot’s actions can
give the human clues regarding the actions that are possi-
ble with the robot. For instance, if this particular robot can
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only understand the words “yes” or “no”, it can signify this
by asking the participant to answer with “yes” or “no” after
each question.

Another consideration regards embodiment design, for
instance with respect to the placement of sensors or how sen-
sor placement is communicated. Humanoid robots are often
designed to give the impression of having eyes, but sensors
that capture image data are not necessarily placed at the same
location. The same goes for microphone and loudspeaker
locations. For instance, on the Pepper robot, themicrophones
are placed on top of the head, while the speakers are at the ear
locations [81]. When it comes to signifying affordances, if a
humanoid design is chosen, it may be desirable to place sen-
sors in a way that corresponds to the approximate location of
human sensory organs. If the sensor placement deviates from
expectations significantly, thismay need to be communicated
to human interaction partners.

Regarding the example in Sect. 6.5, we can identify vari-
ous opportunities for communicating the state of the teaching
and coordination process by applying the concept of affor-
dances. First of all, the robot can indicate that it can be talked
to by asking questions regarding objects in the environment
or through an attentive posture (affordances/signifiers). Sec-
ondly, the robot has already indicated that it can focus its
attention and attend to items the human talks about by look-
ing at the object the human is pointing at (see label Robot
(4)).

Design Recommendation 1 Signify affordances to indicate
how the robot can be interacted with.

Design Recommendation 2 Communicate the robot’s
intended function and action possibilities in different sit-
uations to novice users, so the human can understand how
the robot functions.

See also Fischer [34], who argues that the robot can
communicate affordances implicitly by means of leading
questions, and who argues that we can make use of the
“downward evidence” signalling strategy: when humans are
presented with high-level capabilities, they expect the robot
to have lower-level capabilities as well. This is an implicit
way of signalling affordances [34].

7.3 Mental Models and DesignMetaphors

Mental models have been defined as “the mechanisms
whereby humans are able to generate descriptions of sys-
tem purpose and form, explanations of system functioning
and observed system states, and predictions of future system
states” [75, p.7]. Interpretation and understanding in humans
can be described as occurring through the application of cer-
tain frames or mental models [30] to a situation, based on

previously experienced situations6. InHRI, thementalmodel
concept has been used to indicate people’s estimates of the
knowledge, abilities, role and goals of the robot [53].We also
link the concept ofmentalmodels to the concept of the design
metaphor. This concept was discussed in the context of HRI
by Deng et al. [24], and refers to how the associations that a
particular robot design provokes lead people to have certain
expectations regarding the way it functions. For instance, if
a robot has a humanlike appearance, it appeals to a human
design metaphor.

Mental models or design metaphors can also be provoked
by means of the robot’s behaviour. For instance, Cha et al.
[7] report that when a robot has conversational speech abil-
ities, people perceive the robot to have a higher level of
physical capabilities than if the robot has functional speech,
although this depends on whether the robot is successful at
achieving its task. They conclude that functional speech is
more effective at setting expectations at an accurate level.
Conversational speech, in their experiment, consisted of
phatic expressions, while functional speech concerned status
information and next actions. Thiswould suggest that conver-
sational speech evokes expectations of social agency, while
functional speech helps set expectations more correctly, as it
is more in line with a device mental model or device design
metaphor.

Thus, appealing to specific design metaphors or mental
models may help people build correct expectations of how
the robot functions. We do note that designers should take
care not to reinforce societal stereotypes (e.g. regarding gen-
der) when choosing to appeal to, for instance, human design
metaphors.

Design Recommendation 3 Use an appropriate design
metaphor to set human expectations of the robot and the
interaction at a more accurate level.

6 Endsley relates the concept of the mental model to that of the situa-
tion(al) model, a way of understanding the current state of a system. A
situation model/mental model can be used to identify critical cues and
elements to attend to, understand themeaning of elements in a situation,
predict future states, and identify which actions are appropriate in this
situation. Mental models and schemata are based on experience [30].
Similar terms have been proposed by different theories in communi-
cation research. For instance, similar terms are recipe knowledge [5,
p.57] and habitualized actions [5, p.71] in social constructionism (the
sociocultural tradition in communication theory). In action-assembly
theory, a related concept is procedural knowledge, which helps an
individual to determine what to say or do next (sociopsychological tra-
dition of communication theory). In Goffman’s frame analysis, we find
the terms strips and frames [63] (sociocultural tradition). Goffman set
forth the notion of primary frameworks that, he says, individuals use as
“schemata of interpretation” [38, p.21].
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7.4 Transparency

Another design recommendation is to make use of trans-
parencymechanisms. Transparency involves communicating
such things as the robot state, (accuracy of) sensing capa-
bilities and currently active processes within the robot. By
communicating the robot’s limitations and internal pro-
cesses, humans can form a more helpful mental model or
perform behaviours that accommodate the robot’s limitations
[71]. Fischer’s notion of transparency involves communicat-
ing reasons for robot failure, the robot’s reliability, and robot
awareness of the human to the human interaction partner [34].
The concept is related to Johnson et al.’s notion ofobservabil-
ity [52], as well as understandability: making sure the robot’s
behaviour is understandable to its human interaction partner
by making such things as the robot’s beliefs and goals [44].
Transparency through visualization has been investigated in
the context of robotics [9,71,79]. Communicating speech
recognition results is an example of transparency regarding
the sensing capabilities of the robot. A less taxing alternative
with respect to human attention may be to indicate the accu-
racy of its speech recognition. Indicating whether the robot is
currently processing input by changing the colour of a subset
of its LEDs is an example of transparency regarding internal
robot processes.

Regarding the example in Sect. 6.5, the success or failure
in sensing the human’s actions can be indicated by mecha-
nisms that enhance system transparency. For instance, (1) the
robot can indicate that the human’s speech was not under-
stood by verbally informing the human or by providing
speech recognition results on a screen. (2) The robot may
also provide transparency with respect to common ground
by indicating which objects were recognized (verbally, or on
a screen).

Design Recommendation 4 Use system transparency to
communicate status information, sensing capabilities and
currently active processes.

We note that finding the right level of transparency is a
non-trivial task. A variety of communication modalities can
be used to different effects, and other factors such as cog-
nitive overload may start to play a role when a great deal
of information is communicated to an end user. Testing the
effects of different ways of conveying information as well
as different types of information can be a labour-intensive
process.

7.5 External Influence

One difference between humans and robots is that external
influences on the human side require interpretation by the
human to have an effect on the human (with the exception

of direct physical impacts), while external influence on the
robot side is always direct. Humans can be directly influ-
enced by impacting which information reaches the human or
manipulating their body (e.g. turning their head to face in a
certain direction). On the other hand, the robot has an ‘open’
nature; it is permeable to external influences (provided it is
reprogrammable and reconfigurable), see also Fig. 2. Exter-
nal influences and connections are not always problematic,
but a few cases require further consideration. External influ-
ences and external data processing should be communicated
to end users, especially in cases in which the end user’s pri-
vacy is impacted. The external influences should be made
explicit for the end user, and the end user should be asked
for consent regarding external data processing. One can also
think of the case of software updates. If it is important for
the robot to maintain functionality even in the absence of
a stable internet connection, the system developers should
build a version of the system that still provides the desired
functionality without external processing.

Design Recommendation 5 Communicate external influ-
ences to end users and, if possible and necessary, supply
a product that is still functional without external process-
ing.

Again, this problem is non-trivial, as regulations such as
the GDPR need to be taken into account, as well as rights
such as the right to privacy. The European GDPR regula-
tion requires companies to provide end users with intelligible
explanations regarding the way their data is used [31], which
is also related to the issue of transparency as described in
Sect. 7.4. Felzmann et al. provide considerations regarding
robots, the GDPR and transparency, and propose a procedu-
ral checklist for implementing transparency within robotics
development. The checklist includes steps such as identi-
fying obligations, as well as stakeholders and their needs
[33]. We also note that privacy and data processing must
be even more carefully considered when it comes to social
robots operating in public space. While guidelines for video
surveillance with static cameras have been developed in the
EU [28], for instance, social robots thatmove around in space
autonomously and are equipped with cameras would require
more specific guidelines and regulations.

7.6 Common Ground

Achieving mutual predictability would require that the robot
shares representations with a human interaction partner and
‘understands’ them in a similar way. Beliefs held by both
entities can be considered common ground, although these
beliefs are present in different ways in the human and the
robot agent. For instance, on the robot side, beliefs can be
stored in the formof logical statements.Note thatwith respect
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to common ground in the example in Sect. 6.5, “cup”, ‘cup’,
[object1] and the actual cup are all different things.

With respect to instrumental uncertainty, common ground
uncertainty and motivational uncertainty, interaction design-
ers can choose to design robot behaviour in away that reduces
uncertainty of a human interaction partner.With respect to the
example in Sect. 6.5, the robot could verbally communicate
its goal at the start of the interaction to reduce motivational
uncertainty.

Design Recommendation 6 Integrate specific robot
behaviours to reduce instrumental, motivational and
common ground uncertainty.

Solutions for disconnects in commonground includemak-
ing robot capabilities explicit, e.g. by verbally or textually
informing a user (system transparency). Another mechanism
is to include external representations of the joint activity. This
has been discussed by Clark, who gives the example of the
chess board, a device that keeps track of the joint activity, that
is, chess [14, p.45]. In HRI, screens and user interfaces can
play the role of such an external representation. In the manu-
facturing domain, collaborative robot systems often include
a graphical user interface that displays status information and
task progress.

Design Recommendation 7Use external representations of
the joint activity to keep track of the accumulated com-
mon ground, if necessary.

Note that the ‘common ground’ indicated in the model
will always be minimal compared to the common ground
shared by humans. For instance, even if two humans cannot
speak each other’s language, they can oftentimes still com-
municate and understand each other. If a person encounters
a robot that cannot interpret the language (or way of inter-
acting) the human uses, the interaction will completely fail.
In interaction between humans, we can assume a substantial
common ground, which cannot be assumed in human–robot
interactions [16].

7.7 Recommendations for Modelling Human–robot
Interactions

Based on the models surveyed in this paper and the process
ofmodelling that led to themodels proposed in this paper, we
would like to give HRI researchers some recommendations
with regards to modelling communication and interaction
processes in HRI.

Model Design Recommendation 1 Define the level of
analysis when discussing and modelling human–robot
interactions or communication between humans and

robots. It is not possible to include every level of dis-
cussion, nor every relevant factor, when modelling an
interaction.

Model Design Recommendation 2 Clarify design choices
and consider the assumptions made in choosing to model
the interaction in a certain way. Be specific in presenting
the supposed functioning of the human, robot and inter-
action. Make it explicit and keep in mind that there is a
large variety of human bodies, abilities, behaviours and
identities.

8 Limitations of the Present Work

There are limits to applying models of communication
between humans to communication between humans and
robots. However, we posit that models of communication
between humans are a useful starting point, as they allows
us to directly compare similar processes in communication
between humans to communication between humans and
robots, and humans likely bring expectations from communi-
cation between humans to their interactions with robots. This
can give us insight into when, why and how communication
failures may arise.

The model by Kincaid is not the only model of human
perception, cognition and action (see e.g. [61]). Human cog-
nition can most likely be depicted in a more accurate way,
but this was not the aim of the current paper. The model by
Kincaid was chosen as it meshes well with a joint action per-
spective, which is useful in the context of HRI and HRC. We
hope we have given sufficient background to demonstrate
that other types of models and research on communication
theory can also be applied. We have outlined connections to
different levels of discussion in communication theory. Here,
we see another potential area of future research: models on
the level of group communication and interaction, as well as
on the level of organizations and society. At the group (or
even media) level, one-to-many and many-to-many types of
interactions can be considered.

Timing is of high importance in joint actions. The mod-
els in Figs. 1 and 2 are depicted as processes, but do not
detail exactly when communication is necessary. Changes in
timing have an effect on how the action is interpreted. We
have taken some initial steps towards incorporating the time
dimension in the example in Sect. 6.5, but additional models
and frameworks may be necessary. The model by Hellström
and Bensch proposes that communication is necessary when
one agent (agent X) determines there is a mismatch between
the other agent Y’s estimation of agent X’s state and agent
X’s actual state [44]. This can be derived for the example
in Sect. 6.5 in a similar way. However, the time dimension
is of such importance that it deserves more prominence in
a model of interaction. We would therefore also encourage
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other researchers to explore alternatives and come up with
proposals that better express embodied, spatio-temporal and
contextual aspects.

One question that arose during this work was the ques-
tion of whether we can speak of communication at all
when it comes to HRI, as using intentionalist vocabulary to
describe robot behaviour may be too suggestive of human-
level capabilities. However, as technologies advance, people
may attribute communication capabilities to the robotic sys-
tem anyway. This means that there are ethical consequences
associated with this question, for instance regarding decep-
tion [18].

In this article, we connect the literature onHRI to (mainly)
the broad field of communication theory. Our work has
been especially influenced by symbolic interactionism and
social constructionism [5]. Other influences are cognitive
psychology and psycholinguistics (joint action), and the-
ory on situation awareness [30]. We are aware that our
thinking is highly influenced by tendencies common in Euro-
pean thought and research traditions (rational, focused on
intentionality, cognitive, individual). For instance, it can be
observed that the proposed model and the design recommen-
dations place a large emphasis on cognitive processes and
understanding. We invite other researchers to criticize per-
ceived gaps in the arguments presented here and to propose
alternatives.

9 Conclusion

The first aim of this articlewas to connect the research field of
HRI to that of communication theory. We surveyed models
of interpersonal communication from communication the-
ory and focused our discussion on the transmission model
of communication and transactional models of communica-
tion. We discussed communication and interaction models
that are presently applied in HRI. We identified several mod-
els that fit a control paradigm of human–robot interactions,
and models that fit a social interaction paradigm. We iden-
tified and discussed several problematic aspects of existing
communication and interaction models in HRI. The main
problem we identified, is that often, the human and the robot
are depicted as similar entities, while they clearly are dis-
similar at the moment. This was in line with our second aim:
to identify the asymmetries in human–robot interaction and
communication. Differences in capabilities do not have to be
problematic, as the robot’s capabilities can be complemen-
tary to those of a human. However, communication failures
as a result of these differences may arise. Another problem
is that the interaction itself is often depicted in a simpli-
fied way, and understood as the ‘sending of signals’. A joint
action approach is more appropriate. The third aim of this
article was to formalize an asymmetric model of joint action

for HRI. We proposed the Asymmetric MODel of ALterity
in Human–Robot Interaction (AMODAL-HRI). We did not
aim to make the model as asymmetric as possible; instead,
we aimed for the model to have similar processes on the
human and the robot side to allow for direct comparison.
This allows for identifying differences in a productive way:
it allows for identifying asymmetries between human and
robot capabilities and for proposing strategies to improve the
robot’s usability with respect to said asymmetries. In terms
of practical applications, the model can be adapted to fit a
specific technical setup. We demonstrated how the general
model can be useful in practice, namely by means of the use
of scripts as in the example in Sect. 6.5 and by comparing
components and critically discussing the results of the com-
parison and differences with interpersonal interaction.

The main contribution of this work regards improving
human mental models of robots, by investigating how inter-
action design can contribute to improving people’s mental
models of robots and their capabilities, in order to achieve
successful human–robot interactions. By using this concept,
we assume that people’s previous experiences with technolo-
gies, objects, and even humans impact their expectations of
interactions with devices such as robots. People’s expecta-
tions can change by learning about or repeatedly interacting
with the technology. We assume that if we achieve a bet-
ter match between expected and actual robot behaviour, we
will foster social acceptance and trust. Supporting accurate
understanding of systems will help people know how to use
the technology for their own goals, and help people rely on
technology appropriately [60].

10 FutureWork

As mentioned earlier, some aspects of the proposed model
deserve more attention, such as timing in interaction, aspects
relating to the environment (such as embodiment, physical
space), and the involvement of other actors and team or group
coordination. Future work can include surveying coordina-
tion frameworks and cognitive architectures for coordination,
as well as approaches that model timing in interaction, with
the aim of proposing additional communication and inter-
action models. We may also propose additional models that
operate on different levels of communication (e.g. the level of
group interaction, of organizations, the media, and society).
Another interesting approach would be to adapt the model
so that it integrates an existing cognitive architecture, for
instance one based on a three-tiered architecture. This can be
useful to see if themodel still applies or breaks down. Finally,
we propose that more work is required to detail how we can
design transparent user interfaces for HRI applications.
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