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Mitwirkung: Projektass. Wojciech Tabís PhD

Projektass. Dr.rer.nat. Naveen Chogondahalli

Wien, Thursday 16th May, 2019
(Unterschrift Verfasser) (Unterschrift Betreuer)

Die approbierte Originalversion dieser Diplom-/ 
Masterarbeit ist in der Hauptbibliothek der Tech-
nischen Universität Wien aufgestellt und zugänglich. 
 

http://www.ub.tuwien.ac.at 
 
 
 
 

The approved original version of this diploma or 
master thesis is available at the main library of the 
Vienna University of Technology. 
 

http://www.ub.tuwien.ac.at/eng 
 





Abstract

The discovery of superconductivity in 1911 and the subsequent development of technologies
allowing practical applications brought important scientific and technological advancements.
In this regard, the ultimate goal is to find a superconductor which is easy to use at room-
temperature. High temperature superconductivity (maximum Tc ∼133 K) as found in copper
oxides (“cuprates”) was a big step in this direction. However, despite great efforts to under-
stand cuprates, no theory which captures all defining characteristics of these high-transition-
temperature (high-Tc) superconductors has found wide acceptance in the scientific community.
A deeper understanding of those materials, ultimately leading to a microscopic theory of high
temperature superconductivity could substantially quicken technological advances, which would
hopefully bring benefit to society.

Recent experimental observations sparked a phenomenological model of superconductivity
in cuprates. According to this model, one charge carrier being localised per unit cell me-
diates the pairing interaction required for superconductivity. As the localization of the one
carrier emerges in a spatially inhomogeneous manner, and the Fermi surface evolution exhibits
strongly anisotropic behaviour, the experimental observations and the suggested model imply
an importance of certain details of the crystal structure. In particular, there appears to be a
strong coupling between charge and lattice degrees of freedom. Therefore, the process which
leads to pairing likely depends on the crystal structure symmetry (and related local distortions).
More insight into the response of the electronic system on structural distortions in cuprates is
therefore essential for an extension of the phenomenological model to a microscopic description
of cuprate superconductivity. In this regard, the work conducted within the scope of this thesis
addresses one of the most urgent questions of solid state physics.

Cuprates are comprised of a variety of different compounds with complex structural differ-
ences. The effect of structure could be studied by a comparison between compounds. However,
those variations are not systematic. Therefore, we applied uniaxial pressure to tune the crystal
symmetry in a clean and continuous way, independently of other parameters. We have studied
Nd2−xCexCuO4 – NCCO.

The main challenge was the development of a uniaxial pressure cell. Within the framework
of this thesis, the author contributed to the development of spring- and gas-driven cells. In
particular the gas-driven cell is a major experimental achievement: It enables in-situ changes
of the pressure and a temperature-independent measurement of the applied force. Furthermore,
a cryostat was restored and software tools for automatic measurement control were developed,
enabling measurements of electrical resistivity over extended ranges of temperature and mag-
netic field. The spring-driven cell was integrated into this setup, allowing measurements of the
electrical resistivity under uniaxial pressure down to liquid helium temperatures.

With these setups, we measured the electrical resistivity at room temperature as a function
of uniaxial pressure. Furthermore, we measured the electrical resistivity under uniaxial pressure
as a function of temperature in the vicinity of the transition temperature Tc. The resistivity
measured perpendicular to the direction of the compressive force is found to decrease at room
temperature upon applying uniaxial pressure. Moreover, Tc was observed to decrease with
increased uniaxial pressure.

The developed experimental technique is expected to enable further results and development
of complementary techniques that will help to advance the understanding of cuprate supercon-
ductors and possibly other materials, in the future.

i





Acknowledgements

I want to thank my supervisor Prof. Neven Barǐsić for his continued support, starting with
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1 General Introduction to Superconductivity

Superconductivity was discovered in the laboratories of K. Onnes in 1911 (1 ), following his
accomplishment of liquefying helium in 1908 (Nobel Prize for liquefaction in 1913). The dc
resistivity of mercury vanished upon decreasing temperature below 4.15 K (Tc of Hg). Hitherto
the scientific community was divided by the question of how the resistance in metals would
behave at very low temperatures. At absolute zero, it was believed that either all electrons
would be strongly bound, turning metals into insulators, or nothing of significance would occur
near zero Kelvin, with a resistivity continuing smoothly to either zero, or a finite (low) value.

The Meisssner-Ochsenfeld effect (perfect diamagnetism1) was discovered in 1933 (2 ), more
than twenty years later. This discovery laid out the grounds to describe superconductivity not
as “perfect conductivity”, but a new state of matter, distinct from everything that had been
known before. A phenomenological description was given by V. L. Ginzburg and L. Landau
in 1950 (3 ), by using the theory of second order phase transitions, which was published by L.
Landau in 1937 (4 ).

BCS Theory Though the discovery of superconductivity and its phenomenological description
were separated by almost 40 years, the “BCS”-theory (5 , 6 ), a microscopic theory of supercon-
ductivity, was proposed shortly afterwards (1957) by J. Bardeen, L. Cooper and J. R. Schrieffer
(Nobel Prize for theoretical description in 1972).

The main ingredient of the BCS theory is the Cooper-pair (after L. Cooper): Due to a small,
but net attractive (and in BCS time retarded) force, pairs of electrons overcome the Coulomb
repulsion below Tc. Those pairs condense to a coherent macroscopic quantum state, where
individual particles can not be distinguished from one another. The single coherent quantum
state entails a coherent motion of Cooper pairs through the lattice, without any dissipation.

This pairing is responsible for the important feature of superconductors: An energy gap of
2∆ in the density of states, which is centred at the Fermi-level. Dissipation free transport
in superconductors can be described by this gap, as scattering processes (below Tc) exhibit
excitation energies which are smaller than the gap – therefore, they are prohibited.

The discovery of the isotope effect (7 , 8 ) in 1950 provided strong evidence of the importance of
electron-phonon coupling: Higher Tc’s can be found in materials with lighter isotopes, compared
to lower Tc’s in heavier materials (7 ). As it became evident that the mass of atoms of a material
is an important factor influencing the value of Tc, it was deduced that phonons must also be
important, since the phonon frequencies depend on the atomic mass. Thus the electron-phonon
coupling was found to be the mediator (pairing “glue”) of the attractive force between individual
electrons in conventional BCS theory.

High Temperature Superconductors (“HTSCs”) Using BCS theory, N. Ashcroft predicted
superconductivity at high temperature for metallic hydrogen already in 1968 (9 ). Recently,
following this prediction, experiments performed under extremely high pressures exceeding
150 GPa were conducted and a Tc of 203 K was found in H2S

2 (10 , 11 ).

1A diamagnetic material, when exposed to a magnetic field, will itself generate a field, pointing in the opposite
direction. The flux density of the generated field depends on the diamagnetic material. In the case of
superconductors this relation is 1 : 1: the field is completely (perfectly) counteracted.

2H2S is the original compound – under pressure it transforms into H3S, which in turn becomes superconducting.

1



1 General Introduction to Superconductivity

The case of cuprates seems to be different. Hitherto, certain material properties were re-
garded as prohibiting superconductivity: These included magnetism, insulating behaviour at
elevated temperatures, oxygen and rare-earth elements as part of the stoichiometry, a low den-
sity of electronic states close to the Fermi surface and a low symmetry of the crystal lattice.
However, G. Bednorz and K. A. Müller discovered superconductivity in the ceramic mate-
rial La5−xBaxCu5O5(3−y), 1986 (12 ). In contrast to the mentioned assumptions, the HTSCs
with the highest transition temperatures exhibit strong anisotropy (layered structures), insu-
lating behaviour at room temperature and peculiar magnetic properties. The trilayer material
HgBa2Ca2Cu3O8+δ exhibits the highest Tc found so far (∼ 133 K) at ambient pressure.

Applications and Room Temperature Superconductivity Many practical applications of
superconductivity already exist: One example is commercially available superconducting elec-
tromagnets generating magnetic fields in the range of 7–14 T (32 T record) for NMR3 (MRI4)
broadly used in physics/chemistry, medicine, and particle accelerators such as the LHC5 in
Switzerland, as well as magnetometers in laboratory equipment.

The ability of a material to carry large current density is jet another property where super-
conductors greatly outperform other materials. One of the most important limiting factors in
applications is the critical current of superconducting materials: Superconductivity is hindered
by strong magnetic fields as well as high electrical currents (suppressed at the compound de-
pendent “critical field” and “critical current”). It is not always easy to achieve high critical
currents in complex superconductors which exhibit a high Tc. Materials with low critical cur-
rents (material becomes non-superconducting at low current densities) are therefore impractical
for technical applications.

In addition, the practical use of superconducting materials is limited by the need for cryogen-
ics: Most of them are being cooled with liquid helium, even though superconductors with Tc’s
above 77 K (the boiling point of liquid nitrogen) are available.6 Cooling to very low tempera-
tures with liquid helium, also enhances the critical current density, as it scales inversely with
temperature. It is quite likely that a material which is in its superconducting state at room
temperature, would still be cooled, to increase the critical current. However, this is a secondary
problem.

To discover superconductivity at room temperature in a material which is easily forged into
wires and/or thin films, potentially with a high critical current, would be a major breakthrough.
All applications based on such a material would however depend on the specifics of the material
itself, which are quite unpredictable as of today. However, in contrast to the twenties of the
last century, we are not orders of magnitude away from a Tc at room temperature, as nowadays
only a factor of ∼ 2 is missing. Still, even just to understand how we arrived at this factor poses
a great challenge, and the way beyond remains unclear.

In order to help pave this way for such technological advances, it is of utmost importance to
decipher the mysteries of cuprate HTSCs.

3Nuclear Magnetic Resonance
4Magnetic Resonance Imaging
5Large Hadron Collider
6Even though superconductors with Tc’s above 77 K are available for technological use, difficulties related to

material properties (they can not be made into wires, only thin films are available) most often weigh heavier
than the advantage of liquid nitrogen cooling versus liquid helium cooling.
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2 Cuprates – A Working Model Description

Cuprates have been under close scrutiny by the scientific community, since their discovery in
1986. This should not only be attributed to the high Tc, but also to the variety of astonishing
effects found in this material group. Many of the effects described in this chapter have been
subsequently found in other classes of materials (Iron-based pnictides (13, 14), organic materials
(15–17), as well as graphene and others (18–20)), however, it is generally agreed, that a theory
which can describe cuprates accurately will be a very promising starting point for other materials
as well, and vice versa. The following chapter describes the main difficulties the scientific
community faces in attempting to understand superconductivity in the cuprates. One possible
path to a coherent description of the cuprates will be discussed in detail.

Crystal Structure The principal building block of the cuprates is their CuO2 sheet, laying par-
allel with the crystallographic ab-plane. The CuO2 sheets are physically separated by compound
specific “charge-reservoir” layers. The composition of the charge reservoir layers determines the
“family” a certain compound belongs to. This entails distinct crystal structures (tetragonal,
orthorhombic, ...). The most prominent cases are presented in fig. 2.1.

One important material parameter is doping. Doping is most often achieved by introducing
interstitial oxygen into the charge-reservoir layers. Another possibility is that atoms of the

Figure 2.1: (a) Crystal structure of selected families of cuprates. Hg1201 and Tl2201 are hole-
doped by interstitial oxygen (in HgBa2CuO4+δ in the Hg layer). In LSCO, La3+ is
exchanged with Sr2+ – therefore p (the number of doped holes) equals x. In YBCO
the oxygen atoms are introduced into the crystal lattice forming Cu-O chains.
The CuO2 planes are the main building block of all cuprates. Depending on the
number of CuO2 layers within the primitive unit cell, cuprates might be classified as
“single-layer” materials, (one CuO2 plane per unit-cell) and “multilayer” materials
(multiple CuO2 layers which are separated by “spacer” atoms – e.g. yttrium in
YBCO). (b) The CuO2 layer, with the highlighted electronic orbitals of Cu 3dx2−y2

(blue) and O 2pσ (2px and 2py – red). Extracted from (21 ) with kind permission
from PNAS.
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lattice are substituted, introducing either holes or electrons to the system. It is important to
distinguish in-plane substitution, out-of-plane substitution and interstitial doping – all three
types have different impacts on the crystal lattice. In-plane substitution signifies a replacement
of atoms from the CuO2 layers (22 ). In materials doped through out-of-plane substitution,
atoms of the charge-reservoir layers are replaced, which introduces point disorder further away
from the ab-plane. Doping is called interstitial if no atomic substitution occurs, but additional
atoms are introduced between the translationally fixed atomic lattice sites, as is the case with
oxygen. As interstitial doping alters the lattice structure comparably far away from the ab-plane,
it introduces much less disorder directly to them than for example in-plane substitution.

Depending on the atoms being introduced by substitution, both electron-doped and hole-
doped compounds can be synthesised. Interstitial doping with oxygen provides two holes in
the CuO2 layers per introduced oxygen atom. However, in light of recent findings, it appears
that superconductivity in electron doped cuprates can be attributed to the same mechanisms
as in hole-doped cuprates (23 ). There, hole pockets, which appear in the same doping range
as superconductivity, are very likely responsible for the emerging superconductivity. Thus, we
will limit the discussion to the hole-doped cuprates.

2.1 The Phase diagram

2.1.1 Parent Compound

For physical properties of the cuprates, the relevant electronic orbitals are i) the 3dx2−y2 orbital
from copper, and ii) the 2px and 2py orbitals of the oxygen atoms.1 The “parent compounds”
(undoped cuprates) are at half filling: there exists an odd number of electrons (1 hole) per
CuO2 site. According to band theory, this should be a good conductor (metal). Nevertheless,
due to the strong Coulomb interaction between electrons, the cost for two holes occupying the
same copper 3dx2−y2 orbital is high. Therefore, one hole is frozen at every CuO2 site. This is
expressed in a splitting of the corresponding band2 in a lower and upper Hubbard band (LHB
and UHB in fig. 2.2), which are separated by a gap Ud ∼ 7−10 eV. This picture alone (fig. 2.2a)
would be best described as a Mott-insulator (25 ). However, Ud is not the smallest energy gap
in the undoped cuprates: As observed in x-ray absorption spectroscopy (and shown in fig. 2.2b),
the smallest energy gap (∆ ∼ 2−4 eV) for charge excitations in cuprates is actually between
the upper Hubbard band, and the oxygen 2p band (26 –28 ) – thus, the parent compounds are
charge-transfer insulators (29 ).

Due to this Hubbard band splitting, one charge carrier per primitive unit cell is localised by
the strong electron correlation.

Since the spin of those localised carriers (holes) is still a dynamical degree of freedom, it
causes a magnetic interaction between Cu sites within the CuO2 layers (ab-plane). Through
virtual hopping and due to the Pauli exclusion principle, a static antiferromagnetic (Néel) order
is formed, where the magnetic moments on Cu sites point in alternating directions (31 , 32 ).

1Note that in the parent compound, the bands from oxygen 2p orbitals are doubly occupied (filled), and thus
do not contribute to electronic transport mechanisms (24 ).

2Spectral weight is transferred away from the band at the Fermi level, split into two bands above and below,
between which charge excitations can occur.
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(a) (b)

Figure 2.2: Schematic display of the difference between a Mott-Hubbard insulator (a), where
the smallest optical gap (Ud) separates upper and lower Hubbard bands (UHB and
LHB), and a charge-transfer insulator (b), where the smallest gap (∆) separates
one Hubbard band from a band originating in a distinct electronic orbital. The
corresponding orbitals in the CuO-planes of cuprates are the copper 3dx2−y2 (UHB
and LHB) and the oxygen 2p (O 2p). This depiction is purely schematic: the exact,
doping dependent, relative positions and shapes of the bands are hitherto unknown.
Extracted from (30 ).

Figure 2.3: Generic phase diagram of the cuprates – the various phases (discussed in the main
text) include the anti-ferromagnetic insulating phase (AF), superconductivity (SC),
Fermi liquid at high doping levels (FL), strange metal (SM) and pseudogap (PG) at
intermediate doping levels. Adapted from (33 ), with kind permission of the authors.
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2 Cuprates – A Working Model Description

2.1.2 Superconducting Phase

Doping the CuO2 planes will initially introduce carriers (holes) to the oxygen 2p orbitals. Upon
increasing doping, away from half filling, cuprates become conductors, the long range antifer-
romagnetic order is destroyed and superconductivity emerges at a doping level pmin ∼ 0.05.
With further doping, the transition temperature rises until popt ∼ 0.16. This doping level,
where the materials exhibit their highest Tc, is called “optimal doping”, while doping levels
below popt are referred to as “underdoped”. All doping levels above popt are called “overdoped”.
Superconductivity vanishes at approximately pmax ∼ 0.3.

While the materials may seem to be very distinct from each other in their composition and
structure, the effect of doping seems to be similar in all of the cuprates.3 A good example is
the general shape of the superconducting dome, which is ubiquitous in the cuprates.

It is possible that paired electrons/holes are the charge-carriers of superconductivity in the
cuprates since one flux quantum corresponds to h/2e, the same as in BCS (34 ). However,
the exact mechanism of pairing is not understood, though some hints are available: There are
indications that the pairing process occurs in the CuO2 planes, and it is established that the
corresponding superconducting pairing gap exhibits d -wave symmetry, in contrast to an s-wave
symmetry for conventional BCS superconductors (35 ). “d -wave” symmetry refers to the wave-
function of the Cooper-pairs, which includes an orbital part. This part can be expanded in
spherical harmonics, which leads to an angular momentum quantum number l = 0, 1, 2, 3, ...,
denoted as s-/p-/d -/f -wave, ..., in accordance with naming conventions for atomic orbitals. The
d -wave symmetry of the energy gap was first established in 1993 (36 ), through magnetic flux
modulation measurements on YBCO dc-SQUIDs – for an extensive review refer to ref. (35 ).

The orbital state of the superconducting wave function has serious implications for the mo-
mentum dependence of the superconducting gap: Where the wave function changes sign (in
momentum space) there is a node in the pairing amplitude, which entails a vanishing super-
conducting gap. In the scientific community, the terms “antinode” and “node” derived from
the d-wave symmetry, are used independently from descriptions of the superconducting pairing
scenarios for the directions along the CuO2 bonds, and diagonally to them, respectively4 (see
fig. 2.4).

The superconducting energy gap can be directly measured with angle resolved photoemission
(ARPES) measurements (37 ).

2.1.3 Fermi Liquid at High Doping

In the heavily overdoped regime, a conventional Fermi liquid (FL) behaviour of the cuprates has
been firmly established: The electrical resistivity shows a pronounced quadratic temperature
dependence, a strong indicator for a FL (38 ). Also, a large, hole-like Fermi surface was detected
by ARPES and quantum oscillation measurements (39 , 40 ). This is in good agreement with
the band structure, calculated by local-density approximation techniques (41 ).

3Note that not all doping levels can be reached in all compounds, due to the intrinsic structural behaviour
of certain compounds. For example, highly overdoped samples of YBCO can not be synthesized. Oxygen
doping enters into oxygen chains and this limits the maximum reachable doping of YBCO. Without involving
additional layers or substitution, the doping can not be increased since all chain-sites are occupied. Hitherto
non-superconducting Hg1201 has not been reported to have been synthesised.

4(π, 0)/(0, π) and (π, π) directions in momentum space.
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2.1.4 “Strange Metal”

At intermediate doping, the cuprates exhibit a regime which was named “bad” or “strange”
metal, as depicted in fig. 2.3. One distinction from normal metals stems from the unusual
behaviour of the resistivity’s temperature dependence:

In the simplest metals, the temperature dependence of the resistivity is usually discussed in
terms of defects and phonons (Bloch-Grüneisen law), while a contribution from electron-electron
interaction is negligibly small. Defects contribute a constant (in temperature) term, phonons a
term which is linear at T > ΩD, where ΩD is the Debye-temperature (ρphonons ∼ T ). The phonon
contribution vanishes at low temperatures, receding with T 5, leading to a non-zero residual
resistivity in materials which do not exhibit superconductivity. At an elevated temperature, the
phonon contribution (scattering rate due to electron-phonon coupling) saturates, when the mean
free path of the charge-carriers l approaches the dimensions of the lattice parameters a (known
as the Mott-Ioffe-Regel limit (42 )). At this point, an increased phonon amplitude/density (due
to thermal excitation) does not elevate the scattering probability for charge-carriers any longer.

Although a significant contribution from electron-electron interactions (deviation from ρ ∼ T
behaviour) could be expected in the vicinity of a charge-transfer insulating regime, the cuprates
exhibit a ρ ∼ T behaviour over a wide range of temperatures and doping: No saturation
of the resistivity was observed to the highest measured temperatures (∼ 1100 K) (43 , 44 ).
Remarkably, in some optimally doped samples, the resistivity does not deviate from the linear
temperature dependence at low temperatures either, even close to the superconducting state.
However, heavily overdoped samples exhibit Fermi-liquid transport characteristics (ρ ∼ T 2) at
low temperatures.

If indeed the resistivity is considered as solely dependent on the scattering rate (ρ ∼ 1/τ) the
picture of quasiparticles within the Fermi liquid theory seems to break down. This breakdown
is based on the assumption of a linear dependence between the resistivity, the scattering rate,
and the temperature (1/τ ∼ ρ ∼ T ) from evaluations of electronic transport measurements
(45 ). When staying within this framework, the mentioned features call for completely new
physical descriptions. Notably, this strange metal regime evolves smoothly into the Fermi liquid
behaviour seen in heavily overdoped samples.

2.1.5 Pseudogap (PG)

Through various probes (mainly STM/S – scanning tunnelling microscopy/spectroscopy and
ARPES), a partial gap is measured in the cuprates. The “partial gap” denotes an energy gap,
which is not isotropic in momentum space: The gap opens at the antinodes of the Fermi surface.
This “pseudo”-gap, clearly observed by ARPES below a characteristic temperature T ∗, seems
to evolve smoothly into the superconducting gap below Tc, as measured by STS (46 ). The
remaining parts of the Fermi surface in the PG regime, documented by ARPES, are called
Fermi-arcs (47 , 48 ).
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Figure 2.4: The topology of the Fermi surface in the cuprates. The large Fermi surface predicted
by band structure calculations (lower right panel) compared to the Fermi surface
as observed in ARPES measurement in the underdoped regime (upper right panel).
On the left, the different angular dependencies for the superconducting gap and
the pseudogap are shown in momentum space – the corresponding function for of
the momentum dependence of the superconducting gap in its d -wave symmetry is
displayed too. Extracted from (49 ) with permission.

Importance of the Pseudogap It seems that at the heart of the problem of accurately de-
scribing the cuprates lie the strong electron-electron interactions which are also responsible for
the charge-transfer- (/Mott-) insulating character of the parent compound. Mott-insulators at
exactly half-filling are fairly well understood and can be described by dynamical mean field
theory (DMFT) (50 ). Upon strong doping (introducing enough additional charge carriers), the
metallic characteristics predicted by band theory calculations (e.g. density functional theory –
DFT) are re-induced in materials which are Mott-insulators at half-filling (51 ). This state of
matter is understood well too.

The difficult conundrum is the intermediate doping range, and how the crossover/transition
between these regimes occurs. This problem is further exacerbated in the cuprates, by the exis-
tence of the 2p oxygen bands in close vicinity to the 3d copper bands, causing the charge-transfer
insulating behaviour (29 ). The momentum dependent nature of the gap in this intermediate
doping range is particularly surprising. A complete solution, which solves the many-body prob-
lem of electron-electron interactions non-perturbatively on all length scales, is therefore the
actual ultimate goal for ab-initio calculations5 (52 , 53 ).

However, it might well be that such a complete solution is not required to understand the
microscopic origin of high-temperature superconductivity. From a point of view which is deeply
rooted in the quest to further progress, we currently deem solutions to the high-temperature
superconductivity question to be more important than a complete description of many-body
electron-electron interactions.

5ab-initio stands for “from first principles”, without any empirical parameters.
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Charge Density Wave (CDW) The pseudogap hosts a number of broken symmetry states,
such as CDW-order, spin density wave (SDW) order, and nematic order (54 –56 ).

A [...] density wave is a state of matter that breaks lattice translational symmetry
[...]. In such a state any density-like observable, [...] will be modulated with a
periodicity different to that of the lattice. One such quantity is charge density, which
gives its name to this state of matter. (30 )

A ubiquitous CDW order has been established in the cuprates through many experimental
probes6 (57 –75 ) – for an exhaustive review, see (76 ). This charge order appears in underdoped
samples, in a region centred around p ∼ 1/8, where it seems to be the strongest. Around the
same doping level, Tc deviates from its parabolic doping dependence, being reduced around the
“1/8 anomaly” (58 ). The doping dependence of this reduction is similar in all studied cuprates,
however the strength of it is compound dependent, being correlated with the strength of the
CDW signal7 (stronger CDW order entails stronger suppression of Tc). This points to the CDW
as a competing order to superconductivity in the cuprates (68 , 74 , 75 , 77 ).

CDW order causes a reconstruction of the Fermi surface: Quantum oscillations (QO) are
observed in YBa2Cu3O7−δ (YBCO) and HgBa2CuO4+δ (Hg1201), revealing a Fermi surface of
small electron pockets in high magnetic fields (∼20–80 T) around the same doping levels (78 ,
79 ).

6scanning tunneling microscopy (STM), nuclear magnetic resonance (NMR) Resonant X-ray scattering (RXS),
resonant inelastic X-ray scattering (RIXS), X-ray powder diffraction (XRD), neutron scattering (only for
stripe order)

7Intensity of the Bragg-peak satellite, measured as the area under the peak (77 ).
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2.2 Overview of Theories of Superconductivity in Cuprates

A lack of theories describing different observed effects is not the main problem of the scien-
tific community investigating high-temperature superconductors, like cuprates. Indeed there
are plenty. As already discussed above, cuprates are highly complex materials, with a rich va-
riety of observed phenomenons and anomalies. As a result, many different models which each
capture some of the observed phenomena have been put forth. However, none of them have
become widely accepted as being a complete description of the behaviour of cuprate super-
conductors. Regarding acceptance, the phenomenological model which lies at the foundation
of this thesis (described in section 2.3) is not an exception. Furthermore, the nature of the
pseudogap and of other observed anomalous effects appears to be closely related to the emer-
gence of superconductivity in cuprates, therefore a large body of research and models is focused
on resolving these problems, not necessarily explicitly including a possible pairing mechanism,
though superconductivity is clearly the underlying motivation in most models.

Therefore, a brief overview of selected theoretical models is described here, loosely following
refs. (49 , 80 ). Following the overview, the phenomenological model which motivates the work
of this thesis is described in section 2.3.

• Theories which base superconductivity on an anomalous order found in the cuprates were
proposed for almost every anomalous order found to date. This includes spin and charge
density wave order (54 ), “nematic” order (55 , 56 ), d-density wave order (81 ), and loop-
current order (82 , 83 ).

• Claims of a theoretical description via a purely Hartree-Fock mechanism were published
in 2013 (84 ).

• The possibility of superconducting pairing mediated by antiferromagnetic spin-fluctuations
(possibly distinct from spin density wave order) was investigated by numerous theoretically
focused research groups. This approach is related to the close proximity of superconduc-
tivity to an antiferromagnetically ordered regime in the undoped parent compound of the
cuprates, as shown in fig. 2.3 (85 , 86 ).

• Some argue that quantum critical fluctuations from quantum critical points (QCP) (87 )
mediate the pairing interaction in cuprate superconductors. This is largely based on an
extrapolation of the characteristic temperature of the pseudogap (T ∗) to zero temperature
at p = pc, assuming a quantum critical point to be at the end of the “ordered phase” (45 ,
88 ). The QCP is proposed to lie well within the superconducting phase (“hidden” by it),
and is distinct from the critical doping levels pmin and pmax between which superconduc-
tivity is observed.

• A number of theories attribute the pseudogap to pre-formed superconducting pairs which
lack phase coherence at elevated temperatures, and condensate to a coherent, bulk su-
perconducting phase at lower temperatures (89 ). Very recently a pre-pairing regime of
superconducting fluctuations has been firmly established (90 –96 ), and it appears only in
the vicinity of Tc. In this regard, it is worth mentioning, that the pseudogap has been
thoroughly demonstrated to be markedly different from the superconducting gap (97 –
107 ).

The above listed theoretical approaches are not necessarily mutually exclusive: Many models
which combine a variety of the described concepts (55 ) exist. Neither has yet found universal
acceptance in the scientific community.
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2.3 Ideas followed in this Thesis

The phenomenological model proposed in refs. (33, 108–110) is described in this section. It
captures recently established universal features of the cuprates. Of these features, the tempera-
ture and doping dependence of the electrical resistivity is most prominent. The model describes
the phenomenon of one charge carrier per CuO2 unit being localised at low doping and low
temperature, which has strong implications for the description of the phase diagram. Experi-
ments conducted and presented in this thesis are motivated by this model and designed to test
its validity.

2.3.1 Localisation of “The One”

Essential effects observed in the cuprates can be understood based on two simple notions:
a) The number of itinerant Fermi liquid charge carriers in the cuprates depends “linearly” on
temperature, non-linearly on doping and b) (structural) inhomogeneity plays an important role
in the localisation described below.

At low doping, and low temperature, Hall coefficient measurements show the number of
itinerant charge carriers to be p (111 ). However at high doping (low temperature), in the
Fermi liquid regime, this number of itinerant charge carriers is found to be 1 + p (112 ), by Hall
coefficient and quantum oscillation experiments (49 ). This entails an evolution of the charge
carrier density from one regime to the other, in agreement with the pseudogap notion.

In fig. 2.5, a very simple possibility for this crossover is shown (as proposed in ref. (109 )). In
the model, two subsystems of charge carriers (holes) exist: One is itinerant, the other is localised
(at low doping/temperature). The doping p directly adds only to the itinerant subsystem. The
localised subsystem contains exactly one hole per CuO2 unit below T ∗∗. This hole is separated
from the Fermi level by a doping dependent localisation gap ∆, which is spatially inhomogeneous.
The origin of this localisation is attributed to the strong electronic correlations, which produce
charge-transfer insulating behaviour in the parent compound of the cuprates, the exact nature
of which is still under investigation (113 , 114 ).

Across this localisation gap, charge carriers are thermally excited, as in a standard semi-
conductor, giving rise to the temperature dependence of the itinerant charge carrier density.
Figure 2.6 shows the resulting dependency of localisation on doping and temperature, as calcu-
lated from experimental data in ref. (109 ).

2.3.2 Resistivity in the Normal State

Generally speaking, electrical resistivity of a material depends on the electronic scattering rate,
the effective mass, and the charge carrier density. Contributions from distinct mechanisms which
influence those parameters, are known for a wide range of materials. In the case of cuprates,
the charge carrier density and effective mass are most often assumed to be independent of
temperature (49 ), despite the presence of the pseudogap. Thus, the strange behaviour of the
resistivity is attributed to a linearly temperature dependent scattering rate from low to high
temperatures, entailing the need for completely new theories of charge transport in solids.

ARPES measurements clearly identify the depletion of the density of states in near the antin-
odal direction of the Fermi surface in the pseudogap, a strong indicator for changes in the
charge carrier density. This is completely neglected in the assumed linearly temperature depen-
dent scattering rate.

If one considers the charge carrier density as possibly mutable, an entirely novel approach
should be employed to determine the scattering rate. The charge carrier density can be measured
through the Hall resistivity – ref. (33 ) showed it to depend linearly on the temperature, above
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Figure 2.5: The simple Gaussian gap distribution function at different doping levels (left) and
the effective hole doping at T = 0 (right) as calculated in ref. (109 ). The effective
doping shows a smooth crossover from p to 1 + p charge carriers – the dashed red
line indicates the skewed Gaussian gap distribution function used to compare with
LSCO data, as displayed in fig. 2.6. There, the density of itinerant charge carriers
starts to deviate close to optimal doping. Adapted from (109 ) with permission.

Figure 2.6: The fraction of localised holes calculated in ref. (109 ) (compare the figure above)
compared to the highest measured temperatures T ∗ for LSCO (all data but those
labelled Tst). Iso-lines of the contour plot denote increments of 10% of localisation.
Tst marks the structural tetragonal-to-orthorhombic transition of LSCO – remark-
ably, it coincides with an iso-line of effectively full localisation of one hole per unit
cell (∼ 98 %), indicating a coupling between charge and lattice degrees of freedom.
Extracted from (109 ) (supplementary materials) with permission.
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the temperature T ∗∗ – below T ∗∗, it is approximately constant (see fig. 2.5). This is a signature
of the gradual localisation of one carrier per unit cell (with temperature), which is completed
below T ∗∗. The scattering rate, retrieved by taking into account the contribution of the modified
charge carrier density to the resistivity, is shown experimentally to be universal (doping and
compound independent) and quadratic in temperature (33 ).

Therefore, the linear dependence of the resistivity on temperature is determined by the ratio
of the scattering rate and the changing carrier density. The quadratic temperature dependence
of the scattering rate is a reminiscence of the Fermi liquid behaviour found on the overdoped
side. However, this behaviour in resistivity is masked by a linear contribution from the thermal
excitation of charge carriers. The Mott-Ioffe-Regel (MIR) limit ((42 ) – described above) is not
crossed in this description, as the scattering rate is the same as on the overdoped side, where
this limit can be defined rather simply.

2.3.3 Pseudogap

Evolution from the Parent Compound Within the scope of the model depicted above, the
momentum dependence of the pseudogap is not touched for now. However, the pseudogap
phenomenon is simply interpreted as a signature of the gradual (de-)localisation process, in
which the antinodal states appear to be predominantly affected, while nodal states remain
untouched.

The charge-transfer gap is identified as the localisation gap of one carrier per unit cell. With
increased doping, the Cu 3d Hubbard bands are altered in a non-trivial way, reducing the gap
magnitude, and causing the gradual de-localisation of this carrier. This process might be further
complicated by the hybridization of oxygen 2p orbitals with (initially) the lower Hubbard band
of the Cu 3d orbitals, slowly “releasing” the localised one (see fig. 2.6).

Emergent CDW Within the proposed model, the observed CDW order is to be understood
as an emergent effect, which competes against superconductivity. The measured signals of
CDW order are strongest where the superconductivity (marked by the magnitude of Tc) is
weakest. At low temperatures and high magnetic fields (∼80 T), the CDW reconstructs the
Fermi surface to small electron pockets – however, the state which emerges upon suppressing
superconductivity with magnetic field is not seen as being the ground state of the material,
from which superconductivity itself arises. Therefore, the CDW is unrelated to the origin of
superconductivity or the pseudogap, both of which extend to much higher temperatures.

2.3.4 Modelling spatial Inhomogeneity across Samples – Percolation

In bismuth based cuprates, STM measurements (115 , 116 ) showed a strongly spatial inho-
mogeneous distribution of the superconducting gap (nanoscale regions with distinct Tc’s, as
inferred from the measured gap). Additionally, various experimental probes detected signatures
of pre-formed Cooper pairs above Tc (superconducting fluctuations up to ∼ 10 K above Tc)
(90 –96 ). In ref. (108 ), percolation theory is applied (system of nanoscale regions with distinct
Tc), to describe how bulk superconductivity emerges from the initially disconnected supercon-
ducting patches. Signatures of the percolative effect are found in measurements of the torque
magnetometry, electrical resistivity, Seebeck coefficient, specific heat, and the tomographic den-
sity of states. Additionally, it is shown that Ginzburg-Landau superconducting fluctuations are
considerably weaker than inhomogeneity effects (108 ).
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2.3.5 Superconductivity: Result of Interplay of the two electronic
Subsystems

The phenomenological model proposed in ref. (109 ) links the superfluid density with both the
density of itinerant charge carriers, and the density of localised holes (the two distinct subsys-
tems of the electron dynamics, described in section 2.3.1): While the itinerant charge carriers
are considered as the ingredients of Cooper pairs, the localised holes provide pairing interaction
through bosonic excitations. In the model, a local but time-retarded attractive interaction (the
microscopic origin of which is not explained within the scope of the phenomenological model)
mediates the pairing and leads to superconductivity. In the underdoped cuprates, the decreasing
number of itinerant charge carriers lowers the probability of local interactions occurring within
a certain time scale and thus decreases the superfluid density. The decrease of Tc in overdoped
cuprates stems from the diminishing number of localised holes, with which the pairing interac-
tion is associated. This is expressed in the parabolic doping dependence of Tc, which was found
to be universal in the cuprates early on (117 ).

Further support for the proposed model can be deduced from the above mentioned STM
measurements (115 , 116 ): In overdoped samples, a surprising anti-correlation between gap
maps (below Tc) and conductance maps (above Tc) was documented. In locations where there
is high conductance in the normal phase the superconducting gap is smaller than in locations
where there is low conductance. This is understandable in the light of the proposed model: On
the overdoped side, the superfluid density (and therefore the superconducting gap magnitude
in the spatial inhomogeneous distribution) is mainly reduced by the absence of localised holes,
which in turn augments normal phase conductivity.

In ref. (109 ), the intrinsic gap inhomogeneity is not linked to the inhomogeneous doping,
since the model parameters which best explain the experimental data from the different com-
pounds are very similar, although mercury-, bismuth- and lanthanum-based cuprates exhibit
strong differences in the disorder introduced by doping. Instead, mechanical strain and inho-
mogeneous local lattice distortions of electronic origin are suggested to be possible sources for
the inhomogeneity in the system. Therefore, one important question is how charge couples to
the crystal lattice in cuprates, in particular, to determine the interplay between the localised
holes and the crystal structure.

2.3.6 Pairing Interaction

As the pairing glue is associated with the localised carrier, the dynamics of the latter are
of paramount importance for a microscopic theory describing superconductivity in cuprates.
Various scenarios for a pairing excitation involving the dynamics of the localised carrier may be
envisioned. Most of them are of excitonic nature (15 , 118 ).

One prospective candidate is a dynamic fluctuation of the carrier within one unit cell, entailing
a time-dependent probability density function, which is smeared out over multiple electron
orbitals (of distinct atoms, like copper and oxygen) in the unit cell. Another possibility would
be processes which involve the electron orbitals of only one atom in the unit cell (most probably
copper), with transitions between different orbital states (3dx2−y2 to 3dxy for example) (119 ).

Our goal is to narrow down the set of possible scenarios, by placing additional constrictions
through experimental probes, thus testing the assumptions of the various models. In particu-
lar, if strong coupling between charge and lattice degrees of freedom exists, externally applied
distortions of the lattice should be reflected in the electronic dynamics. Therefore, we focus on
the impact of extrinsic lattice distortions on electronic transport properties, including super-
conductivity.
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The Tc of a material seems to be generally reduced by lowering the overall structural symme-
try, for example in orthorhombic crystal structures compared to tetragonal structures. In this
respect, local lattice distortions (for example buckling and breathing of the CuO2 planes (120 –
122 ) and corresponding modifications of the Cu-O bonds) could play an important role (123 –
125 ). A breaking of tetragonal symmetry (in corresponding compounds) is expected to lead to
a reduced Tc. How the Cu-O bond configuration affects an optimised interaction strength, and
therefore affects Tc, remains an open question.

The big variety of compound families and their differing structures give an opportunity to
study such differences. However, these differences in structure are not systematic, and in some
compounds, doping is difficult to tune (and to measure precisely). Therefore, in the scope of this
thesis, we systematically and extrinsically tune the lattice symmetry by applying uniaxial pres-
sure. The idea is to measure the impact of changes of the crystal structure and correlate it with
the changes in electronic transport properties. In the following chapters, we show electrical re-
sistivity measurements under uniaxial pressure at room-temperature, as well as the influence of
uniaxial pressure on the Tc of the cuprate Nd2−xCexCuO4 (NCCO). We measured the electrical
resistivity both within the ab-plane (crystallographic [100]-a and [010]-b directions), and per-
pendicular to the ab-plane (along the crystallographic [001]-c direction), subsequently referred
to as “ab-plane resistivity” and “c-axis resistivity”, respectively.
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3 Experimental Details

In this chapter, the used experimental methods will be discussed. This includes the preparation
of the samples, the control of the measuring conditions and the basic principles of the conducted
measurements.

3.1 Experimental Setups

3.1.1 Hydrostatic Pressure

Hydrostatic pressure is a commonly used technique: most material research under pressure
is conducted under isotropic/hydrostatic pressure. A good example is the diamond anvil cells
(DAC) (126 ). In a DACs, samples are immersed in a fluid, which is contained in a gasket and
compressed between two diamonds, applying hydrostatic pressure on the samples. Hydrostatic
pressure is purely isotropic – crystalline materials (compared to amorphous materials or fluids)
are not purely isotropic,1 even though they exhibit a range of symmetries (most prominently
translational symmetry). Therefore, when hydrostatic pressure is applied, a complex, compound
and sample dependent pattern of uniaxial strains/stresses develops inside of the material.

Crucial parts in setting up DAC transport experiments include i) the continuous alignment
of the diamonds, ii) a proper routing of electrical connections to samples inside the fluid, iii) the
homogeneous build-up of pressure on the diamonds, which are prone to shatter under inhomo-
geneous pressure distributions, and iv) ensuring that the pressure on samples remains purely
hydrostatic.2

3.1.2 Uniaxial Pressure

The application of uniaxial pressure aims at inducing stress along a single crystallographic axis
inside of a material (in contrast to the stress patterns developing under hydrostatic pressures
described above). Uniaxial and hydrostatic pressure techniques are complementary and both
should be applied. Within the framework of this work, the development of hydrostatic pressure
cell (DAC) was continued and augmented. However, for the questions to be answered within
the scope of this thesis, uniaxial pressure is better suited than hydrostatic pressure. Therefore,
the focus of this thesis is on experiments under uniaxial pressure.

There are similarities and contrasts in the experimental setups of hydrostatic and uniaxial
pressure:a) The alignment of pressurised materials is very important in the presented designs.
Specifically, alignment of the diamonds in DACs is transferred to an alignment of samples in
uniaxial pressure. In order to restrict lateral movement and lateral stress on samples, it is
therefore essential to restrict the lateral movement of the parts which deliver load onto samples.
This is performed to ensure purely uniaxial pressure on samples. b) The routing of electrical

1Isotropy and anisotropy in condensed matter is usually discussed above the level of crystal formation. While
cubic materials (like body centred cubic iron) are considered isotropic, tetragonal or orthorhombic materials
are considered anisotropic to varying degrees. “Pure isotropy”, as used in the subsection about hydrostatic
pressure, denotes isotropy as found in amorphous materials, or liquid/gaseous phases.

2If a sample touches the gasket or the diamonds, the pressure can no longer be hydrostatically isotropic.
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(a)

(b)

Figure 3.1: (a) Spring-driven and (b) gas-driven uniaxial pressure cell. The basic design princi-
ples of the cells share similarities, but are fundamentally different: Two outer parts
are connected through rails, along which a moving part can be pushed. The pressure
is applied through either a spring, or gas-pressurised bellows.

connections to samples is of negligible concern in uniaxial pressure environments: In the pre-
sented designs, a sample is suspended between two points, glued to clamps or opposing parallel
flat surfaces (see fig. 3.3b).

Two pressure cells were constructed and used in the resistivity measurements: 1. a spring-
driven pressure cell for temperature dependent measurements and 2. a gas-driven cell for room-
temperature measurements. Both cells are shown in fig. 3.1. The spring-driven cell operates on
an S-shaped titanium spring, which is elastically deformed as force is applied. Titanium is used
as the springs’ material to allow for high forces within the elastic regime of the spring. The
spring deformation was measured simultaneously with the applied force using a calliper and a
scale for calibration purposes. The result of the calibration is presented in fig. 3.2. A linear fit
to the experimental data gives a force of 47 ± 3 N mm−1 upon a contracting deformation of the
spring.

One end of a sample is clamped to the stationary part of the pressure cell, and the second end
of the sample is clamped to the mobile part, pressed by the spring. Additionally, epoxy glue3 is
used to strengthen this connection between sample and clamps. The maximum acceptable force
applied with the current spring amounts to 50 N, but a spring with a higher constant can be
used. Higher pressures can be achieved with the gas-driven cell: A gas pressure of 1 bar relates
to ∼15.4 N of force being applied to the sample. Currently the upper limit of the supplied gas
pressure is ∼10 bar.

The gas-driven cell is based on two metal bellows, which are pressurized with helium gas.
A sample is mounted on a sample cartridge, which is inserted into the cell (see fig. 3.3). The
sample is fixed to the cartridge with epoxy glue. A pressure difference between the two bellows
moves the centre part of the cell (right side in fig. 3.1b) applying force on one end of the cartridge
while the other part of the cartridge is fixed.

The cartridge is designed to facilitate the mounting process of a sample. In order to avoid
sample damage during transporting or inserting the cartridge to the cell, the cartridge was
designed to avoid relative lateral and rotatory movements of the parts holding the two ends of
the sample. The detailed drawings are attached as section B.1.

3Loctite Stycast 2850FT with the catalyst 24LV.
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Figure 3.2: The spring calibration. From the linear fit, the slope equals to 47 ± 3 N mm−1, with
an intercept of −0.4 ± 1.5 N. The non-zero intercept and its uncertainty bear impor-
tance only when cycling the pressure through zero, as only the deformation of the
spring is being measured, not its full length. The measurements of the deformation
of the spring, as well as of the geometry of the sample, have a strong impact on the
uncertainty of the estimated pressure: The achieved pressure depends on the sample
cross-section.

(a)

(b)

Figure 3.3: Details of the sample mounting on the sample cartridge. In (a), the configuration of
wires and sample on clamp and cartridge is shown. One possibility of how to glue
a sample to the cartridge is shown in (b) – in this case the sample sits on the ledge
in the cartridge, and is additionally secured by glue.
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The pressure in the sample is derived as

p = F/Asample

where p is the pressure, F is the applied force and A is the cross-section of a sample. A table of
the corresponding cross-sections of the samples can be found in chapter 4 (table 3.2). Applying
maximal force to samples with cross sections of around 1 mm x 0.3 mm resulted in maximal
pressures of 90 ± 35 MPa in the spring-driven cell, and 400 ± 20 MPa in the gas-driven cell.

3.1.3 Cryostat and Temperature Control

Cryostat System Resistivity measurements in the temperature range between 300 K and 1.4 K
were performed in an Oxford Spectromag splitcoil cryostat, at TU Wien. The system is a
helium-gas-flow cryostat, cooling is done by placing a probe into the “variable temperature
insert” (VTI), where a continuous stream of cool He gas is maintained. The VTI is shielded
from the room-temperature environment by a vacuum chamber, the He tank, and a nitrogen
jacket. Both the nitrogen jacket and helium tank are inside the vacuum chamber.

A sample is loaded into the VTI inside a dedicated insert, constructed within the framework
of this thesis. The electrical connections and cernox temperature sensors (see section 3.2.1) are
connected to external devices via 24-pin Fischer-connectors.

Sample Holder The sample holder has been designed and developed to serve a multiple pur-
poses. The main features include:

• A sample space well thermalised with the cryostat. It can host a number of samples for
which electronic transport measurements can be performed simultaneously.

• Multiple wires which can electrically connect samples with external instruments.

• Space and connections for additional sample holders and experimental setups, for example
a pressure cell.

Samples can be glued directly to the sample holder, however, in order to attach the pressure
cell, two threaded holes were used in conjunction with a spacer, holding the cell 2 mm away
from the sample stage to allow room for wiring..

The signal leads providing the connection between external instruments and the sample space
are thermalised at the top part of the sample holder. All wires are wound around a copper block.
This thermalisation allows the sample space to be cooled to the lowest possible temperatures of
the cryostat (1.4 K). More details are shown in figs. 3.4 and 3.5.

Thermalisation of a Sample in the Pressure Cell In order to maintain the best possible
thermalisation of the sample and the pressure cell, the sample space was filled with He as an
exchange gas at atmospheric pressure. This is important, because the thermal conductivity
through solids in the setup is particularly limited at low temperatures: A small cross-section
of the connection between the brass shield and copper sample holder severely restricts the
heat exchange between the He flow in the VTI, and the copper sample holder. Moreover, the
experimental requirements of the spring-driven pressure cell considerably restricts heat exchange
between the stationary and mobile parts. As the sample is clamped between those stationary
and mobile parts, an additional heat conduction channel had to be established.

By using exchange gas, both of the above mentioned effects can be mitigated: Heat can be
transferred to the sample space through the whole surface of the shield, and the sample is in
direct contact with the heat exchange medium within the sample space.
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For experiments performed in exchange gas, it is desirable to retain a high pressure (at least
ambient pressure) in the space around the sample: A reduced gas pressure would lead to reduced
thermal conduction through the gas. In order to maintain the constant exchange gas pressure
in the sample space, the sample holder was enclosed in a brass shield. This shield was connected
to the probe in a vacuum tight manner.

Such a vacuum seal for low temperatures is generally made using a gasket made of a soft
metal, such as indium. An indium wire of 2mm was pressed by screwing the shield onto a
brass part on the probe. In order to manufacture indium wires of this thickness, a custom-built
indium press was used.

3.1.4 Temperature Control and Data Acquisition

All the software controlling the cryostat and the data acquisition system was developed within
the framework of this thesis. The programs were written in python.

For the cryostat and temperature dependent resistivity measurements, a complete graphical
user interface (GUI) was developed, aimed at providing users with a robust tool to conduct
measurements. The GUI (PyQt Framework) was built with a Quantum Design physical property
measurement system (PPMS) in mind, resulting in a user-friendly, reliable and uninterrupted
operation.

For measurements on the gas-driven pressure cell (resistivity and pressure), comparably short
scripts were written, which enable concurrent control of pressure and resistivity measurements,
by means of a Lock-In Amplifier (Stanford SR830).

For a more exhaustive description of the Cryostat-GUI, refer to section C.
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(a) (b)

(c) (d)

Figure 3.4: Wiring of the probe. In (a), a Fisher connector at the top of the probe rod is
shown. The same wires as visible in (a) are coiled around the sample holder for
thermalisation (b), and soldered to contact pads on the sample holder, shown in (c).
The complete sample holder, with the spring-driven pressure cell fitted, is shown in
(d).

Figure 3.5: The spring-driven pressure cell, mounted on the sample holder. Highlighted in
green is the sample, mounted between the clamps. The two temperature sensors are
highlighted in red. Teflon tape (white stripes) was used to secure all wires, to prevent
damaging them when applying/removing the vacuum shield. See section 3.1.2 for
more details.
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3.2 Experimental Principles

3.2.1 Temperature Measurement

The temperature inside the sample environment was measured using Cernox R© sensors from
LakeShore Cryotronics Inc. R©. These sensors are thin film resistors of zirconium oxynitride
deposited on sapphire, the resistivity of which has a characteristic temperature dependence.
This resistivity is measured by a LakeShore temperature controller (by way of the “quasi”-four-
point technique described below), and converted into temperature in Kelvin, based on previously
obtained calibration data. Such calibration data of two sensors (calibration performed within
this project) is presented in fig. 3.6. The sensitivity is greater at low temperatures, since the
temperature dependence of the resistivity reaches up to 10 × 105 Ω K−1 below 2 K, and goes
down to 10 Ω K−1 at 300 K (Cernox R© CX-1050, see fig. 3.6).

Arrangement of Sensors In order to achieve the highest accuracy and precision in a tem-
perature measurement of a sample, temperature sensors and samples should be in thermal
equilibrium with one large heat sink (the sensors preferably being embedded directly into the
heat sink). The design of the spring-driven pressure cell (serving as a sample holder) did not
allow for a sensor placement inside the pressure cell. In order to achieve the most accurate
temperature measurement in this case, three sensors were distributed within the sample holder
and pressure cell: One “CX-AA” cylindrical sensor, embedded in a solid copper block in the
middle (lengthwise) of the sample holder, and two “CX-SD” sensors on the pressure cell, in
close vicinity to the sample (see fig. 3.5).

Hysteresis With this configuration of sensors, a small hysteresis of the resistivity is observed
around the superconducting transition temperature. This effect arises in measurements per-
formed with temperature sweeps, due to a temperature gradient between sample and sensor.
The gradient, in turn, is caused by the imperfect thermalisation of the system, and essentially
depends on ramping rate. A higher ramping rate entails a stronger hysteresis. Such a hysteresis
can be avoided by waiting for a stabilisation at each specific temperature, allowing all parts to
reach a thermal equilibrium. Such a stabilisation scheme could not be implemented due to time
constraints. However, if a temperature sweep is done slowly enough (0.01 Kmin), the difference
between heating up and cooling down can be reduced to <0.03 K. The measured hysteresis is
accounted for in the data analysis process, see sections 4.1.1 and A.

3.2.2 Resistivity Measurements

Four-Point Measurement In order to avoid contributions from contact-resistances in the
measured resistivity, the four-point measurement scheme was implemented. The experimental
setup requires four electrical contacts attached to the sample: While current is being supplied
by two “outer” contacts (see fig. 3.7), the drop in electrical potential is measured between two
“inner” contacts. As long as the resistance of the sample is small compared to the internal
resistance of the voltmeter, only a negligible part of the current will flow through the voltmeter,
which would otherwise alter the measured value. In this way, a high accuracy can be obtained in
the resistivity measurement, as the contribution from lead and contact resistances is negligible.

This measuring technique also allows the testing of the quality of the cuprate samples, due
to their layered nature. If the current in a sample is not homogeneous, the measured resistivity
may behave very unexpectedly, and in the case of the ab-plane resistance it may even display
negative values. This effect can stem from cracks in the crystal, or clusters of inhomogeneities
in the crystal lattice. An example of such a measurement is shown in the lower panel of fig. 3.8.
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Figure 3.6: Sensor units (left) and Resistance (right) of the two Cernox R© sensors which were
calibrated against a third one, and subsequently used for temperature measurements.
The small kink between 3 K and 4 K originates from difficulties in the temperature
control around the boiling point of helium. As no measurements were performed
around these temperatures, this issue was ignored.
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Figure 3.7: Schematics of the four point resistance measurement. Rs denotes the sample resis-
tance, R1-4 stand for the lead and contact resistances of all wires involved.

24



3.2 Experimental Principles

−0.0004 −0.0002 0.0000 0.0002 0.0004
Current [A]

−0.001
0.000
0.001

Vo
lta

ge
 [V

]

Channel 1
ρ=3.48881 Ω

−0.004 −0.002 0.000 0.002 0.004
Current [A]

−0.0002
0.0000
0.0002
0.0004

Vo
lta

ge
 [V

]

Channel 2
ρ= -0.07320 Ω

Figure 3.8: The I(V) resistance measurement in two different channels (top and bottom). While
channel 1 measured a reasonable resistance value (3.4888 Ω), in channel 2, a seem-
ingly negative resistance of −0.0732 Ω was registered. In both channels, the sample
shows ohmic behaviour, however the scientific value and physical meaning of nega-
tive resistances is limited.

Negative resistance is physically meaningless in regard to the true value of resistance of a
sample – in such a case the samples were not used in the experiments.

I(V) Measurement – DC Resistivity In order to assess whether the resistance is measured
correctly, the measurements were conducted with a) both current polarities and b) with more
than one value of applied current. Therefore, a single resistivity “measurement point” is derived
from at least four values: The applied excitation current was 100 % and 50 % of a given value,
with both polarities. The (at least) four measured voltages where fitted with a linear function,
the slope of which corresponds to the resistance of the sample (see fig. 3.8). In order to assess
the proper magnitude for the excitation currents, such an IV-curve was measured with a finer
resolution and to higher currents than were eventually used in the measurements.

In conjunction with the above described temperature control system (see section 3.1.3), mea-
suring devices were integrated into a general control software (see section C). While currents for
the IV-linear measurements were applied with Keithley 6221 current sources, the corresponding
voltages were measured with Keithley 2182A nanovoltmeters.

AC Resistivity Resistivity measurements performed on the gas-driven pressure cell were con-
ducted in an alternating current configuration utilising a Stanford SR830 Lock-In Amplifier.
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Figure 3.9: Representative resistance measurements and corresponding I(V)-curves. In the lower
panels, the dependence of measured voltage on applied excitation current is shown.
The upper panels demonstrate the correspondingly calculated resistances.
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3.3 Sources of Systematic Errors

3.3.1 Current and Voltage Wires

In order to reduce mutual influence between excitation and measuring wiring, the corresponding
leads were separated:

The contact pads in the sample space were divided into two rows, one for excitation and one for
measuring wiring. The wires were wound separately around the sample holders (thermalisation)
upper part, placed well apart from each other. In the probe rod, current and sensing wires
reside within individual shrink tubes. Additionally, the two wire systems run in individual
(doubly shielded) cables from the probe to the instruments, where the connections are physically
separated. All wiring from the connection panel (where the cables and instruments are joined)
to the soldering pads (and in some cases to sensors/the sample) is made of twisted pairs of
wires.

3.3.2 Undesired Heating of Samples - IV Curve

In the normal phase of a superconducting sample, the flow of current through such a sample is a
dissipative process. As this dissipation generates heat, current through a highly resistive sample
might locally increase its temperature. This change in temperature would not be detected by the
temperature sensors, and could lead to discrepancies in the measured resistivity. To avoid this
heating effect, a minimal current is used in the experiments, however its value should provide
for a sufficiently accurate measurement.

In order to establish suitable values for excitation currents, voltage is measured as a function of
the excitation current, so called I(V) curve measurements. In fig. 3.9, I(V) curves representative
for the conducted measurements are shown.

3.4 Sample Preparation

Although there is a number of methods to prepare single-crystal samples for electronic transport
measurements, only the technique used within the framework of this thesis is discussed.

In order to achieve electrical contacts with low intrinsic resistance (typically a few Ohms),
a clean surface must be prepared in advance. Although various techniques to obtain such
clean surfaces exist, cleaving and polishing are the most widely used in preparing the electrical
contacts on single crystals of cuprates. In the case of NCCO, polishing provides a sufficiently
clean surface for preparing such contacts.

3.4.1 Sample Geometry

In order to achieve a high accuracy in resistivity measurements, the geometry of a sample is
important. Ideally, a sample should be a long rectangular cuboid, with infinitesimally small
contacts being placed almost at the ends of the longest dimension. The smaller the contacts
are, the higher the accuracy that can be achieved in estimating the geometric factor. Further-
more, over the length of the sample, its cross-section should not change. For measurements
of the ab-plane resistivity, the thickness of the sample (extent of the sample along the c-axis)
should therefore be constant along the length of the sample. Moreover, in uniaxial pressure
measurements, the sides of a sample (where pressure is applied) should be flat and parallel.

Additional constraints on the sample geometry arise from measurements under uniaxial pres-
sure: For the gas-driven cell, ideally, two perfectly parallel and flat surfaces should be prepared,
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perpendicular to the crystallographic axis along which force is applied. If this is impossible,
the connection between sample and anvils can be rectified with glue.4 However, this is only
applicable at comparably low pressures, as a sample, which can withstand higher compression
forces than the commercial glue can withstand lateral forces, might escape the pressure cell.
In the spring-driven cell, the samples are glued and clamped, therefore the restrictions on the
geometry arising from resistivity measurements suffice in this case.

The geometries mentioned for resistivity measurements were achieved by polishing with fine
sandpaper. The sides of the samples were cut to be approximately parallel, and epoxy glue was
used to attach them to the pressure cells.

3.4.2 Attaching Wires

The attachment of the wires is a very critical task in the contacting procedure. Gold wires with
diameters of 10−50 µm are attached directly on the crystal surface, using silver epoxy.5 The
surface tension of the silver epoxy plays an important role in the placement of the contacts: If
it is too high, the silver paste will not properly adhere to the sample, if it is too low, contacts
are prone to flow together.

In the case of measurements under uniaxial pressure, requirements due to the fixation of
samples to a pressure cell further exacerbate this procedure.

3.4.3 Curing Contacts

For the placement of contacts, Dupont 6838 epoxy was used which needs to be cured at high
temperatures (400 ◦C) to properly electronically connect a wire with the bulk of the material.
However, curing contacts for too long time intervals will degrade them, increasing the contact
resistance. Nevertheless, if a sample needs to be contacted on multiple sides, it is not possible
to cure all contacts at once.

In order to harden individual sets of contacts, samples were repeatedly cured at lower tem-
peratures (180 ◦C) for short time spans. After all contacts were attached on one sample, it was
cured at a higher temperature (400 ◦C) again. In this fashion, low contact resistances of 0.5−
3 Ω were achieved. Nevertheless, in some cases the contacts exhibit a higher resistance of up to
30 Ω.

4Even if such parallel surfaces can be established, a sample should be held in place by glue which surrounds
the boundary between sample and anvils.

5Dupont 6838 conducting epoxy.
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3.5 Samples (Nd2−xCexCuO4 – NCCO):

The compound which was used to test our experimental setup, and to run initial measurements
was the archetypal electron-doped cuprate Nd2−xCexCuO4 (NCCO). The sample preparation
process for this material is comparatively easy – future measurements will be performed on other
materials (for example HgBa2CuO4+δ).

6 The basic structure of NCCO is similar to that of hole-
doped cuprates: It exhibits CuO2 layers (ab-plane) which are separated by charge-reservoir
layers (Re2O

2+
2 , Re being a rare-earth such as La, Ce, Y). However, in contrast to the hole-

doped cuprates which exhibit a “perovskite” T-structure with Cu-O octahedra or pyramids,
NCCO exhibits a “fluorite” T-́structure without apical oxygen atoms (located above and below
the Cu2+ ions). (127 , 128 )

In the doping-temperature phase diagram of NCCO (displayed in fig. 3.10), there is a regime
of long-range antiferromagnetic order (LR-AF) which starts in the parent compound and ex-
tends to x ∼ 0.12, a much higher doping level than in hole-doped cuprates (129 –131 ). At high
doping levels, above x = 0.175, a large hole-like Fermi surface is detected, similar to hole-doped
cuprates (132 –135 ). In intermediate doping levels, there are two separate regimes at elevated
temperatures: Above x ∼ 0.14, purely dynamic antiferromagnetism prevails at high tempera-
tures (131 , 136 , 137 ), while bulk superconductivity is found at low temperatures (below 26 K).
Between x ∼ 0.12 and x ∼ 0.14, there is a mixed phase with static, short ranged antiferro-
magnetism, and superconducting fluctuations at low temperatures (138 –141 ). Interestingly, at
x ∼ 0.145 a sign change in the Hall coefficient is observed (from negative to positive) – the
Fermi surface of the electron-doped material starts to be dominated by hole-like charge carriers
(128 , 142 , 143 ).

The electrical resistivity of four samples7 was measured under uniaxial pressure – the details
of the samples are shown in table 3.1 and table 3.2. The doping levels are estimated at x = 0.11
(EUG27) and x = 0.13 (ICP13) with only the latter being superconducting. “EUG27” and
“ICP13” each denote separate crystals, from which multiple samples were prepared. Those
are further distinguished by specification of the pressure cell (“He” and “s” for gas-driven and
spring-driven pressure cells, respectively), and a sequence number.

The temperature dependence of the resistivity of one sample from the crystal EUG27 (x =
0.11) was measured down to 1.4 K (not shown), without evidence of superconductivity. The
application of uniaxial pressure did not evoke superconductivity (or alter the temperature de-
pendence of the resistivity greatly) in this sample, therefore the temperature dependence of the
resistivity from this crystal was not analysed within the scope of this thesis.

6HgBa2CuO4+δ (Hg1201) is considerably more difficult to work with, especially the sample preparation proce-
dure of Hg1201 is a demanding task. NCCO is better suited for tests and initial measurements.

7Many more samples were prepared.

Sample name doping x Tc pressure cell type two-point contact resistance

EUG27 He2 0.11 – gas-driven 96–99 Ω
EUG27 He4 0.11 – gas-driven 8–9 Ω
ICP13 He2 0.13 25.3 K gas-driven 27–57 Ω
ICP13 s2 0.13 25.3 K spring-driven 2–23 Ω

Table 3.1: List of the measured samples. The contact resistance is measured between two con-
tacts which belong to one single channel (excitation or voltage measurement) – the
presented range corresponds to lowest and highest thus measured values. Samples
from the crystal EUG27 do not exhibit superconductivity.
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(a)
(b)

Figure 3.10: Phase diagram (a) and crystal structure (b) of NCCO. (−) RH and (+) RH denote
regimes with negative/positive Hall coefficient. The phase diagram is classified into
four regimes: (1) long ranged, static antiferromagnetism; (2) short ranged, dynamic
antiferromagnetism with superconductivity at low temperatures; a mixed state be-
tween (1) and (2); (3) a regime with a large Fermi surface (ref. (23 ) and refs.
therein). Adapted from refs. (23 , 128 ) with permission.

sample resistivity configuration channel length resistivity cross-section pressure cross-section

EUG27 He2 c-axis 0.35 mm 1.95 x 0.88 mm 0.88 x 0.35 mm
EUG27 He4 ab-plane 0.72 mm 0.88 x 0.752 mm 0.88 x 0.392 mm
ICP13 He2 c-axis 0.256 mm 1.72 x 1.264 mm 1.264 x 0.256 mm
ICP13 s2 c-axis 0.20 mm 3.37 x 1.336 mm 1.336 x 0.205 mm

ab-plane 0.39 mm 0.205 x 1.336 mm

Table 3.2: Sample geometries of the measured samples. “resistivity configuration” here denotes
the geometry in which resistivity was measured, “channel length” denotes the corre-
sponding distance between voltage contacts.

(a) EUG27 He2
(b) EUG27 He4

Figure 3.11: Two of the samples described in table 3.2. (a) and (b) show samples and attached
contacts for the c-axis and ab-plane resistivity measurements, respectively. Both are
mounted on the gas-driven pressure cell, mounted in two different possible ways: In
(a), the sample is located on top of the ledge of the cartridge, and glued with stycast,
while in (b), the sample was directly glued to the face of the anvils. Additionally,
in (b) the sample was glued using conventional epoxy, which was sufficiently strong
for the investigated pressure range.
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4 Results

The response of the resistivity of Nd2−xCexCuO4 to uniaxial pressure was measured in two
configurations: a) the dependence of Tc on applied pressure (dc), and b) at room temperature
with small steps of pressure (ac). In this chapter, the results of these measurements are presented
and discussed.

4.1 Resistivity under Uniaxial Pressure

4.1.1 Data Analysis Process for the Temperature Dependent Resistivity
Measurements

The main goal of the conducted measurements is the determination of the superconducting
transition temperature Tc as a function of uniaxial pressure. In fig. 4.1, an example dataset of the
temperature dependent resistivity measurement is shown. The data analysis of the temperature
dependent resistivity measurements is explained step by step on the dataset for the intermediate
pressure level p1 = 76 ± 25 MPa, collected for the sample ICP13 s2 with x = 0.13, Tc = 25.3 K.

Tc is defined as the midpoint of the transition, derived as the peak centre of the first deriva-
tive of the resistivity (see fig. 4.2). The transition to the superconducting state is reasonably
sharp (about 0.75 K wide), with a tail at lower temperatures (3 K), which can be attributed
to inhomogeneity in the sample. Here, inhomogeneity means that different parts of the sample
exhibit slightly different Tc’s, thus becoming superconducting at different temperatures.

In the following analysis the low-T tail will be neglected, focussing on the sharp part of the
transition (close to the onset in this case), as the change of Tc with applied pressure is much more
visible there. To this end, only the data up to 9 K above and below Tc were used in the analysis
(25.3 ± 9.0 K). These data were normalised to the value at 26 K for better comparability. As
discussed in section 3.2.1, a small temperature hysteresis was observed in the resistivity data.
Therefore, the data retrieved from measuring during heating and cooling cycles were separately
submitted to cubic spline interpolations. The interpolated data was subsequently averaged,
resulting in fig. 4.2a and fig. 4.2c (for details see fig. 4.1 and section A).

In order to extract more quantitative information about the behaviour of the transition and
its pressure dependence, the first derivative of the resistivity was fitted with two Gaussian peaks
(see fig. 4.3). The position of the two Gaussian peaks is related to Tc by forming the weighted
mean of the peak centres. Thus the aforementioned definition of Tc as midpoint of the transition
is satisfied. The area under the curve of the respective fitted peak is used as weight.

4.1.2 Pressure Dependence of the Transition

In fig. 4.2 and table 4.1, the observed variation of Tc with applied uniaxial pressure is demon-
strated.

A shift to lower temperatures was found in the Tc of both the planar resistivity (within the
ab-plane), and the resistivity channel perpendicular to it (along the crystallographic c-axis). Tc

decreases by 0.22 K (ab-plane) and 0.14 K (c-axis), from 0 MPa to 90 ± 35 MPa. The magnitude
of the shift of Tc decreased with increasing pressure. This corresponds to a rate of ∆Tc/∆p =
−2.5 K GPa−1 for the ab-plane resistivity and ∆Tc/∆p = −1.5 K GPa−1 for the c-axis resistivity.
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Furthermore, the transition broadens with increased pressure. This is observable through
i) the shift of the centres of the fitted peaks (moving apart by ∼0.05 K), while ii) the sum of the
full widths of their half maximum (FWHM) increases (by 0.05 K and 0.11 K in the resistivity
within the ab-plane and along the c-axis respectively), see fig. 4.4 and table 4.1.
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Figure 4.1: Data analysis procedure for representative c-axis resistivity measurements performed
on sample ICP13 s2, at pressure p1 = 76 ± 25 MPa. In (a) the resistivity is shown
as a function of temperature between 4–270 K; (b) shows the investigated temper-
ature range around Tc, the region indicated in red is shown in subsequent figures;
(c) resistivity data normalised to its value at 26 K; in (d), the average resistivity
value of the data collected on heating and cooling is presented. The error in both
resistivity and temperature measurement is estimated to be smaller than the symbol
size. See section A for data and corresponding analysis of all measured resistivity
configurations under all investigated pressures.
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Figure 4.2: Resistivity and its first derivative near the transition in sample ICP13 s2, in the ab-
plane resistivity (left: a and b) and the c-axis resistivity (right: c and d), respectively.
p0 relates to ambient pressure, p1 and p2 are at 76 ± 25 MPa and 90 ± 35 MPa
respectively. The resistivity is normalized to its value at 26 K.
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Figure 4.3: The first derivative of the resistivity (ICP s2), around the superconducting transi-
tion. On the left (a-c) the planar resistivity is shown, on the right (d-f) the resistivity
along the c-axis.
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Figure 4.4: Evolution of fitted Gaussians as a function of pressure. The data were obtained
from the fit of two Gaussian peaks to d(ρ/ρ(26K))/dT for the sample ICP13 s2. (a)
Peak centre positions of Gaussian 1 and Gaussian 2 refer to the two functions fitted
additively to the transition in the respective measurement. The decrease of Tc with
increased pressure is evident. (b) The corresponding full widths at half maximum of
the fitted peaks. The increase of the sum from both fitted peaks is less evident, see
table 4.1 for details. Full lines are guides to the eye: straight connections between
measured values. Dotted lines are horizontal droplines which facilitate observing the
evolution of the respective values.

Value Formula p0 p1 p2 p2−p0

ab-plane resistivity

Centre separation G2 −G1 0.2594 K 0.2871 K 0.3132 K 0.0538 K
Centre mean (G1 +G2)/2 25.4100 K 25.2697 K 25.1698 K −0.2402 K

Tc: Weighted mean (G1×w1+G2×w2)
(w1+w2)

25.4585 K 25.3258 K 25.2360 K −0.2225 K

FWHM sum FWHM1 + FWHM2 0.6731 K 0.7399 K 0.7253 K 0.0520 K

c-axis resistivity

Centre separation G2 −G1 0.1949 K 0.2092 K 0.2434 K 0.0458 K
Centre mean (G1 +G2)/2 25.4365 K 25.3051 K 25.2679 K −0.1686 K

Tc: Weighted mean (G1×w1+G2×w2)
(w1+w2)

25.4995 K 25.3728 K 25.3531 K −0.1464 K

FWHM sum FWHM1 + FWHM2 0.7355 K 0.8351 K 0.8467 K 0.1111 K

Table 4.1: Specifics of the Gaussian peaks fitted to the superconducting transition. G1 and G2

refer to the centres of the respectively fitted Gaussian peak, see figs. 4.3 and 4.4. The
“Centre separation” (G2−G1) is therefore the distance between the peak centres and
the “Centre mean” is the average temperature of the two peak centres. The weighted
centre mean is an average of the temperatures of the two peak centres, weighted with
the area under the respective curve of the peak (w1 and w2). This relates to Tc,
described in the main text. p0, p1 and p2 relate to ambient pressure, 76 ± 25 MPa
and 90 ± 35 MPa, respectively. p2−p0 refers to the difference between the respective
values at p2 and p0.
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4.1.3 Room-Temperature Pressure Dependence

The ab-plane and c-axis resistivity were measured as a function of pressure within the ab-
plane at room temperature. For these measurements the gas-driven pressure cell was used
in conjunction with a LockIn-Amplifier. Pressure was increased gradually, by cycling with
increasing values of the maximal pressure.

In the measured samples, the c-axis resistivity was observed to depend on the applied uniaxial
pressure (linear decrease with pressure). The data displayed in figs. 4.5 and 4.6 represent an
average of 50 measurements. In fig. 4.5a, from the average, every 20th is shown for clarity. The
standard deviation of the average is shown as error bars in fig. 4.6b. The data in figs. 4.5a
and 4.5b have similar uncertainty of the pressure as in fig. 4.6 – for uncertainty in the ab-plane
resistivity refer to section 4.1.4.

In fig. 4.6a, the horizontal error bars also include the uncertainty of the sample geometry
estimation, which is systematic and thus contributes a constant factor to the overall uncertainty
of the applied pressure.

In contrast, the resistivity within the ab-plane was not observed to be systematically affected
by uniaxial pressure in the investigated pressure range (up to ∼250 MPa) – for details, see
section 4.1.4.

Hysteresis The pressure dependency of the c-axis resistivity shows hysteresis: The difference
between measurements during increasing and decreasing pressure amounts to a difference cor-
responding to 60 and 130 MPa in sample EUG27 He2 and ICP13 He2, respectively. The slope
of the resistivity response to applied uniaxial pressure is different for the two measured sam-
ples. The same is true for the slopes of the resistivity response to applied uniaxial pressure in
the loading and unloading process in the measurement of the sample ICP13 He2: In fig. 4.6b
the slopes are indicated by straight lines. Corresponding values of the rate of change of the
resistivity are listed in table 4.2.

Conditioning Effect There are small conditioning effects observable in all samples: The re-
sistivity in ambient pressure does not fully revert to its original value after a cycle of applied
pressure. This effect is systematic within the measurement cycles for each individual sample
– the direction of the deviation remains the same for every individual sample. However, those
changes were not systematic across the measured samples, as there is a general trend to in-
creased resistivity in EUG27 He2, but trends of decreased resistivity in both EUG27 He4 and
ICP13 He2. Moreover, the observed conditioning effects are small compared to the measured
values and the observed hysteresis.

sample process colour indication ∆ρ/∆p [% GPa−1] ∆ρ/∆p [Ω cm GPa−1]

EUG27 He2 loading # cyan -3.35 -0.73
unloading # red -3.07 -0.65

ICP13 He2 loading # black -5.1 -0.53
unloading # yellow -4.5 -0.45

Table 4.2: Rates of change of the resistivity dependent on pressure. Loading and unloading refer
to the process of applying (loading) and releasing pressure (unloading) on a sample.
Values are approximate, extracted from manually placed straight lines in fig. 4.6b.
The colour indication refers to the same straight lines drawn in fig. 4.6b.
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Figure 4.5: Pressure cycles and measured resistivity response at room-temperature. In (a, c, e)
the applied pressure is presented. (b, d, f) The dependence of resistivity on applied
pressure in percent (in sample EUG27 He4, EUG27 He2, and ICP13 He2 – ab-plane,
c-axis and c-axis, respectively), is presented as a function of the corresponding
pressure in MPa. The colour codes are the same in plots of the same row. Grey
lines and red diamonds are guides to the eye, marking the spots of highest and lowest
pressure in a cycle. In (a) and (b), only every 20th point is shown.
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Figure 4.6: The change of resistivity (along c-axis) in percent, plotted against the corresponding
pressure in MPa. In (a), the error bars include all contributions to the uncertainty,
according to the estimated error in measuring the sample geometry. Within the limit
of the uncertainty, the data from two samples with different doping levels (x = 0.11
and x = 0.13) do not overlap. In (b), the error bars include only the standard
deviation of the average of 50 measurements for clarity. Straight lines are guides to
the eye, placed manually. Corresponding values are listed in table 4.2.
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Figure 4.7: Direct comparisons of observed ab-plane and c-axis resistivity behaviour. In (a),
the absolute values of resistivity (average of all measured points from the respective
samples) are shown on a logarithmic scale, demonstrating the difference of about 4
orders of magnitude. As a consequence, presented in (b), the noise level for relative
changes in the resistivity (at ambient pressure) is much greater in the ab-plane
resistivity. The grey lines separate intervals at ambient pressure – one cycle of
applying and releasing pressure is thus represented by one grey line.
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4.1.4 Systematic Errors in the Room-Temperature Pressure dependent
Resistivity

AC Resistivity Precision In fig. 4.7b, intervals of 50 measurements (not averaged) of the
resistivity at ambient pressure are shown, separated with grey lines. The data from the first
interval are taken before any pressure is applied. For relative changes in the resistivity at
ambient pressure, the noise level in the ab-plane resistivity measurement (EUG27 He4) is much
higher than in the c-axis resistivity measurement. This is due to the ab-plane resistivity being
much smaller than the c-axis resistivity (shown in fig. 4.7a) as well as the limited precision of
the resistivity measurement in the ac configuration with the Lock-In amplifier.

For comparison, the average resistivity in the normal state of sample ICP13 b2 (measured in
the DC resistivity configuration) is shown in fig. 4.7a too. The ab-plane resistivity of sample
ICP13 b2 is one order of magnitude lower than the ab-plane resistivity of sample EUG27 He4.
Therefore, the measurement of the ab-plane resistivity of the sample EUG27 He4 represents the
noise level of the AC resistivity measurement configuration.

A response of the ab-plane resistivity to uniaxial pressure (if it exists) must be smaller than the
noise level which is present in the measurement – we can therefore neither confirm nor disprove
the existence of such a response. In future experiments, more sensitive methods should be used.
This could be achieved either by decreasing the noise level in the ac resistivity measurement
configuration with the LockIn-amplifier, or by switching to the dc resistivity measurement setup
used for temperature dependent measurements, where a sufficient measurement precision was
clearly demonstrated. Due to time constraints (including the availability of the gas-driven
pressure cell) it was not possible to implement the proposed measures within the scope of this
work.

Absolute Value of the Pressure in the Gas Driven Pressure Cell In contrast to diamond
anvil pressure cells (DACs), where spectral lines of ruby are used to measure the pressure directly
(126 , 144 ), a technique for a concurrent, direct measurement of applied uniaxial pressure was
not yet available in the setup used in this work. We want to stress that this thesis is embedded
in a wider scope of ongoing research – future designs will rectify shortcomings of the designs
presented here.

In the scope of this work, the pressure was estimated based on an estimation of the applied
force and a samples’ cross-section. The uncertainty in measuring the geometry of samples has a
strong impact on the uncertainty of the estimated pressure. This uncertainty contribution will
likely stay part of measurements with uniaxial pressure cells in the foreseeable future, regardless
of the design of the specific cell. However, this contribution to the uncertainty is constant in
pressure ranges where the cross-section of a sample does not change significantly.

In the case of the spring-driven cell, measuring the deformation of the titanium spring intro-
duces an additional source of uncertainty. In the presented configuration, the error arising from
these uncertainties is estimated between 5 MPa and 40 MPa, depending on the applied pressure
(shown in fig. 4.6).

Additionally, moving parts of the pressure cell (regardless of its type) might take part of
the load which is intended for the sample. This effect is not unique to uniaxial pressure cells:
In DACs, a plot of achieved pressure against applied external load always shows significant
hysteresis (see fig. 4.8). According to the review in ref. (144 ), this is due to changing stress
patterns in the used gasket:

When the force is reduced, the initial pressure drop is relatively slow. This is because
the stress pattern in the gasket must be modified until all of the gasket moves radially
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Figure 4.8: A load-pressure diagram typical for DACs when using metal gaskets. The pressure
is increased (A), decreased (B), increased again to a lower pressure (C) and reduced
to zero (D). Extracted from (144 ).

outwards. When this new stress pattern is established, the rate of decrease of pressure
with force increases. (144 )

Characteristics of the hysteresis are as follows: i) The hysteresis is not symmetric in respect to
the applied force: The hysteresis loop is biased towards positive values of applied force. ii) The
slopes of pressure upon loading and unloading the cell differ: In the process of unloading, there
is a clear linear behaviour (which is visible in B and D of fig. 4.8) once the reaction of stress
patterns in the gasket is completed. However, the loading process appears to be non-linear, and
the slope of the dependence of pressure on force differs from the slope when unloading, except
for the highest forces applied (∼ 10 kN, relating to ∼ 20 GPa in this case).

The effect of such modifications is expected to be negligible in the spring-driven cell, as the
achieved pressure is relatively small. In the gas-driven cell however, we expect this effect to
become apparent: Between the bellows (where the applied force is introduced) and the sample
are clamped connections, and the sample cartridge. We expect these parts (especially the
cartridge) to exhibit a similar hysteresis of change in stress patterns, in the range of the applied
external loads.

This includes an offset: A certain amount of force needs to be applied to the system before
pressure starts to act on the sample. Additionally, the effect which generates the hysteresis
contributes to the slope of any measured data (dependent on pressure). The magnitude of
these contributions can only be assessed by calibration measurements. Any rate of change
dependent on the applied pressure which is derived from uniaxial pressure measurements without
a calibration will contain this systematic error.

Therefore, a calibration measurement should be performed, with exactly the same environ-
ment as for measurements of samples. Ideally, a design change of the pressure cells which allows
in-situ pressure measurements should be considered. Due to constraints in time and resources,
it was not possible to take such measures within the scope of this work.
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4.2 Discussion

Measurements under uniaxial pressure are a relatively novel approach to tuning the physical
properties of solids. It has been used in the study of magnetic ordering (145 –147 ) and ther-
mal expansion and specific heat (148 ). However, the resistivity under uniaxial pressure has
not been studied extensively in the cuprates (149 –151 ). Because of a lack of literature, the
results presented in this thesis can be confirmed only partially for now. More measurements are
currently being conducted. The results will be discussed in terms of expectations based on the
phenomenological model described in section 2.3.

Comparison with Literature Resistivity data of NCCO under uniaxial pressure was hith-
erto unavailable. However, data of the electrical resistivity of NCCO at ambient pressure can
be found (23 , 135 , 152 ). The ab-plane resistivity of NCCO at 300 K can be estimated at
3 × 10−4 Ω cm and 2 × 10−4 Ω cm for doping levels x = 0.11 and x = 0.13. The corresponding
c-axis resistivity is 11 Ω cm and 6 Ω cm, respectively (152 ).

The ab-plane resistivity of the measured samples shown in fig. 4.7a amounts to
5.00 ± 2.96 × 10−4 Ω cm, and 3.0 ± 0.1 × 10−5 Ω cm (EUG27 He4 and ICP13 s2 at x = 0.11 and
x = 0.13). The c-axis resistivity amounts to 10.5 ± 2.6 Ω cm and 21.5 ± 4.4 Ω cm (EUG27 He2
and ICP13 He2 at x = 0.11 and x = 0.13). While the c-axis resistivity of our sample at x = 0.11
is similar to the literature value, the sample at x = 0.13 exhibits a higher resistivity than what
was observed in ref. (152 ). Moreover, the c-axis resistivity at the doping level x = 0.13 is higher
than at x = 0.11, in contrast to the reported behaviour. This could possibly be due to crystal
degradation affecting the inclusion layers in the sample ICP13 He2 prior to the experiments
presented here.

4.2.1 Influence of Uniaxial Pressure on Superconductivity

Temperature dependent resistivity measurements under uniaxial pressure were performed on a
superconducting NCCO sample with a doping of x = 0.13 (Tc = 25.3 K). The measurements re-
vealed a monotonic decrease in the critical temperature with the rate ∆Tc/∆p = −2.5 K GPa−1

in the case of the ab-plane resistivity and ∆Tc/∆p = −1.5 K GPa−1 for the c-axis resistivity.
In addition to the shift of Tc towards lower values, the transition becomes broader by about
0.5 K GPa−1. Although the exact mechanism of the observed effect requires further study, this
behaviour is consistent with the model described in section 2.3. In the discussed model, localised
carriers mediate the attractive force between itinerant holes, binding them into Cooper pairs.
The distribution of the localized hole is expected to play an important role for the microscopic
mechanism of pairing. In the scope of the proposed model, we expect a higher symmetry to
lead to higher transition temperatures, and consequently, the breaking of the lattice symmetry
should lead to a decrease in Tc. We assume that the way the localized hole accommodates
within the CuO2 unit is the key part of understanding how it exactly mediates the pairing.

The results of the variation in transition temperature with uniaxial pressure presented here
therefore support the proposed theoretical model. However, in order to ascertain the intrin-
sic properties of the cuprates in regard to the response of Tc under uniaxial pressure, more
measurements, including on samples of different compounds (both with and without tetragonal
symmetry) should be conducted.
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4.2.2 Impact of Uniaxial Pressure on Electrical Resistivity at Room
Temperature

Due to technical challenges, the uniaxial pressure dependent study of the ab-plane and c-axis
resistivity was performed at room-temperature in Nd2−xCexCuO4 (x = 0.11 and x = 0.13, as
listed in tables 3.1 and 3.2). Although no clear pressure dependence was observed in the ab-
plane resistivity, the absolute value of the c-axis resistivity decreased upon applying uniaxial
pressure.

Hysteresis The hysteresis of the resistivity response to applied uniaxial pressure bears a strik-
ing similarity with the one shown in fig. 4.8, which is observed in diamond anvil pressure cells.
The hysteresis in DACs stems from stress patterns which form in the gasket, before there can
be a linear dependence between applied load and pressure.

We therefore attribute the observed hysteresis to a similar effect of changing stress patterns,
in this case in the clamp system and the sample cartridge. The different slopes of the observed
decrease in resistivity (in different samples) could be possibly attributed to distinct reactions
to applied pressure in samples of different doping levels. It is important to separate such a
contribution from contributions due to a change in the measurement configuration: The sample
ICP He2 was measured with a new, improved cartridge.

Figure 4.9 demonstrates that two separate scaling factors are necessary to match either i) the
offset in the hysteresis or ii) the slope ∆ρ/∆p [% GPa−1]. The same is true for resistivity data
plotted as ∆ρ/∆p [Ω cm GPa−1]. This indicates that the difference in behaviour between the
two samples is not entirely due to the different measuring configurations: One single factor
matching both offsets and slopes would have pointed to an equal response of the resistivity to
uniaxial pressure. Therefore it can be concluded that ∆ρ/∆p differs between different doping
levels – however, ∆ρ/∆p is negative in both investigated cases (x = 0.11 and x = 0.13).

A systematic error contribution from the transmission of pressure from its origin to the
sample (in our case clamp system and cartridge, which are between bellows and sample) will
only reduce the measured ∆ρ/∆p compared to the true ∆ρ/∆p. If the hysteresis is attributed
to this systematic error, 3.07 and 4.5 % GPa−1 (absolute values) can be seen as lower bounds to
the physical values of ∆ρ/∆p in samples with doping levels x = 0.11 and x = 0.13, respectively.

In order to ascertain actual pressures on the samples in future experiments, we advise a careful
calibration of the cell and each individual sample cartridge. Furthermore, changes in the design
of the sample cartridge, which allow in-situ pressure measurements, will be developed.

Possibility of Plastic Deformation Ref. (114 ) observed plastic behaviour of LSCO samples
under uniaxial pressure above 40 MPa. We could not discern any signature related to plastic
deformations in the resistivity measurements of our NCCO samples. However, without data on
the relation between stress (pressure) and strain (deformation) no decisive conclusion can be
drawn. Corresponding measurements are planned, but were not within the scope of this thesis.

Nevertheless, there are strong indications against plastic deformation: One, is the negative
sign of ∆ρ/∆p, because plastic deformations and the corresponding structural change in samples
are generally expected to yield an increased resistivity, in contrast to the observed behaviour.
Another indication is the reversibility of the resistivity: Pressure can be cycled multiple times
without systematic lasting impact on the electrical conductivity.
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Figure 4.9: Rescaled data for qualitative investigations. In (a) and (b), the pressure data of
the sample ICP He2 is scaled with factors 0.47 and 0.7, respectively. The factors
were chosen so that in (a) the offsets of the hysteresis are matched, and that in
(b) the rates of change of resistivity with applied pressure (∆ρ/∆p [% GPa−1]) are
matched. The arrows indicate the first significant change of the resistivity upon
applying pressure.
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4 Results

Possible Causes of Resistivity Response to Uniaxial Pressure Various possible explanations
for the decreased c-axis resistivity as a response to uniaxial pressure exist. Any such explanation
should start with a discussion about the mechanism of electrical conductivity along the c-axis
in cuprates. Presumably, charge carriers from the metallic CuO2 layers tunnel through the
insulating charge reservoir layers.

If we consider this tunnelling contribution to the c-axis resistivity as dominant, we can approx-
imate the problem with the classic quantum mechanical tunnelling through an energy barrier.
The transmission probability for a particle with the energy E to tunnel through an energy
barrier of potential V (x) is (153 ):

PT (E) = e
−2

∫ x2
x1

dx
√

2m
h̄2 [V (x)−E]

Here, h̄ is the reduced Planck’s constant, x denotes the distance in the direction of the particles
motion and m is the mass of the moving particle.

From this we can deduce that the number of particles tunnelling through an energy barrier
can be increased by variation of specific parameters:

a) Increasing the number of particles available for the tunnelling process. This is in fact inde-
pendent of the specifics of the tunnelling process.

b) Increasing the energy of the tunnelling particle: E.

c) Reducing the energy level of the barrier: V (x).

d) Shortening the barrier (i.e. reducing the distance which a particle has to tunnel through):
x1 − x2.

In our case (i.e. tunnelling of charge carriers through the insulating charge reservoir layers)
these parameter variations can be mapped onto:

a) Increasing the density of states close to the Fermi level. This will increase the number of
particles which are most likely to participate in the tunnelling process – the ones with the
highest energy, EF .

b) Increasing the Fermi level. This will add occupied states at increased energies, above the
original highest energy. Therefore, the energy of the particle with the highest probability to
tunnel through the barrier is increased.

c) Reducing the energy gap between the Fermi level and the electronic band of the charge
reservoir layers which is closest to the Fermi level (i.e. increasing the conductivity of the
charge reservoir layers). This directly relates to the maximum of V (x).

d) Reducing the distance between electronic orbitals1 from adjoining CuO2 layers (i.e. increas-
ing the overlap between those orbitals). This directly relates to x1 − x2.

From the presented promising results, no definitive conclusion can be drawn as to which of
these contributions might be relevant or dominant for the response of the c-axis resistivity to
uniaxial pressure. All but the last (d) of the mentioned parameter variations would imply a
direct dependence of the electronic system on lattice distortions. This would include significant
changes to the band structure of the material. Regarding d): An enhanced orbital overlap
between CuO2 layers due to applied uniaxial pressure could be understood on the basis of lattice

1Considering electronic orbitals which contribute to the conductivity.
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4.2 Discussion

distortions alone, which locally reduce the distance between atoms (and thus the orbitals) of
different CuO2 layers.

Without additional information regarding the response of NCCO to uniaxial pressure, it is
difficult to differentiate between those contributions to the observed effect. Additional measure-
ments under uniaxial pressure, focussing on changes in the mentioned parameters, might bring
more insight into those questions.
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5 Summary and Outlook

The aim of this thesis was to provide reliable evidence for constraints on theories of high tem-
perature superconductivity, by establishing dependencies of physical properties of cuprates on
uniaxial pressure. As a primary step, our goal was to develop the uniaxial pressure setups
and test them by monitoring the electrical resistivity in cuprates. More specifically, we investi-
gated the dependence of electrical resistivity and Tc of the cuprate Nd2−xCexCuO4 on uniaxial
pressure.

To achieve this goal, two different designs of uniaxial pressure cells were developed (spring-
driven and gas-driven). The spring-driven cell was deployed in a measurement system with an
Oxford Spectromag cryostat for temperature (and magnetic field) dependent resistivity mea-
surements under uniaxial pressure. With this setup, an anti-correlation between Tc and uniaxial
pressure was revealed in the cuprate NCCO: As the uniaxial pressure is increased a decrease in
Tc is observed. The developed gas-driven pressure cell allows in-situ changes of the pressure.
For now, it was used to measure the ab-plane and c-axis resistivity as a function of uniaxial
pressure at room-temperature. This measurement revealed a decrease in c-axis resistivity upon
applying uniaxial pressure within the ab-plane.

These results allowed the model described in section 2.3 to be tested: The main conclusion
is that the suggested model is supported by the results. The superconducting state is observed
to be impaired by uniaxial pressure within the ab-plane. Furthermore, the electrical resistivity
in the normal state is influenced by global lattice distortions introduced by uniaxial pressure.
These effects emerge without apparent lasting changes to the crystal structure (i.e. damage to
samples, plastic deformation).

The gas-driven uniaxial pressure cell is planned to be used in conjunction with other mea-
surement techniques too: First and foremost are temperature dependent measurements (like
resistivity), which will require a miniaturisation of the pressure cell, to fit into regular cryostats.
Additionally planned improvements to the pressure cell include: 1. A detailed calibration of the
pressure in respect to the applied gas pressure, and 2. an in-situ measurement of the pressure.

A possible next measurement technique which could be approached straightforwardly is the
magnetoresistance. Hall coefficient measurements will be distinctly more difficult, as the re-
quired contact configuration involves contacts on all four sides (in a plane) of a sample which is
not possible in the current design of the gas-driven cell.1 However, various X-ray measurements
are being carried out already. For example, the gas-driven cell was used for RIXS measurements
at BESSY (154 , 155 )). The design of the gas-driven pressure cell opens numerous possibilities
to perform surface sensitive measurements (for example ARPES or STM), which are impossi-
ble in certain other designs of pressure cells (for example when using piezo stacks due to the
required application of high voltages to drive the piezos (156 )).

1Additionally, the sample sizes required for existing designs which allow contacts on all four sides of a plane-
shaped sample are not in reach of current synthesis processes for the materials of interest (HgBa2CuO4+δ).
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6 Appendix

A Data Analysis

In this section, the data analysis cycle as shown in section 4.1.1 (fig. 4.1) is demonstrated on
the complete dataset.
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Figure A.1: Resistivity of the sample ICP13 s2 (x = 0.13), measured within the ab-plane (a)
and along the c-axis (b) of the sample. p0 relates to ambient pressure, p1 and p2
are at 76 ± 25 MPa and 90 ± 35 MPa respectively. “heating” and “cooling” specify
data which was measured during heating and cooling cycles, respectively. We did
encounter difficulties with the measurement along the c-axis at p2, which strongly
deviates from the other data. However, our main concern is the superconducting
transition (which is not strongly affected), therefore we can safely neglect this issue.
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Figure A.2: The superconducting transition in greater detail. We estimate the transition mid-
point around 25.3 K (see main text and subsequent figures). In the low-temperature
side there is a tail which extends to about 21 K, which can be attributed to inhomo-
geneity in the doping of the sample. Lines are direct connections between measured
points.
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Figure A.3: The part of the raw data which is closely investigated, unchanged (see main text).
The hysteresis due to small temperature gradients between sample and temperature
sensor amounts to ∼0.06 K, ∼0.04 K and ∼0.038 K in p0, p1 and p2 respectively.
Lines are direct connections between measured points.
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Figure A.4: Electrical resistivity around the transition temperature, divided by its value at 26 K.
Lines are direct connections between measured points.
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Figure A.5: Spline interpolation (red lines) of the electrical resistivity around the supercon-
ducting transition Tc. Data collected during heating and cooling is interpolated
individually.
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Figure A.6: Averaged values of the electrical resistivity from heating and cooling cycles (red
line), together with the corresponding measured data.
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6 Appendix

B CAD drawings

B.1 New Sample Cartridge for the Gas Cell

B.2 Indium Press
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C python and Graphical User Interface (GUI)

In the past, scientists have looked at instruments and noted values, staying in laboratories
for extended amounts of time to log the progress of an experiment. Scientists still stay in
laboratories for extended amounts of time, however this time can be spent more efficiently,
as computers take the job of recording and controlling experiments. This frees up time for
physicists to think about actual physics.

“A computer does it!” is now a bit simplistic, as “a computer always does exactly what a
human tells it to do – even if this human might not be aware of what they actually told the
computer to do.”1 The important parts about experimental physics are still in the hands of
physicists – decisions about what (and how) to measure in order to answer scientific questions.
It is therefore very important to know how exactly to instruct computers for certain tasks.

C.1 Demands of a Program and Programming Language

In the various laboratories around the world, scientists use a set of approaches to tell computers
what to do. This is expressed by their choice of commercial programs, or, if no program is
available for the specific task at hand, by their choice of programming language. Before the
question is raised, which programming language should be used, the requirements for the pro-
gram need to be declared. When deciding upon a programming language, in a laboratory where
not only research but also education takes place, the interest of students to learn something
useful for many purposes should be taken into account too. Thus, the principal requirements
for the program and choice of programming language were decided upon as follows:

• The program should work seamlessly, and with a speed suited for controlling and measur-
ing with the Oxford cryostat.

• It should be possibly to integrate all measuring instruments, old and new.

• The GUI should be as self-explanatory as possible, while it should behave as a normal
user would expect it to, in 2019.

• The programming language should be versatile, enabling a programmer to adapt the
program easily to most any use-case.

• Coding new parts of the program should not take too much time nor effort, to understand
the existing code.

• It should be fairly easy to learn how to write code in the respective language, so students
and scientists are not discouraged from doing so.

• Learning the programming language in use should benefit students once they leave the
university.

• Data visualisation and some data analysis should be possible within the program.

• Additional instruments should be easy to integrate into the existing framework.

1A sentence most all students of programming courses will eventually hear.
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There are several additional requirements to the capabilities of a programming language,
specific to the experimental setup:

• Communication with devices should be possible over serial connections (RS-232), IEEE-
488 connections (GPIB) and possibly Ethernet (Lan).

• Writing to different file formats for storing measurement data as well as logging general
usage information – ideally with pre-defined program packages, without the need to access
API’s of file formats directly.

• The program should, in a final version, be capable of running complex measuring sequences
independently. Thus, it must be possible to define a complex set of instructions, which
can be read and executed in a most fail-safe manner.

• It would be best if this sequence of instructions could be platform independently shared
and used – using an already existing file format which is used by the scientists from the
laboratory itself would be the best option. This (not yet defined) file format needs to be
read and written, in a similar manner as it is currently used.

It must be stressed that an object oriented programming language2 seems to be most suitable,
which should be ideally easy to learn, and heavily used both inside research and in the private
sector. The programming language would ideally already have implementations of many of the
required features easily available and ready to be used.

2Object oriented programming (in contrast to procedural programming) is a technique where abstract repre-
sentations of arbitrary objects (abstract or with basis of objects in the world around us) can be built and
manipulated. These are defined in “classes”, which represent classes of objects. Objects may have attributes
(a dog might have a colour and a weight for example), and methods (a dog may bark, from time to time).
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C.2 Comparison of different Programming Languages for Scientific Uses

There are a few programming languages to take into consideration (to name a few important
ones):

• python

• LabView

• C/C++

• Java

Java is used very seldom in research applications, and in most cases because of its capability
to produce “beautiful” user interfaces platform independently. It is an object oriented program-
ming language, thus it has much of the versatility which is needed. However, Java is a rather
“verbose” programming language, and not very friendly to new programmers, with a rather
steep learning curve. All the more, Java is not known to many researchers. If a researcher is
already proficient in Java, and it is unlikely that their code will be used by other researchers,
it might be sensible to use Java. As this was not the case, Java was not considered fit to be
used in this scope.

C++ is usually used where speed is of utmost importance. Its advantage in speed mainly
comes from its low-level approach: The code which is visible to a programmer is all there
is. Nothing is running in the background by itself, everything that needs to happen must
be programmed, including for example memory allocation for each individual variable. Thus,
C++ allows researchers to control measurements where control decisions need to happen at the
nanosecond scale. However, this time-scale is of no interest regarding the cryostat system being
built. Furthermore, all data visualisation, calculations in data analysis, communication with
devices, writing to arbitrary file formats, would be required to be programmed. There are a
number of pre-existing libraries for many of those tasks, however it is not apparently easy to
integrate them in a platform independent manner. Additionally, only a small amount of code,
which handles the relevant devices exists already. C++ would be very educational for students,
in regard to learning how to program, however it too has a steep learning curve, and researchers
would not be encouraged to add to the program and maintain it – they would rather start from
scratch with a different system. Thus, C++ was not considered a good choice in this scope.

LabView is widely used in laboratories around the world. It is a “graphical programming
language”, as writing a program in LabView does not involve much code, but placing objects on
a canvas, and connecting them with lines (abstract version of electrical circuit boards). There
are many pre-defined GUI elements which come with some functionality already attached –
those GUI elements can easily be placed and manipulated in a graphical editor. As LabView is
provided by National Instruments, it comes with all necessary program libraries to control a big
variety of instruments. Learning how to write a very simple program, which can perform simple
tasks with instruments is quick, and any new researcher should not have problems following
the logic of a LabView program. However, LabView is restricted to its designed elements, and
by its very nature a procedural, and not object oriented language. The versatility of LabView
is therefore very limited. For example, it is nigh impossible to program a sequence editor
and sequence “runner”, which allow for sequences of minor complexity, like nesting sweeps in
temperature and field. Even more, what LabView gains in usability for small programs, it
lacks once a much more complex issue has to be addressed in a complex way. To illustrate
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Figure C.7: Example of the blockdiagram (development environment) of part of a LabView VI.
The small part in the middle of the screen shows the preparation of nanovoltmeters
for heat conduction measurements. The blue line delivers the integer “1” to two
control structures, which merge this integer into a string (pink boxes). From those
control structures, the strings are handed to another control structure, which han-
dles the device communication, and additionally requires the GPIB address (pink
boxes with numbers). Borders of control structure boxes are visible on the sides –
the corresponding control structures are too big to be displayed all at once. The
complete program extends over much more screen-space than can be easily shown.

the usability problems with LabView, it is important to have an idea of how the programming
environment is set up (fig. C.7):

In LabView, every piece of a program (“VI” - virtual instrument) has two layers: a front end,
which a user will see, and a back end, where all front end actions are defined. The front end can
be customised in a graphical editor, where GUI elements can be placed by drag&drop. The back
end can only be visualised as an empty canvas, where objects can be placed. These objects may
represent physical instruments, parts of GUI elements (which induce certain actions), functional
parameters, or other VI’s. The canvas may be dragged in any direction for almost any distance
(if elements are placed there), however, no zoom option exists. Objects on the canvas need to be
connected by lines – to be precise, every object may incorporate a high number of “connectors”
where leads can be attached, to transport data to other objects. It is impossible to zoom to such
an object, so that it can become hard to attach a line to the correct connector at the respective
object.

Additionally, as LabView is a strictly procedural language, the GUI might not behave as
expected by a “normal user” in 2019. Extra windows, which might be shown, may not be closed
in a “normal fashion” with GUI elements provided by the operating system, as this might lead
to freezing of the whole program (if it is not circumvented with effort). In the end, LabView
might not aid students in their ongoing career at all (related to programming), as LabView is
not used in most any field they are likely to enter. Any other “non-graphical”, object oriented
programming language might be much more beneficial for them.

For these reasons, LabView was disregarded.
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python is a very widely used programming language, with an ever increasing user base in a
variety of fields. As it can be used in a procedural and object oriented way – its syntax is
(in nearly all ways) very similar to C/C++ (including very similar class structures). However,
compared to C/C++ it is very easy to learn, the syntax does not contain many unintuitive
complications which are necessary in C/C++. In general, programming with python is as intuitive
as seems possible, for a code-based programming language (compared to graphical programming
in LabView). python provides a very simple framework to import and use code, which was
collected from a third party. There are a few package managers, where code solutions for a
vast number of problems can be found. In the end, many of the high-performance packages are
actually built on C++, so one can leverage the speed advantage, without entering details, for
example how a cpu is designed. This rich environment of packages is a very strong argument for
python, as there are already functions for many instruments which are to be controlled in the
system at hand. Solutions for communication with instruments, accessing most any file format,
visualisation of data, as well as performing various ways of analysing data in a very streamlined
process exist. With PyQt 5 a wrapper for the Qt framework exists, which is the basis for many
desktop applications. Qt is defined in C++ (it is fast), which would enable a student to quickly
adapt to programming GUI applications in C++ in the future. Furthermore, there is a graphical
editor, which can be used to place GUI elements by drag&drop in different windows, while
predefining many values, which makes the production of the GUI itself as easy as in LabView.
Incorporating the possibility for object oriented language, it is possible to define arbitrary
objects, with individual attributes, which is very convenient if an abstract representation of
physical instruments is required. Also, sequences for measurements can be defined in arbitrarily
complex ways (regarding measurements), while the logic of traversing them can be programmed
in a rather simple and concise way. It is possible to use pre-existing solutions for sequence
editing and storing, as such sequences can be parsed without the need for a custom solution of
writing sequences. The capabilities of such a sequence file format then only depend on a system
already in use, or the imagination of the programmer. Additionally, python can leverage much
of the capabilities of computer systems, including seamless multithreading and multiprocessing
(also possible in Java/C++, not so easy in LabView).

There are some drawbacks to using python in a research lab: Though a great number of
researchers are using python already, a large body of researchers who have never learned a
code-based programming language, who are familiar with LabView. Any new programming
language needs to be learned before it can be used, no matter its advantages over an older
one. Apart from that, python is code, and anyone who wants to understand the logic behind
it, needs to take a little bit of time to learn. LabView might be quicker in this regard (as the
graphical visualisation of the programming logic seems to be grasped more easily), however the
drawbacks of LabView play out in the long run.

Due to the above stated reasons, python was chosen as the programming language to develop
the Cryostat-GUI control software.
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C.3 Cryostat-GUI

GUI Programming: Threads The GUI of a program should (in the best case) never become
unresponsive. Thus, the part of the program which controls the GUI should always be dis-
connected from the rest of the program, logically as well as in its execution. If a program did
everything on one core, with no concurrency at all, the GUI would become unresponsive, as
soon as the program has to do anything. In order to avoid this, GUI and backend need to be
separated, into at least two threads.

This principle was strictly followed: One thread controls the GUI, and all attached functions.
This main GUI thread (“mainthread”) then starts other threads if they are needed (for example
for the communication with devices).

PyQt 5 – Qt Framework PyQt is a python wrapper for the Qt framework. It allows for GUI
windows in the typical style of many graphical computer programs. Qt is written in C++, and
the wrapper enables a programmer to use its advantages directly in python. Thus, a very
well-ordered, readable code in python can be seamlessly combined with the speed of C++.
PyQt provides a framework for threads, which is recommended to be used, instead of the

“normal” python module threading. This framework implements signals, which can be broad-
casted from any class, to which an arbitrary number of other classes can connect an arbitrary
number of functions. These signals may contain and thus transmit data, however they do not
need to. In the threading module, a thread can be created with a certain target function,
which is called once the thread is started. This is not possible in the PyQt framework: Here, a
thread must contain a class. This class can then emit and connect to signals. Thus, data and
timings can be exchanged between threads in a fast and thread-safe way.

The whole GUI works through these signals: Pressing a button lets the corresponding code-
object emit a signal, to which functions can be connected, so they are invoked on pressing that
button.

Inheritance in Object Oriented Programming Object oriented programming has a few
strengths. Inheritance is a very important one:

When defining various classes, a programmer might realise that they have many attributes
and methods in common. These common characteristics should then be transferred to a more
abstract class, which holds the information which would otherwise be defined at least two times.
Both the original classes would inherit from this new “parent” class, with which all its attributes
and methods are incorporated into the classes in use.

In the Cryostat-GUI for example, classes which represent measuring devices, usually inherit
from classes which incorporate the definitions for communications with the corresponding de-
vices.

Distributed Architecture The object oriented approach has a serious impact on the imple-
mentation: Every measuring device is represented by a class. These classes define how the
program can communicate with the devices, supplying the corresponding functions. In all
cases, the classes for individual instruments inherit generic functions of “how to communicate
with a certain class of instrument” (via GPIB, serial or Ethernet connection), from the corre-
sponding communication specific class. Those functions (for example query()) are then applied
in defining in the device class, what exactly will be sent to a specific device, over the arbitrary
communication channel, in order to evoke the expected response.

In these two levels of one parent and one child class, the communication with devices is
exposed. Those classes can then be used in an arbitrary context to communicate with a device,
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which can be in the case of the Cryostat-GUI, but also with any other small script, in any other
laboratory.

In the Cryostat-GUI, one more level of abstraction in the device communication is present:
In order to continuously supply the GUI with measurement data (for example temperature
readings), some acting element of the program (“Updater” classes) needs to query data from
the instruments, and send it to the mainthread, which can integrate it into the GUI. Any
command (like changing the set temperature) which the mainthread receives is sent to this
“Updater” class, which can fit it between queries. The “Updater” class lives in a thread which
is separate from the mainthread, and inherits from classes like the AbstractLoopThread, which
implement behaviour of running one function endlessly repeated. This AbstractLoopThread

class allows for continuous queries to the instruments, while also allowing to pause the querying,
for example when a time-critical measurement should not be interrupted by a regular query.

Software Class Threads Additionally, there are several classes, which fulfil various different
tasks:

• Logging all current data to a database. (main Logger in logger.py)

• Logging current data to a list which can be plotted for a live feed of measured data.
(live Logger in logger.py)

– Here also calculations like the mean or the slope of the data in the list are performed.

• Logging measurement data in a specific file format, which is sent from a measuring class.
(measurement Logger in logger.py)

• Performing specific measurements, defined in other functions, sending the individual data
to the measurement logger. (Oneshot Thread multichannel in Sequence.py)

• A plotting window, where the whole matplotlib functionality is implemented, and only
the data, and labels need to be supplied. (Window plotting in util.py)

Room for Improvements

A program which is developed concurrently with actual usage will almost never be perfect.
There is always room for improvement, especially related to intuitiveness of the user interface.
Currently pending issues can be found at the GitHub repository – since a laboratory is a fast
moving environment, not all issues might be up to date however.

Improvements planned for the future include:

• A sequence running scheme, where a sequence can be defined in advanced, and the device
applies all instructions.

• A general “preferences” window, which collects all preferences which are not being changed
in everyday circumstances.

• Export of measurement (and logging) data in different file formats.

• A more versatile plotting capability for the universal logging feature.

• Advanced automation procedures for older control devices (such as the Oxford Instru-
ments) (e.g. automatic selection of PID values for the Oxford temperature controller).
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Apart from openly visible changes and additions to the GUI, there are several issued concerned
with the program’s backend:

• A possibility of intra-application SQL-injections.

• Date and time formats should be updated and ported to a concise framework (python
datetime)

• The calculations corresponding to the live-plotting feature should be outsourced to differ-
ent cpu cores with multiprocessing

Additionally, the quick pace with which this laboratory develops entails the need to adapt
the program to new devices, and measurement procedures. More adjustments which currently
can not be foreseen are therefore only to be expected.

C.4 Cryostat-GUI: Selected Windows

In the following section, selected windows of the Cryostat-GUI program are shown. These
include:

• the main window, closing of which turns off the application – fig. C.8

• temperature control system – fig. C.9

• Keithley current sources and nanovoltmeters – fig. C.10

• measurement control system – fig. C.11

• limited preferences window for control over software systems – fig. C.12

• Cryogenic liquid control system – fig. C.13

• the plotting feature – fig. C.14
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Figure C.8: The main Cryostat-GUI window. The different additional control windows can be
opened from the menu bar at the top. At the bottom is an information dock,
which currently is capable of showing the cryogenic liquid status. There are place
holders for more information to be seen on the first glance. All additionally opened
windows are disconnected from this main window, and act independently – as long
as the shown main window is not closed, which results in turning off the application
completely. The grey area in the middle is planned to serve as canvas for future
subwindows: Sequence editing/running and display of measurement data.

79



6 Appendix

Figure C.9: The temperature control and observe windows, used to address the Oxford ITC
503 (top) and the LakeShore 350 (bottom). In the case of the Oxford device, it
is feasible to directly control the heater and needle valve, thus the corresponding
control elements were introduced. Sensor 2 and 3 of the Oxford device do not have
physical representations in the cryostat in use, nevertheless we left the corresponding
GUI elements in place for the sake of generality. It is planned to move the PID
values (both reading and setting) to a general preferences window, together with
the data query interval. As stepper motors are not necessarily always entirely exact
in their steps, over multiple changes of the needle valve opening percentage (which
is controlled via a stepper motor), arbitrary values might be reached. Therefore,
an option was introduced (go through zero), which changes the device behaviour
to close the needle valve every time the opening percentage is changed, to only
afterwards proceed to the respective new value. Like this, total reproducibility of
opening percentages was ensured, in case this was needed.
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Figure C.10: Control window of both current sources and nanovoltmeters from Keithley. This
window is meant for testing, and a possible speed increase of measurements: The
tick options of the nanovoltmeters all have an impact on the measuring rate – in
the current measuring setup (and the IV-linear technique in use) the “Display” and
“Front Autozero” can be safely disabled. These options are the only ones which
might influence the measuring behaviour of the system – all other parameters (what
current, whether a current source is on or off, which current source is paired with
which voltmeter to measure resistances) are defined in the measuring procedure.
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Figure C.11: The control window for measurements. It was called “Oneshot”, in order to sep-
arate it from future “sequence”-like measurements, and because initially only al-
lowed individual measurements were possible. The maximum excitation current
can be specified in milli Amperes for two separate measuring channels individually.
In the third line of inputs, the IV-curve can be set up. A sequence of factors can
be created, with which the maximum excitation current is multiplied to acquire a
sequence of excitation currents for an IV-curve. For any such sequence, both po-
larities are measured for resistivity measurements. The current changing waiting
time specifies how long the program waits before a voltage measurement is taken
after the current was changed (so the current is guaranteed to be stable). The
last control line introduces the time interval between commands of the program
to start a single measurement of resistivity. In case the specified time is shorter
than a single measurement lasts, the corresponding queries are queued, and the
program will continue to measure after the measuring series was stopped.
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Figure C.12: Control window for turning on/off different systems of the application – this in-
cludes communication with certain devices, as well as logging and measurement
systems.
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Figure C.13: Window to monitor the cyrogenic liquids of the cryostat, including an option to
choose between slow and fast modes of the helium level probe.

Figure C.14: Plotting feature of the Cryostat-GUI. Presets of data display configurations can
be saved and loaded, with up to five datasets in one single figure. It is possible
to show as many figures at a time as wanted, however it is not advisable to use
more than 4 at a time, because of readability issues arising from a limited screen
resolution and size.
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C.5 Code

In this section of the appendix, selected portions of the python code which can be found on
GitHub are shown. In order to facilitate readability, the indentation spacing was set to 2 spaces,
and several lines which were otherwise slightly above 80 characters long were rearranged, up-
holding correct syntax. As can be seen on GitHub in closer detail, the syntax format guidelines
PEP8 were generally followed.

Resistance Measuring

The following code segment is an exact representation of the code used for the resistivity mea-
surements. Indeed, the resistance is being measured here, the geometrical factor of the sample
was introduced later in the data analysis.

import time

from copy import deepcopy

import numpy as np

from numpy.polynomial.polynomial import polyfit

from itertools import combinations_with_replacement as comb

from util import loops_off

def measure_resistance_multichannel(threads ,

excitation_currents_A ,

threadnames_RES ,

threadnames_CURR ,

iv_characteristic ,

threadname_Temp=’control_LakeShore350 ’,

current_reversal_time=0.08,

** kwargs):

""" conduct one ’full’ measurement of resistance:

arguments: dict conf

threads = dict of threads running of the mainWindow class

threadname_Temp = name of the (LakeShore) Temperature thread

threadnames_RES = list of names

of the (Keithley) Voltage measure threads

threadnames_CURR = list of names

of the (Keithley) Current set threads

n_measurements = number of measurements (dual polarity)

to be averaged over

default = 1 (no reason to do much more)

excitation_currents_A = list of excitations currents

for the measurement

returns: dict data

T_mean_K : dict of means of temperature readings

before and after measurement [K]

T_std_K : dict of stds of temperature readings

before and after measurement [K]

resistances , voltages , currents:

dicts with corresponding values for all measurement channels

timeseconds: pythons time.time()

ReadableTime: Time in %Y-%m-%d %H:%M:%S

SearchableTime: Time in %Y%m%d%H%M%S

"""

# measured current reversal = 40ms.

# reversal measured with a DMM 7510 of a 6221 Source (both Keithley)

lengths = [len(threadnames_CURR),

len(threadnames_RES),
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len(excitation_currents_A)]

for c in comb(lengths , 2):

if c[0] != c[1]:

raise AssertionError(

’number of excitation currents , current sources ’

’ and voltmeters does not coincide!’)

data = dict()

resistances = {key: dict(coeff=0, residuals=0, nonohmic=0)

for key in threadnames_RES}

voltages = {key: [] for key in threadnames_RES}

currents = {key: [] for key in threadnames_CURR}

with loops_off(threads):

temp1 = threads[threadname_Temp][0].read_Temperatures ()

temps = {key: [val] for key , val in zip(temp1.keys(),

temp1.values ())}

for ct , (name_curr ,

exc_curr ,

name_volt) in enumerate(zip(threadnames_CURR ,

excitation_currents_A ,

threadnames_RES)):

threshold_residuals = 1e4

# threshold_coefficients = 1e4

threads[name_curr][0].enable ()

# for idx in range(n_measurements):

# as first time , apply positive current --> pos voltage

for current_base in iv_characteristic:

for currentfactor in [-1, 1]:

current = exc_curr * currentfactor * current_base

# print(current)

currents[name_curr].append(current)

threads[name_curr][0].gettoset_Current_A(current)

threads[name_curr][0].setCurrent_A ()

# wait for the current to be changed:

time.sleep(current_reversal_time)

voltage = threads[name_volt][0].read_Voltage ()

voltages[name_volt].append(voltage)

c, stats = polyfit(currents[name_curr], voltages[

name_volt], deg=1, full=True)

resistances[name_volt][’coeff ’] = c[1]

resistances[name_volt][’residuals ’] = stats[0][0]

c_wrong = polyfit(currents[name_curr], voltages[

name_volt], deg=4)

# print(stats[0], c_wrong)

if stats[0] > threshold_residuals:

resistances[name_volt][’nonohmic ’] = 1

threads[name_curr][0].disable ()

temp2 = threads[threadname_Temp][0].read_Temperatures ()

for key in temps:

temps[key].append(temp2[key])

data[’T_mean_K ’] = {key + ’_mean’: np.mean(temps[key]) for key in temps}

data[’T_std_K ’] = {
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key + ’_std’: np.std(temps[key], ddof=1) for key in temps}

data[’resistances ’] = {key.strip(’control_ ’): value

for key , value in zip(resistances.keys(),

resistances.values ())}

data[’voltages ’] = {key.strip(’control_ ’): value

for key , value in zip(voltages.keys(),

voltages.values ())}

data[’currents ’] = {key.strip(’control_ ’): value

for key , value in zip(currents.keys(),

currents.values ())}

data[’datafile ’] = kwargs[’datafile ’]

timedict = {’timeseconds ’: time.time(),

’ReadableTime ’: convert_time(time.time()),

’SearchableTime ’: convert_time_searchable(time.time())}

data.update(timedict)

return data
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Live Logging and Calculation Class

Here, the portion of the code which is responsible for the calculation of live data analysis is
shown. This feature of the program is intended to give the user a fast means of checking the
behaviour of the monitored system.

from util import AbstractLoopThread

import numpy as np

from numpy.polynomial.polynomial import polyfit as nppolyfit

from copy import deepcopy

import time

class live_Logger(AbstractLoopThread):

""" docstring for live_Logger """

def __init__(self , mainthread , ** kwargs):

super ().__init__ ()

self.mainthread = mainthread

self.interval = 1

self.length_list = 60

self.data = mainthread.data

self.dataLock = mainthread.dataLock

self.dataLock_live = mainthread.dataLock_live

self.calculations = {

’ar_mean ’: lambda time , value:

np.nanmean(value),

’stddev ’: lambda time , value:

np.nanstd(value),

’stderr ’: lambda time , value:

np.nanstd(value) / np.sqrt(len(value)),

’stddev_rel ’: lambda time , value:

np.nanstd(value) / np.nanmean(value),

’stderr_rel ’: lambda time , value:

np.nanstd(value) / (np.nanmean(value) *

np.sqrt(len(value))),

# ’test ’: lambda time , value: print(time),

’slope ’: lambda time , value:

nppolyfit(time , value , deg=1, full=True),

’slope_of_mean ’: lambda time , value:

nppolyfit(time , value , deg=1)[1] * 60

}

self.slopes = {

’slope ’: lambda value , mean:

value[0][1] * 60 , # minutes ,

’slope_rel ’: lambda value , mean:

value[0][1] / mean * 60 ,

’slope_residuals ’: lambda value , mean:

value[1][0][0] * 60 if \

len(value[1][0]) > 0 else np.nan}

self.noCalc = [’time’, ’Time’, ’logging ’,

’band’, ’Loop’, ’Range’, ’Setup’, ’calc’]

self.pre_init ()

self.initialisation ()

mainthread.sig_running_new_thread.connect(self.pre_init)

mainthread.sig_running_new_thread.connect(self.initialisation)

mainthread.sig_logging_newconf.connect(self.update_conf)

@pyqtSlot () # int

def work(self):
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"""

class method which (here) starts the run ,

as soon as the initialisation was done.

"""

try:

while not self.initialised:

time.sleep(0.02)

self.running ()

except AssertionError as assertion:

self.sig_assertion.emit(assertion.args[0])

finally:

QTimer.singleShot(self.interval * 1e3 , self.worker)

@pyqtSlot () # int

def worker(self):

"""

class method which is working all the time ,

while the thread is running , keeping the event loop busy

"""

try:

while not self.initialised:

time.sleep(0.02)

self.running ()

except AssertionError as assertion:

self.sig_assertion.emit(assertion.args[0])

finally:

QTimer.singleShot(self.interval * 1e3 , self.worker)

def running(self):

"""

go through all stored values for every instrument ,

and append them to the list which will be plotted

"""

try:

# print ("live logger trying to log")

with self.dataLock_live:

with self.dataLock:

# print(self.data_live)

for instr in self.data:

timedict = dict(

logging_timeseconds=time.time() - self.startingtime ,)

dic = deepcopy(self.data[instr])

dic.update(timedict)

# print(times[0])

for varkey in dic:

# print(instr , varkey)

self.data_live[instr][

varkey].append(dic[varkey])

if self.time_init:

times = [float(x) for x in self.data_live[

instr][’logging_timeseconds ’]]

else:

times = [0]

for instr in self.data_live:

for varkey in self.data_live[instr]:

for calc in self.calculations:

if all([x not in varkey for x in self.noCalc]):

if self.time_init:

self.calculations_perform(
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instr , varkey , calc , times)

if self.count > self.length_list:

self.counting = False

self.data_live[instr][varkey].pop(0)

except AssertionError as assertion:

self.sig_assertion.emit(assertion.args[0])

except KeyError as key:

self.sig_assertion.emit("live logger" + key.args[0])

self.time_init = True

if self.counting:

self.count += 1

def calculations_perform(self , instr , varkey , calc , times):

"""

perform one specified calculation on all corresponding datasets

return: None

"""

if calc == ’slope’:

fit = self.calculations[calc](times , self.data_live[instr][varkey])

for name , calc_slope in zip(self.slopes.keys(),

self.slopes.values ()):

self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=name)].append(calc_slope(

fit , self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=’ar_mean ’)][-1]))

elif calc == ’slope_of_mean ’:

times_spec = deepcopy(times)

while len(times_spec) > len(self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=’ar_mean ’)]):

times_spec.pop(0)

fit = self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=calc)].append(

self.calculations[calc](

times_spec , self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=’ar_mean ’)]))

else:

try:

self.data_live[instr][

’{key}_calc_{c}’.format(key=varkey , c=calc)].append(

self.calculations[calc](

times , self.data_live[instr][varkey]))

except TypeError:

# raise AssertionError(e_type.args[0])

# print(’TYPE CALC ’)

pass

except ValueError as e_val:

raise AssertionError(e_val.args[0])

def pre_init(self):

self.initialised = False

def initialisation(self):

"""

copy the current data -dict ,

update for logging times ,

insert empty lists in all values

"""
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self.startingtime = time.time()

timedict = dict(logging_timeseconds=0,)

self.time_init = False

self.count = 0

self.counting = True

with self.dataLock:

with self.dataLock_live:

self.mainthread.data_live = deepcopy(self.data)

self.data_live = self.mainthread.data_live

for instrument in self.data:

dic = self.data[instrument]

dic.update(timedict)

self.data_live[instrument].update(timedict)

for variablekey in dic:

self.data_live[instrument][variablekey] = []

if all([x not in variablekey for x in self.noCalc]):

for calc in self.calculations:

self.data_live[instrument][

’{key}_calc_{c}’.format(key=variablekey , c=calc)] = []

for calc in self.slopes:

self.data_live[instrument][

’{key}_calc_{c}’.format(key=variablekey , c=calc)] = []

self.initialised = True

def setLength(self , length):

""" set the number of measurements the calculation should be conducted

over """

if self.length_list > length:

with self.dataLock_live:

for instr in self.data_live:

for varkey in self.data_live[instr]:

self.data_live[instr][varkey] = self.data_live[

instr][varkey][(self.length_list - length):]

elif self.length_list < length:

with self.dataLock_live:

for instr in self.data_live:

for varkey in self.data_live[instr]:

self.data_live[instr][varkey] = [

np.nan] * (length - self.length_list) + \

self.data_live[instr][varkey]

self.length_list = length

def update_conf(self , conf):

"""

- update the configuration with one being sent.

"""

self.interval = conf[’general ’][’interval_live ’]
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Exception handling

In this code snippet, a custom decorator is shown. This decorator is used for exception handling
purposes: Any method of a QThread object in which such an exception might occur may
be decorated with it, ensuring an undisturbed program execution in case of failure, with the
possibility to display occurring errors to the user.

import functools

import inspect

from visa import VisaIOError

def ExceptionSignal(thread , func , e_type , err):

thread.sig_assertion.emit(’{}: {}: {}: {}’.format(

thread.__name__ ,

func.__name__ ,

e_type ,

err.args[0]))

def ExceptionHandling(func):

@functools.wraps(func)

def wrapper_ExceptionHandling(*args , ** kwargs):

if inspect.isclass(type(args[0])):

try:

return func(*args , ** kwargs)

except AssertionError as e_ass:

ExceptionSignal(args[0], func , ’Assertion ’, e_ass)

except TypeError as e_type:

ExceptionSignal(args[0], func , ’Type’, e_type)

except KeyError as e_key:

ExceptionSignal(args[0], func , ’Key’, e_key)

except ValueError as e_val:

ExceptionSignal(args[0], func , ’Value ’, e_val)

except AttributeError as e_attr:

ExceptionSignal(args[0], func , ’Attribute ’, e_attr)

except NotImplementedError as e_implement:

ExceptionSignal(args[0], func , ’NotImplemented ’, e_implement)

except VisaIOError as e_visa:

if isinstance(e_visa , type(args[0].timeouterror)) and \

e_visa.args == args[0].timeouterror.args:

args[0].sig_visatimeout.emit()

else:

ExceptionSignal(args[0], func , ’VisaIO ’, e_visa)

else:

print(’There is a bug!! ’ + func.__name__)

return wrapper_ExceptionHandling
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Template Control Thread

This code segment may serve as a template for control threads of instruments which might be
introduced to the system in the future.

from PyQt5.QtCore import pyqtSlot

from pyvisa.errors import VisaIOError

from copy import deepcopy

from importlib import reload

from util import AbstractLoopThread

from util import ExceptionHandling

import Dummyfolder

class Template_Updater(AbstractLoopThread):

""" Updater class to update all instrument data of a Dummy instrument.

For each function (except collecting data), there is a wrapping method ,

which we can call by a signal , from the main thread. This wrapper sends

the corresponding value to the device.

There is a second method for all wrappers , which accepts

the corresponding value , and stores it ,

so it can be sent upon acknowledgement

The information from the device is collected in regular intervals

(method "running "),

and subsequently sent to the main thread. It is packed in a dict ,

the keys of which are displayed in the "sensors" dict in this class.

"""

sensors = dict(

channel_1=1,

channel_2=2)

def __init__(self , InstrumentAddress=’’, ** kwargs):

super ().__init__( ** kwargs)

global Dummyfolder

dummy = reload(Dummyfolder.dummy).dummy

self.Dummy = dummy(InstrumentAddress=InstrumentAddress)

self.__name__ = ’Template_Updater ’ + InstrumentAddress

self.interval = 3

self.control_state = True

self.setControl ()

@ExceptionHandling

def running(self):

""" extract all data from the Dummy , emit signal , sending the data """

data = dict()

for key in self.sensors:

try:

data[key] = self.Dummy.getValue(self.sensors[key]) * 0.1

except AssertionError as e_ass:

self.sig_assertion.emit(e_ass.args[0])

except VisaIOError as e_visa:
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if (isinstance(e_visa , type(self.timeouterror)) and

e_visa.args == self.timeouterror.args):

self.sig_visatimeout.emit()

self.Dummy.clear_buffers ()

else:

self.sig_visaerror.emit(e_visa.args[0])

self.sig_Infodata.emit(deepcopy(data))

@pyqtSlot ()

@ExceptionHandling

def setControl(self):

"""set Control status of the instrument """

self.Dummy.setControl(self.control_state)

@pyqtSlot(int)

@ExceptionHandling

def setProbingSpeed(self , speed , channel=1):

"""set probing speed for a specific channel

for fast probing , speed = 1

for slow probing , speed = 0

this comes from the order in the comboBox in the GUI

"""

if speed == 1:

self.Dummy.setFast(channel)

elif speed == 0:

self.Dummy.setSlow(channel)

@pyqtSlot(int)

def gettoset_Control(self , value):

""" receive and store the value to set the Control status """

self.control_state = value
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Sequence Parser

A sequence parser for measuring sequences of the Quantum Design PPMS is presented here.
All generic PPMS commands are covered, as well as the commands for the resistivity option.
The sequence is converted into a json format, and includes the complete logic (including nested
scans) of the original sequence.

import pickle

import os

import re

import json

dropstring = re.compile(r’([a-zA-Z0-9])’)

searchf_number = re.compile(r’([0-9]+[.]*[0-9]*)’)

searchf_string = re.compile(r’’’["’]{2}(.*?)["’]{2}’’’)

class EOSException(Exception):

""" Exception to raise if an EOS was encountered """

pass

def parse_binary(number):

""" parse an integer number which represents a sum of bits

returns a list with True and False , from back to front

"""

# print(number)

number = int(number)

nums = list(reversed(’{:b}’.format(number)))

# print(nums)

for ct , num in enumerate(nums):

nums[ct] = True if int(num) else False

return nums

class Sequence_parser(object):

""" Abstract Sequence parser , without GUI"""

def __init__(self , sequence_file=None , textnesting=’ ’, ** kwargs):

""" initialise important attributes """

super(Sequence_parser , self).__init__( ** kwargs)

self.sequence_file = sequence_file

self.textnesting = textnesting

self.initialize_sequence(self.sequence_file)

def saving(self):

""" save serialised versions of a sequence """

with open(self.sequence_file_p , ’wb’) as output:

pickle.dump(self.data , output , pickle.HIGHEST_PROTOCOL)

with open(self.sequence_file_json , ’w’) as output:

output.write(json.dumps(self.data))

def change_file_location(self , fname):

self.sequence_file = os.path.splitext(

fname)[0] + ’.seq’

self.sequence_file_p = os.path.splitext(

self.sequence_file)[0] + ’.pkl’

self.sequence_file_json = os.path.splitext(
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self.sequence_file)[0] + ’.json’

@staticmethod

def construct_pattern(expressions):

pat = ’’

for e in expressions:

pat = pat + r’|’ + e

return pat[1:]

def initialize_sequence(self , sequence_file):

""" parse a complete file of instructions """

if sequence_file:

self.change_file_location(sequence_file)

exp = [r’TMP TEMP (.*?)$’, r’FLD FIELD (.*?)$’, r’SCAN (.*?)$’,

r’WAITFOR (.*?)$’, r’CHN (.*?)$’, r’CDF (.*?)$’, r’DFC (.*?)$’,

r’LPI (.*?)$’, r’SHT (.*?) DOWN’, r’EN(.*?) EOS$’, r’RES (.*?)$’,

r’BEP BEEP (.*?)$’, r’CMB CHAMBER (.*?)$’, r’REM (.*?)$’]

self.p = re.compile(self.construct_pattern(

exp), re.DOTALL | re.M) # ’(.*?)[^\S]* EOS’

self.data , self.textsequence = self.read_sequence(sequence_file)

else:

self.textsequence = []

self.data = []

self.sequence_file = ’’

def read_sequence(self , file):

""" read the whole sequence from a file """

with open(file , ’r’) as f:

data = f.readlines () # .replace(’\n’, ’’)

# preparing variables

self.jumping_count = [0, 0]

self.nesting_level = 0

# parse sequence

commands , textsequence = self.parse_nesting(data , -1)

return commands , textsequence

def parse_nesting(self , lines_file , lines_index):

""" parse a nested command structure """

commands = []

if lines_index == -1:

textsequence = []

else:

textsequence = None

for ct , line_further in enumerate(lines_file[lines_index + 1:]):

if self.jumping_count[self.nesting_level + 1] > 0:

self.jumping_count[self.nesting_level + 1] -= 1

continue

for count , jump in enumerate(self.jumping_count[:-1]):

self.jumping_count[count] += 1

try:

dic_loop = self.parse_line(

lines_file , line_further , lines_index + 1 + ct)

except EOSException:

self.nesting_level -= 1

dic_loop = dict(

typ="EOS",
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DisplayText=self.textnesting * (self.nesting_level) + ’EOS’)

commands.append(dic_loop)

break

if dic_loop is not None:

commands.append(dic_loop)

if lines_index == -1:

textsequence.append(dic_loop)

self.add_text(textsequence , dic_loop)

del self.jumping_count[-1]

return commands , textsequence

def add_text(self , text_list , dic):

""" build the un -nested list of displayed commands """

if ’commands ’ in dic:

for c in dic[’commands ’]:

try:

text_list.append(dict(DisplayText=c[’DisplayText ’]))

except KeyError:

print(c)

self.add_text(text_list , c)

def parse_line(self , lines_file , line , line_index):

""" parse one line of a sequence file , more if it is a scan """

line_found = self.p.findall(line)

try:

line_found = line_found[0]

except IndexError:

return None

# print(line_found)

if line_found[0]:

# set temperature

dic = self.parse_set_temp(line)

elif line_found[1]:

# set field

dic = self.parse_set_field(line)

elif line_found[2]:

# scan something

self.jumping_count.append(0)

dic = self.parse_scan_arb(lines_file , line , line_index)

elif line_found[3]:

# waitfor

dic = self.parse_waiting(line)

elif line_found[4]:

# chain sequence

dic = self.parse_chain_sequence(line)

elif line_found[5]:

# resistivity change datafile

dic = self.parse_res_change_datafile(line)

elif line_found[6]:

# resistivity datafile comment

dic = self.parse_res_datafilecomment(line)

elif line_found[7]:

# resistivity scan excitation

dic = self.parse_res_scan_excitation(line)

elif line_found[8]:

# Shutdown to a standby configuration

dic = dict(typ=’Shutdown ’)
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elif line_found[9]:

# end of a scan

raise EOSException ()

elif line_found[10]:

# resistivity - measure

dic = self.parse_res(line)

elif line_found[11]:

# beep of certain length and frequency

dic = self.parse_beep(line)

elif line_found[12]:

# chamber operations

dic = self.parse_chamber(line)

elif line_found[13]:

# remark

dic = dict(typ=’remark ’, DisplayText=line_found[13])

# try:

# print(dic)

# except NameError:

# print(line_found)

# if dic[’typ ’] is None:

# print(line_found)

return dic

def parse_scan_arb(self , lines_file , line , lines_index):

""" parse a line in which a scan was defined """

# parse this scan instructions

line_found = self.p.findall(line)[0]

dic = dict(typ=None)

if line_found[2][0] == ’H’:

# Field

dic = self.parse_scan_H(line)

if line_found[2][0] == ’T’:

# temperature

dic = self.parse_scan_T(line)

if line_found[2][0] == ’P’:

# position

dic = self.parse_scan_P(line)

if line_found[2][0] == ’C’:

# time

dic = self.parse_scan_time(line)

self.nesting_level += 1

commands , _ = self.parse_nesting(lines_file , lines_index)

dic.update(dict(commands=commands))

return dic

@staticmethod

def read_nums(comm):

""" convert a string of numbers into a list of floats """

return [float(x) for x in searchf_number.findall(comm)]
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@staticmethod

def parse_binary_dataflags(number):

""" parse flags what to store """

nums = parse_binary(number)

names = [’General Status ’, ’Temperature ’,

’Magnetic Field’, ’Sample Position ’,

’Chan 1 Resistivity ’, ’Chan 1 Excitation ’,

’Chan 2 Resistivity ’, ’Chan 2 Excitation ’,

’Chan 3 Resistivity ’, ’Chan 3 Excitation ’,

’Chan 4 Resistivity ’, ’Chan 4 Excitation ’]

empty = [False for x in names]

bare = dict(zip(names , empty))

bare.update(dict(zip(names , nums)))

return bare

@staticmethod

def displaytext_waiting(data):

""" generate the displaytext for the wait function """

string = ’Wait for ’

separator = ’, ’ if data[’Temp’] and data[’Field ’] else ’’

sep_taken = False

if data[’Temp’]:

string += ’Temperature ’ + separator

sep_taken = True

if data[’Field ’]:

string = string + ’Field’ if sep_taken else \

string + ’Field’ + separator

sep_taken = True

string += ’ & {} seconds more’.format(data[’Delay’])

return string

@staticmethod

def displaytext_scan_T(data):

""" generate the displaytext for the temperature scan """

return ’Scan Temperature from {start} to {end} in’.format(** data) + \

’ {Nsteps} steps , {SweepRate}K/min , ’.format(** data) + \

’{ApproachMode}, {SpacingCode}’.format(** data)

@staticmethod

def displaytext_scan_H(data):

""" generate the displaytext for the field scan """

return ’Scan Field from {start} to {end} in’.format(** data) + \

’ {Nsteps} steps , {SweepRate}K/min , ’.format(** data) + \

’{ApproachMode}, {SpacingCode}, {EndMode}’.format(** data)

@staticmethod

def displaytext_set_temp(data):

""" generate the displaytext for a set temperature """

return ’Set Temperature to {Temp} at’.format(** data) + \

’ {SweepRate}K/min’.format(** data) + \

’ (rate is only a wish ...)’

@staticmethod

def displatext_res_scan_exc(data):

""" generate the displaytext for an excitation scan """

# TODO - finish this up

return ’Scanning RES Excitation ’

@staticmethod
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def displaytext_res(data):

""" generate the displaytext for the resistivity measurement """

# TODO - finish this up

text = ’Resistivity ’

chans = []

chans.append(’Ch1 ’)

chans.append(’Ch2 ’)

chans.append(’Ch3 ’)

chans.append(’Ch4 ’)

for ct , chan_conf in enumerate(data[’bridge_conf ’]):

if chan_conf[’on_off ’] is False:

chans[ct] += ’Off , ’

continue

chans[ct] += ’{limit_current_uA}uA, ’.format( ** chan_conf)

chans[-1].strip(’,’)

for c in chans:

text += c

return text

@staticmethod

def displaytext_set_field(data):

""" generate the displaytext for a set field """

return ’Set Field to {Field} at {SweepRate}T/min ’.format(** data)

def parse_chamber(self , comm):

’’’parse a command for a chamber operation ’’’

nums = self.read_nums(comm)

dic = dict(typ=’chamber_operation ’)

if nums[0] == 0:

dic[’operation ’] = ’seal immediate ’

if nums[0] == 1:

dic[’operation ’] = ’purge then seal’

if nums[0] == 2:

dic[’operation ’] = ’vent then seal’

if nums[0] == 3:

dic[’operation ’] = ’pump continuous ’

if nums[0] == 4:

dic[’operation ’] = ’vent continuous ’

if nums[0] == 5:

dic[’operation ’] = ’high vacuum ’

dic[’DisplayText ’] = self.textnesting * self.nesting_level + \

’Chamber Op: {operation}’.format(** dic)

return dic

def parse_set_temp(self , comm):

""" parse a command to set a single temperature """

# TODO: Fast settle

nums = self.read_nums(comm)

dic = dict(typ=’set_T’, Temp=nums[0], SweepRate=nums[1])

dic[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displaytext_set_temp(dic)

return dic

def parse_set_field(self , comm):

""" parse a command to set a single field """

nums = self.read_nums(comm)

dic = dict(typ=’set_Field ’, Field=nums[0], SweepRate=nums[1])

dic[’DisplayText ’] = self.textnesting * \
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self.nesting_level + self.displaytext_set_field(dic)

return dic

def parse_waiting(self , comm):

""" parse a command to wait for certain values """

nums = self.read_nums(comm)

dic = dict(typ=’Wait’,

Temp=bool(int(nums[1])),

Field=bool(int(nums[2])),

Position=bool(int(nums[3])),

Chamber=bool(int(nums[4])),

Delay=nums[0])

dic[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displaytext_waiting(dic)

return dic

def parse_chain_sequence(self , comm):

""" parse a command to chain a sequence file """

file = comm[4:]

return dict(

typ=’chain sequence ’,

new_file_seq=file ,

DisplayText=self.textnesting * \

self.nesting_level + ’Chain sequence: {}’.format(comm))

# print(’CHN ’, comm , dic)

# return dic

def parse_scan_T(self , comm):

""" parse a command to do a temperature scan """

temps = self.read_nums(comm)

# temps are floats!

if len(temps) < 6:

raise AssertionError(

’not enough specifying numbers for T-scan!’)

dic = dict(typ=’scan_T ’, start=temps[0],

end=temps[1],

SweepRate=temps[2],

Nsteps=temps[3],

SpacingCode=temps[4],

ApproachMode=temps[5])

if int(temps[4]) == 0:

dic[’SpacingCode ’] = ’uniform ’

elif int(temps[4]) == 1:

dic[’SpacingCode ’] = ’1/T’

elif int(temps[4]) == 2:

dic[’SpacingCode ’] = ’logT’

if int(temps[5]) == 0:

dic[’ApproachMode ’] = ’Fast’

elif int(temps[5]) == 1:

dic[’ApproachMode ’] = ’No O\’Shoot’

elif int(temps[5]) == 2:

dic[’ApproachMode ’] = ’Sweep’

dic[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displaytext_scan_T(dic)

return dic

def parse_scan_H(self , comm):

’’’parse a command to do a field scan ’’’
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numbers = self.read_nums(comm)

if len(numbers) < 7:

raise AssertionError(’not enough specifying numbers for H-scan!’)

dic = dict(typ=’scan_H ’,

start=numbers[0],

end=numbers[1],

SweepRate=numbers[2],

Nsteps=numbers[3])

if int(numbers[4]) == 0:

dic[’SpacingCode ’] = ’uniform ’

elif int(numbers[4]) == 1:

dic[’SpacingCode ’] = ’H*H’

elif int(numbers[4]) == 2:

dic[’SpacingCode ’] = ’H^1/2’

elif int(numbers[4]) == 3:

dic[’SpacingCode ’] = ’1/H’

elif int(numbers[4]) == 4:

dic[’SpacingCode ’] = ’logH’

if int(numbers[5]) == 0:

dic[’ApproachMode ’] = ’Linear ’

if int(numbers[5]) == 1:

dic[’ApproachMode ’] = ’No O\’Shoot’

if int(numbers[5]) == 2:

dic[’ApproachMode ’] = ’Oscillate ’

if int(numbers[5]) == 3:

dic[’ApproachMode ’] = ’Sweep’

if int(numbers[6]) == 0:

dic[’EndMode ’] = ’persistent ’

if int(numbers[6]) == 1:

dic[’EndMode ’] = ’driven ’

dic[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displaytext_scan_H(dic)

return dic

def parse_scan_time(self , comm):

nums = self.read_nums(comm)

if len(nums) < 3:

raise AssertionError(

’not enough specifying numbers for time -scan!’)

dic = dict(typ=’scan_time ’, time=nums[0], Nsteps=nums[1])

if int(nums[2]) == 0:

dic[’SpacingCode ’] = ’uniform ’

if int(nums[2]) == 1:

dic[’SpacingCode ’] = ’ln(t)’

dic[’DisplayText ’] = self.textnesting * self.nesting_level + \

’Scan Time {time}secs in {Nsteps} steps , {SpacingCode}’

return dic

def parse_scan_P(self , comm):

nums = self.read_nums(comm)

if len(nums) < 3:

raise AssertionError(

’not enough specifying numbers for position -scan!’)
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dic = dict(typ=’scan_position ’,

start=nums[0],

end=nums[1],

speedindex=nums[2],

Nsteps=nums[3])

dic[’ApproachMode ’] = ’Sweep’ if len(nums) > 3 else ’Pause’

dic[’DisplayText ’] = self.textnesting * self.nesting_level + \

’Scan Position from {start} to {end} in ’.format(** dic) + \

’{Nsteps} steps , {speedindex}, {ApproachMode} ’.format(** dic)

return dic

def parse_beep(self , comm):

’’’parse a command to beep for a certain time at a certain frequency ’’’

nums = self.read_nums(comm)

if len(nums) < 2:

raise AssertionError(’not enough specifying numbers for beep!’)

dic = dict(typ=’beep’, length=nums[0], frequency=nums[1])

dic[’DisplayText ’] = self.textnesting * self.nesting_level + \

’Beep for {length}secs at {frequency}Hz’.format(** dic)

return dic

def parse_res_change_datafile(self , comm):

""" parse a command to change the datafile """

file = searchf_string.findall(comm)

return dict(typ=’res_change_datafile ’, new_file_data=file ,

mode=’a’ if comm[-1] == ’1’ else ’w’,

# a - appending , w - writing , can be inserted

# directly into opening statement

DisplayText=self.textnesting * self.nesting_level + \

’Change data file: {}’.format(file))

# print(’CDF ’, comm , dic)

# return dic

def parse_res_datafilecomment(self , comm):

""" parse a command to write a comment to the datafile """

comment = searchf_string.findall(comm)[0]

dic = dict(typ=’res_datafilecomment ’,

comment=comment ,

DisplayText=self.textnesting * self.nesting_level + \

’Datafile Comment: {}’.format(comment))

return dic

@staticmethod

def parse_res_bridge_setup(nums):

""" parse the res bridge setup for an excitation scan """

bridge_setup = []

bridge_setup.append(nums[:5])

bridge_setup.append(nums[5:10])

bridge_setup.append(nums[10:15])

bridge_setup.append(nums[15:20])

for ct , channel in enumerate(bridge_setup):

bridge_setup[ct] = dict(limit_power_uW=channel[1],

limit_voltage_mV=channel[4])

bridge_setup[ct][’ac_dc’] = ’AC’ if channel[2] == 0 else ’DC’

bridge_setup[ct][’on_off ’] = True if channel[0] == 2 else False

bridge_setup[ct][’calibration_mode ’] = ’Standard ’ if channel[

3] == 0 else ’Fast’

return bridge_setup
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def parse_res(self , comm):

""" parse a command to measure resistivity """

nums = self.read_nums(comm)

dataflags = self.parse_binary_dataflags(int(nums[0]))

reading_count = nums[1]

nums = nums[2:]

bridge_conf = []

bridge_conf.append(nums[:6])

bridge_conf.append(nums[6:12])

bridge_conf.append(nums[12:18])

bridge_conf.append(nums[18:24])

for ct , channel in enumerate(bridge_conf):

bridge_conf[ct] = dict(limit_power_uW=channel[2],

limit_current_uA=channel[1],

limit_voltage_mV=channel[5])

bridge_conf[ct][’on_off ’] = True if channel[0] == 2 else False

bridge_conf[ct][’ac_dc ’] = ’AC’ if channel[3] == 0 else ’DC’

bridge_conf[ct][’calibration_mode ’] = ’Standard ’ if channel[

4] == 0 else ’Fast’

data = dict(typ=’res_measure ’,

dataflags=dataflags ,

reading_count=reading_count ,

bridge_conf=bridge_conf)

data[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displaytext_res(data)

return data

def parse_res_scan_excitation(self , comm):

""" parse a command to do an excitation scan """

nums = self.read_nums(comm)

scan_setup = []

scan_setup.append(nums[:3]) # 1

scan_setup.append(nums[3:6]) # 2

scan_setup.append(nums[6:9]) # 3

scan_setup.append(nums[9:12]) # 4

for ct , channel in enumerate(scan_setup):

scan_setup[ct] = dict(start=channel[0], end=[channel[1]])

if channel[-1] == 0:

scan_setup[ct][’Spacing ’] = ’linear ’

if channel[-1] == 1:

scan_setup[ct][’Spacing ’] = ’log’

if channel[-1] == 2:

scan_setup[ct][’Spacing ’] = ’power ’

dataflags = self.parse_binary_dataflags(nums[14])

n_steps = nums[12]

reading_count = nums[13]

bridge_setup = self.parse_res_bridge_setup(nums[15:35])

data = dict(typ=’res_scan_excitation ’,

scan_setup=scan_setup ,

bridge_setup=bridge_setup ,

dataflags=dataflags ,

n_steps=n_steps ,

reading_count=reading_count)

data[’DisplayText ’] = self.textnesting * \

self.nesting_level + self.displatext_res_scan_exc(data)

return data
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