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Abstract

The potential of driver assistance systems or automated driving to avoid accidents
and saving lives led to an increased demand on miniaturized low-cost optical scan-
ning systems for applications such as light detection and ranging (lidar) sensors,
augmented reality head-up displays and adaptive headlights, enabling key safety
features. Micro-electro-mechanical system (MEMS) mirrors are one of the most
promising scanning techniques due to their high performance and cost efficient
manufacturing based on silicon technology. As the MEMS scanning system has to
operate accurately even in harsh automotive environments, their influence should
be analyzed and suppressed to ensure consistent safety.
In this thesis 1D resonant electrostatic MEMS mirrors are investigated, start-
ing from the accurate modeling and parameter identification including several
high order nonlinearities as well as the vibration and mode coupling mechanism
implied by the lightweight mirror design using reinforcement structures. A self-
sensing concept based on the displacement current caused by the mirror move-
ment is proposed, providing precise and robust feedback signals with a simple
implementation. Utilizing the full potential of the phase detection, the digital-
asynchronous phase locked loop (DAsPLL) is developed, allowing fast tracking
of the MEMS mirror oscillation and stabilization of open loop unstable oper-
ation points by an immediate phase compensation. For improved robustness
a time-normalized PLL is proposed and designed based on a linearized MEMS
mirror model, derived by a period-to-period energy conservation. A dedicated
synchronization concept allows a fixed frequency ratio between two MEMS mir-
rors, enabling stable Lissajous scanning. Considering harsh environments, the
use of linear-quadratic-gaussian (LQG) servo controllers provides superior perfor-
mance compared to proportional-integral (PI) controllers achieving the targeted
resolution of 0.1

◦
even in a worst case vibration scenario by extending the auto-

motive standard LV124. Two advanced scanning concepts are further proposed,
i.e. the laser shot correction (LSC) concept reducing dynamic pixel errors by an
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adaptive laser scheduling for 1D or raster scanning systems, and the adaptive
Lissajous scanning to allow flexible scan pattern design, e.g. region of interest
scans. The proposed advanced control and scanning concepts demonstrate su-
perior performance even under harsh vibrations, enabling robust MEMS mirror
based scanning systems for automotive applications.
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Kurzfassung

Das Potenzial von Fahrerassistenzsystemen oder automatisiertem Fahren zur
Vermeidung von Unfällen und zur Rettung von Menschenleben hat zu einer
steigenden Nachfrage nach miniaturisierten, kostengünstigen optischen Abtast-
systemen für Anwendungen wie Lidar-Sensoren (Light Detection and Ranging),
Augmented-Reality-Head-up-Displays und adaptiven Scheinwerfern geführt, die
wichtige Sicherheitsfunktionen ermöglichen. MEMS-Spiegel (Micro-Electro- Me-
chanical System) sind eine der vielversprechendsten Scantechnolgien aufgrund
ihrer hohen Leistung und kosteneffizienten Herstellung auf Basis der Siliziumtech-
nologie. Da das MEMS-Scansystem auch in rauen Automobilumgebungen genau
funktionieren muss, sollten deren Einflüsse analysiert und unterdrückt werden,
um eine durchgängige Sicherheit zu gewährleisten.
In dieser Arbeit werden 1D-resonante elektrostatische MEMS-Spiegel untersucht,
beginnend mit der genauen Modellierung und Parameteridentifikation einschließ-
lich mehrerer Nichtlinearitäten höherer Ordnung sowie dem Vibrations- und Mo-
denkopplungsmechanismus, der durch das leichte Spiegeldesign mit Verstärkungs-
strukturen impliziert wird. Es wird ein Selbsterkennungskonzept vorgeschlagen,
das auf dem durch die Spiegelbewegung verursachten Verschiebungsstrom basiert
und präzise und robuste Rückkopplungssignale mit einer einfachen Implementie-
rung liefert. Unter Ausnutzung des vollen Potenzials der Phasendetektion wird
die digital-asynchrone Phasenregelschleife (DAsPLL) entwickelt, die eine schnelle
Verfolgung der MEMS-Spiegelschwingung und die Stabilisierung instabiler Be-
triebspunkte durch eine sofortige Phasenkompensation ermöglicht. Zur Verbesse-
rung der Robustheit wird eine zeitnormierte PLL vorgeschlagen und entworfen,
die auf einem linearisierten MEMS-Spiegelmodell basiert, das durch eine Periode-
zu-Periode-Energieerhaltung abgeleitet wird. Ein spezielles Synchronisationskon-
zept ermöglicht ein festes Frequenzverhältnis zwischen zwei MEMS-Spiegeln und
damit einen stabilen Lissajous-Scan. Unter Berücksichtigung rauer Umgebungs-
bedingungen bietet der Einsatz von linear-quadratisch-gaußschen (LQG) Servor-
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eglern im Vergleich zu proportional-integralen (PI) Reglern eine überlegene Per-
formanz und erreicht die angestrebte Auflösung von 0.1

◦
sogar in einem Worst-

Case-Vibrationsszenario durch Erweiterung des Automobilstandards LV124. Dar-
über hinaus werden zwei fortschrittliche Scan-Konzepte vorgeschlagen, d.h. das
Konzept der Laserschusskorrektur (LSC), das dynamische Pixelfehler durch eine
adaptive Laserplanung für 1D- oder Rasterscansysteme reduziert, und das adapti-
ve Lissajous-Scanning, das eine flexible Gestaltung von Scanmustern ermöglicht,
z.B. für hochauflösende Scans nur von bestimmten Bereichen. Die vorgeschlage-
nen fortschrittlichen Regelungs- und Scankonzepte zeigen selbst bei starken Vi-
brationen eine überragende Performanz und ermöglichen robuste MEMS-Spiegel-
basierte Scan-Systeme für Automobilanwendungen.
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CHAPTER 1

Introduction

“Self-driving cars are the natural extension of active safety and obviously some-
thing we should do.” — Elon Musk, CEO of Tesla

Elon Musk’s quote from 2013 addresses the potential of driver assistance or au-
tonomous transportation to secure human lives by less accidents and to increase
economic effectiveness [1,2]. The permanent observation of the vehicle surround-
ings and a reliable interpretation of the scene can allow to avoid potential haz-
ardous situations. On a higher level this information can be merged from several
vehicles to build precise maps and to make traffic flow more efficient. Hence, the
sensors data have to be reliable and of high definition, while the relevant informa-
tion has to be properly and concisely delivered to the driver as well as to other
traffic participants. This led to increasing interest of optical components in au-
tomobiles, such as lidar sensors, augmented reality head-up displays (AR HUD)
and adaptive headlights to improve safety and driver assistance [3, 4]. The AR
HUD as shown in Fig. 1.1a is a safety-enhancing technology that efficiently alerts
the driver of potential risks without distracting the driver’s vision or causing eye
fatigue [5, 6]. The picture generation unit is the key element of AR HUDs and
requires high illumination >10000 nit for daylight scenes and high contrast, i.e.
true black, for night driving [7]. High-resolution adaptive headlights are being
developed for glare protection from high beams and to project AR information
on the road for pedestrians as shown in Fig. 1.1b [8, 9].
Established senors such as cameras, radar and ultrasonic are insufficient espe-
cially in providing high resolution long range data as necessary on highways as
well as in environments with low lighting. Lidar is the acronym of light detection
and ranging, which is an analogy of radar and is based on measuring the round
trip time of light traveling from the transmitter to the object and back to the
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(a) Augmented reality head-up display (b) High-resolution adaptive headlights

(c) Autonomous car sensor fusion and features

Figure 1.1.: (a) Use case of augmented reality, where content is projected directly
into the driver’s eye via the windscreen [10]. (b) Use case of high-
resolution headlights for pedestrian warning [8]. (c) Sensor fusion for
autonomous cars with lidar enabling safety enhancing features [11].
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receiver. Lidar sensors are considered to pave the way for autonomous driving
because, unlike cameras, they provide a very reliable 3D measurement of even
weakly reflective objects in the most diverse environmental conditions, such as
fog or rainy night, and a significantly higher resolution compared to radar [12–16].
Since the success in the DARPA robotic car races [17], various lidar sensors are
developed by many vendors and commercially available in the automotive market.
High level autonomous cars will be equipped with numerous sensors as shown in
Fig. 1.1c, where lidar enables additional safety features such as collision detection,
blind spot monitoring, object and pedestrian recognition [16,18–20] as well as en-
vironment mapping [21]. This makes automotive lidar one of the most demanding
applications in terms of functional safety and robustness. Currently Google [22],
BMW, Ford [23], Volvo [24] and other autonomous car developers [25] include
lidar sensors in their development. Despite these attention in the automotive
market last decade, the bottleneck is the unit cost. The first lidar for automotive,
Velodyne HDL-64E, costs 75,000 USD, and a cheaper version, a puck lidar, still
costs 8,000 USD and are both spinning scanners, i.e. the whole system including
transmitter and receiver rotates which hinders the miniaturization due to bulky
optical components. Many lidar manufacturers promise under 250 USD and 100
USD as a volume price, while the key lidar structure and technology for achieving
such an affordable price is still unclear [13]. High angular resolution of the lidar
sensors are necessary for reliable identification of potentially hazardous objects
in far distance considering highway speeds. Hence, most automotive lidar man-
ufacturers target an optical resolution of 0.1

◦
for long range detection [26, 27].

However, lidar developers have to tackle several challenges besides cost and res-
olution such as size, field of view (FoV), frame rate, eye-safety and robustness,
which are typically somehow contradicting.

The digital micromirror device (DMD) is currently the leading but cost-
intensive technology for AR HUDs and headlights with high resolution, medium
contrast (< 5000:1), a fill factor < 0.94 and high market prices (∼120 USD for
HD) [28,29]. The most commonly used for lidar are spinning scanners [27] or poly-
gon mirrors [30], but new designs consider optical phase arrays (OPA) [31,32] and
micro-electro-mechanical system (MEMS) mirrors [33–35]. MEMS mirrors show
great potential thanks to their higher contrast (> 80000:1 [36]), perfect fill factor,
low cost and simple projection optics [37, 38]. A MEMS scanning system can
use MEMS mirrors with a single axis to perform 1D line scanning [34] or two
axes to allow 2D scanning, e.g. raster [39] or Lissajous [40]. As an alternative,
two single axis MEMS mirrors can be combined to perform 2D scanning [37].
MEMS mirrors are a universally applicable, high-performance and cost-effective
solution for mass production due to the standard CMOS manufacturing technol-
ogy [35,41,42]. Automotive-qualified MEMS scanning systems enable various ve-
hicle safety applications and long marketability up to fully automated driving. To
be successful in the automotive market, the MEMS scanning system must meet

3



1. Introduction

the high performance requirements of the various applications, while ensuring
automotive-qualified robustness against harsh environmental conditions, such as
strong vibrations and temperature fluctuations [35,43]. The operation principles
of MEMS mirrors can be resonant or non-resonant and use either electromagnetic,
piezoelectric, electrothermal or electrostatic forces for actuation [44]. Resonant
operation allows to benefit from the typically high quality factor enabling a large
FoV scanning at frequencies of several kilohertz, while the power consumption is
kept low and the control is considerably simpler [45, 46]. The electrostatic actu-
ation is among the others the most CMOS compatible actuation principle as no
unusual materials are used but only structural patterning of silicon, which mini-
mizes cost and increases robustness [44]. Hence, considering energy consumption,
cost, integrability, performance and robustness, the resonant electrostatic MEMS
mirrors show high potential but typically exhibit nonlinear behavior, where the
reliable operation in harsh environments has to be proven.

1.1. Scope of the thesis

To enable MEMS scanning systems to be a solution for future low cost automotive-
qualified beam steering, the system has to be designed for high performance and
robustness. The main goals of this thesis are:

• Investigation of the resonant electrostatic MEMS mirror dynamics by a
detailed mathematical modeling and identification

• Development of robust sensing concepts and control strategies

• Demonstration of stable and high precision scanning even in harsh environ-
ments

This enables the analysis of the interrelations and interplay of resonant electro-
static MEMS mirror design choices, sensing and control. As a result the MEMS
scanning system can be tailored for the individual applications taking the indi-
vidual aspects into account to obtain maximum performance.
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CHAPTER 2

State of the Art

This chapter provides a literature overview of the state of the art on actuation,
sensing, modeling and control of resonant MEMS mirrors. It starts with a brief
overview of scanning systems for automotive applications including general scan-
ner principles and scan trajectories. Subsequently the MEMS mirrors are dis-
cussed in more detail. The most common actuation and sensing principles are
reviewed and an approach to increase the dynamic performance by a lightweight
mirror design is provided. The modeling and control review focuses on resonant
electrostatic MEMS mirrors as they are the subject of this thesis, including their
nonlinear behavior discovered in literature such as spring and damping nonlinear-
ities, parametric excitation and mode coupling phenomena, leading to complex
dynamics. Finally, this chapter identifies open challenges and missing knowledge
required for enabling miniaturized high performance robust scanning systems
based on resonant MEMS mirrors and formulates the research questions of this
thesis.

2.1. Optical scanning systems

For high resolution AR HUD and adaptive headlights, DMDs are currently the
most dominant solution [47]. They utilize several hundred thousand of small
mirrors on a silicon chip that can be individually tilted to two states, i.e. ’on’
and ’off’. In the ’on’ state the light from the light source is directed through the
projection optics and forms the image, while in the ’off’ state the light is directed
to an absorber. Hence, the whole image is projected at once, while the method
is subtractive leading to residual stray light even when the mirrors are turned off,
i.e. no true black, and a permanent high power consumption even if nothing is
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projected. First researchers demonstrated the use of DMDs also for lidar, where
the laser is shot during the transition between the two states of the mirrors [48],
while the achieved performance is rather low. Hence, dedicated scanners tailored
for fast and high resolution laser beam steering promise better performance. High
performance scanning systems aim to traverse a repeating fine grid scan pattern
to cover the target FoV in a minimum time to achieve fast and high resolution
imaging. Considering physical limitations of the scanning devices, those two
requirements of speed and spatial resolution are usually contradicting. In the
following, an overview of scanner principles and scanning trajectories considered
for automotive is provided.

2.1.1. Scanner principles

Spinning scanners are commonly used in commercial available automotive li-
dars. The transmitter and receiver module are assembled into a frame, which
typically rotates continuously around the vertical axis allowing a horizontal FoV
of up to 360

◦
with high resolution. The advantage of the continuous rotation

is the constant scan speed, while it requires bearings and slip rings leading to
mechanical wear and therefore a reduced lifetime [49]. In order to increase the
vertical FoV and resolution, multiple transmitter and receiver modules have to
be included into the frame, which increases its size, complexity and cost.

Rotating mirror scanners typically perform a continuous rotation of a mirror
in one direction such as monogon or polygon scanners, or oscillate, i.e. alter its
scanning direction periodically as depicted in Fig. 2.1a. The continuous rotation
allows a constant and fast scan speed with less moving mass compared to spinning
scanners, while still mechanical wear leads to a reduced lifetime. The oscillating
scanners typically use the elastic deformation of restoring springs showing less fa-
tigue, while a constant and fast scan speed is more difficult to achieve as multiple
harmonics are necessary to form the desired trajectory. For a triangular trajectory
at least the first 7 harmonics have to be included, which are mainly limited by the
inertia of the scanner and therefore reduce the achievable scan speed [50,51]. To
achieve non-uniform but high scan speeds the oscillating scanners can be excited
at resonance, performing a single harmonic motion. In combination with high
quality factors a large FoV can be achieved with a significantly reduced power
consumption [45, 46]. Typical examples of oscillating scanners are galvanometer
scanners [52], fast steering mirrors [53] as well as MEMS mirrors. Fast steering
mirrors and galvanometer scanners allow precise scanning and a large mirror size,
while they hardly achieve a large FoV at high frequencies. This is as they utilize
Lorentz or reluctance forces for actuation, which requires coils and permanent
magnets. Therefore, limitations of available manufacturing processes and ther-
mal dissipation impose size constrains. In contrast, the MEMS mirrors enable a
large FoV at a high frequency and long lifetime by a drastic miniaturization of
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the scanning system utilizing CMOS technology with a feature size in the order
of nanometer and are discussed in more detail in Section 2.2.

Optical phase arrays (OPA) receive much attention in recent years due to
its potential to achieve true solid-state automotive lidar, i.e. no moving mass.
In OPAs the light from a laser source is split, coupled to phase shifters using
waveguides and emitted by an array of optical antennas as depicted in Fig. 2.1b.
The combined wavefront of all antennas forms a beam in the far field, which can
be steered by adjusting the individual phases of the emitted waves. Typically the
phase is shifted by varying the refractive index of the silicon waveguides using
the thermo-optic or electro-optic effect. However, the OPA technology is not yet
ready to be successful in automotive as more research is needed especially for
the thermal management to allow operation in various environments as well as
the light source integration for a high efficiency [32]. Hence, MEMS mirrors are
considered as a ready solution to achieve high performance and compact scanning
systems due to its available and easily scalable technology.

(a) Rotating scanner

© 2020 IEEE

(b) Optical phase array scanner

Figure 2.1.: Rotating scanner principles with continuous (left) and oscillating mo-
tion in a fixed frame (right). (b) The light from the laser is split and
guided to optical antennas through phase shifters, which alter the
phase of the individual waves by manipulating the refractive index,
resulting in a steerable laser beam [32].

2.1.2. 2D scanning trajectories

There is a variety of scanning trajectories for 2D scanning systems reported in
literature including raster, Lissajous, spiral and random-access scanning. De-
pending on the individual scanning system and application requirement, the one
or the other trajectory type allows properties such as uniform scan speed and
resolution, simple scanner and control design or high flexibility in scan pattern
design. In the following, raster, Lissajous as well as random-access scanning are
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discussed in more detail, which are particularly attractive for automotive scan-
ning and imaging applications.

Raster scanning

A typical scanning method is the raster scan, where one axis is significantly
slower than the other to obtain an uniform scan grid. The slow axis frequency
defines the scan repetition, i.e. the frame rate, while the resolution is defined
by the laser repetition rate for the fast axis and the ratio of fast to slow axis
frequency for the slow axis, respectively. To obtain a repeating scan pattern,
the frequency ratio has to be an integer number and is typically ≫ 1 for high
resolution scanning [35]. The individual trajectories can be either of sawtooth,
triangular or sinusoid shape and have to be chosen by the particular application
requirements. A single-tone sinusoid trajectory simplifies the scanner and control
design, while it results in a nonuniform scan speed spending a large portion of
the scan time at the edges of the FoV. The triangle or sawtooth trajectories
necessitate a wide control bandwidth considering scanner dynamics even for low
scanning frequencies to generate multi-harmonic trajectories [51] and is therefore
more susceptible to noise [45] and undesired mode excitation [2], while the scans
are more uniform. A typical combination is a triangular trajectory for the slow
axis, while the fast axis is a single-tone sinusoid to obtain a high resolution by
maximizing the frequency ratio at a rather simple scanner design [54,55].

Lissajous scanning

Lissajous scanning is a method, where both axes have single-tone frequencies
whose ratio is a specific rational number, typically in the order of 1 [35,56]. This
method allows the scanning system to be operated at resonance to achieve fast
and large amplitude scanning, especially with high Q-factors, at a low power
consumption. Furthermore, the control design is rather simple as only a single
frequency has to be tracked for each axis and therefore usually shows a signif-
icantly lower tracking error compared to raster scanning methods [45, 46], but
provides only low flexibility in scan pattern design. A Lissajous scanning pattern
is obtained by two single-tone frequencies oscillating along two orthogonal axes
X and Y. Hence, the trajectory of both axes can be defined as

x(t) = sin (2πfX t) and y(t) = sin (2πfY t) , (2.1)

where fX and fY are the corresponding frequencies. Without loss of generality
it is assumed that fX > fY and with ϕX (t) = 2πfX t and ϕY (t) = 2πfY t, the
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evolution of the relative phase can be expressed as

∆ϕ

(
NX

fX

)
= ϕX

(
NX

fX

)
− ϕY

(
NX

fX

)
= 2πNX ·

(
1− fY

fX

)
and

∆ϕ

(
NY

fY

)
= 2πNY ·

(
fX
fY

− 1

)
, (2.2)

where NX and NY represent the elapsed number of X-axis or Y-axis periods,
respectively. The repetition of the Lissajous scan pattern is then defined by the
smallest number K ∈ N where

∆ϕ

(
NX0

fX

)
= ∆ϕ

(
NY0

fY

)
= 2πK , (2.3)

and NX0, NY0 ∈ N are the total number of X-axis and Y-axis periods per Lis-
sajous frame. Hence, NX0, NY0 and K can be calculated by the co-prime ratios
given as

K

NX0

=

(
1− fY

fX

)
and

K

NY0

=

(
fX
fY

− 1

)
, (2.4)

where NX0 = NY0 +K and the period of the Lissajous frame can be calculated
to

T0 =
1

f0
=

NX0

fX
=

NY0

fY
=

K

fX − fY
. (2.5)

As an example fX = 2392Hz and fY = 2366Hz are considered, which result in
K = 1, NX0 = 92, NY0 = 91 and a frame rate f0 = 26Hz. The resulting resolu-
tion of the Lissajous grid is then solely defined by the number of total periods
NX0 and NY0 where a higher number corresponds to a higher resolution in the
respective other axis as shown in Fig. 2.2. However, due to Eq. (2.5) a higher
number of periods for the Lissajous scan also needs a longer time to repeat, i.e.
lowers the frame rate f0. The value K defines how fast a preview of the overall
scan is provided, which is subsequently filled with scan lines until T0. Hence, for
K = 5 a preview is provided in T0/5 seconds as shown in the figure.

In the case of NX0 and NY0 are both odd integers, K is an even value, which
results in overlapping scan lines and therefore a reduced resolution. This phe-
nomenon is also discussed in [57], where an initial relative phase shift in Eq. (2.1)
at t = 0 is proposed to avoid the overlapping. With the initial phases ϕX0 and
ϕY0 for the X- and the Y-axis, the high resolution is recovered if the following
condition is met

(NX0 ϕY0 −NY0 ϕX0) =
π

2
. (2.6)

Although Lissajous scanning is simple to implement, it generates a non-

9



2. State of the Art

X-axis [a.u.]

Y
-a

xi
s 

[a
.u

.]

X-axis [a.u.] X-axis [a.u.] X-axis [a.u.]

t [0, T0]

t [0, T0/K]

(d)(c)(b)(a)

Figure 2.2.: Examples of Lissajous scan patterns. (a) Low resolution grid (NX0 =
26, NY0 = 25, K = 1, f0 = 90Hz). (b) High resolution grid (NX0 =
46, NY0 = 45, K = 1, f0 = 52Hz). (c) Asymmetric resolution grid
(NX0 = 26, NY0 = 11, K = 15, f0 = 90Hz). (d) Fast preview due
to K > 1 (NX0 = 26, NY0 = 21, K = 5, f0 = 90Hz).

uniform scan pattern, which only depends on the ratio of both scanning fre-
quencies [45, 58]. The pattern resolution is the lowest at the center of the FoV
and increases towards the edges, which is typically disadvantageous in applica-
tions. A simple resolution metric based on the scan line separation at the center
is given in [45] and can be used for scanning frequency selection [59, 60]. A
universal metric for the spatial resolution based on Voronoi tessellations is used
in [61] to optimally select the frequencies also considering the scanner dynamics.
A pixel distribution proposed in [62] generates a rectilinear grid by a constant
sampling rate, which allows a better processing of the obtained image despite
non-uniformity.

Dedicated resonant scanners, whose primary operation is at resonance also
typically allow a simple design and reduced production cost. This assumes that
the desired scanning frequency lies in a certain range around the resonance peak,
i.e. the resonance bandwidth, which typically decreases with increasing Q-factor
of the system [40, 58]. Not to limit the scanning frequency selection and still
achieve high Q-factors, the resonance frequency of a scanning system has to
be tunable. Several tuning methods are developed in literature, such as pre-
stressing of the used suspension [46, 63, 64] or to introduce a nonlinear stiffness
by a dedicated suspension design, causing the resonance frequency to depend
on the system states, e.g. the amplitude, while the Q-factor can be remained
high [65, 66]. Considering only a certain tuning range of the scanners, the frame
rate usually contradicts with the resolution [59]. A method to obtain effective
frame rates higher than the trajectory repetition rate is proposed in [67], where
a model-based image reconstruction is used to estimate missing data points.
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Random-access scanning

Random-access scanning systems allow arbitrary scan trajectories tailored to the
specific application requirements as each pixel can be individually addressed. It
is possible to define regions of interest (ROI) in the FoV, which are scanned with
high resolution and more frequently in order to track objects. Traditional me-
chanical scanning systems do not allow true random-access scanning as its inertia
is finite and the scan speed cannot be changed abruptly. Hence, ROI scans are
limited by the necessary bandwidth to generate the corresponding trajectory. In-
ertia free scanning systems based on optical phased arrays [68,69] or acousto-optic
lenses [70, 71] allow fast random-access scanning, while the system is complex.

2.2. MEMS mirrors

MEMS mirrors have been investigated in high precision scanning and projec-
tion systems last decades. The small form factor and the manufacturing with
standard CMOS technology on a silicon wafer allow easy and cheap mass pro-
duction [72]. In general they can be separated by their operation purpose as
resonant and non-resonant. Non-resonant or quasi-static MEMS mirrors allow a
static tilt of the mirror and various types of scan trajectories such as triangular
or sawtooth, provided that the bandwidth is high enough. As a static tilt is
achieved by the balance of the restoring springs and the actuation forces, a trade-
off between actuation strength and spring stiffness has to be made to achieve
large angles, resulting in typically low resonance frequencies of several hundred
hertz. Resonant MEMS mirrors are typically simpler in design and can only
operate at resonance, where the maximum achievable scan amplitude is given
by the balance of dissipated and injected energy. They achieve large deflection
angles at high frequencies of several kilohertz, while their power consumption is
typically low thanks to the high Q-factor even when operated at atmospheric
pressure [44, 73]. MEMS mirrors have been studied and applied for several ap-
plications such as in pico-projectors [74], optical coherence tomography [75] and
automotive lidar [34, 76, 77]. In the following, typical examples of MEMS mirror
actuation and position sensing principles are discussed as well as aperture size
considerations and mode coupling.

2.2.1. MEMS mirror actuation principles

Depending on the application requirements the actuation principle is typically
either electrostatic, electromagnetic or piezoelectric, which are compared and il-
lustrated in Fig. 2.3 [44]. Electrothermal actuation is of less interest due to its
inherent long response time at the scale of typical MEMS mirrors and low robust-
ness against ambient temperature variations [44] and therefore not considered
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here.

Electromagnetic actuation uses the Lorentz force exerted on current carrying
coils in the rotating mirror and can achieve large displacements with high linear-
ity, while it demands magnets for the magnetic field generation and a shielding
to avoid electromagnetic interference (EMI), which make it more bulky, more
complex to manufacture and expensive [44, 78].

Piezoelectric actuation uses materials with asymmetric dipoles, which align
with an externally applied electric field, leading to an expansion or contraction of
the material by applying an according voltage. This method provides high forces
allowing high scanning frequencies, while the achievable displacements are low
and necessitate a mechanical amplification structure to allow large angle scan-
ning by the small movement of the actuators [79]. Furthermore, nonlinearities
such as creep and hysteresis have to be taken into account especially for non-
resonant scanners and the most common piezoelectric materials are not CMOS
compatible [80], i.e. increasing manufacturing costs.

Electrostatic actuation uses the force between two isolated electrodes when a
voltage is applied. The small dimensions, i.e. electrode gaps, of MEMS mirrors
allow the electrostatic force to generate the necessary actuation, while the force
is weaker compared to the other principles. To increase the actuation force, the
electrode area can be maximized by using comb-drives with interdigitated fingers
or the applied voltage can be increased, which can reach even 200 V and is limited
by the isolation or the pull-in of the electrodes [81]. Resonant MEMS mirrors
using comb-drives are the simplest to manufacture as they can be made solely
by structural patterning on a silicon die without additional processing steps or
materials. For the non-resonant type either sidewall and bottom electrodes [82,83]
can be used or one of the comb electrodes can be shifted out-of-plane, angled or
stacked to provide an asymmetry in the design, which allow a static tilt [56,84,85].
However, the electrostatic forces depend on the relative position of the comb
electrodes and show no dependency on the sign of the applied voltage, resulting
in a highly nonlinear actuation [86,87]. Fig. 2.4 shows two examples of resonant
MEMS mirrors using electromagnetic and electrostatic actuation.
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Figure 2.3.: MEMS actuation principles comparison [44] (top) and illustrations
(bottom). The right illustration shows the piezoelectric actuation
with torsion and connecting bars for mechanical amplification [79].
The PZT material allows to be used as an actuator or as sensor.
The middle illustration shows the electromagnetic actuation, with
fixed magnets and a moving coil [78]. The left illustration shows the
electrostatic actuation using interdigitated comb-drives to maximize
the electrode area [88].

(a) Electromagnetic MEMS mirror

© 2018 IEEE

(b) Electrostatic MEMS mirror

Figure 2.4.: Resonant MEMS mirror examples. (a) An electromagnetic MEMS
mirror made with Ti-alloy structure material [89]. (b) An electro-
static MEMS mirror made from silicon [90].
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2.2.2. MEMS mirror sensing principles

For stable and reliable operation of the MEMS mirror in various environmental
conditions a closed loop control is necessary and therefore the position of the
mirror has to be measured. Various sensing methods are proposed in literature,
such as acoustic [91], piezoresistive [92, 93], piezoelectric [79, 94], optical [95, 96]
and capacitive [97–100]. Angle feedback based on emitted acoustic waves is not
considered since it may not be applicable for harsh environments such as in in-
dustrial or automotive applications.

Piezoresistive sensing as shown in Fig. 2.5a and piezoelectric sensing are
based on either measuring resistance or voltage variations induced by mechanical
strain due to the mirror movement and provide continuous angle feedback for
closed loop control, achieving promising results [101, 102], but require the depo-
sition and doping of materials and therefore additional processing steps in the
manufacturing. Furthermore, both methods suffer from hysteresis, creep and a
relatively strong temperature dependency, which have to be compensated e.g. by
calibration [103–105].

(a) Piezoresistive sens-
ing

(b) Optical sensing (c) Capacitive sensing

Figure 2.5.: (a) Piezoresistive strain sensor structure located at the torsional
spring of a MEMS mirror [92]. A meander structure avoids para-
sitic stiffness by the sensor readout connections. (b) Optical sensing
using a laser diode and a quadrant photo-detector or discrete photo
diodes at the backside of the mirror [95, 96]. (c) Capacitive sensing
of the position dependent comb-drive capacitance Cmirror [100]. The
modulation signal Vm is superimposed onto the driving signal Vdrive.
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Optical sensing methods use a laser diode and a photo-detector on the backside
of the mirror plate to measure its rotation angle as shown in Fig. 2.5b. A vari-
ant of the method uses the timing events of two photo diodes at the backside of
the mirror to extract amplitude and phase of a resonant MEMS mirror, demon-
strating good performance even at large ambient temperature variation [106].
However, optical components are required to be close to the MEMS mirror and
the precision might be influenced by alignment errors or scattered light from the
main light path.

Capacitive sensing methods use the comb-drive capacitance variations due to
the MEMS mirror movement to extract the mirror trajectory or representative
values such as amplitude and phase. A typical method is to use the capacitance
variation induced amplitude modulation of a high frequency carrier signal super-
imposed onto the driving signal as shown in Fig. 2.5c [100] or frequency modula-
tion by including the MEMS mirror in an RLC resonator [107]. Non-modulation
based methods use capacitive dividers or current integrators for the extraction
of the capacitance variation [108]. These concepts are referred as self-sensing
concepts since the same comb-drives are used for actuation and for sensing, while
no additional components or manufacturing processes are necessary. This has
the drawback that the driving signal and the sensing are not independent, e.g.
typically for the non-modulation based methods the sensing signal scales with
the driving voltage, resulting in no sensor output for the time period where the
driving voltage is zero [108]. This can be circumvented by using dedicated comb-
drives only for sensing as in [56], which on the other hand adds complexity and
cost. However, especially the modulation based capacitive sensing methods are
rather complex and do not provide a high SNR measurement of the amplitude
as the capacitance change is low when the comb-drives are fully disengaged, i.e.
at large deflection small amplitude variations are hard to discriminate. Further-
more, for the typical case where the comb movement is out-of-plane and the
stator as well as the rotor combs are of the same silicon layer as in Fig. 2.4b, the
scanning direction cannot be determined due to the symmetry of the comb-drive
capacitance for positive and negative angles. However, in applications such as
automotive lidar the knowledge of the scanning direction at any time is crucial as
otherwise the perceived data is unreliable and may lead to potentially hazardous
situations. To overcome this problem an additional sensor or an asymmetric
comb-drive design such as staggered or angular vertical combs [84] are usually
necessary.

2.2.3. Reinforcement structure

Many conventional MEMS mirror designs have a rather small mirror diameter,
which limits the resolution of the illuminated spot and reduces the maximum
range and SNR of scanning receivers in applications such as lidar [109]. Increas-
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ing the size of the MEMS mirror is not straightforward due to dynamic mirror
deformations [110], causing a blurred light spot in the projection. Thicker MEMS
mirrors can reduce this dynamic deformation at the cost of a strongly decreased
resonance frequency by the increased inertia, which usually cannot meet the
required scanning performance. A popular approach to enable large mirrors ex-
ploits reinforcement structures, e.g. thick rings or solid islands on the backside
of a thin mirror, to reduce low order surface deformation with a small increase
of inertia [111–114] as shown in Fig. 2.6. However, the reinforcement structures
lead to an asymmetric mass distribution and can result in an undesired coupling
of modes as analyzed in Section 3.4.1.

(a) (b)

Figure 2.6.: Lightweight MEMS mirror designs using reinforcement structures on
the backside of a thin mirror [113,114].

2.2.4. Mode coupling

The coupling of modes either linear or nonlinear is well known for micro- and
nano-resonators and even utilized for several applications [115]. In case of large
deflection oscillation of the targeted mode as for MEMS mirrors, the usual as-
sumption of orthogonal modes may not hold. Furthermore, as electrostatic actu-
ation is strongly dependent on the comb finger positions, introducing additional
coupling mechanisms. As an example, the first two modes of an electrostatic
MEMS oscillator can be excited simultaneously by applying a driving signal at
the sum of both natural frequencies, called non-degenerate parametric amplifi-
cation [116]. It is stated that the method allows a decoupling of driving and
sensing as both frequencies are not in an integer relation, which is different from
typical parametric excitation. Also nonlinearities induced by the large rotation
of the resonant MEMS mirror in Fig. 2.4b lead to a simultaneous excitation of
an undesired in-plane rotational mode, as illustrated in Fig. 2.7, in parametric
resonance during normal operation conditions [90]. Such an in-plane rotation can
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be destructive for the comb-drives as the rotor fingers may crash into their stator
counterparts. Furthermore, a significant temperature dependency of the unde-
sired mode natural frequency is observed, leading to a considerable degradation
of the scanning performance due to the coupling only at ambient temperatures
between 15

◦
C and 25

◦
C for the specific mirror. However, manufacturing toler-

ances may shift the individual mode frequencies, leading to coupling in different
temperature regions. Hence, an undesired mode coupling during operation needs
to be detected and avoided to allow mass production of robust MEMS scanning
systems.

Figure 2.7.: Undesired in-plane rotational mode of the MEMS mirror in Fig. 2.4b
[90].

2.3. Modeling and control of resonant

electrostatic MEMS mirrors

One of the main issues in miniaturized devices such as MEMS mirrors is that non-
linear effects become more prominent and their dynamic behavior is much more
changing by manufacturing tolerances [117]. For characterization and closed loop
control design of the MEMS mirrors, an accurate model parametrization and es-
timation is critical to understand and manipulate its most dominant behavior.
Although MEMS designs can have multiple degree of freedom (DoF), the domi-
nant behavior such as the desired scanning mode is usually well separated from
other eigenmodes by design, which allows modeling of the device considering only
the desired DoF.

2.3.1. Mechanical modeling

Typically MEMS mirrors are modeled by a nonlinear extension of the simple
harmonic oscillator considering stiffness and damping nonlinearities. Mechani-
cal stiffness nonlinearities can be introduced by elastic deformations due to high
deflections [86, 87] of the springs or by purpose using a special suspension de-
sign [118, 119]. While linear resonators usually have a distinct resonance peak
whose width increases by damping, the stiffness non-linearity spreads the res-
onance peak over a frequency band without introducing any damping, which
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can be beneficial for resonators [120]. Due to the small size of MEMS mirrors,
extensive fluid dynamic calculations have to be used to analyze the damping be-
havior [121]. However, as the Q-factor is usually high, e.g. several hundreds even
at atmospheric pressure, the highly nonlinear damping forces can hardly be mea-
sured. Hence, it is typically only observed by a nonlinear change of the dissipated
energy with oscillation amplitude, i.e. an amplitude dependent Q-factor [73].

Model parameter estimation methods based on experimental data are proposed
in [73] and [122], where a nonlinear analytical model is fitted to the frequency
and amplitude data of a ring-down measurement, also called decay. In a similar
manner, based on a decay measurement, an estimation method of the effective
stiffness and damping ratio of a general nonlinear system is proposed in [123],
where the parameters are identified by extracting the instantaneous amplitude
and frequency and assuming a piecewise linear response. However, all those
methods provide only a pure mathematical behavioral model describing the so
called backbone curve of the system but with no actual physical parameters, i.e.
no inertia and actuation. Furthermore, single harmonic trajectories are often
assumed while it is in general no exact solution of the equation of motion in the
presence of nonlinearities, especially a nonlinear stiffness.

2.3.2. Parametric excitation

The electrostatic actuation adds another non-linearity of the torque generated by
comb-drives, i.e.

τc =
1

2

dC(θm)

dθm
V 2 , (2.7)

which is a nonlinear function of the applied voltage V and the rotation angle θm
dependent comb-drive capacitance gradient. As resonant MEMS mirrors cannot
be statically tilted and the capacitance variations are rather small and therefore
hard to measure, the capacitance over rotation angle is usually obtained by an
overlap approximation of the comb fingers [86] or by finite element method (FEM)
simulations [124]. Fig. 2.8a depicts a typical comb-drive capacitance over the ro-
tation angle reprinted from [124], which shows a symmetric triangular shape with
the maximum at zero rotation angle and flattens at large angles [86,97,124–126].
As the capacitance gradient shows opposite sign of the rotation angle and the re-
sulting torque in Eq. (2.7) is independent of the sign of the applied voltage V , the
mirror can only be pulled to its rest position behaving like a voltage controllable
spring with positive nonlinear stiffness. This electrostatic stiffness adds up with
the mechanical stiffness of the suspension springs to the effective stiffness with
which the MEMS mirror oscillates [86]. The injected energy by the comb-drives
using, e.g. a square wave driving signal, depends only on the difference of the
comb-drive capacitance at the points of switching on and off, i.e. is positive if
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the capacitance is smaller when the driving signal is switched on. Hence, both
the total effective stiffness of the system and the energy injection can be manip-
ulated by the applied driving voltage V in a nonlinear manner. This phenomena
is called parametric excitation and is typical for electrostatic resonant MEMS
mirrors [124–127].

(a) Comb-drive capacitance (b) Frequency response

Figure 2.8.: (a) Comb-drive capacitance and gradient over rotation angle ob-
tained by FEM simulation of a representative comb-drive structure
[124] (see inset). (b) Frequency response by slowly sweeping an unipo-
lar square wave driving signal [124]. (top) Total response showing
up to the eighth-order parametric resonance. An inset at the right
top shows a typical oscillation start over time. (bottom) Close-up at
first-order parametric resonance. The point f2 illustrates the start
of oscillation at an up-sweep and f1 the point of maximum scanning
amplitude.

If the driving voltage is applied in the correct frequency and amplitude range,
referred to as the stability regions, the MEMS mirror’s rest position becomes
unstable and it starts to oscillate. Fig. 2.8b shows a typical frequency response
of a linear spring stiffness resonant MEMS mirror with electrostatic actuation
obtained by slowly sweeping a square wave driving signal. An inset shows a
typical transient response of the mirror trajectory envelope when it is started
in the stability region. As in general any change in the driving signal triggers
another dynamic envelope response, the frequency sweep needs to be slow enough
to allow the transients to vanish until steady state is reached. It is found, that
a resonant MEMS mirror with a natural frequency of fm can be operated with
driving frequencies located around 2fm/n, where n ∈ N is referred as the order
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of parametric resonance. Independent of the parametric order, the mirror always
oscillates close to fm, while the highest response is obtained at the first-order
parametric resonance, i.e. n = 1, and in general scales down as n increases. The
energy efficiency of the first-order parametric resonance is evident as most energy
is injected if the driving voltage is switched on at maximum deflection of either
direction and switched off at the zero crossing, providing the largest capacitance
difference. Hence, the driving frequency is twice the mirror oscillation frequency
and is mainly used in this thesis.

Other than conventional linear resonant scanners, the parametrically excited
MEMS mirrors show bifurcations and can have multiple stable and unstable
branches in the frequency response [65,125,126]. One consequence can be that a
high amplitude oscillation can break down if sudden disturbances occur and no
proper control is applied. In general, the high amplitude cannot be reached again
by driving at the corresponding frequency, but a dedicated frequency sweep is nec-
essary. This is shown in Fig. 2.8b as a hysteresis appears between f1 and f2 and
the high amplitude state can only be obtained by a down sweep from frequencies
> f2. The analysis of the full dynamic response is in general complex and needs
time consuming simulations [65]. Useful approximations can be found by apply-
ing the averaging method on the governing equation of motion [125,126,128].

2.3.3. Closed loop control

In an automotive application, MEMS mirrors have to operate in the desired
specification even at harsh environmental conditions. Large variations of tem-
perature or pressure, electromagnetic interference (EMI) and vibrations have to
be taken into account. In order to provide precise laser synchronization signals
and to maintain the MEMS mirror oscillation amplitude despite environmental
influences, a phase locked loop (PLL) is usually applied [95, 100, 129]. Contrary
to a conventional PLL application, where its output is synchronized to the phase
of an externally applied reference signal as depicted in Fig. 2.9a, the PLL has
to synchronize to the MEMS mirror oscillation, which in turn is influenced by
the PLL output as shown in Fig. 2.9b. The stability of such a configuration for
a nonlinear oscillator with a cubic stiffening spring is analyzed in [130], where
the method of averaging is applied on the governing equation of motion. How-
ever, this approach results in complex equations already for the one cubic stiffness
non-linearity, while MEMS mirrors typically show stiffness nonlinearities of higher
order and the electrostatic actuation, making the analysis of the dynamics and
the proper PLL design more difficult. Besides phase synchronization, also the
driving voltage amplitude and duty cycle can be used to influence the dynamic
behavior and steady state MEMS mirror operation points [95, 125]. A typical
approach for resonant MEMS mirrors is to use a fast PLL to track the mirror’s
phase for stable operation and a slow amplitude controller to adjust either the
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driving voltage [95] or the duty cycle [125] to reach the desired operation point.

PD VCO

PLL

P

(a)

PD MEMSVCO

PLL

P

(b)

Figure 2.9.: Comparison of PLL structures. (a) Conventional PLL. The PLL
adjusts a variable controlled oscillator (VCO) according to the phase
detector (PD) output and the loop filter P to follow a reference signal.
(b) PLL structure for MEMS mirror control. The VCO is adjusted
to follow the MEMS, while the MEMS oscillation is also influenced
by the PLL output in a nonlinear manner.

Although PLLs have been designed and applied in applications with MEMS mir-
rors, there is no analysis or guideline of how to design the loop filter or controller
to meet desirable specifications, such as robustness against measurement noise
and vibration. Furthermore, the interdependent influences of the driving signal
manipulations such as frequency, amplitude and duty-cycle on the MEMS mir-
ror’s dynamic phase and amplitude are not taken into account. Therefore, the
amplitude control has to be slow enough not to influence the phase synchroniza-
tion of the PLL, allowing no optimal control of amplitude and phase simultane-
ously. Multiple-input-multiple-output (MIMO) controllers can deal with those
interdependent influences, but were not applied to resonant MEMS mirrors yet.
There are various MIMO controller design approaches such as pole placement,
loop shaping or the linear-quadratic-gaussian (LQG) regulator. Compared to
the others the LQG allows direct control of the system states and inputs by the
definition of cost functions [131]. The LQG represents an extension of the linear-
quadratic regulator (LQR), which is an optimal state feedback controller, by an
optimal observer, i.e. a Kalman estimator, for state estimation from stochastic
measurements.

As an alternative to feedback control, feedforward control can be considered. Iter-
ative learning control (ILC) is widely used to compensate for errors in repeating
tasks by adapting the feedforward input signals based on the errors obtained from
previous iterations, also called batches [132–134]. While a feedback controller re-
sults in the same errors for each iteration, the ILC reduces the errors by time
using their repeating nature. The assumption of repeating errors allows also to
adjust input values for compensation of errors in the future, i.e. non-causal con-
trol. Repetitive control (RC) is also a feedforward control and its idea is similar
to ILC, i.e. correcting errors from previous resulting trajectories of the repeating
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reference [135]. The subtle difference is that RC considers rather a continuous
correction from the measurements of a period before [136]. Due to similarity RC
shares many analysis with ILC, e.g. control law and convergence criteria [132]
and is mixed used in the field of scanning applications such as scanning probe mi-
croscopy [51,137–139] and optical scanning using mirrors [140–142]. For Lissajous
scan, RC has been applied in atomic force microscopy (AFM) to compensate for
periodic nonlinearities of piezoelectric scanners, dynamic cross-coupling of the
stage [143,144], and phase errors at high frequency operation [145,146] to ensure
clean tone and synchronized operation of scan axes. ILC is also applied for a
video rate AFM using a rosette scan, which is generated by modulated sine scan
of each axis, to improve periodic disturbances of nonlinearities in a MEMS based
nanopositioner with electrostatic actuators and piezoresistive sensors [147,148].
For MEMS mirrors, both RC and ILC are reported for compensate the quasi-
static actuation concepts to enhance accuracy and precision of sawtooth and the
triangular scanning trajectories in raster scanning [149,150]. For MEMS mirrors
and Lissajous scanning, especially additional challenges with modulation con-
cepts, however, any feedforward learning controls such as ILC and RC has not
been applied yet.

Synchronization of multiple resonant mirrors

In case of Lissajous scanning the scanning axes are typically operated in resonance
at a desired frequency ratio and need to be precisely synchronized to obtain a
proper scan pattern [35, 40, 100]. In addition, the effective receiver aperture of a
lidar system can be increased by synchronizing multiple mirrors to the transmit-
ter as in [151, 152]. Therefore, the precise synchronization of individual MEMS
mirrors or MEMS mirror axes becomes an important task.
A possible solution is to use elastic links between the scanning mirrors or axes to
force a synchronized operation as in [153]. A different concept, presented in [151],
is based on a master-slave architecture, where the individual driving frequencies
of 22 receiver mirrors, i.e the slaves, are adjusted according to the measured rela-
tive phase to a transmitter mirror. With the same method, using photo-diodes at
the backside of the MEMS mirrors for phase detection, a peak-to-peak phase error
of 6mrad is reported in [154]. Another master-slave concept investigated in [155]
synchronizes two single axis MEMS mirrors with progressive nonlinear springs.
In this concept the PLL of the slave mirror adjusts its frequency according to the
measured relative phase to the PLL of the master mirror. However, robustness
of the synchronization control may not be achieved in the case of sudden phase
errors, e.g. caused by strong external vibrations and shocks. Hence, there is a
need for modeling and stability analysis of the synchronization control concept
to guarantee the proper operation in automotive environments.

The synchronization control of multiple resonant MEMS mirrors is not straight-
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forward since the individual operation frequencies at the nominal amplitude may
differ due to manufacturing tolerances and can shift due to pressure and temper-
ature variations [124,156]. Possible solutions are to use low Q-factors to achieve
a reasonable resonance bandwidth [40,58] or to tune the resonance frequency by
pre-stressing the mechanical springs [63]. In case of electrostatic actuation, the
frequency response can also be influenced by the driving signal shape such as
voltage and duty cycle of a square wave. As reported in [151], the oscillation
frequency of the used MEMS mirror can be varied by 7.5Hz, i.e. 0.5%, at a high
amplitude of 15

◦
by changing the voltage of the square wave driving signal up to

180V. In [86] the frequency shift by the progressive spring behavior of the torsion
bars is compensated by varying the DC offset of the driving signal. Similarly, the
obtained amplitude over frequency behavior can be influenced by the duty cycle,
as shown in [125].

2.4. Research objectives and questions

The state of the art shows that resonant electrostatic MEMS mirrors have been
investigated in various aspects, including modeling of complex dynamics and pa-
rameter identification as well as feedback sensing and control concepts. However,
it also reveals that the methods and analysis have to be improved in order to
allow resonant MEMS mirrors to be used in harsh automotive environments and
to guarantee the target specification during the whole lifetime. Some of these
issues are identified in the following and subsequently investigated in this thesis.

First, the modeling and identification methods need to be improved to gain a
better understanding of the dynamic behavior of the MEMS mirror, also allowing
to analyze the influence of each physical parameter. The methods proposed in
literature do not include higher order nonlinearities of stiffness, damping and ac-
tuation, which are necessary to accurately reproduce the dynamic behavior of the
MEMS mirror. Furthermore, identification methods that rely on the estimation
of parameters using approximations or FEM simulations cannot be used for a de-
tailed analysis of physical parameter variations caused by environmental changes
or production tolerances. This leads to the first research question as follows:
Research Question 1:

Can the system dynamics of resonant electrostatic MEMS mirrors be accurately
modeled and identified solely by measurement data in order to allow behavior
prediction as well as monitoring of physical parameter variations?

To obtain a stable scanning motion in various environmental conditions, the
PLL control for the MEMS mirror has to be properly designed considering harsh
vibrations and EMI. The analysis of stability and performance of such a closed
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loop system using a nonlinear model of the MEMS mirror is difficult and can
be time consuming. However, in application the mirror mainly operates at its
nominal operation point where the analysis actually needs to be valid. Hence, a
linearization of the dynamics at the nominal operation point can provide a simple
and fast approach for the controller design. Considering parameter variations the
linear model should be identifiable by measurements solely to allow an accurate
representation of the local dynamics in various conditions. This leads to the sec-
ond research question as follows:
Research Question 2:

Can the complex nonlinear dynamics of a resonant electrostatic MEMS mirror
be accurately linearized at a nominal operation point, allowing linear system
theory for simple and fast control design?

Lightweight MEMS mirror designs using reinforcement structures allow im-
proved scanning performance due to an optimized rotor structure. However, it
also introduces an asymmetric mass distribution, leading to potential issues in
the dynamics of the MEMS mirror or robustness in harsh automotive environ-
ments. This leads to the third research question as follows:
Research Question 3:

What can be the consequences of a lightweight MEMS mirror design using
reinforcement structures to the dynamics and robustness considering harsh
automotive environments?

High performance scanning using closed loop control necessitates a precise
and reliable sensing concept. Considering miniaturization, mass production and
cost of the total scanning system, a self-sensing concept sharing the same comb-
drives for actuation and for sensing is preferable. Furthermore, as complex sensing
circuits add uncertainties to the total error budget and robustness, the concept
should be simple to implement. This leads to the fourth research question as
follows:
Research Question 4:

Is it possible to provide accurate and precise sensing signals for closed loop
control solely based on a self-sensing concept using robust circuitry?

Exciting various resonant electrostatic MEMS mirror designs in first-order
parametric resonance by a control loop is not straightforward because the corre-
sponding stability region has to be known in advance or obtained by a frequency
sweep. Furthermore, the sweep may end up in a higher order of parametric
resonance, which has to be detected by the sensing concept and necessitates a
subsequent sweep, leading to a potentially long start-up time. Also as shown
in this thesis, a progressive spring stiffness necessitates to change the sweep di-
rection from down to up if a specific bifurcation occurs to reach high scanning
amplitudes. Besides start and stabilization of the MEMS mirror by a control loop,
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also a precise pixel synchronization is necessary to achieve high resolution scan-
ning and is typically limited by the clock of the digital implementation. Hence,
to evaluate the achievable resolution down to the limits of the sensing concept
without clock dependency, the pixel synchronization has to be separated from
the digital timing. This leads to the fifth research question as follows:
Research Question 5:

Can a closed loop control be designed to start and stabilize resonant electro-
static MEMS mirrors with unknown stiffness nonlinearities in first-order para-
metric resonance and to provide precise pixel synchronization to evaluate the
achievable resolution limits?

Dynamic external influences such as strong vibrations disturbing the MEMS
mirror or EMI increasing the sensing noise require a dedicated control design
to keep the scanning motion stable. The driving signal needs to be properly
adjusted to counteract the effect of vibration disturbance, while the influence of
sensing noise to the mirror motion and pixel synchronization should be minimized.
Furthermore, the single axis control shall be extended by a synchronized second
axis to allow also robust Lissajous scanning. Advanced concepts such as opti-
mal control have not been applied yet to resonant electrostatic MEMS mirrors
in order to tackle those issues. This leads to the sixth research question as follows:
Research Question 6:

Can the control strategies of resonant electrostatic MEMS mirrors be advanced
in order to achieve stable scanning motion with the targeted 0.1

◦
resolution

considering harsh environmental conditions like in automotive lidar applica-
tions?

The vibration influence suppression solely by driving signal control may not
always be necessary. A possible alternative for 1D and also raster scanning can
be to include the laser pulse scheduler responsible for the pixel triggering into the
control concept. Hence, the pixels shall be controlled while the MEMS mirror
motion is allowed to have increased errors. This leads to the seventh research
question as follows:
Research Question 7:

Can the scheduling of the pixel trigger support the control concept to reduce
the errors in application considering harsh environments?

In conventional Lissajous scanning both axes have fixed frequencies, result-
ing in a disadvantageously shaped inflexible scan pattern with a pincushion like
resolution. Increasing the resolution typically comes with a decrease in frame
rate, while the high resolution is not always needed in the total FoV, but only
at defined ROIs. Hence, a method allowing a Lissajous scanning system to de-
fine regions with higher resolution at the cost of other regions to maintain the
frame rate can be beneficial in application. This is potentially accomplished by
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a dynamic modulation of the frequencies in a specific manner to design the scan
pattern more flexible. In order to track the correct modulation the control con-
cept needs to be extended, while the robustness considering harsh environments
shall not be compromised. This leads to the eighth research question as follows:
Research Question 8:

Can Lissajous scanning provide flexible scan patterns with ROIs and which
control concept is suitable to not compromise the robustness in harsh environ-
ments?

2.5. Outline of the thesis

To investigate the stated research questions, a resonant electrostatic MEMS mir-
ror is accurately modeled, identified and analyzed in Chapter 3 including global
and local dynamics as well as external vibration influence and mode coupling
(RQ1-3). In Chapter 4 precise self-sensing concepts based on the comb-drive
current feedback are discussed and analyzed regarding the achieved performance
and robustness of the mirror phase, amplitude and scanning direction detection
(RQ4). Subsequently, Chapter 5 describes two control concepts, where the first is
able to accurately track and control the mirror motion by utilizing the full poten-
tial of the proposed sensing concept, enabling a fast start-up and stabilization of
various resonant electrostatic MEMS mirror designs (RQ5). The second control
concept is designed to allow robust operation of the MEMS mirror even in harsh
environments by utilizing optimal control and to allow synchronization of multiple
mirrors, e.g. for Lissajous scanning as discussed in Chapter 6 (RQ6). Chapter 7
provides advanced methods of scanning systems including pixel error correction
by adaptive laser scheduling using the predicted mirror trajectory errors, called
laser shot correction (RQ7), and the adaptive Lissajous scanning by modulation
of the relative phase enabling flexible scan pattern design (RQ8). Finally, the
thesis is concluded in Chapter 8, providing the answers to the aforementioned
research questions and an outlook discusses further potential research extending
the presented methods.
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CHAPTER 3

Modeling and Identification of Resonant MEMS Mirrors1

The detailed understanding of the MEMS mirrors dynamic behavior is crucial
in order to design reliable scanning systems. Mathematical models allow to pre-
dict the behavior before manufacturing, to monitor process variations and to
design a dedicated control. Therefore, the models have to be accurate as well
as identifiable with a limited effort. In this chapter, a single axis electrostatic
actuated resonant MEMS mirror is modeled by a nonlinear single degree of free-
dom (SDoF) model and identified by measurements to accurately represent its
behavior. Subsequently a linearized model valid at the nominal operation point is
derived based on the period-to-period energy conservation to allow simple control
design. Finally, undesired modes of the MEMS mirror are analyzed, which can
occur during normal operation.

1Parts of this chapter are also published in
[65] D. Brunner, H. W. Yoo, T. Thurner and G. Schitter. "Data based modelling and iden-
tification of nonlinear SDOF MOEMS mirror". Proc. SPIE, 10931:269-278, 2019.
[157] D. Brunner, H. W. Yoo and G. Schitter. "Linear modeling and control of comb-
actuated resonant MEMS mirror with nonlinear dynamics". IEEE Trans. Ind. Electron.,
68(4):3315-3323, 2021.
[158] H. W. Yoo, R. Riegler, D. Brunner, S. G. Albert, T. Thurner and G. Schitter. "Ex-
perimental evaluation of vibration influence on a resonant MEMS scanning system for au-
tomotive lidars". IEEE Trans. Ind. Electron., 69(3):3099-3108, 2022.
[159] R. Schroedter, H. W. Yoo, D. Brunner and G. Schitter. "Charge-based capacitive
self-sensing with continuous state observation for resonant electrostatic MEMS mirrors". J.
Microelectromech. Syst., 30(6):897-906, 2021.
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3.1. The MEMS mirror

The proposed concepts in this thesis are demonstrated by electrostatic actuated
resonant MEMS mirrors with a single rotation axis RX such as the variant in
Fig. 3.1. The rotating mirrors are actuated via four comb-drives by applying
an unipolar square wave voltage between the moving rotor fingers and the fixed
stator fingers. The comb-drives are located at each quadrant of the mirror, where
the quadrants are defined by left or right of the rotation axis and above (top) or
below (bottom) the mirror in Fig. 3.1. As the comb-drive capacitance is symmet-
ric regarding the rotation angle, the MEMS mirror exhibits electrostatic stiffness
and energy injection dependent on the applied driving voltage as discussed in
Section 2.3.2. As a consequence it has to be excited in first-order parametric
resonance for most energy efficient operation, i.e. at twice the mirror oscillation
frequency. The mechanical suspension comprises torsion bars and leaf springs for
improved suppression of undesired degree of freedom movements of the mirror,
which makes the design more robust and less affected by mode coupling phenom-
ena [90]. The leaf springs are attached to the frame by relief springs and produce
the main mechanical restoring force for the RX movement, while the torsion bars
mainly prevent out-of-plane movements. Due to the double sided clamped struc-
ture, the leaf springs show progressive stiffness behavior, i.e. the restoring force
increases disproportionately with the rotation angle of the mirror. In order to
increase the MEMS mirror performance by maximizing frequency and aperture
size, dynamic deformation is one of the main limiting factors [160]. Besides mir-
ror surface deformations, degrading the optical resolution, also the entire rotor
has to be kept rigid to ensure that the device stays functional, e.g. no consid-
erable comb-drive deformations. To overcome this, a reinforcement structure on
the backside of the thin mirror is used, that makes the mirror lightweight while
still dynamically flat [76, 111,113].

Fig. 3.2 shows the mirror oscillation start, using a fixed frequency unipolar
square wave driving signal switching between Vp and 0V in the stability region.
The scanning trajectory θm is optically measured using a position sensitive detec-
tor (PSD) [161]. After a rapid increase in amplitude, a relatively long transient
envelope response in amplitude Θm and frequency fm is observed until the final
steady state operation point is reached. Fig. 3.2b shows how the MEMS mirror
frequency varies around half the driving frequency due to the time dependent
electrostatic stiffness. Similarly, if the driving signal is subsequently changed,
e.g. in amplitude, frequency or duty cycle, another transient envelope response
will be observed and the mirror will converge to a different steady state point.
Those steady state operation points show a specific phase delay between the mir-
ror oscillation and the driving signal whose definition is illustrated in Fig. 3.3a
and determines the amount of added electrostatic stiffness and energy injection.
Hence, at this point the dissipated energy is compensated and the resulting effec-
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Reinforcement structure
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Figure 3.1.: (Left) Picture and definitions of a used comb-actuated resonant
MEMS mirror with an aperture size of 3.2× 0.8mm2 in a glass cov-
ered package under ambient pressure. The rotor suspension consists
of the conventional torsion bars and additional leaf springs. (Right
Top) The backside of the mirror features a reinforcement structure
to prevent dynamic deformations with a lightweight design. (Right
Bottom) Illustration of the desired mode RX. (courtesy of Stephan
Albert, Infineon Technologies AG)
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Figure 3.2.: Transient start of the MEMS mirror using an unipolar square wave
driving signal (Vp = 60V, 50% duty cycle). (a) Mirror trajectory
over time where the driving signal is applied at t = 0 s. (b) Mirror
amplitude over frequency behavior at a transient start in the stability
region.
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Figure 3.3.: (a) Mirror trajectory and driving signal waveform illustrating the
definition of the phase delay tφ. (b) Measured steady state frequency
response of a MEMS mirror variant using unipolar square wave driv-
ing (Vp = 60V, 50% duty cycle) and a backbone curve obtained by
a decay measurement. The mirror shows several bifurcations (solid
arrows) as well as a hardening behavior with increasing amplitude.
The driving frequency is twice the mirror frequency to reach first-
order parametric resonance.

tive stiffness allows the mirror to oscillate at half of the applied driving frequency
in steady state.

If the driving signal frequency is slowly swept and the transients are able to
vanish, a steady state frequency response can be obtained. Fig. 3.3b shows the
steady state frequency response of a used MEMS mirror and its backbone curve,
where the latter represents the pure mechanical behavior of the mirror obtained
by a decay measurement, i.e. a ring-down from a high amplitude with the driving
signal turned off. The arrows in the frequency response indicate uni-directional
transitions, also called bifurcations, which cannot be passed in the other direc-
tion in a frequency sweep and highly depend on the system parameters [162].
The upper branch of the response curve can be reached by first sweeping down
through the lower curve until the bifurcation leads to a jump in amplitude and
phase delay. An increase in frequency then leads to increasing amplitudes, which
is called stiffening behavior, until the fallback bifurcation at zero phase delay hap-
pens, where the high amplitude oscillation rapidly breaks down. The prominent
stiffening is also shown by the backbone curve obtained by a decay measurement
and is caused by the leaf springs in the used suspension. The small angle natu-
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ral frequency of the pure mechanical system, i.e. unactuated mirror, is given by
fsmall. As the comb-drive is only able to add a positive stiffness to the system, all
stable operation points are located at the right side of the backbone curve, which
is different from actuators capable of applying pushing and pulling forces [87].
Operating the MEMS mirror at zero phase delay without causing a fallback, is
called synchronized excitation and represents the most energy efficient operation
point [163].

3.2. The nonlinear SDoF MEMS mirror model

A general SDoF model of a resonant MEMS mirror is a nonlinear extension of the
simple harmonic oscillator considering nonlinear functions for the stiffness and
the damping [123] as well as for the comb-drive torque. Hence, the equation of
motion of the MEMS mirror can be generally written as

J θ̈m + γ (Θm) θ̇m + k (θm) θm = τc (V, θm) , (3.1)

which allows arbitrary stiffness k (θm) and amplitude dependent damping coeffi-
cient functions γ (Θm), while a constant inertia J is assumed.

3.2.1. Mechanical behavioral model

For the estimation of the mechanical parameters in the left side of Eq. (3.1),
the mirror is driven to a high amplitude close to the fallback and its decay is
measured by turning off the actuation as shown in Fig. 3.4a. The amplitude
over frequency behavior of the mirror trajectory follows the backbone curve in
Fig. 3.3a, representing the pure mechanical behavior of the mirror.

Since the unactuated mirror model in Eq. (3.1) is not explicit, i.e. can be
scaled by the inertia J , it is normalized by arbitrarily setting J = 1kgm2 and
such normalized parameters are marked with a ’n’ in the subscript. This leads
to a normalized mechanical equation of motion as

θ̈m + γn (Θm) θ̇m + kn (θm) θm = 0 . (3.2)

The obtained backbone curve in Fig. 3.3a clearly shows a nonlinear stiffness of
the mirror and furthermore Fig. 3.4b indicates a nonlinear energy dissipation as
also observed in [73]. The characteristics of a simple harmonic oscillator at a decay
measurement are a constant oscillation frequency and an exponentially decreasing
envelope described by a single exponential term. However, at the presence of any
non-linearity these simplifications are no longer valid. For example, a system with
linear damping and nonlinear stiffness already leads to envelopes that cannot be
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fitted by only one exponential term and therefore this characteristic can only
be used as an indicator for nonlinear damping but do not prove its presence.
However, at low amplitudes, the mirror response becomes almost linear, i.e. the
frequency is rather constant and the envelope can be fitted by a single exponential
function, i.e. α1 e

−β1t in Fig. 3.4b. Therefore, the normalized linear stiffness and
damping coefficient can be estimated by analyzing the small angle response and
are derived by

ksmall,n = (2πfsmall)
2 and γsmall,n = 2β1. (3.3)
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Figure 3.4.: (a) Measured trajectory and driving signal at the start of the decay,
where the actuation voltage is kept zero. (b) Decay envelope over
time and its exponential function fits. The sum of two exponential
functions is necessary to properly fit the envelope over the whole
decay, indicating the presence of nonlinear energy dissipation.

Since typical MEMS mirrors have high Q-factors, the loss in energy per period
during the decay can be considered small in comparison to the total energy stored
in the system. Hence, each individual period can be assumed conservative such
that the sum of kinetic and potential energy always equal the total stored energy,
i.e.

norm. kinetic energy . . . .
1

2
θ̇2m +

norm. potential energy .  . .  .∫ θm

0

kn (θm) θm dθm =

norm. total energy .  . .  .
Etot,n (Θmi

)

=

norm. maximum potential energy .  . .  .∫ Θmi

0

kn (θm) θm dθm , (3.4)

where Θmi
is the amplitude of the corresponding period i. Using Eq. (3.4) the
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mirror period for a specific stiffness function can be calculated by

Tmi
=

1

fmi

= 4

∫ Θmi

0

1

θ̇m
dθm =

4√
2

∫ Θmi

0

(∫ Θmi

θm

kn (θm) θm dθm

)− 1
2

dθm . (3.5)

With numerical integration of Eq. (3.5) a normalized stiffness function can be es-
timated, which matches the measured decay response in amplitude and frequency.
Due to the symmetry of the MEMS mirror design, the stiffness can be assumed
to be an even polynomial of sufficient order, where the zero order coefficient is
already given by ksmall,n in Eq. (3.3). Therefore, the estimation algorithm has to
only estimate the higher order coefficients. The resulting stiffness function for
the used MEMS mirror is shown in Fig. 3.5a, where three coefficients are fitted
to properly match the measured data.
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Figure 3.5.: (a) Estimated normalized spring stiffness function by matching the
backbone curve using Eq. (3.5). (b) Normalized dissipated energy
per mirror period over amplitude. This energy corresponds to the
potential energy difference of adjacent amplitudes in the decay mea-
surement.

Damping models of MEMS mirrors are still content of extensive research
and highly depend on the geometry and the gas pressure in which they are op-
erated [73, 164, 165]. As the damping torque is very low, it is difficult to be
estimated at every time instance of the decay measurement. Therefore, the non-
linear damping is approximated by calculating an averaged damping coefficient
γni for each mirror period along the decay and assume it is a function of the
mirror amplitude Θm. This allows to model the non-linearity of the damping
coefficient provided that it is relatively small and a sufficiently smooth function
of the mirror amplitude.

The averaged damping coefficient can be obtained by calculating the potential
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energy loss in the spring from each amplitude to the next along the decay. This
corresponds to the normalized dissipated energy per cycle Ed,n shown in Fig. 3.5b
and can be written as

Ed,n(Θmi
) = Etot,n

(
Θmi+1

)− Etot,n (Θmi
) = γni

∫ θm(ti+1)

θm(ti)

θ̇m(t) dθm , (3.6)

where ti denotes the start of the ith period. Fig. 3.6a shows the calculated damp-
ing coefficient over the mirror amplitude by using the measured trajectory. The
corresponding Q-factor is then calculated by

Q = 2π
Etot,n (Θmi

)

Ed,n (Θmi
)
, (3.7)

and is shown in Fig. 3.6b. The limited measurement SNR of the mirror trajectory
leads to noisy estimations at low mirror amplitudes. However, the small ampli-
tude values γsmall,n and Qsmall = 2πfsmall/γsmall,n are known from the previous
analysis and have to be reached asymptotically. Hence, it is shown that even
in ambient pressure condition, the MEMS mirror has a high Q-factor, which in
general depends on the oscillation amplitude.
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Figure 3.6.: (a) Amplitude dependent normalized damping coefficient γn of the
individual periods extracted from the decay measurement using
Eq. (3.6). The estimation gets noisy at low amplitudes due to the
limited measurement SNR. (b) Corresponding Q-factor dependency.

Realization of damping function

In order to use the identified amplitude dependent normalized damping coeffi-
cient γn (Θm) in the mirror model, the current amplitude has to be known at
each simulation time step. This can be implemented by introducing an arbitrary
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function, which unambiguously maps the amplitude to a value that can be cal-
culated at each time from the current model states. In this study, a function
h is used, which represents the amplitude state by the low-pass filtered angular
velocity squared and is shown in Fig. 3.7a. By using the decay measurement data,
the amplitude dependent normalized damping coefficient γni at each period can
be substituted by the h-dependent function γ̂n(h) as shown in Fig. 3.7b.
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Figure 3.7.: (a) Angular velocity squared of the decay measurement and ideal h-
function using the filtfilt-function in MATLAB. (b) Corresponding
h dependent normalized damping coefficient where the amplitude of
each period is mapped into the function h.

The normalized mechanical MEMS mirror model is then completed as

θ̈m + γ̂n (h) θ̇m + kn (θm) θm = 0

1

ω2
h

ḧ+
2ξ

ωh

ḣ+ h = θ̇2m , (3.8)

where a second order low-pass filter (ωh = 2π8001
s

and ξ = 1) is used to obtain
the corresponding h value for the damping coefficient selection. Since θ̇2m has
doubled mirror frequency (i.e. > 3400Hz), a filter bandwidth of 800Hz is a good
tradeoff between high frequency suppression and relatively fast tracking of the
mirror amplitude, needed at a decay simulation.

3.2.2. Comb-drive identification

As given in Eq. (2.7) the comb-drive torque is proportional to the derivative of
the comb-drive capacitance with respect to the mirror angle θm. The capacitance
derivative can be calculated by measuring the current through the comb-drives
and the mirror angle simultaneously. The proposed method is to perform an
actuated decay, where the driving voltage is kept constant at a high value (i.e.
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V = Vp and dV
dt

= 0 ) and to integrate the measured displacement current

Ic = Vp
dC(θm)

dt
, (3.9)

generated by the mirror movement over a full mirror period as can be seen in
Fig. 3.8a. Using the equation

C (θm) =

∫ tend

tstart

dC (θm)

dt
dt+ const. =

∫ tend

tstart

Ic
V
dt+ const. , (3.10)

the capacitance curve and subsequently its derivative are estimated as a function
of the mirror angle and are shown in Fig. 3.8b. Since only the relative changes
and not the absolute values of the capacitance are of interest, the capacitance
function can be arbitrarily set to

C∆(θm) = C(θm)− C(0
◦

) . (3.11)

The almost triangular shape of C∆(θm) with dedicated plateaus in its derivative
of height C̄ ′

∆ can already be expected from an overlap approximation of the ro-
tor and stator electrodes. In contrast to the overlap approximation, the method
based on an actuated decay and current measurement extracts the actual capac-
itance variation of the MEMS mirror, accounting for all parasitic effects such
as the fringing fields with only one measurement. Alternatively, instead of the
displacement current, the capacitance can be measured using other methods such
as high frequency modulation or charge measurement [159].
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Figure 3.8.: (a) Actuated decay measurement with constant voltage and data
extraction window, i.e. tstart to tend, shown by the green dashed rect-
angle. (b) Extracted comb-drive capacitance curve and its derivative
over the mirror angle. The almost triangular shape of the capaci-
tance leads to plateaus in the derivative between ∼ 2

◦
< |θm| <∼ 4

◦
,

i.e. C̄ ′
∆.

3.2.3. The MEMS mirror model

To derive a full model of the MEMS mirror, the normalized mechanical param-
eters derived in Section 3.2.1 have to be rescaled in order to match the actual
physical parameters. This scaling factor, represented by the rotor inertia J , can
be estimated by matching the injected energy to the dissipated energy within one
period at a steady state oscillation. Assuming a synchronized excitation condi-
tion, i.e. zero phase delay where the driving voltage is switched off at the zero
crossing of the mirror and switched on at the amplitude point, the injected energy
per driving period is

Ec(Θm) =

∫ 0
◦

Θm

1

2
V 2
p

dC(θm)

dθm
dθm =

1

2
V 2
p C∆(Θm) , (3.12)

where Θm is the obtained amplitude for a specific voltage Vp and C∆ is the ca-
pacitance function.

From the decay measurement in Section 3.2.1, the dissipated energy per mir-
ror period for each amplitude is known and given in Fig. 3.5b. Since Ec is a
non-normalized energy and it is injected two times per mirror period at synchro-
nized excitation, the inertia J can be calculated to

J =
2Ec(Θm)

Ed,n(Θm)
= 4.868 · 10−13kgm2 . (3.13)

This assumes that the actuation does not significantly change the mirror trajec-
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tory and therefore the energy dissipation, which usually holds for such high Q
systems driven in resonance.

The identification of the full MEMS mirror model including also the actuation
terms is then completed as

J θ̈m + γ̂ (h) θ̇m + k (θm) θm = τc(V, θm)

1

ω2
h

ḧ+
2ξ

ωh

ḣ+ h = θ̇2m , (3.14)

with the rescaled stiffness and damping coefficients given by

k(θm) = J kn(θm) and γ̂(h) = J γ̂n(h) . (3.15)

This allows to simulate the MEMS mirror behavior with arbitrary driving voltages
in order to understand its global and local dynamics. The model is fully identified
by performing trajectory and displacement current measurements during a decay
and an actuated decay from an operation point with synchronized excitation.

3.2.4. External vibration coupling

In applications such as automotive lidar, severe external vibrations have to be
considered during operation. Hence, knowledge of the mirror response to vibra-
tions and its counteraction possibilities is critical to guarantee a reliable operation
of the scanning system. Assuming that all undesired rigid body modes are much
stiffer than the desired RX mode, they are not directly actuated in resonance by
the external vibrations as the typically occurring frequency spectrum is limited
to low frequencies, i.e. only up to several kilohertz [166, 167]. When consider-
ing vibrations in all degrees of freedom, the obviously most influencing are the
torques aligned with the rotation mode of the MEMS mirror, i.e. RX. However,
considering the possible mounting position of a scanning system with respect to
the cars body, the probability of gathering rotational vibrations to the MEMS
mirror is rather low, while translational vibrations may dominate as illustrated
in Fig. 3.9a. Hence, the coupling of such translational vibrations in TX, TY and
TZ directions to the mirror motion has to be analyzed. Although the use of a
reinforcement structure on the backside of the mirror enables a high scanning
frequency at a large mirror aperture, it also can lead to coupling of translational
vibrations. The reinforcement structure shifts the center of mass by the distance
Lm below the rotational axis RX, which causes vibration induced torques from
translational Y- and Z-axis vibrations, i.e. TY and TZ, as illustrated in Fig. 3.9b
and Fig. 3.9c. As TX is orthogonal to the MEMS mirror’s plane of rotation and in
a direction of high mechanical stiffness by design, it may not exhibit a significant
coupling to the mirror motion. Therefore, the equation of motion of the MEMS
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mirror in Eq. (3.1) has to be extended by the vibration-induced torque τv as

J θ̈m + γ (Θm) θ̇m + k (θm) θm = τc (V, θm) + τv , (3.16)

where the composition of τv is discussed in the following.

frame frame

 

 

mirror

(a) (c)(b)

 

 

Figure 3.9.: Illustration of vibration directions (a) and coupling model for TY (b)
and TZ (c) vibrations. The translational accelerations aY and aZ
generate a torque for the main mirror rotation mode RX with the
mass m and the mismatch between the rotation axis and the center
of mass of length Lm.

Considering translational accelerations of aY and aZ along the Y- and Z-axis,
the vibration-induced torque is generated as

τv = mLmF = mLm

(
aY cos (θm) + aZ sin (θm)

)
, (3.17)

where m and Lm denote the mass of the mirror and the distance between the
rotational axis and the center of mass, respectively. The vibration-induced torque
is scaled by the cosine or sine of the mirror angle θm due to the movement of
the center of mass. For simplicity in analysis, only a single tone vibration is
considered as

aY = AY cos (2πfvYt+ ϕvY) and aZ = AZ cos (2πfvZt+ ϕvZ) , (3.18)

where AY and AZ are the acceleration amplitudes with the frequency, fvY and
fvZ , and the phase to the mirror, ϕvZ and ϕvY , for the TY and TZ vibration,
respectively. Due to the nonlinear dynamics of Eq. (3.16), superposition of the
vibration-induced torque does not typically hold for a large amplitude vibration.
For a small vibration around a stable equilibrium point, i.e. steady state oper-
ation of the mirror, Eq. (3.16) can be linearized, leading to a generalization by
the superposition of the single tone analysis. A linearization method based on a
period-to-period energy conservation is described in Section 3.3, while it is used
here for the analysis of the vibration coupling to the mirror motion.

Assuming the MEMS mirror is in a steady state, i.e. the energy gain and
energy loss from injections by the comb-drives and damping are balanced. In
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this steady state, the external torque brings a change of the energy in the mirror
motion, leading to a variation of amplitude and frequency due to the nonlinear
response. Assuming that the mirror trajectory is approximated by a single tone
sine with a steady state mirror frequency f̄m and an amplitude Θ̄m and the errors
of the frequency and amplitude by the vibration are much smaller than the steady
state frequency and amplitude, i.e. ∆fm ≪ f̄m and ∆Θm ≪ Θ̄m. Then the mirror
angle can be approximated as

θm ≈ Θ̄m sin
(
2πf̄mt

)
. (3.19)

With 20
◦

as a maximum considered mirror deflection angle, i.e. Θ̄m < π/9 rad,
the single tone vibration-induced torque of Eq. (3.17) with Eq. (3.18) can be
Taylor expanded as

τv ≈ mLm

(
AY cos (2πfvYt+ ϕvY)

(
1− 1

2
θ2m

)

+ AZ cos (2πfvZt+ ϕvZ)

(
θm − 1

6
θ3m

))
, (3.20)

Besides, the vibration-induced energy change at time t for a single nominal half
period T̄mh =

(
2f̄m

)−1
of the mirror can be written by an average as

∆Ev(t) =

∫ t+T̄mh

t

τv (ζ) θ̇m dζ , (3.21)

where ζ is the integration variable of time. Assuming that fvY /= (2n− 1) f̄m and
fvZ /= 2nf̄m for n = 1, 2 and substituting Eq. (3.19) and Eq. (3.20) into Eq. (3.21)
leads to

∆Ev(t) ≈ aY cY,1 f̄m
sin

(
2π

(
fvY − f̄m

)
ζ + ϕvY

)
2π

(
fvY − f̄m

) ....ζ=t+T̄mh

ζ=t

+ aY cY,3 f̄m
sin

(
2π

(
fvY − 3f̄m

)
ζ + ϕvY

)
2π

(
fvY − 3f̄m

) ....ζ=t+T̄mh

ζ=t

+ aZ cZ,2 f̄m
cos

(
2π

(
fvZ − 2f̄m

)
ζ + ϕvZ

)
2π

(
fvZ − 2f̄m

) ....ζ=t+T̄mh

ζ=t

+ aZ cZ,4 f̄m
cos

(
2π

(
fvZ − 4f̄m

)
ζ + ϕvZ

)
2π

(
fvZ − 4f̄m

) ....ζ=t+T̄mh

ζ=t

, (3.22)
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with the vibration coupling coefficients defined as

cY,1 =
c0
16

(8−Θm) , cY,3 =
c0
16

Θ2
m ,

cZ,2 =
c0
48

(
12Θm −Θ3

m

)
, cZ,4 =

c0
96

Θ2
m with c0 = 2πmLmΘm .

For the approximation, the terms with a higher frequency than f̄m, e.g. f̄m+ fvY ,
are omitted since they are small by the averaging integral. Equation (3.22) indi-
cates that the vibration coupling results in energy changes varying at the differ-
ences between mirror and vibration frequencies and that the orders of harmonics
are different for the two directions. At the considered amplitudes of Θm < π/9 rad,
the respective first order contributions are dominant, i.e. cY,1 ≫ cY,3 and
cZ,2 ≫ cZ,4. TY vibration near f̄m and TZ vibration near 2f̄m are mainly con-
sidered, i.e. |f̄m − fvY | ≪ f̄m and |2f̄m − fvZ | ≪ f̄m since the local dynamics of
amplitude and frequency at an equilibrium typically has a much lower bandwidth
than the mirror frequency. This allows further approximation of Eq. (3.22) as

∆Ev(t) ≈ 1

2
aYcY,1 cos

(
2π

(
fvY − f̄m

)
t+ ϕvY

)
− 1

2
aZcZ,2 sin

(
2π

(
fvZ − 2f̄m

)
t+ ϕvZ

)
. (3.23)

This result implies four aspects of vibration coupling to the scanning motion of
the MEMS mirror in operation.

• The injected energy per half period by vibrations can be approximated by
a sinusoidal function with the frequency difference between the vibration
frequency and the mirror frequency or the mirror actuation frequency.

• Only vibrations near the mirror frequency or the mirror actuation frequency
are coupled to the mirror dynamics, hence representing band-limited local
dynamics at an equilibrium.

• Vibration sensitivity with respect to vibration frequencies depends on the
direction of the vibration, e.g. high sensitivity for TY vibration with fre-
quencies near the mirror frequency and high sensitivity for TZ vibration
with frequencies near the mirror actuation frequency, i.e. twice the mirror
frequency.

• Coupling of TY vibrations to the mirror dynamics is expected to be stronger
than coupling of TZ vibrations, considering a maximum mirror amplitude
of 20

◦
.

Fig. 3.10 shows a simulation result of TY vibrations, where the variations
of the mirror amplitude ∆Θm, phase delay ∆tφ and duration ∆Tmh of each half
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period are recorded for different vibration frequencies at a constant acceleration
amplitude. The values are obtained by extracting the frequency component |fvY−
f̄m| from the recorded data and the corresponding phases are relative to the
injected energy ∆Ev per half period. As expected the half period variations
are mainly shifted by 180

◦
regarding the amplitude according to the progressive

spring behavior and the phase delay is lagging by 90
◦

and shifted by 180
◦

as for
a constant driving period the phase delay is the negative sum of the half period
variations, i.e.

∆tφi
= −

j=i∑
j=0

∆Tmhj +∆tφ0 , (3.24)

with the half period index i. From the steady state frequency response of the
mirror in Fig. 3.3 at high amplitudes, it can be observed that for a constant driv-
ing voltage and duty cycle the phase delay represents the necessary comb-drive
energy injection, i.e. the amplitude increases with decreasing phase delay as more
energy is required. Hence, an energy injected by vibrations causes the amplitude
and consequently the period to change, leading to variations in the phase delay,
which in turn leads to changes in the injected comb-drive energy. This behavior
can lead to resonances as shown in Fig. 3.10 when the phase delay has a 90

◦
phase

lag. However, the response to negative frequency offsets is different from the pos-
itive frequency offsets, e.g. the errors are higher for fvY > f̄m, which cannot be
explained by the vibration induced energy injection in Eq. (3.23). Furthermore,
the phase between amplitude and period variations can be different from 180

◦
,

i.e both get in phase for small and large negative offset frequencies. This leads
to zeros in the response of either the amplitude or the period and phase delay
at the transitions between in phase and out of phase conditions as shown in the
figure insets. Hence, the progressive springs are not the only cause for period
variations. Also the electrostatic stiffness caused by the phase delay variations
cannot be the reason as it would lead to the same response for both positive and
negative vibration offset frequencies.

A qualitative explanation can be found by noticing that each external torque
component in phase with the mirror oscillation θm changes the effective stiffness.
For example the time between two consecutive zero crossings, i.e. the half period,
increases if a positive external force is applied during a positive half-swing and
decreases in case of a negative force. It has to be noted, that according to
Eq. (3.21) such a force does not contribute net energy to the system on a half
period average. Hence, assuming small perturbations an external vibration can
contribute energy or stiffness, whenever it has a component in phase with the
mirror velocity or mirror angle, respectively. As an approximation, the variation
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Figure 3.10.: Simulated response of mirror amplitude, half period and phase delay
variations to TY vibration of 1 gRMS at a nominal mirror amplitude
Θ̄m = 13

◦
and constant driving frequency. The phase is relative

to the induced vibration energy per half period and obtained by
extracting the frequency component |fvY − f̄m|. Insets show close-
ups for better visibility of the occurring zeros in the response. The
values are normalized by the nominal mirror half period and nominal
amplitude for time and angle values, respectively.
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of the mirror half period induced by vibrations can be expressed as

∆Tmh,v(t) ∝
∫ t+T̄mh

t

τv (ζ) θm dζ , (3.25)

whose solution is −90
◦
shifted regarding the vibration-induced energy in Eq. (3.23),

i.e.

∆Tmh,v(t) ∝− 1

2
aYcY,1 sin

(
2π

(
fvY − f̄m

)
t+ ϕvY

)
− 1

2
aZcZ,2 cos

(
2π

(
fvZ − 2f̄m

)
t+ ϕvZ

)
. (3.26)

As acording to Eq. (3.24) the phase delay is the negative sum of the half period
variations, it is given as

∆tφ,v(t) ∝− aYcY,1f̄m

2π
(
fvY − f̄m

) cos
(
2π

(
fvY − f̄m

)
t+ ϕvY

)
+

aZcZ,2f̄m

2π
(
fvZ − 2f̄m

) sin
(
2π

(
fvZ − 2f̄m

)
t+ ϕvZ

)
, (3.27)

and represents the energy injection by the comb-drives, i.e. a positive phase
delay causes a negative energy injection. Hence, the comb-drive energy injection
caused by stiffness variation in Eq. (3.27) shows a dependency on the sign of the
vibration frequency offset and increases the total vibration-induced energy for
positive offsets and decreases it for negative offsets. This provides a qualitative
understanding why the response to vibrations shows lower amplitudes at negative
frequency offsets and a different phase behavior. Hence, this mechanism reduces
the errors for the frequency band lower than the mirror frequency, which can be
beneficial for automotive applications as the dominant vibrations are at lower
frequencies.

3.2.5. Model verification

In this section the identified MEMS mirror model is simulated in MATLAB
Simulink and compared to the measured data for two cases, normal operation
and under external vibration.

Operation under normal condition

Fig. 3.11a shows a comparison of the simulated and the measured decay response
of the mirror. For model validation of linear systems in time domain, the modified
index of agreement d1 [168–170] can be used, which allows a phase and amplitude
error sensitive comparison of trajectories [171]. However, in contrast to linear
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systems, the frequency varies along the decay and a small frequency error would
accumulate to a large phase error as the time passes, resulting in a low agreement
value and misleading the performance of the identified model. Therefore, a period-
based modified index of agreement is proposed as

d1(i) = 1−
∑N(i)

k |θi(k)− θ̂i(k)|∑N(i)
k |θi(k)− θ̄i|+ |θ̂i(k)− θ̄i|

, (3.28)

where θi and θ̂i denote measurement and simulation of the mirror angles during
the i-th period from the start of decay, respectively. θ̄i is the average value of
the measured mechanical mirror angle at i-th period and typically close to zero.
The evaluation size N(i) consists of the zero-crossings at start and end of the i-th
period as well as all measured sample points in between. The simulation data of
the i-th period is shifted in time to match the corresponding start zero-crossing of
the measurement and is interpolated at the times corresponding to the measured
sample points to obtain θ̂i(k). Fig. 3.11b illustrates the period-based modified
index of agreement along the decay measurement showing that the derived model
fits the measured data with a modified index of agreement of at least 0.995 at
each period in this case study.
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Figure 3.11.: (a) Decay trajectory comparison of simulation and measured data.
Only first four periods are shown for clarity of the trajectories. (b)
Period-based modified index of agreement calculated for each in-
dividual period. The accumulated phase error is compensated by
shifting the trajectory of each period in time such that the first zero
crossings match.

Fig. 3.12 shows the simulation of the steady state frequency response and a
comparison to the measurements. The mismatch at low amplitudes and high fre-
quency may stem from model insufficiency such as possible asymmetries caused
by the manufacturing or a too coarse estimation of the comb-drive capacitance.
Especially the capacitance curvature around the rest position of the mirror deter-
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mines the stability regions, i.e. where the mirror is able to start to oscillate [124].
Apart from this, the simulation results closely match the measured amplitude
over frequency behavior of the MEMS mirror. The derived model also shows bi-
furcations, which accurately match to the measurements even though the model
parameters are identified solely from a decay and an actuated decay measurement
data.
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Figure 3.12.: Measured and simulated frequency response of the MEMS mir-
ror. The derived model closely matches the measured response and
shows the same characteristics, such as bifurcations and stiffening.

Operation under external vibration

Fig. 3.13 illustrates a vibration test setup for evaluation of vibration influences
on a MEMS scanning system. A shaker (TV 51110-M, Tira GmbH, Schalkau,
Germany) generates a single directional vibration to a PCB adapter cube. The
PCB adapter cube delivers the vibration to the two mirror PCB locations, allow-
ing for TY and TZ vibration test. The mirror PCB is tightly attached to one
of the faces of the cube without a gap so that unwanted modes induced by the
PCB are suppressed. While the vibration is applied to the MEMS mirror, the
mirror trajectory is measured with a PSD, using a collimated fiber laser. The
cross-coupling between vibrations and the PSD angle measurement is negligible
compared to the vibration influence on the mirror angle trajectory. For the con-
trol of the vibration and the data acquisition of the measured PSD signal, an
FPGA module in a PXIe system (NI PXIe 7856-R, Austin, TX, USA) is used.
The velocity of the vibration is measured by a laser Doppler vibrometer (OFV 534
with OFV 5000, Polytec GmbH, Waldbronn, Germany) and controlled to keep
a constant target acceleration of 2 gRMS over various vibration frequencies. The
strong single tone acceleration is chosen to attain a reasonable SNR to character-
ize the vibration influence, while it is much harsher than expected in automotive
applications [167]. For TZ vibration, the vibrometer measures directly the frame
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of the MEMS mirror, while the socket is measured instead for TY vibration since
direct measurement of the MEMS mirror is not applicable. A model based dis-
tance calibration is used to calculate the mirror angle from the position of laser
beam on the PSD. Hence, the mirror parameters are identified in advance and
the operational distance between the MEMS mirror and the PSD is calculated
by matching the measurement with the simulated amplitude.
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Figure 3.13.: Vibration test setup schematics for TY (a) and TZ (b) directions and
an example picture (c). A PCB adapter cube allows the installation
of the mirror PCB for TY and TZ vibrations. The acceleration of
the MEMS mirror is measured by a laser Doppler vibrometer (LDV)
while the mirror scanning trajectory is recorded by a PSD.

For the vibration influence evaluation the MEMS mirror is operated at a
nominal operation point on the upper branch of the response curve with constant
driving conditions, i.e. constant frequency, duty cycle and high voltage. Fig. 3.14
shows a comparison of the measured and the simulated response of the mirror
amplitude and frequency to TY or TZ vibrations, respectively. The vibration
frequencies are slowly swept and the recorded PSD data at each frequency is
analyzed. The mean of amplitude and frequency tends to stay constant for all
vibration frequencies, while the maximum and the minimum amplitudes and
frequencies vary symmetrically with respect to the mean. For the comparison
the vibration coupling parameter mLm, i.e. the product of rotor mass and center
of mass displacement from the rotation axis, is estimated by scaling the simulated
response to match the measurements with the known acceleration amplitude. As
can be seen, the simulation accurately reproduces the measurement data as both
show the same resonance peaks and zeros as well as the asymmetry of negative
and positive vibration frequency offsets. A comparison of the vibration results
shows that the influence in TY direction is as expected about a factor 10 higher
and therefore has to be considered more in the scanning system design.
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Figure 3.14.: Influence of TY (a) and TZ (b) vibration on the mirror amplitude
and frequency versus the vibration frequencies at the nominal op-
eration point. The values are normalized by the nominal mirror
frequency and amplitude. Shown are simulation (solid) and mea-
surement (dashed) results. The influence is represented by the max-
imum, mean, and minimum of the mirror amplitude and frequency
during the vibration. Details are shown by insets. A potential align-
ment error of the vibration direction may be the cause of coupling
to TY in (b) leading to the observed small amplitudes around the
mirror frequency.
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3.3. Linearized period-to-period MEMS mirror

model

Simulations of the dynamic response of a MEMS mirror based on the nonlinear
model derived in the previous section can deal with arbitrary input functions
or operation points but are typically time consuming. Analytical solutions can
only be found by applying simplifications on the dynamics and the input func-
tion [125, 126]. Furthermore, all nonlinearities have to be properly modeled in
order to predict the behavior accurately, which requires much effort on the model
parameter identification. However, in applications such as lidar, the global MEMS
mirror behavior may not be important, but only the local dynamics at the nom-
inal operation point. Therefore, an accurate model of the MEMS mirror, valid
around the nominal operation point is sufficient for the necessary analysis. In
this section, an accurate small perturbation model of a MEMS mirror actuated
by a square wave driving voltage is derived, which is based on a period-to-period
energy conservation. It is shown that for certain operation conditions, the local
dynamics of the MEMS mirror become linear in a wide range and therefore can
easily be analyzed by conventional linear system theory.

3.3.1. Linearized model derivation

Since the MEMS mirror is a high Q system and the trajectory is mainly given by
the mechanical spring and the inertia, the dynamic behavior can be analyzed in a
period-to-period basis. One period refers here to a driving signal period Tdr and
therefore corresponds to a half mirror period Tmh as only first-order parametric
resonance is considered. At the nominal operation point with a fixed driving
signal, the obtained values for the mirror half period Tmh, the amplitude Θm and
the phase delay tφ are the nominal values T̄mh, Θ̄m and t̄φ. As this operation
point is stationary, the dissipated energy matches the injected comb-drive energy.
The local dynamics can then be analyzed by assuming small perturbations of the
injected energy, leading to deviations from the nominal operation point, which
are indicated by a ∆ in the prefix of the variables.

The total system energy change from the start of the i-th to the (i + 1)-th
mirror half period can be expressed as

Etoti+1
− Etoti = Eci + Eexti − Edi , (3.29)

where Eci is the injected comb-drive energy, Eexti is an external disturbance
energy and Edi is the dissipated energy within the i-th period. Etoti can be seen
as the kinetic energy available at the start of the i-th mirror half period, which
results in an amplitude Θmi

. Therefore, the total energy change results in a
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change of the maximum potential energy Ep and the dissipated energy Ed in the
following mirror half period, i.e.

Etoti+1
− Etoti = Epi+1

+ Edi+1
− Epi − Edi , (3.30)

which defines the change in mirror amplitude. Considering only small pertur-
bations, Eq. (3.29) and the nonlinear frequency response can be linearized at a
nominal operation point with mirror amplitude Θ̄m and mirror half period T̄mh.
Therefore, Eq. (3.29) and Eq. (3.30) can be rewritten to(

dEp(Θ̄m)

dΘm

+
dEd(Θ̄m)

dΘm

)(
∆Θmi+1

−∆Θmi

)
= ∆Eci + Eexti −

dEd(Θ̄m)

dΘm

∆Θmi
, (3.31)

where ∆Θmi
= Θmi

− Θ̄m and ∆Eci = Eci − Ēc are the deviations from their
nominal value in the i-th period. The nominal injected comb-drive energy Ēc is
the energy needed to sustain the nominal operation point in steady state and has
to match Ed(Θ̄m).

The nonlinear potential and dissipated energy functions can be expressed
similar to Eq. (3.4) and Eq. (3.6) as

Ep(Θm) =

∫ Θm

0

k(θm) θm dθm and

Ed(Θm) = γ(Θm)

∫ θm(Tm)

θm(0)

θ̇m (t) dθm , (3.32)

with the nonlinear spring stiffness k and the amplitude dependent damping co-
efficient γ. As discussed in the previous section, the modeling by an amplitude
dependent damping coefficient is sufficient to cope with its nonlinearities due to
the high Q factor.

Finally the injected comb-drive energy has to be analyzed regarding an am-
plitude change. If only square wave driving with fixed voltage and duty cycle is
considered, the injected comb-drive energy per driving period is

Eci =
1

2
V 2

(
C∆ (θm (toffi

))− C∆ (θm (toni))
)
, (3.33)

which only depends on the switching times, i.e. ton and toff . If the MEMS mirror
is operated at high amplitudes, i.e. Θ̄m > 10

◦
for the used variant, the comb-

drive energy depends only marginally on the small amplitude variations, since
the comb-drive torque is concentrated at low angles, as can be seen in Fig. 3.8.
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However, due to the nonlinear frequency response, the mirror half period Tmh

changes with the oscillation amplitude, which leads to a changed phase delay in
the following period. Therefore, Eq. (3.33) has to be analyzed regarding the local
time derivatives. Using a Taylor approximation of up to the second order, the
comb-drive energy change can be expressed as

∆Eci ≈
1

2
V 2

(
dC∆ (θm (t̄off))

dt
∆toffi

+
1

2

d2C∆ (θm (t̄off))

dt2
∆t2offi

−dC∆ (θm (t̄on))

dt
∆toni −

1

2

d2C∆ (θm (t̄on))

dt2
∆t2oni

)
, (3.34)

where ∆toff and ∆ton are the deviation from their nominal value t̄off and t̄on, re-
spectively.

By using the chain rule,

dC∆ (θm)

dt
=

dC∆ (θm)

dθm

dθm
dt

and

d2C∆ (θm)

dt2
=

d2C∆ (θm)

dθ2m

(
dθm
dt

)2

+
dC∆ (θm)

dθm

d2θm
dt2

, (3.35)

a linear relationship from switching time error to comb-drive energy change can be
obtained if the nominal switching points are on the capacitance gradient plateau,
e.g. ∼ 2

◦
< |θm (t̄) | <∼ 4

◦
for the used MEMS mirror variant (see Fig. 3.8), i.e.

∆Eci ≈
1

2
V 2

(
dC∆ (θm (t̄off))

dθm

dθm (t̄off)

dt
∆toffi

− dC∆ (θm (t̄on))

dθm

dθm (t̄on)

dt
∆toni

)
.

(3.36)
This is because at high oscillation amplitudes, the magnitude of the comb-drive
capacitance derivative dC∆(θm)

dθm
and of the mirror angular velocity dθm

dt
are high and

rather constant at the switching points, while that of the comb-drive capacitance
curvature d2C∆(θm)

dθ2m
and of the angular acceleration d2θm

dt2
are low.

The switching times t̄off and t̄on cannot be independently chosen, since the
injected comb-drive energy has to match the dissipation in order to maintain the
nominal amplitude in steady state and is given by Eq. (3.33). As the used MEMS
mirror reaches high amplitudes only with positive phase delay, t̄off has to be after
the zero crossing. Furthermore, phase margin should be secured not to cause a
fallback bifurcation, where the mirror amplitude rapidly drops. In order to reduce
the necessary driving voltage, t̄on is set such that the capacitance is minimum at
the switching point, i.e. C∆ (θm (t̄on)) ≈ C∆

(
Θ̄m

)
, which maximizes the injected

energy. This has the effect that at high oscillation amplitudes, ∆ton in Eq. (3.34)
has almost no influence since the associated derivatives of the capacitance are
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small. As a result, a rather typical operation condition with 57% duty cycle at
a nominal amplitude of 14

◦
is obtained as shown in Fig. 3.15, where the driving

voltage is switched off at the current plateau Īc. Therefore, Eq. (3.36) can be
rewritten to

∆Eci ≈
1

2
V 2 dC∆ (θm (t̄off))

dθm

dθm (t̄off)

dt
∆toffi

= ǫc ∆toffi
(3.37)

which is a linear relationship with the comb-drive power constant ǫc. The comb-
drive power constant can be easily measured by the comb-drive current, i.e.

ǫc =
1

2
V Īc . (3.38)

Therefore, Eq. (3.37) is valid as long as the driving signal is switched off at
the plateau of the current signal, where Ic is almost constant. Fig. 3.15 shows
the measured signals around the nominal operation point with negative phase
error ∆tφ in order to depict the definitions of the used variables. In the case
of a constant 57% duty cycle driving signal, a driving period variation ∆Tdri =
Tdri − T̄mh effects the switching off time as

∆toffi
= ∆tφi

+ 0.07∆Tdri ≈ ∆tφi
, (3.39)

as the nominal phase delay corresponds to 7% of the nominal driving period.
However, the contribution of ∆Tdri in Eq. (3.39) is rather small and is therefore
neglected.

Figure 3.15.: Signals and definitions around the nominal operation point featuring
a large linear range of the system dynamics at a negative phase
error ∆tφ for illustration purpose. The driving signal is switched
on at maximum deflection and switched off at the plateau of the
displacement current Īc. The peak in the current signal Ic after the
switching on, is an artifact of the measurement circuitry (see [172]).
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In order to analyze the dynamic relation between amplitude and period
changes of the MEMS mirror, the driving period is varied around the operation
point. The response of the mirror is measured optically by a position sensitive de-
tector and given in Fig. 3.16. Due to the elliptic shape of the measured response,
it is evident that the mirror amplitude cannot solely depend on the mirror period.
By realizing that not only the mechanical springs are influencing the stiffness of
the mirror but also the comb-drives, the phase error at the beginning of the cor-
responding period has to be taken into account. Therefore, the suggested model
for the measured response in Fig. 3.16 is

∆Θmi
≈ κΘ

(
∆Tmhi + κc∆tφi−1

)
= κΘ∆TΘi

, (3.40)

where the amplitude scaling factor κΘ = −2.73 · 105 ◦/s and the comb-drive
stiffening parameter κc = 8 · 10−3 are the fitted constants. The sign of κc shows
that for positive phase errors, the mirror half period gets lower at the same
amplitude, i.e. increasing the effective stiffness. As shown in Fig. 3.16, the model
shows a good match to the measured data even at rather large deviations from
the nominal operation point of about ±0.4

◦
in amplitude. The timing error ∆TΘ

is introduced, as it provides a direct equivalent to the errors of the oscillation
amplitude.
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Figure 3.16.: Mirror amplitude over half period deviation at cyclic open loop driv-
ing period variation and linear model approximation. The open loop
period is varied with 40Hz or 100Hz and 600 ns amplitude, which
results in an elliptical amplitude over period behavior, measured by
the optical setup (blue and black dots). The measured response can
be fitted by the linear model Eq. (3.40) (red).

By using Eq. (3.37), (3.39) and (3.40), Eq. (3.31) can be rewritten as

(κsp + κd)
(
∆Tmhi+1

−∆Tmhi + κc

(
∆tφi

−∆tφi−1

))
= (κsp + κd)

(
∆TΘi+1

−∆TΘi

)
= ∆tφi

+
1

ǫc
Eexti − κd∆TΘi

, (3.41)
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where

κsp =
κΘ

ǫc
k(Θ̄m) Θ̄m and

κd =
κΘ

ǫc

dEd(Θ̄m)

dΘm

(3.42)

are normalized spring and damping parameters.

Finally, with the evolution of the phase error defined by

∆tφi+1
= ∆tφi

+ Tdri − Tmhi+1

= ∆tφi
+∆Tdri −∆Tmhi+1

, (3.43)

and Eq. (3.41), the linear small perturbation model can be written in an explicit
discrete time-invariant state space form as|

∆tφi+1

∆TΘi+1

|
=

1

κsp + κd

|
(κsp + κd) (κc + 1)− 1 −κsp

1 κsp

|
·
|
∆tφi

∆TΘi

|

+

|
1
0

|
∆Tdri +

1

ǫc (κsp + κd)

|−1
1

|
Eexti ,|

∆tφi

∆Θmi

|
=

|
1 0
0 κΘ

| |
∆tφi

∆TΘi

|
. (3.44)

This model represents the MEMS mirror dynamic behavior under small distur-
bances, when it is driven with a fixed voltage and duty cycle around the nominal
operation point defined by Θ̄m and T̄mh.

Summarizing, the local system dynamics can be linearized in a wide range if
two conditions are met. First, the oscillation amplitude is high enough such that
the comb-drive capacitance at maximum deflection is hardly changing by small
amplitude variations, i.e. the combs are fully disengaging. Second, the driving
voltage is switched on at the maximum deflection and off at the plateau of the
displacement current. As the driving voltage and duty cycle can be adjusted such
that the switching off is in the center of the current plateau, i.e. θm(t̄off) ≈ 3

◦
, a

large linear range for the comb-drive energy injection can be provided. It has to be
noted that the proposed model does not explicitly assume a hardening behavior
of the MEMS mirror. Therefore, Eq. (3.44) can in general be also applied for
softening mirrors [124–126], where a stable oscillation can be achieved by a duty
cycle < 50%, i.e. the switching off happens at the current plateau bevor the zero
crossing of the mirror.
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3.3.2. Linearized model parameter estimation

The linearized small perturbation model Eq. (3.44) has only three independent
parameters that describe the dynamic behavior, which are κsp, κd and κc, as well
as the input and output scaling factors ǫc and κΘ, respectively. The normalized
parameters κsp and κd can be obtained by multiplying the individually identified
parameters as given in Eq. (3.42). Also the comb-drive stiffening parameter κc

can be estimated from measurements as shown in the previous section. An easier
and more accurate method is to estimate the parameters from the measured dy-
namic response on an open loop driving period step, as shown in the following.

Three equations are needed in order to fully identify the state equation in
Eq. (3.44). The first equation can be found by measuring the change in dissipated
energy before and after the period step. An equivalent for the dissipated energy
is the difference of the steady state phase errors before and after the step ∆tφ∞

as shown in Fig. 3.17. If the MEMS mirror is operated at the nominal operation
point with ∆Tmh0 = ∆tφ0 = 0 and jumps to a period ∆Tmh∞ /= 0 and ∆tφ∞ /= 0,
then Eq. (3.41) with Eq. (3.40) yields

0 = ∆tφ∞ (1− κd κc)− κd∆Tmh∞ . (3.45)
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Figure 3.17.: Dynamic response on a 10Hz open loop driving frequency step at
the nominal operation point. The steady state offset ∆tφ∞ , the
envelope eαt and the oscillation frequency f0 of the phase error are
used for the model parameter estimation. The identified model
(dashed lines) closely matches the measured response.

The two other equations are found by analyzing the dynamic response in
Fig. 3.17. If λ is the complex conjugate eigenvalue of the model in Eq. (3.44) and
an exponential function eα t is fitted to the response envelope, it can be found
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that

eαT̄mh = |λ| =
√

(1 + κc) κsp

κsp + κd

, (3.46)

which represents the second equation. Furthermore, by measuring the oscillation
frequency f0 of the response, a third equation can be found as

Re
(
eαT̄mh+j 2πf0T̄mh

)
= Re (λ) =

κc (κsp + κd) + κd + 2κsp − 1

2 (κsp + κd)
. (3.47)

The dynamic model parameters can be identified by combining Eq. (3.45), (3.46)
and (3.47). The estimated parameters for the MEMS mirror used in this study
are κsp = 52.91, κd = 1.60 and κc = 7.74 · 10−3 and shows, that the dynamics are
mainly influenced by κsp, which represents the ratio of potential energy gradient
at maximum deflection and the comb-drive power constant. The reason why κc

differs slightly from the previously identified value is because the measurements
in Fig. 3.16 are more noisy and less accurate. The proposed method can be used
to identify the MEMS mirror small perturbation dynamics by only measuring the
phase error. However, to also fully identify the external disturbance input matrix
as well as the output matrix in Eq. (3.44), the displacement current plateau
and an oscillation amplitude measurement is needed according to Eq. (3.38) and
(3.40).

3.3.3. Linearized external vibration coupling

The external vibration coupling analysis in Section 3.2.4 reveals that the vibra-
tion can be considered in a linearized model by a vibration-induced energy per
half period, i.e. Eext = ∆Ev according to Eq. (3.23). As a period-to-period
model cannot distinguish negative from positive vibration frequency offsets, the
amplitude of ∆Ev is assumed independent of the vibration frequency. This does
not allow to account for the asymmetry regarding the sign of the vibration fre-
quency offsets, e.g. the zero at large negative frequency offsets in Fig. 3.10, but
covers the regions of high vibration influence accurately. Fig. 3.18 shows the
frequency response comparison of TY vibration using the linearized model and
the nonlinear model reprinted from Fig. 3.10 with absolute frequency offset. The
linearized model correctly represents the phase behavior of one branch of the non-
linear model corresponding to positive frequency offsets, while the other shows
some mismatches due to not considered zeros in the response. However, those
mismatches are in regions with a low response and therefore do not cause much
errors. Hence, both the response of the phase delay ∆tφ and the amplitude repre-
sentative timing error ∆TΘ using Eq. (3.44) agree with the nonlinear simulation
using Eq. (3.14) in the frequency band of high influence, i.e. around the resonance.
The amplitude representative timing error for the nonlinear simulation is calcu-
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lated using the amplitude errors and the phase delays according to Eq. (3.40).
At regions with low amplitude errors, i.e. at low and high frequencies, the phase
of the amplitude representative timing error is more governed by the phase of
the phase delay and bends up or down as Eq. (3.40) contains the phase delay of
the previous period. Since the response to TZ vibrations around twice the mirror
frequency has similar local dynamics but a lower amplitude, it is not separately
shown here. Hence, the most sensitive regions for TY or potential RX vibrations
around the mirror frequency as well as for TZ vibrations around twice the mirror
frequency can be represented by the same linearized dynamic model.
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Figure 3.18.: Vibration frequency response comparison of nonlinear and linearized
MEMS mirror model. The values are normalized by the nominal
mirror half period and nominal amplitude for time and angle values,
respectively.

3.3.4. Linearized model verification

In this subsection the obtained linearized model of the MEMS mirror given by
Eq. (3.44) is verified by measurements and the variation of the model parameters
by the operation points are discussed.

Linearity and model accuracy

The validity of the linear small perturbation model Eq. (3.44) can be checked by
measuring a bode plot from the driving period input to the corresponding outputs.
However, this does not prove the proposed linearity as the superposition theorem
is not verified. Therefore, the driving period is not swept, but randomly varied.
Fig. 3.19 shows that the measured transfer functions agree with the derived model.
The increase of the measured high frequency amplitudes of ∆Tmh is because it is
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calculated by the subtraction of two adjacent phase errors and the corresponding
driving period according to Eq. (3.43) and therefore originates from measurement
noise. In order to validate also the output equation in Eq. (3.44), the mirror
amplitude spectrum is measured via a position sensitive detector and shown in
Fig. 3.20. Since all three outputs show the dynamic behavior of the proposed
model for small perturbations, the model correctly represents the MEMS mirror
at the nominal operation point.
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Figure 3.19.: Transfer functions of phase error and mirror half period at open loop
random driving period variation. The applied driving period and
the measured phase error are logged at each period for 180 s. The
obtained spectrum is smoothed for better readability (MATLAB
function smooth with a 2Hz span). The transfer functions H∆tφ/∆Tdr

and H∆Tmh/∆Tdr
of the model closely match the measurements. The

increase of the red curve at high frequencies is due to measurement
noise as ∆Tmh is calculated by the subtraction of two adjacent phase
errors.

58



3. Modeling and Identification of Resonant MEMS Mirrors

10 0 10 1 10 2 10 3

frequency [Hz]

80

90

100

110

120

130

M
ag

n
ifi

ca
ti

o
n

 [d
B

]

|FFT{
m

}|/|FFT{ T
dr

}|

H
m

/ T
dr

Figure 3.20.: Transfer function of mirror amplitude error at random driving pe-
riod variation. The driving and the optical sensing signals are logged
via the data acquisition card with 200 kHz for 5 s. The obtained
spectrum is smoothed with a 2Hz span for better readability. The
measurement noise is rather high but the trend closely matches the
transfer function H∆Θm/∆Tdr

obtained by the model Eq. (3.44). The
peaks above 100Hz are measurement artifacts as they change by
different sampling frequencies.

Operation point dependencies

As advanced control concepts are designed based on the proposed linear model, it
should be analyzed how the local system dynamics change by the operation point.
Therefore, the model parameters are estimated at different operation points, and
compared to the nominal case. Two approaches are chosen as the extreme cases.
In the first case the driving signal voltage Vp is kept constant and the duty cycle
D ∈ [0, 1] is adjusted such that the phase delay fulfills the condition

tφ = (D − 0.5) Tdr (3.48)

at each frequency point. Hence, the driving signal is always switched on at
maximum deflection, while the switching off depends on the duty cycle, i.e. the
operation point. In the second case, the duty cycle is kept constant and the
driving signal voltage is adjusted such that the same condition is met. Fig. 3.21
shows the resulting relative variations of the three model parameters for both
cases. It reveals that a constant driving voltage changes the system parameters
less compared to a constant duty cycle. Even if the operation point frequency
changes by −4%, which corresponds to an amplitude change of about −20%,
the parameters κsp and κd vary in the first case only by about 4% and 8%,
respectively. However, for larger deviations from the nominal operation point
the model parameters rapidly change. The rather large variation of κc is hardly
influencing the system dynamics as can be seen in Fig. 3.22, where the change
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of the system pole characteristics are shown. The magnitude of the eigenvalue
stays almost constant, while the characteristic frequency given by f0 Tmh varies
similarly to κsp and κd. Hence, it can be concluded that the duty cycle control
influences the system dynamics less than driving voltage control and therefore
allows a robust control design considering parameter variations.
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Figure 3.21.: Variation of the identified model parameters with the operation
point. To fulfill Eq. (3.48) at every operation point two extreme
cases are shown, i.e. constant driving voltage with adjusted duty
cycle (blue) and constant duty cycle with adjusted driving voltage
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Figure 3.22.: Variation of the measured model dynamics with the operation point.

3.4. Mode coupling of MEMS mirrors

A rigid MEMS mirror rotor has in general 6 DoFs as shown in Fig. 3.23. Since
it is intended to oscillate only at its desired rotational axis RX, all other DoFs
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have to be suppressed by design. Hence, modes which cause the rotor to move in
an undesired DoF should not be excited and their corresponding resonance fre-
quencies have to be fairly above the RX mode. However, in [90] a nonlinear and
temperature dependent coupling between the RX and the RZ mode is observed
for their MEMS mirror design. Furthermore, the MEMS mirror typically exhibits
structural modes at higher frequencies, which deform the rotor. In general a full
decoupling of all modes is hardly possible, especially if the mirror shall be tuned
to its maximum performance, e.g. high frequency and tuning range, dynamical
flatness and strong actuation including nonlinearities in the design. In this sec-
tion two observed parasitic modes of the used MEMS mirror are discussed, the
translational mode in Y direction TY and the comb-drive arm mode, which both
occur during normal operation. While the first can be regarded as a rigid body
mode of the rotor, the second is a structural deformation mode within the rotor,
i.e. the comb-drive arms. Other modes, can be prevented by design using ded-
icated suspensions or can only be excited by applying a driving voltage at the
corresponding resonance frequency, such that unwanted modes, e.g. TZ and RZ,
should not be excited during normal operation.

T
R

T

T

R

R

Figure 3.23.: Illustration of the 6 principal DoFs of a MEMS mirror rotor.

3.4.1. RX-TY mode coupling

Besides direct actuation of a parasitic mode by the comb-drives, also a mode cou-
pling can occur, where energy of the first mode is drained to the second. Fig. 3.24
shows a frequency up-sweep through the top response curve of a MEMS mirror,
where kinks and jumps are observed in both the amplitude and the phase delay
at locations depending on the driving voltage. A similar phenomenon is observed
by sweeping through the bottom response curve, while it is not shown in the
figure for visibility. As shown in Fig. 3.25a the response passes a hysteresis if the
driving frequency is swept down after the kink. Fig. 3.25b depicts the measured
trajectories just before and after passing the kink, where the difference of both
trajectories reveals a relatively strong fifth harmonic oscillation. As the measured
trajectory distortion is the biggest at the point ▲ and vanishes just after passing
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Figure 3.24.: Up-sweep through the top response curve using different voltages of
the square wave driving signal. Kinks and jumps in amplitude and
phase delay can be observed at different locations depending on the
driving voltage. The frequency is normalized by a typical operation
point.

it, i.e. at ▼, we associate the first as a resonance point and the second as a
fallback bifurcation.

Herein the mirror amplitude Θm is the peak deflection during one oscillation
cycle and the frequency is defined by every other zero crossing. Due to the non-
linear stiffness and the comb-drive torque, Θm is in general not equal to the first
harmonic amplitude, as also higher harmonics exist. Hence, for the following
analysis the variable Θm,j represents the j-th harmonic amplitude, which are de-
rived by a harmonic decomposition of the trajectory. Fig. 3.26 shows the first and
the fifth harmonic amplitude when sweeping through the RX-TY hysteresis using
different driving voltages. As shown, the response of Θm,1 is different from Θm

and the hysteresis curve can be clearly observed. Furthermore the fifth harmonic
exhibits a strong stiffening behavior as it shows the characteristic bifurcation
jumps in phase and amplitude. The phase of the fifth harmonic φ5 is its relative
phase shift regarding the first harmonic, where 5 · 360◦

correspond to one period
of the first harmonic.

RX-TY model derivation

The observed coupling phenomena originates from the lightweight design of the
MEMS mirror. A thicker reinforcement structure on the backside of the mirror
shifts the center of mass away from the rotation axis, whose out-of-plane position
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Figure 3.25.: Measured hysteresis of the frequency response (a) and trajectory
distortion (b) due to the RX-TY mode coupling. After passing the
kink, the frequency is swept down to obtain the hysteresis. At the
resonance point ▲, the trajectory shows a strong fifth harmonic
distortion compared to the trajectory at the fallback ▼.
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Figure 3.26.: Measured first (a) and fifth (b) trajectory harmonic when sweep-
ing through the RX-TY hysteresis. The amplitudes are derived by
harmonic decomposition of the trajectory. The phase of the fifth
harmonic shows its relative phase shift regarding the first harmonic.
Arrows indicate the direction of the bifurcation jumps.
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is mainly determined by the thinner suspensions. Fig. 3.27a shows a schematic
cross-section of the MEMS mirror, illustrating the shifted center of mass by Lm.
This means that the MEMS mirror acquires a rotating unbalance, which is usu-
ally not affecting the proper mirror operation. A simplified mechanical model of
the RX-TY coupling phenomena is shown in Fig. 3.27b. The rotational mode is
modeled as a 1 DoF pendulum with the state θm and oscillates within a coordi-
nate system frame F that can move in TY direction with the state y relative to
the global coordinate system. The actual coupling happens due to the inertial
forces, that the acceleration of the mass within the frame F causes in the global
coordinate system and vice versa.

axis

Center of mass

T
Frame

(a)

y

y y

2

y y

2

(b)

Figure 3.27.: Illustration of the shifted center of mass from the rotation axis (a)
and a schematic of the RX-TY coupling model (b). The thick rein-
forcement structure on the backside of the mirror shifts the center
of mass away from the rotation axis. The RX-TY coupling model
comprises a pendulum fixed inside a coordinate system frame F ,
which can move in TY regarding the global coordinate system.

Another coupling mechanism can be caused by the comb-drives, as the capac-
itance and therefore its derivative may depend on both θm and y. However, due
to the symmetric comb-drive design as shown in Fig. 3.28 it only has a marginal
dependency on y. This is because the capacitance change on the left side of
the rotation axis is compensated by the right side as illustrated by the changed
overlaps between stator and rotor combs. Only fringe effects at the edges of the
combs can cause a total capacitance change due to a y movement, which add
only small additional actuation forces for the TY and can be neglected. While
the total capacitance change is subtle, a difference in left and right side capaci-
tance is observed. Fig. 3.29a shows two exemplary current difference signals IcLR
obtained by subtracting the right side comb-drive currents from the left side at an
operation point with a high and a low fifth harmonic amplitude. A considerable
high frequency oscillation can be observed, which is in general not of a single
harmonic due to the nonlinear capacitance dependency. It also shows that even
if the fifth harmonic is low or absent, a small peak in the current difference is
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measured, whose sign depends on the mirror scanning direction. As the exact
capacitance dependency on both θm and y is not known, the current difference
is hard to analyze. But the time derivative of the capacitance difference C∆LR

obtained by
dC∆LR

dt
=

IcLR
Vp

, (3.49)

provides an insight, as its peak-to-peak value over a mirror period shows a
quadratic relationship to the fifth harmonic amplitude as shown in Fig. 3.29b.
The increase of the current difference by the fifth harmonic amplitude supports
the proposed coupling model.

y
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outer row
Comb-drive arm

Stator RotorLeft

Right

Figure 3.28.: Illustration of the comb-drive capacitance dependency regarding a
TY movement. The capacitance decrease for y > 0 of the right side
comb-drive arm is balanced by the increase of the left side arm.
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Figure 3.29.: (a) Difference of left and right side current signals for an operation
point with high ▲ and low ▼ fifth harmonic amplitude. The current
signals are normalized by the corresponding maximum total current.
(b) Peak-to-peak value of the left-right capacitance time-derivative
calculated by Eq. (3.49) for all measurement points in Fig. 3.26 with
a second order polynomial fit.
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Finally, the RX-TY coupling model can be expressed as

J θ̈m + γ̂(h) θ̇m + k
(
θm

)
θm +mLmÿ = τc

(
V, θm

)
mÿ + γy ẏ + ky(y) y +mLmθ̈m = 0 , (3.50)

where the rotational mode parameters are derived in Section 3.2 while the damp-
ing realization function h is the same as in Fig. 3.14. As the MEMS mirror is
usually operated at amplitudes < 20

◦
, the direction dependency of the inertial

forces are omitted due to cos (θm) ≈ 1 for all θm. The consequences of the inertial
coupling in Eq. (3.50) can be qualitatively understood by a modal analysis, ex-
cluding damping, actuation and nonlinearities. Rewritten in a matrix form, the
simplified model yields|

J mLm

mLm m

|
 .  . .  .

M

|
θ̈m
ÿ

|
+

|
k(0) 0
0 ky(0)

|
 .  . .  .

K0

|
θm
y

|
= 0 , (3.51)

where k(0) and ky(0) are the corresponding linear stiffness values. The eigenvec-
tors of the matrix M−1K0 then represent the new orthogonal modes, which are
in general a composition of θm and y caused by the coupling. To calculate those
modes, the effective mass m for the TY movement and the center of mass displace-
ment Lm are obtained by FEM. The stiffness ky(0) can be roughly approximated
by assuming that the uncoupled resonance frequency is five times higher than the
RX resonance, i.e.

ky(0) ≈ 52 k(0)
m

J
, (3.52)

as the measurements suggest. Using these values, the eigenvectors result to

vθ =

|
1

5 · 10−6

|
and vy =

|
1

−0.002

|
, (3.53)

which reveals that the low frequency mode corresponding to vθ is almost pure
rotational, while the high frequency mode has a significant admixture of rotation
and translation. This explains the observed strong fifth harmonic of the mirror
trajectory, as the mirror rotates with an amplitude according to the coupling ratio
κy = − 1

0.002
= −0.029

◦
/µm. Furthermore, the mode coupling can be destructive

for the comb fingers if they crash into the stator due to a too high y movement
amplitude.

RX-TY model identification

As the rotational mode is already identified, only the parameters of the transla-
tional mode are necessary to be estimated. FEM simulations predict the effective
mass and dimensions such as the center of mass displacement rather accurately,
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while it can be also estimated by a vibration test measurement as described in
Section 3.2. The damping and nonlinear stiffness parameters suffer from manufac-
turing tolerances and have to be identified by measurements. First the nonlinear
stiffness is estimated by matching the peak amplitude over frequency behavior
for the different driving voltages, assuming a constant coupling ratio of the fifth
harmonic κy at resonance. Due to the expected low damping and the rather weak
non-linearities, this assumption does not limit the proposed method. The cou-
pling ratio obtained by the eigenvector decomposition in Eq. (3.53) shows that
for the fifth harmonic, the rotation and the translation movement have negative
sign. Furthermore, it can be assumed that the stiffness has to be symmetric by
design and can be approximated by a polynomial of up to second order, as for a
Duffing oscillator. Hence, the equation of motion at the resonance peak can be
simplified to

(m+mLm κy) ÿ + ky0
(
1 + β y2

)
y = 0 , (3.54)

where the coupling ratio acts as an effective mass change. The resonance peak
amplitude Θm,5

..
▲

over frequency behavior can be approximated by

ωy

..
▲
≈

√
ky0

m+mLm κy

...√1 + β
3

4

(
Θm,5

..
▲

κy

)2

. (3.55)

The derivation of this formula is provided in Appendix A. Using a least squares
approach, ky0 and β can be calculated such that the measured and the estimated
response match. However, the coupling ratio κy depends on the zero displace-
ment stiffness ky(0) = ky0, while κy effects the estimation of ky0 and β. As this
relationship is rather complex, the chosen identification algorithm performs an
iterative refinement of the estimation, which quickly converges in the third itera-
tion.

A simple method to identify the damping coefficient γy is by analyzing the
total current through the comb-drives Ic during the driving voltage is on, as its
time-integral relates to the total injected energy, i.e.

Ec(t) =

∫ t

0

1

2
Vp Ic(t)dt . (3.56)

Fig. 3.30a shows the current signal at the resonance peak and after the breakdown
of the high frequency mode oscillation as well as their difference. It is clearly ob-
served that the high fifth harmonic oscillation is also influencing the total current
signal shape. The integration of the current difference over one period of the first
harmonic yields the necessary additional injected energy ∆Ec to maintain the
high amplitude of the fifth harmonic. By the different driving voltages, which
result in different resonance amplitudes, Fig. 3.30b can be drawn. For compari-
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son the dissipated energy at the corresponding first harmonic amplitude Ed,1 and
its change due to the observed small first harmonic amplitude jump ∆Ed,1 are
shown, which are both calculated by the decay measurement from Section 3.2.
Interestingly, the additional dissipated energy due to the coupling, i.e. ∆Ec, al-
most doubles the total energy loss at high fifth harmonic amplitudes, i.e. gets
similar to Ed,1.
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Figure 3.30.: (a) Comb-drive current signals just before ▲ and after ▼ passing
the RX-TY resonance peak. (b) Additionally dissipated energy per
mirror period over the resulting peak fifth harmonic amplitude for
different driving voltages. For comparison the dissipated energy Ed,1

for the pure rotational mode is shown.

By using the derivation in Appendix A for the dissipated energy per oscilla-
tion period for a Duffing oscillator, the damping coefficient γy can be estimated
from

1

5
(∆Ec −∆Ed,1) = π

1

κ2
y

ωy

..
▲
γy

(
Θ2

m,5

..
▲
−Θ2

m,5

..
▼

)
, (3.57)

where ωy

..
▲

is the corresponding circular resonance frequency and Θm,5

..
▼

is the
steady state amplitude after passing the resonance peak. However, the evaluation
of Eq. (3.57) shows, that only for small amplitudes the damping coefficient is
constant, as can be seen in Fig. 3.31a. The amplitude dependent behavior of
the damping coefficient can then be estimated by the knowledge of its small
amplitude value, i.e. γy,small, as

γy =
1

Θ2
m,5

..
▲

(
κ2
y (∆Ec −∆Ed,1)

5 π ωy

..
▲

+ γy,small Θ
2
m,5

..
▼

)
. (3.58)

Since the results show only a moderate increase of about 10% in the measured
range, the small angle damping coefficient is sufficient for the proper reproduc-
tion of the measured behavior in the simulation. The corresponding Q-factor
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of about 470 corroborates the assumption of low damping. Fig. 3.31b shows the
comparison of simulated and measured response of the fifth harmonic for different
driving voltages. Discrepancies between the desired resonance peaks calculated
by Eq. (3.55) and the simulation are mainly due to the simplified calculation
of κy, which turned out to be about 1.5% higher by the nonlinearities in the
model. Overall the derived model, which is identified without the need of time
consuming a priori simulations, closely matches the measured response in phase
and amplitude.

Finally the results reveal that the lightweight design of the MEMS mirror is
the root cause of the coupling mechanism and the prominent stiffening behav-
ior of the RX mode increases the likelihood that the modes couple in resonance
during the start-up of the mirror. This information helps MEMS designers to
prevent undesired or even destructive operation modes by avoiding the corre-
sponding frequency region. Furthermore, the undesired mode can be detected
by the difference of left and right side comb-drive current and measures can be
taken to avoid high amplitudes of such modes.
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Figure 3.31.: (a) Estimated damping coefficient of the TY mode. (b) Comparison
of simulated and measured response of the fifth harmonic for differ-
ent driving voltages.

3.4.2. Comb-drive arm mode

A strong electrostatic actuation requires a large overlap area of the comb-drives to
maximize the capacitance variation. Therefore, the used MEMS mirror variants
feature comb-drive arms, which have two rows of fingers as shown in Fig. 3.32.
This introduces a deformation mode of the rotor as illustrated in the figure, which
can be excited by the high frequency components of the electrostatic forces. Due
to the high eigenfrequency of the mode, only relatively low movement amplitudes
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and therefore no destructive behavior is expected. However, the current through
the comb-drives during a constant driving voltage is used for several analysis as
well as for feedback control, which is very sensitive to high frequency movements.

159 kHz

142 kHz

110 kHz

Com-drive arm

Figure 3.32.: Exemplary mode shapes and eigenfrequencies of comb-drive arm
modes for two different designs. (courtesy of Stephan Albert, Infi-
neon Technologies AG)

Assuming that the small arm movement does not effect the capacitance and
can be modeled as an equivalent average angular movement θA of the comb fingers
added to the rotational mode, the current signal for one of the four arms can be
written as

Ic1 =
1

4
Vp

dC∆ (θm)

dθm

(
θ̇m + θ̇A

)
. (3.59)

This reveals that the current signal is undistorted at mirror angles where the
capacitance gradient is low, i.e. at zero and high angles according to Fig. 3.8b.
Furthermore, the plateau of the capacitance gradient allows a simple estimation
of the comb-drive arm movement amplitude, because it is wide enough to cover
several oscillations of the mode. Because the mirror velocity has negligible spec-
tral content higher than 100 kHz, the equivalent angular amplitude of the arm
mode can be estimated by

ΘA ≈ Îc1,A
4

ωA Vp C̄ ′
∆

, (3.60)

where Îc1,A and ωA are the amplitude and circular frequency of the current signal
associated with the comb-drive arm mode on the capacitance derivative plateau
C̄ ′

∆. Fig. 3.33 exemplary shows three operation points of the MEMS mirror with
and without an excited comb-drive arm mode for a single arm. The obtained
maximum equivalent amplitude of 14 mdeg is rather low and results in a ratio
of average comb finger movement to its thickness of only about 0.05%. The
individual currents generated by the four comb-drive arms can add up in phase

70



3. Modeling and Identification of Resonant MEMS Mirrors

or out of phase in the summed current, hence they can increase by up to a factor
of four or even cancel out. Due to manufacturing tolerances that shift the actual
mode frequencies and the nonlinear actuation that lead to large and operation
point dependent spectral content of the electrostatic forces, the excitation of a
comb-drive arm mode can hardly be prevented by design. It can be reduced
by avoiding the corresponding frequency content using an appropriate driving
voltage or by filtering the measured current signal. Another possible solution is
a reduced damping by lowering the pressure in the MEMS mirror package such
that less actuation forces are needed and the comb-drive arms can be designed
smaller.
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Figure 3.33.: Measured current signal at different operation points for comb-drive
arm mode estimation. The high frequency oscillation can be clearly
observed on the plateau of the capacitance gradient. The equivalent
angular amplitude is estimated by Eq. (3.60) using the measured
amplitude and frequency of the observed oscillations.

3.5. Summary

In order to obtain detailed knowledge of the behavior of resonant electrostatic
MEMS mirrors and to design control concepts, modeling and identification meth-
ods are discussed in this chapter. First, an identification method for a generalized
nonlinear SDoF model is proposed to characterize a single axis electrostatic res-
onant MEMS mirror without the need of prior knowledge on the used modeling
parameters but solely measurement data. The high Q factor of resonant MEMS
mirrors allows to estimate the nonlinear stiffness by matching the amplitude
over frequency behavior along a decay measurement, assuming the system to be
energy conservative. Subsequently the nonlinear damping is approximated by av-
eraged damping coefficients for each period, which are assumed to be amplitude
dependent. As a realization of the identified damping behavior a function h is
introduced, representing the amplitude state during simulation. The comb-drive
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capacitance and torque are estimated by a simultaneous measurement of the angle
and the current through the comb-drives by an actuated decay. By a synchro-
nized driving of the mirror and matching of injected and dissipated energy, the
rotor inertia is calculated, enabling a full response simulation of the mirror. The
derived nonlinear model is verified in time domain by introducing a period-based
modified index of agreement, which results in values of over 0.995 at each period.
The frequency response also shows a close match especially at the bifurcations,
which have never been considered in the identification and highly depend on
the system parameters. An external vibration coupling analysis reveals that not
only torques aligned with the rotational mode RX influence the MEMS mirror
dynamics, but also translational vibrations in the plane of rotation, i.e. TY and
TZ. The translational vibration coupling happens as a reinforcement structure
is used to improve the MEMS mirror performance. It causes a mismatch of the
center of mass and the axis of rotation, allowing a tangential force to generate
a torque. An energy injection analysis and measurements reveal that the most
translational vibration influence is in TY direction close to the mirror scanning
frequency. The second most influence is in TZ direction close to twice the mirror
scanning frequency, but with 10 times lower magnitude.

Second, a linear small perturbation model of the MEMS mirror at a nominal
operation point is derived based on the law of energy conservation and is verified
by measurements. It is found that the change of the injected comb-drive energy
has a linear relation to the phase error, if the driving signal is switched off at the
plateau of the comb-drive current and switched on at maximum deflection. Fur-
thermore, the dynamic amplitude over frequency behavior of the MEMS mirror
as well as external vibration coupling is linearly modeled, allowing conventional
linear system theory analysis. The dynamic behavior of the MEMS mirror given
by the system equation of the derived model can be fully identified by analyzing
the obtained phase error at an open loop period step. Therefore, a controller
that drives the MEMS mirror can identify the dynamic model by the proposed
procedure and adjust the control gains to meet the desired specifications.

Finally, mode coupling phenomena of the MEMS mirror are analyzed, which re-
veals that two modes can occur during normal operation, i.e. a RX-TY mode
coupling and a comb-drive arm mode. The RX-TY mode coupling is also a con-
sequence of the shifted center of mass regarding the rotation axis and happens
when the mirror trajectory includes a harmonic at the TY resonance. While the
RX mode is operated in parametric resonance due to the electrostatic actuation,
the TY mode shows a typical Duffing oscillator response. An inertial coupling
model is derived and identified by measurements, which correctly reproduces the
observed nonlinear behavior. A modal analysis reveals that the resulting orthog-
onal modes are an admixture of angular and translational movement due to the
inertial coupling. Hence, when the higher mode is excited it is observed in the
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mirror trajectory with a coupling ratio of −0.029
◦
/µm, causing errors in appli-

cation. The comb-drive arm mode is a rotor deformation mode caused by the
bending of the rather large comb-drive arms designed for maximum capacitance
variation. As the ratio of maximum movement of an average comb finger to its
thickness is only about 0.05% there is no dynamic effect on the mirror motion
nor a destruction of the combs. However, it causes a distortion of the measured
current signal by its high frequency of > 100 kHz, which has to be considered by
design of the MEMS mirror or the sensing circuitry.
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CHAPTER 4

Precision Sensing of Resonant MEMS Mirrors1

Precise and accurate sensing of the MEMS mirror movement is crucial for reliable
operation in harsh environmental conditions. As only high frequency and high
Q resonant operation of the MEMS mirror is considered, the trajectory shape is
hardly influenced by the actuation forces nor by external vibration and is mainly
determined by the suspensions [73, 175]. Hence, the trajectory can be recon-
structed by measuring frequency and amplitude of the oscillation. Considering
production cost and system integration complexity, optical read-out or dedicated
sensing structures such as piezoresistive sensors on the MEMS should be avoided
and self-sensing methods are preferred. Self-sensing uses the same structures for
sensing and for actuation and provides the minimum system complexity at the
cost of flexibility as driving and sensing are not independent. The proposed sens-
ing concept utilizes the variation of the comb-drive capacitance to estimate the
MEMS mirror movement. Specifically, the methods are based on measuring the
current collected by the stator comb-drive electrodes, i.e.

I = V
dC (θm)

dθm
θ̇m + C (θm) V̇ , (4.1)

which consists of the displacement current generated by the mirror movement
and the measurement noise originating from driving voltage changes. Due to
the capacitance symmetry of out-of-plane moving comb-drives, the displacement

1Parts of this chapter are also published in
[173] D. Brunner, H. W. Yoo and G. Schitter. "Precise phase control of resonant MOEMS
mirrors by comb-drive current feedback". Mechatronics, 71:102420, 2020.
[174] D. Brunner, S. Albert, M. Hennecke, F. Darrer and G. Schitter. "Self-sensing control of
resonant MEMS scanner by comb-drive current feedback". Mechatronics, 78:102631, 2021.
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current is the same for negative and positive angles, which necessitates an intrinsic
asymmetry for the scanning direction detection. In the following section, the
sensing methods for phase, amplitude and direction detection are described for
two different comb-drive designs, a single-layer (SL) and a double-layer (DL)
design as illustrated in Fig. 4.1. The former has comb-drives consisting of a
single layer with no asymmetry in the capacitance, while the latter has a thin
layer stacked on a thick layer to provide capacitance asymmetry. Such a double-
layer design is used for the development of a MEMS driver ASIC in [175] and
is herein analyzed regarding the achievable performance. As all stator comb-
drive electrodes and layers are isolated, either four or eight sensing electrodes are
available, which are distinguished by top or bottom, left or right and front or back.
Due to the time differentiation of the capacitance in Eq. (4.1), the displacement
current also allows to detect higher order modes of the MEMS mirror as discussed
in Section 3.4.

Single-layer design Double-layer design

Front-layer Back-layer

Left

Right

TopBottom

Figure 4.1.: Single- and double-layer comb-drive design illustration. The single-
layer design provides four stator comb-drive electrodes separated into
bottom or top and left or right. In the double-layer design a thin
isolated layer is stacked to introduce asymmetry in the design. In
total eight stator comb-drive electrodes are provided as front and
back layer can be individually accessed.

4.1. Single-layer comb-drive design

The circuitry used for driving and sensing the MEMS mirror with single-layer
comb-drives is shown in Fig. 4.2, where the comb-drives are modeled as variable
capacitors. A single bit digital signal DHVact controls the rotor potential via a
MOSFET half-bridge generating an unipolar square wave driving voltage. The
individually accessible stator combs are separated into left and right side and
connected to transimpedance amplifiers (TIA) to measure the comb-drive current.
The TIA outputs are both summed and subtracted in order to allow the detection
of phase, amplitude and scanning direction. Fig. 4.3 shows measured sensing
signals and illustrates the used variables for the following discussion.
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Figure 4.2.: Driving and sensing circuitry for a single-layer comb-drive design. (a)
The rotor potential can be switched by DHVact. The stator combs are
separated into left and right side and connected to TIAs to measure
the generated displacement current. (b) Circuitry for phase, ampli-
tude and direction detection consisting of three comparators. The
digital output signals of the comparators are directly connected to
the FPGA pins where the controllers are implemented. The signal
DZC is used for phase detection, DATC and DZC for amplitude detec-
tion and DLR for direction detection.

0 100 200 300 400 500
Time [ s]

-1

-0.5

0

0.5

1

V
al

ue
 [1

]

m / m

DHVact

VI / VI0

VI / VI0

VATC / V I0

zci
zci+1

tATC
i

tATC
i+1Tmh

i+1

t lr
i

Figure 4.3.: Measured sensing signals for phase, amplitude and direction detec-
tion for a single-layer comb-drive design (Θm = 13.75◦, VI0 = 1.377V,
TIAs gain GTIA = 45.16 V

mA
). The summed comb-drive current signal

VI provides a precise zero crossing (zc) and amplitude timing value
measurement (tATC). The difference current signal ∆VI allows a di-
rection detection due to a non-resonant RX-TY mode coupling. The
sharp peaks in the summed current signal VI are due to the fast driv-
ing voltage switching.
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4.1.1. SL phase detection

Accurate phase detection is required to keep the pixel synchronization jitter low
and to allow proper control. The proposed phase detector uses the sharp zero
crossing of the measured displacement current when the mirror passes the zero
angle position. The total capacitance between the rotor and stator comb-drive
electrodes can be generally expressed as

C(θm) = C(0
◦

) + C∆(θm) , (4.2)

where θm is the mirror rotation angle, C(0
◦
) is the comb-drive capacitance at zero

angle and C∆(θm) is the variable capacitance with C∆(0
◦
) = 0F.

Besides the transient behavior at the switching of the square wave driving signal,
the applied voltage V ∈ [0, Vp] between the comb-drive electrodes is constant,
and the measured current can be expressed as

Ic = V Ċ(θm) = V
dC∆(θm)

dθm
θ̇m , (4.3)

where dC∆(θm)
dθm

is a pure geometrical parameter and θ̇m is the angular velocity.
Hence, a measurement signal is only obtained if the driving voltage is switched
on. The variable comb-drive capacitance and its angular derivative are exemplary
shown in Fig. 3.8b. The capacitance curve is an almost triangular function due
to the change in overlap area of stator and rotor combs by the rotation.

It follows that the displacement current provides a zero crossing when the
mirror crosses the position with the maximum capacitance, i.e. the zero angle
position. Using this property, the simplest implementation of a phase detector
is a comparator with a threshold corresponding to zero current, i.e. VZC = 0V,
providing a digital signal DZC to the FPGA. As the MEMS mirror has two zero
crossings per period, this method provides one precise phase measurement in each
mirror half period. The phase detection jitter is then defined by the steepness of
the current at the zero crossing, which can be calculated by

İc = Vp

|
d2C∆(θm)

dθ2m
θ̇2m +

dC∆(θm)

dθm
θ̈m

|
. (4.4)

The second term in the square brackets is negligible at θm = 0
◦

since the capac-
itance gradient is zero and the inertial force is close to zero. The low inertial
force can be shown by using the nonlinear parametric oscillator model derived in
Section 3.2 as the spring, the damping and the actuation torque are low at the
zero crossing. Due to the symmetric design, the angular velocity is maximum
at the zero crossing and is equal to the velocity amplitude θ̇m

..
θm=0

◦ . Therefore,
the steepness of the current at the zero crossing scales with the product of the
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applied voltage, the curvature of the comb-drive capacitance at zero angle and
the squared angular velocity amplitude, i.e.

İc

....
θm=0◦

= Vp
d2C∆(θm)

dθ2m

....
θm=0◦

(
θ̇m

..
θm=0◦

)2

. (4.5)

Eq. (4.5) can be used to analyze how the noise on the current signal affects the
phase detection uncertainty, i.e. the timing error between the actual zero cross-
ing and the switching of the phase detection comparator. Assuming a constant
additive Gaussian noise with a standard deviation σI on the current signal, the
standard deviation of the phase error detection can be expressed as

σ∆tφ =

(
İc

....
θm=0

◦

)−1

σI =

(
Vp

d2C∆(θm)

dθ2m

....
θm=0

◦

(
θ̇m

..
θm=0

◦

)2
)−1

σI . (4.6)

Hence, the standard deviation scales inverse-proportionally with the squared mir-
ror velocity.
For faster mirrors the same pixel synchronization uncertainty σtpx in general re-
sults in an increased optical pointing error, as

σθopt = 2 θ̇m σtpx , (4.7)

where the factor 2 comes from the optical leverage and θ̇m is the angular velocity
at the corresponding pixel angle. In a PLL application, the pixel synchronization
error depends on both the phase detection error as well as the PLL implementa-
tion, e.g. phase tracking errors and clock speed.

In the following, the theoretical achievable resolution of a scanning system
with the proposed phase detection method is analyzed. It is assumed that the
laser shooting is not limited by any clock speed and the driving signal jitter has no
considerable effect on the MEMS mirror oscillation. Additionally, the PLL does
not perform any filtering of the phase detection error, which is the worst case.
According to Eq. (4.7) the maximum optical pointing error is where the angular
velocity is the highest, i.e. θ̇m

..
θm=0

◦ at the zero crossing. There, the laser shot is
triggered directly with the phase detection comparator switching and therefore
the pixel synchronization error equals the phase detection error, i.e. σtpx = σ∆tφ .
Hence, the worst optical pointing uncertainty is given as

σθopt = 2 θ̇m
..
θm=0

◦ σ∆tφ = 2

(
Vp

d2C∆(θm)

dθ2m

....
θm=0

◦

θ̇m
..
θm=0

◦

)−1

σI . (4.8)

Eq. (4.8) shows how the minimum pixel size of the scanning system depends on
the MEMS mirror design parameters and the operation condition.
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The pixel size dpx is given by the FoV divided by the number of pixels Npx, i.e.

dpx =
4Θm

Npx

. (4.9)

Assuming a Gaussian distribution of the pointing error of a pixel defined by σθopt ,
the probability that the pixel error is not within ±dpx/2 can be calculated by

Pout = erfc

(
dpx

2
√
2 σθopt

)
= erfc

(
4Θm

Npx 2
√
2σθopt

)
. (4.10)

For high quality imaging, the pixel size should be much bigger than the worst
optical uncertainty to keep the outlier probability low. In this investigation, the
pixel size is chosen to be 10σθopt . Hence, Eq. (4.10) calculates to

Pout = erfc

(
5√
2

)
= 5.73 · 10−7 , (4.11)

where the optical pointing error of the worst pixel results in 0.1 outliers per
operation hour, assuming a 50Hz frame rate. The number of pixels is then

Npx =
4Θm

10σθopt

. (4.12)

Considering a phase detection method by using photo diodes, the laser crosses
the diodes with higher speed for faster mirrors, leading probably to sharper edges
of the sensing signal. Hence, the phase detection standard deviation σ∆tφ scales
inverse-proportionally with the mirror velocity. This theoretically results in a
linear increase of the pixel number by the scanner amplitude but does not change
with the scanning frequency as σθopt is constant according to Eq. (4.7). However,
with the proposed current sensing based phase detection, the number of pixels is
obtained by combining Eq. (4.8) and Eq. (4.12), as

Npx =
1

5
Vp

d2C∆(θm)

dθ2m

....
θm=0

◦

θ̇m
..
θm=0

◦ Θm
1

σI

. (4.13)

This shows that the scanning system resolution can be improved by increasing
the product of the driving voltage, the curvature of the comb-drive capacitance,
the mirror amplitude and angular velocity, i.e. the frequency. Furthermore, as
the mirror velocity is proportional to the mirror amplitude, the number of pixels
increases quadratically with the amplitude Θm. Therefore, the current sensing
based phase detection provides higher efficiency for wide angle scanning compared
to optical methods.
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4.1.2. SL timing based amplitude error detection

Amplitude error detection and control is crucial as a fixed FoV has to be guar-
anteed during operation. The amplitude detection method is based on the time
difference between two comparator threshold crossings, i.e. VATC and VZC, of
the summed current signal VI. This concept is named amplitude timing control
(ATC) because a time difference , i.e. the amplitude timing value tATC is used in
a feedback loop instead of a direct amplitude measurement. Assuming that the
driving voltage is switched on and the mirror zero crossing happens at t = 0 s,
the condition for the crossing of VATC with a TIA gain GTIA can be expressed as

VATC

GTIA

!
= Vp

dC∆

(
θm

..
t=−tATC

)
dθm

θ̇m
..
t=−tATC

, (4.14)

which represents a highly nonlinear relation with the comb-drive capacitance

curve in Fig. 3.8b. The operator “
!
=” is used herein to define a condition, i.e.

both sides are only equal at specific parameter values. In order to judge the
usability of a specific threshold voltage, the sensitivity of the amplitude timing
value regarding amplitude changes, i.e.

S =
d tATC

dΘm

, (4.15)

Eq. (4.14) has to be analyzed. However, not only the sensitivity but also the
uncertainty of the amplitude detection is of interest, as fast controllers need a
high precision sensing. The precision of the detection signal depends on the local
current gradient in Eq. (4.4) evaluated at both threshold crossings. Due to the
high steepness of the current at the zero crossing of the mirror, the uncertainty is
mainly determined by the less steep crossing of VATC. Therefore, the uncertainty
scaling of the amplitude detection originating from noise on the current signal is

U = | dΘm

d tATC

| |İc|−1

....
t=−tATC

= |S İc|−1

....
t=−tATC

. (4.16)

In order to calculate Eq. (4.15) and Eq. (4.16) for different thresholds and oper-
ation points, the mirror angle, velocity and acceleration at the crossing of VATC

are necessary. For simplicity the MEMS mirror model is approximated by a
conservative system with the equation of motion

θ̈m + kn (θm) θm = 0 , (4.17)

where kn (θm) is the normalized nonlinear spring stiffness obtained in Section
3.2. This approximation is valid as the quality factor of such MEMS mirrors is
usually high, e.g. larger than 160 for this specific design. The velocity can then
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be calculated by the energy conservation law since the sum of the kinetic and the
potential energy have to be constant and equal to the total system energy, i.e.

norm. kinetic energy . . . .
1

2
θ̇2m +

norm. potential energy .  . .  .∫ θm

0

kn (θm) θm dθm =

norm. total energy .  . .  .∫ Θm

0

kn (θm) θm dθm . (4.18)

Therefore, the mirror velocity can be expressed as

θ̇m =
√
2

√∫ Θm

θm

kn (θm) θm dθm , (4.19)

which only depends on the mirror angle and amplitude. Subsequently, tATC can
be calculated by simple integration of the inverse mirror velocity θ̇m until the
condition Eq. (4.14) is fulfilled. The sensitivity can then be obtained by slightly
varying the amplitude Θm. The uncertainty can be calculated by evaluating
Eq. (4.16) using Eq. (4.4), Eq. (4.17) and Eq. (4.19) and the corresponding sensi-
tivity. By this the trade-offs between sensitivity and uncertainty can be analyzed.

Experimental validation

First, the threshold voltage VATC is varied at a typical operation point to obtain
the amplitude timing values tATC, as shown in Fig. 4.4, which are in good agree-
ment with the proposed model. The deviations at low threshold voltages are due
to model errors, but also due to the low gradient and finite curvature of the cur-
rent signal at the threshold crossing, which leads to a shift of the average value
by noise. Therefore, the shift depends on the noise level, which is not desirable
if the system is intended to operate in unknown environments with varying noise
influences.

The sensitivity can be estimated by measuring the amplitude change, which
causes the amplitude timing value tATC to change a fixed value, while the thresh-
old voltage is constant. Fig. 4.5a shows the sensitivity over the threshold voltage,
which again agrees well with the predicted behavior. It reveals that for threshold
voltages smaller than 0.35V the amplitude detection sensitivity increases up to
-5.5 ns/mdeg, while higher voltages achieve only about -2 ns/mdeg.
Assuming a Gaussian additive noise on the current signal with a standard de-
viation σI, the uncertainty of the amplitude detection can be estimated by the
standard deviation of the measured amplitude timing value σtATC

and the corre-
sponding sensitivity, according to Eq. (4.16). However, as the obtained amplitude
timing noise is in the range of an FPGA tick (i.e. 10 ns), quantization effects have
to be taken into account. Assuming that the quantization is uncorrelated with
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Figure 4.4.: Measured tATC and theoretical model over threshold voltage at a
typical operation point of constant amplitude. Only at low threshold
voltages a slight deviation from the model is observed.

the signal, the uncertainty model Û and the measured uncertainty Ũ can be
calculated by

Û =

√
U2 +

(
1

S

σqu

σI

)2

and Ũ =
1

|S|
σtATC

σI

, (4.20)

where S and U represent the original model while σqu and σI are fitting constants.
Fig. 4.5b shows that the updated model matches the data with good agreement
while deviations occur as the assumption of uncorrelated quantization may not
always be true, especially at such low errors. This shows that the timing quanti-
zation of the measured amplitude timing value due to the FPGA clock is directly
influencing the achievable accuracy and precision of the amplitude measurement.
To overcome this a time-to-digital converter (TDC) can be used especially for
faster mirrors, allowing timing resolutions in the pico-second range.

Finally, the results suggest to use a low threshold voltage as it provides a
high sensitivity while the measurement uncertainty is kept low. However, in
noisy environments the current signal curvature around the threshold crossing
may cause a shift of the mean amplitude timing value, resulting in an amplitude
change. If this cannot be compensated or avoided, a threshold between 0.6V and
1V should be chosen corresponding to approximately 45− 70% of the maximum
current signal value at the plateau VI0 for the used operation point, resulting in
a sensitivity of about -2 ns/mdeg.
It has to be noted that in general the optimal threshold voltage depends on the
driving voltage and the operation point as VI0 changes. However, the threshold
voltage can be made independent of the driving voltage by using a simple voltage
divider as shown in Fig. 4.2. Hence, VATC scales the same as VI0 for every change
in the driving voltage.
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Figure 4.5.: Measured and estimated sensitivity and uncertainty of the amplitude
detection over comparator threshold voltage. (a) Sensitivity obtained
by measuring the amplitude change for a 50 ns amplitude timing
value step and the proposed model. (b) Uncertainty obtained by
evaluating the measured amplitude timing noise and a comparison
to the proposed model. As the FPGA clock is limited, an uncertainty
model is fitted that takes the timing quantization into account (σqu =
11 ns, σI = 6.2 nA).

Robustness analysis

The amplitude detection threshold has to be well controlled as variations, e.g.
due to thermal drifts, immediately relate to an amplitude error. With the uncer-
tainty calculation in Eq. (4.16), a threshold variation of ∆VATC corresponds to
an amplitude detection error of

∆Θ̂m =
U

GTIA

∆VATC , (4.21)

with U/GTIA = 5.8mdeg/mV at the used operation point and nominal threshold
voltage VATC = 0.8V . Hence, a drift by 1% of the nominal threshold corresponds
to an amplitude change of 50mdeg, which already violates the targeted resolution
criterion of 0.1

◦
optically. Similarly, a drift of the TIA gain results in amplitude

errors. However, this can be avoided by either proper control of the corresponding
parameters or by using a temperature sensor and a dedicated calibration scheme.

As many system parameters such as stiffness, inertia and capacitance curve
of the MEMS mirror as well as the driving voltage and the TIA gain influence
the relation between amplitude and amplitude timing value, an initial calibration
may be necessary as those parameters vary by manufacturing tolerances. For ex-
ample the actual scanning frequency at the same amplitude may not be constant
for different mirrors due to a slightly different stiffness or inertia. Besides the
variations of the mirror parameters by manufacturing also the dynamic changes
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due to environmental influences such as temperature has to be considered [156].
Considering a variation of the normalized linear spring stiffness ksmall,n by ±1%
with a fixed reference amplitude timing value t̄ATC and threshold voltage, the
amplitude detection error at the nominal amplitude can be estimated by

∆Θ̂m =
t̄ATC − tATC(ksmall,n)

S
, (4.22)

where tATC(ksmall,n) is the obtained amplitude timing value. For the given vari-
ation and VATC = 0.8V this results in a peak-to-peak error of 94mdeg. When
considering the effect of the scanning frequency to the threshold crossing condi-
tion given in Eq. (4.14), it can be guessed that a normalization of the amplitude
timing value by the mirror half period reduces the influence of frequency changes.
Hence, the reference value for nominal operation is then r̄ATC = t̄ATC/T̄mh and
the resulting amplitude detection error is expressed as

∆Θ̂m =
r̄ATC − tATC(ksmall,n)

Tmh(ksmall,n)

S
, (4.23)

which reduces the error to 29mdeg peak-to-peak. This time normalization lowers
the calibration effort considering production tolerances and the errors due to
parameter drifts caused by environmental changes or degradation.

4.1.3. SL direction detection

Capacitive sensing methods with single-layer out-of-plane moving comb-drives
usually have difficulties to determine the scanning direction as the capacitance
variation is the same for positive and negative angles. In this section we propose
a direction detection exploiting the coupling to a parasitic translational mode
for lightweight MEMS mirrors with reinforcement structures as illustrated in
Fig. 4.6a. Fig. 4.6b shows zoomed graphs at the mirror zero crossings of Fig. 4.3.
As described in Section 3.4.1 the RX-TY mode coupling generates an asymmetry,
which results in a difference of the right and the left side comb-drive currents. The
measured difference current signal ∆VI shows distinct peaks at the zero crossings
of the mirror with positive or negative voltage depending on the mirror movement
direction. These peaks happen as the TY mode is actuated by a frequency well
below its resonance, where the coupling model in Eq. (3.50) reveals that the y
displacement is in phase with the rotation angle according to the eigenvector vθ.
This causes an increase in the left side comb-drive capacitance and a decrease in
the right side, when the mirror changes from positive to negative angles, leading
to a positive peak in the current difference. Therefore, a simple method to detect
the scanning direction is to use a comparator with a threshold voltage VLR at zero
volt to evaluate the sign of the peaks. A robust concept for a PLL implementation
in FPGA is to count a register up or down whenever the comparator output DLR
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is high or low, respectively and to read the register at the end of the evaluation
window. As the evaluation window should be limited to a reasonable time span
close to the zero crossing, its starting time can be arbitrarily defined as

tlri =
(
1− 2−6

)
Tmhi , (4.24)

with the measured mirror half period Tmhi and it ends at the next detected zero
crossing, i.e. zci+1. For the proposed method even a quite weak coupling is
sufficient. Thus a strong parasitic mode suppression by design is compatible with
the method such that the scanner’s operational robustness is not compromised.
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Figure 4.6.: (a) Principle illustration of MEMS mirror coordinate definitions. (b)
Signals and definitions used for direction detection zoomed from
Fig. 4.3. The subtraction of the left and the right current signals
provides distinct peaks whose sign depend on the zero crossing direc-
tion. During the evaluation window defined by tlr and the following
zero crossing, the FPGA register RLR counts up or down whenever
the comparator output DLR is high or low respectively.
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4.2. Double-layer comb-drive design

The double-layer design provides several benefits in the detection of amplitude
and direction. The circuitry used for driving and sensing the MEMS mirror
with double-layer comb-drives is shown in Fig. 4.7. Despite the rotor combs also
have two layers, both are connected to allow a single bit digital signal DHVact to
control the rotor potential for simplicity. The eight individual accessible stator
combs are separated in front and back layer, where the front layer is further
separated into left and right side. The TIA outputs are all summed to allow a
precise phase detection, while the left and right side front layer signals are used
for amplitude and scanning direction detection by the methods presented in this
section. In Fig. 4.8a the obtained capacitance derivatives are depicted for the
proposed configuration, where C∆ is the sum of all capacitances to generate the
signal VI and CLF = CTLF + CBLF and CRF = CTRF + CBRF. Fig. 4.8b shows a
typical operation point with the corresponding sensing signals and illustrates the
used variables for the following discussion.

MOSFET 

driver

MEMS mirror

F
P
G

A

TIA

TIA

TIA +

(a)

- ++ -

FPGA
+ -

(b)

Figure 4.7.: Driving and sensing circuitry for a double-layer comb-drive design.
(a) Both rotor layers are connected and controlled by DHVact. The
stator combs are grouped as depicted and connected to TIAs, where
for example CTLF means the top-left-front comb-drive capacitance.
(b) Circuitry for phase, amplitude and direction detection consisting
of three comparators directly connected to FPGA pins. The signal
DZC is used for phase detection and with DATC,L and DATC,R for
amplitude and direction detection.
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Figure 4.8.: Capacitance derivative and typical operation point signals for a
double-layer comb-drive design. (a) Capacitance derivative of combs
used for sensing. C∆ is the sum of all combs and CLF or CRF are the
sum of left or right side front-layer combs. CLF and CRF show distinct
peaks in their derivatives at −6

◦
and 6

◦
, respectively. (b) Typical

operation point and corresponding sensing signals. The asymmetry
of CLF and CRF is used for direction detection, while for amplitude
detection the peaks in the current signal at ±6

◦
are used.

4.2.1. DL phase detection

The phase detection method is the same as for the single-layer design in Sec-
tion 4.1.1 because all generated displacement currents are summed. Hence, all
derivations and conclusions are the same.

4.2.2. DL timing based amplitude error detection

The double-layer design provides distinct peaks in the left and right side front
layer capacitance derivatives at ±6

◦
leading to peaks in the corresponding current

signals as shown in Fig 4.8. Hence, a similar concept as the optical encoding using
photo diodes can be used, where the amplitude is derived from the time between
passing a fixed nonzero angle and the zero crossing of the mirror, i.e. the double-
layer amplitude timing value tATC . This provides a clear advantage to the single-
layer design as the amplitude detection is solely based on geometrically defined
parameters. Assuming an almost sinusoidal trajectory of the mirror, a simple
calculation of the mechanical amplitude can be obtained by

Θm =
6
◦

sin (2πfmtATC)
. (4.25)
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MEMS mirrors with a nonlinear spring torque slightly deviate from a pure si-
nusoidal trajectory, leading to a more complicated calculation. For example by
using the energy conservation in Eq. (3.4) and Eq. (3.5) the amplitude for a
certain frequency fm and time tATC can be calculated but does not lead to an
explicit form. However, above equation still provides a good approximation as
the stiffness nonlinearities are typically relatively low.

The detection of a current signal peak, i.e. at ±6
◦
, in time necessitates an ADC

with a high sampling rate and resolution or a differentiator, which is complex and
susceptible to noise. Therefore, a detection based on a simple comparator with
a threshold at the edges of the current signal peaks is used as shown in Fig. 4.8b.
This provides two time instances t↑ and t↓, where the comparator output shows a
rising and a falling edge, which can be used for peak time estimation. As shown
in the inset of Fig. 4.8a the capacitance derivative peak has slightly asymmetric
rising and falling slopes, which means that the peak time cannot be assumed to lie
exactly between t↑ and t↓. Hence, the amplitude timing value for the double-layer
design is expressed as

tATC = GAsym t↓ + (1−GAsym) t↑ , (4.26)

where 0 ≤ GAsym ≤ 1 is the peak asymmetry gain and is optimally set to
GAsym = 0.65 for the used MEMS mirror. Fig. 4.9a shows the obtained tim-
ing values using the model derived in the previous section. As can be observed,
the amplitude timing value is almost independent of the chosen threshold voltage.
The corresponding sensitivity plot obtained by Eq. (4.15) is shown in Fig. 4.9b.
For the uncertainty estimation, Eq. (4.16) has to be modified as the ATC thresh-
old is crossed two times, i.e. at t↑ and t↓. Assuming uncorrelated current signal
noise at both crossings, the uncertainty can be expressed as

U = |S|−1 1√(
GAsym İc

..
t=t↓

)2

+
(
(1−GAsym) İc

..
t=t↑

)2
. (4.27)

The results in Fig. 4.9b reveal that the sensitivity is almost the same as in the
single-layer case with the chosen threshold voltage, while the uncertainty is at
least 50 times lower. This is due to the insensibility to threshold changes and
shows the benefit of this method.

Robustness analysis

As the amplitude timing value tATC changes only marginally by the threshold volt-
age (see Fig. 4.9a), the amplitude detection method for the double-layer design
is rather insensitive to threshold or TIA gain drifts. Besides the peak asymmetry
gain the amplitude detection method does not depend on the actual capacitance
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Figure 4.9.: Simulated amplitude timing value with sensitivity and uncertainty of
the amplitude detection over comparator threshold voltage. VATC is
normalized by the maximum summed current signal plateau value VI0

(a) Timing of comparator rising and falling edge as well as amplitude
timing value obtained by Eq. (4.26). (b) Sensitivity and uncertainty
of the double-layer amplitude detection method.

curve and the amplitude timing value is solely defined by the mirror trajectory.
Furthermore, the influence of amplitude detection errors due to scanning fre-
quency changes are reduced. With the amplitude timing value normalization
by the mirror half period as in Eq. (4.23), a normalized linear spring stiffness
variation of ±1% results in only 6mdeg peak-to-peak amplitude detection error,
which is 5 times less than in the single-layer case.

4.2.3. DL direction detection

The detection of the scanning direction is simple as an asymmetry is introduced
by the additional thin layer. One possible method is to evaluate whether VLF or
VRF showed an amplitude detection peak as this reveals the sign of the trajectory.
Similarly, DATC,L and DATC,R can be evaluated just before the zero crossing since
large asymmetric peaks are observed in the current signals as shown in Fig. 4.8b.

4.3. Summary

Constraints as complexity, integrability, cost as well as robustness limit the choice
of sensing methods for the targeted application. This chapter discusses a robust
self-sensing method to detect the phase, amplitude and scanning direction of
the mirror oscillation using the displacement current generated by the moving
comb-drives, which are also used for actuation. The concepts are shown for two
comb-drive designs, i.e. a single- and a double-layer design with the same total
MEMS mirror size. In the single-layer design the stator and rotor combs con-
sists of the same layer with high symmetry, while the double-layer design stacks
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a thin front-layer onto a thick back-layer to introduce asymmetry. The phase
detection method for both designs is based on detecting the sharp zero crossing
of the summed current signal when the mirror crosses 0

◦
and is independent of

the chosen design. An analysis of the method reveals that the achievable opti-
cal resolution scales by the product of the driving voltage, the curvature of the
comb-drive capacitance at 0

◦
, the mirror amplitude and its maximum velocity.

The amplitude detection for the single-layer design is based on the time between
the summed current signal reaching a comparator threshold and the subsequent
zero crossing of the mirror. The sensitivity and uncertainty are analyzed with
respect to the chosen threshold level, revealing that a level between 45% and 70%
of the maximum current signal plateau value is preferable as it provides a good
trade-off, resulting in a high sensitivity of about -2 ns/mdeg. The double-layer
design utilizes a geometric feature, i.e. a capacitance gradient peak at ±6

◦
of the

front layer combs, to detect the amplitude by the time between the peak and the
subsequent zero crossing of the mirror. The peaks are detected by the crossing of
a comparator threshold showing a 50 times lower uncertainty regarding threshold
variations compared to the single-layer design, while the sensitivity is similar. A
robustness analysis reveals that the normalization of the measured time by the
mirror period decreases the effect of parameter variations, e.g. stiffness variations
due to manufacturing tolerances or temperature drifts, where the geometric de-
tection method of the double-layer design also shows a 5 times better robustness
than the single-layer design.
Phase and amplitude are measured in each half period of the MEMS mirror oscil-
lation, while there is no information whether the half-swing is positive or negative.
The intrinsic asymmetry of the double-layer design allows a simple direction de-
tection, whereas the single-layer design has a high geometric symmetry of the
capacitance. However, this symmetry can be broken by utilizing the mode cou-
pling phenomenon that is implied by the lightweight MEMS mirror design using
reinforcement structures and allows the scanning direction detection. Hence, the
double-layer design adds cost and may allow less maximum stress due to the
stacked layers, while it enables a more robust amplitude detection and direction
detection for MEMS mirrors with no reinforcement structure or insufficient cou-
pling.
The self-sensing concepts discussed in this chapter provide precise and robust feed-
back better than the targeted resolution of 0.1

◦
, do not require any additional

component at the MEMS mirror and use only simple circuitry. The analysis of
the detection concepts is also applicable for other electrostatic resonant MEMS
mirror designs and allows the performance estimation during the design phase of
the mirror. Furthermore, it provides quantitative values for the hardware selec-
tion, such as required timing resolution, TIA gain settings and filters even before
a manufactured and operational MEMS mirror is available.
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CHAPTER 5

Closed Loop Control Design1

In precision scanning applications, such as automotive lidar providing safety rele-
vant features, a correct and reliable operation during the whole lifetime is crucial.
It has to be considered, that the MEMS mirror behavior varies due to manufac-
turing tolerances and dynamic influences caused by environmental changes. The
former can be avoided by a calibration of the scanning system, while the latter
necessitates proper control in the application. Environmental influences can be
separated into slow drifts, such as temperature and pressure, and dynamic dis-
turbances, such as vibrations or electromagnetic interferences.

In this chapter two approaches are discussed to enable a desired operation
of the controlled MEMS mirror despite disturbances and nonlinearities. First,
the digital-asynchronous PLL (DAsPLL) is proposed, which performs immediate
phase compensation instead of frequency adjustments and therefore represents
an unusual PLL design. The DAsPLL allows fast start-up and tracking of the
MEMS mirror oscillation enabling also stabilization of open loop unstable opera-
tion points. Furthermore, it is used to demonstrate high precision scanning and
to verify the derived sensing concept scaling laws in Chapter 4. Second, a time
normalized digital PLL and an optimal loop filter design based on the linearized

1Parts of this chapter are also published in
[173] D. Brunner, H. W. Yoo and G. Schitter. "Precise phase control of resonant MOEMS
mirrors by comb-drive current feedback". Mechatronics, 71:102420, 2020.
[174] D. Brunner, S. Albert, M. Hennecke, F. Darrer and G. Schitter. "Self-sensing control of
resonant MEMS scanner by comb-drive current feedback". Mechatronics, 78:102631, 2021.
[157] D. Brunner, H. W. Yoo and G. Schitter. "Linear modeling and control of comb-
actuated resonant MEMS mirror with nonlinear dynamics". IEEE Trans. Ind. Electron.,
68(4):3315-3323, 2021.
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period-to-period model derived in Section 3.3 are discussed for robust operation
in harsh environments. The time normalization allows minimum programming
effort for varying MEMS mirror parameters, such as scanning frequency.

5.1. Digital-asynchronous PLL

To motivate the digital-asynchronous PLL design, an analysis of the MEMS mir-
ror energy injection using a square wave driving signal is discussed first. The
injected comb-drive energy per driving signal period can be expressed as

Ec =
V 2
p

2

|
C∆

(
θm(toff)

)− C∆

(
θm(ton)

)|
, (5.1)

where toff and ton are the switching off and on time of the voltage Vp, respectively.
Therefore, the injected energy for an oscillating mirror is only defined by these two
time instances. In steady state, the dissipated energy is compensated by Ec and
the corresponding switching times are the nominal values t̄off and t̄on. Assuming
the mirror is at a high amplitude such that the combs are fully disengaged at
maximum angle, where the comb-drive capacitance depends only marginally on
small amplitude variations as only fringe fields contribute to the capacitance.
Then the influence of the driving signal jitter can be analyzed by the local time
derivatives of Eq. (5.1). Using a Taylor approximation of up to the second order,
the injected energy variation from the nominal case can be expressed as

∆Ec ≈
V 2
p

2

|
Ċ∆ (θm (t̄off)) ∆toff + C̈∆ (θm (t̄off))

∆t2off
2

− Ċ∆ (θm (t̄on)) ∆ton − C̈∆ (θm (t̄on))
∆t2on
2

|
, (5.2)

where ∆toff and ∆ton are the corresponding driving signal jitter. Using Eq. (4.3),
Eq. (5.2) can be rewritten to

∆Ec ≈ Vp

2

|
Ic (t̄off) ∆toff + İc (t̄off)

∆t2off
2

− Ic (t̄on) ∆ton − İc (t̄on)
∆t2on
2

|
. (5.3)

This shows the benefit of synchronized excitation, where the driving signal is
switched on at maximum deflection and switched off at the zero crossing of the
mirror. The current at both switching times as well as the current gradient at
the switching on time are then almost zero, as can be seen by the current signal
VI in Fig. 5.1, leading to a low disturbance of the mirror motion by a driving
jitter. However, the driving voltage should be accurately switched off at the
zero crossing due to the high current gradient İc (t̄off). The switching on time is
more relaxed due to the low angular velocity around the amplitude point and the
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Figure 5.1.: Illustration of synchronized excitation. The negative edge of the
digital driving signal DHVact coincides with the zero crossing of the
current signal VI and with the zero crossing of the mirror exhibiting
zero phase delay. As indicated by (2) the switching off current is low
but with a high gradient. The current at the switching on is shown
by (1) which is almost zero with a low gradient. The sharp peak
before (1) is due to switching on the driving voltage and does not
represent a comb-drive capacitance change.

resulting low currents.

5.1.1. Phase control

The principle implementation of the DAsPLL phase control is shown in Fig. 5.2.
Two comparator signals DZC and DC1 are the inputs to the DAsPLL, which have
negative edges at and slightly before the zero crossing of the mirror, respectively.
The clock synchronized logic block measures the mirror period by adjacent zero
crossing detections, using the comparator signals and provides a driving signal
DHV and a multiplexer control signal DMUX. At a detected zero crossing, a
counter is triggered that holds DHV low for a quarter mirror period, which is
derived from prior zero crossing detections. Subsequently, DHV gets high again,
waiting for the next zero crossing of the mirror. Hence, an internal clock based
square wave signal is generated on the output DHV, which keeps synchronized
excitation.
To switch the driving voltage off accurately at the zero crossing of the mirror
without internal clock dependency, an asynchronous multiplexer MUX is imple-
mented. The negative edge of the first comparator signal DC1 is used to switch
the asynchronous multiplexer such that it connects the zero crossing comparator
signal DZC directly to the driving output DHVact of the DAsPLL. Therefore, if
the current signal hits the zero crossing comparator threshold, i.e. the mirror
crosses 0

◦
, the comparator signal is passed to the driving circuitry and switches
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the voltage at the mirror off. After at least one clock cycle the multiplexer is
switched back again and connects the synchronized driving signal DHV to the
driving output. Hence, for the asynchronous switching an additional comparator
is necessary in the detection circuits for the single- and the double-layer designs,
i.e. Fig. 4.2b and Fig. 4.7b, to provide the signal DC1 by a threshold crossing of
the summed current signal VI.

t

FPGA clock

DAsPLL (FPGA)

Sync. 

Logic

MUX

clk

t,

,

Figure 5.2.: Operation principle of the DAsPLL. (top-left) Illustration of a cur-
rent signal VI with comparator threshold values given by dashed lines.
(top-right) DAsPLL scheme comprising a clock synchronized logic
and an asynchronous multiplexer (MUX). The multiplexer is con-
trolled by the synchronized logic and connects the driving output
DHVact directly to the zero crossing comparator signal DZC if a neg-
ative edge is detected on DC1. (bottom) Asynchronous switching of
the driving signal DHVact without internal clock dependency.

The DAsPLL immediately compensates the phase error with a high precision
and stabilizes the MEMS mirror with nonlinear dynamics. This is fundamentally
different from conventional PLLs, which usually only adapt their frequency re-
garding the measured phase error [130]. The DAsPLL generates a driving signal
directly linked to the MEMS mirror movement, which allows fast tracking of the
mirror oscillation and spontaneously establishes synchronized excitation.

5.1.2. Fast start-up

A comb-drive actuated resonant MEMS mirror is only able to start at specific
driving conditions, given by the so called stability regions [124, 125]. In general
it reveals that the frequency region where the MEMS mirror can be started is
limited and increases with the driving voltage and also depends on the duty cycle.
An open loop start at constant driving frequency leads to a transient beating of
the mirror amplitude and frequency until it converges to a steady state oscillation
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with low amplitude as shown in Fig. 3.2. In order to achieve a fast and reliable
start-up of the MEMS mirror to high amplitudes, the mirror behavior has to be
either predictable, i.e. known in advance, or the control loop has to be closed as
soon as possible. Due to the uncertain start of the oscillation as well as process
variations and environmental influences, the mirror may be hardly predictable
during the initial transient beating phase.

In case of current sensing based phase detection, the zero crossing is required
to happen during the driving voltage is on, corresponding to a positive phase
delay in Fig. 3.3. However, the stable point after an open loop start of the used
MEMS mirror has typically a negative phase delay, meaning that the zero cross-
ing is not detectable. Therefore, the driving frequency is usually slowly swept
down in order to reach the bifurcation jump and to obtain a positive phase delay.
The method in [176] achieves the bifurcation jump very fast by first applying a
driving frequency where the mirror is able to start and after a specific time switch-
ing directly to the bifurcation frequency. As this is still an open loop method and
the bifurcation frequency has to be known in advance, this method may not be
reliable enough as environmental conditions can influence the bifurcation point.
Furthermore, a subsequent slow frequency up-sweep is required to bring the mir-
ror to high amplitudes, leading to rather long start-up times.

A faster and more reliable approach is to close the control loop already during
the transient beating of an open loop start and to run the mirror to the maximum
amplitude. The proposed method is shown in Fig. 5.3. Once a valid zero crossing
of the current signal is detected, i.e. both comparator thresholds are crossed in
the correct order and successively in time, the learning mode is started. During
the learning mode the voltage is constantly on and the DAsPLL measures the
mirror period by successive zero crossings of the current signal. After sufficient
valid detections, the DAsPLL switches to the closed loop mode and runs the
mirror to the maximum amplitude, by keeping zero phase delay. Except for the
initial open loop start and the learning mode, this method represents the fastest
possible start-up for a given maximum driving voltage as the energy injection
per period is maximum. Furthermore, the proposed method does not require any
knowledge about the MEMS mirror but only a rough frequency band where the
mirror can be started. The square wave signal of the open loop start does not
have to be a single frequency but can be mixed frequencies or a chirp in order to
minimize the required prior knowledge about the MEMS mirror.
The learning mode is also applicable to minimize the re-lock time after loosing
lock due to environmental influences to the MEMS mirror or its sensing, such as
mechanical shocks or strong EMI. If an unusual behavior is observed, e.g. sudden
changes of amplitude or phase, the DAsPLL returns to the learning mode and
tries to synchronize on the mirror movement again.
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Figure 5.3.: Fast start-up method of the MEMS mirror using current sensing
based phase detection. The MEMS mirror is started in open loop
manner until a first valid zero crossing is detected in the current
signal. After the learning mode, where the mirror frequency is mea-
sured, the loop is closed and the MEMS mirror is run to maximum
amplitude.

The threshold of the comparator C1, Vth,C1 in Fig. 5.2 has to be properly cho-
sen based on the obtained current signal, the measurement noise and the internal
clock of the DAsPLL. A higher threshold requires a higher current signal since
it has to cross the threshold. A too low threshold, however, may increase the
risk of false detections due to sensing noise, which may result in malfunctioning.
Furthermore, the time between the crossing of the first comparator and the zero
crossing comparator has to be at least one clock cycle to allow proper control of
the multiplexer.

5.1.3. Amplitude control

As the DAsPLL phase control keeps zero phase with a fixed duty cycle, the
mirror amplitude can vary by changes of environmental conditions [95], which
necessitates an amplitude control. There are two possibilities for controlling the
amplitude, i.e. either adjusting the supply voltage Vp [95] or the duty cycle [125]
of the driving signal. As fast control requires a large bandwidth, the supply volt-
age control would increase the detection noise due to the differentiating behavior
of the driving voltage to the comb-drive current (see Eq. (4.1)), which is not de-
sirable. Therefore, the time when the driving voltage is switched on again after a
detected zero crossing ton is used to control the mirror amplitude. This concept is
similar to the duty cycle control, while zero phase is kept, i.e. switching off of the
driving voltage coincides with the mirror zero crossing. Control margin can be
secured by using a duty cycle smaller or larger than 50%. However, an increased
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duty cycle provides more measurement time, i.e. a longer time period where the
driving voltage is on. Fig. 5.4a shows an operation point with 77% duty cycle,
providing a reasonable control margin. Considering the effects of driving signal
jitter on the energy injection given in Eq. (5.3), this operation point is still fa-
vorable as the current and the current gradient at the switching-on are rather low.

0 100 200 300 400 500
Time [ s]

-1

-0.5

0

0.5

1

V
al

ue
 [1

]

m / m

DHVact

VI / VI0

Tmh
i+1

tATC
i

VATC / V I0ton
i

zci+1
zci

(a)

-

-
Plant:     

Zero phase 

controlled 

MEMS
LP 

filter

PI 

Controller

: 2

  z

+

+

DAsPLL

  z

-

(b)

Figure 5.4.: (a) Definitions and measured signals at a typical operation point
(Θm = 13.75

◦
, 77% duty cycle). At a detected zero crossing (zc) the

mirror half period Tmh is measured and the delay ton is calculated
for amplitude control. The amplitude timing value is exemplarily
shown for the single-layer design case. (b) Block diagram of the am-
plitude control loop, executed at each detected zero crossing. The
plant represents the MEMS mirror operated in zero phase. The mea-
sured periods are low pass filtered, divided by 2 and added to the PI
controlled amplitude errors to obtain the switching on delay.

A block diagram of the amplitude control loop is shown in Fig. 5.4b, which
is executed at each detected zero crossing, where new amplitude and period mea-
surements are available. In this study, a simple PI feedback approach is used
to control the mirror amplitude by the measured amplitude timing error. The
control law is therefore given by

toni =
1

2
T̂mhi −GP (t̄ATC − tATCi

)−GI

i∑
j=−∞

(
t̄ATC − tATCj

)
, (5.4)

where t̄ATC is the reference amplitude timing value corresponding to the desired
amplitude and GP and GI are the P and I gains, respectively. In order to cope
with measurement noise the mirror half period Tmh is filtered using a first order
low-pass, i.e.

T̂mhi = T̂mhi−1
+GLP

(
Tmhi − T̂mhi−1

)
, (5.5)
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where GLP is the filter gain. A low filter gain is preferred for noise suppression,
while a too low gain may cause dynamic effects on the amplitude control loop as
the mirror period is not sufficiently tracked.

It has to be noted that for the used MEMS mirror the operation points with
zero phase and duty cycles larger than 50%, as in Fig. 5.4a, are unstable in open
loop operation, but can be maintained by the immediate phase compensation
of the DAsPLL. Therefore, the DAsPLL can properly operate MEMS mirrors
exhibiting both softening or hardening behavior in open loop stable or unstable
regions, while their implementation is simple. This comes with the drawback that
excessive noise on the mirror zero crossing detection directly influences the jitter
of the driving signal, which necessitates additional filtering methods to obtain a
stable laser synchronization in harsh environments.

5.1.4. Experimental verification

In this section, experimental results of the proposed fast start-up method and
the achieved residual pointing uncertainty are discussed. The scaling laws of
the phase detection method in Section 4.1.1 and the amplitude control using the
detection method in Section 4.1.2 are verified. The DAsPLL is implemented in
an FPGA (Zedboard, Avnet, Phoenix, US), operated at 100MHz internal clock.
The MEMS mirror angle is measured using a position sensitive detector and a
continuous laser source [34]. A CCD camera and a pulsed laser source, triggered
by the FPGA, provide precise measurements of the optical pointing errors.

Verification of reliable fast start-up

Fig. 5.5a shows the proposed fast start-up procedure, where the phase control
loop is closed already about 20ms after the begin of actuation. In closed loop op-
eration, the mirror oscillation is precisely tracked for maximum energy injection
such that the mirror is run to the high amplitude as fast as possible. The MEMS
mirror amplitude over frequency behavior is shown in Fig. 5.5b for three different
initial open loop driving frequencies fdr. At the first two datasets, the initial
driving frequency is twice the mirror frequency corresponding to the first-order
parametric resonance. The third dataset shows the proposed method at an initial
start at the second-order parametric resonance, where the driving frequency is
equal to the mirror frequency. After the learning mode, the response is almost
the same for all initial start frequencies and the MEMS mirror is run to max-
imum amplitude in the first-order parametric resonance by keeping zero phase
delay. The sudden jumps to higher frequencies and back are due to the additional
electrostatic stiffness caused by the comb-drives during the learning mode. By
the proposed start-up method the mirror can be run to 99.9% of the final ampli-
tude within less than 100ms depending on the chosen initial driving condition.
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A start-up experiment of a similar MEMS mirror using an open loop frequency
sweep in [176] results in already about 400ms to reach the bifurcation jump, i.e.
only a fraction of the desired high amplitude. The results in this section show
that each comb-drive actuated resonant MEMS mirror can be automatically run
to its maximum amplitude by using the proposed fast start-up method, once it
reaches a sufficient high current signal for a valid zero crossing detection.
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Figure 5.5.: (a) Measured fast start-up using the proposed method. The phase
control loop is closed already ∼ 20ms after the begin of actuation and
99.9% of the final amplitude is reached at 88.9ms. (b) MEMS mir-
ror amplitude over frequency behavior at the proposed fast start-up
method. Datasets one and two initially start in first-order parametric
resonance whereas the third dataset starts in second-order paramet-
ric resonance.

Verification of amplitude control

Fig. 5.6 shows the dynamic response on an ATC set-point step of -100 ns, result-
ing in 50mdeg amplitude increase and a duty cycle reduction of 0.7%. The used
mirror period filter gain GLP = 0.125 provides accurate tracking of the mirror pe-
riod while the noise is reduced as shown in the inset of the figure. The amplitude
timing control gains GP = 4 and GI = 0.25, are set to achieve an overdamped
behavior with a settling time of less than 50 ms for sudden external disturbance
compensation.

Pointing uncertainty measurement

As MEMS mirrors are intended to be used in high precision scanning and pro-
jection systems, both the trajectory stability and the precision of the pixel syn-
chronization are of importance. Hence, the optical pointing uncertainties are
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Figure 5.6.: Mirror amplitude response on a -100 ns set-point step of the ATC
control loop (Θm = 13.75

◦
, VATC = 0.8V). With the gains GLP =

0.125, GP = 4 and GI = 0.25, the response shows an overdamped
behavior and a fast settling time of < 50ms. The variables with a ∆
prefix only contain the deviation from the nominal operation point
values.

evaluated at the center and the edges of the FoV. The first is effected by the
precision of the zero crossing detection while the second is mainly influenced by
mirror amplitude errors.

Center pixel evaluation

In order to analyze the achieved optical resolution by the proposed phase detec-
tion method and control structure, a pulsed laser is triggered directly with the
zero crossing signal asynchronously to the internal FPGA clock. By this, the
pointing uncertainty of the DAsPLL at the zero crossing of the mirror, i.e. at
the center of the FoV, can be measured by a CCD. The experimental setup for
the center uncertainty evaluation is illustrated in Fig. 5.7a. The closed loop sys-
tem comprises the DAsPLL implemented on an FPGA, the driving and sensing
circuits and the MEMS mirror. For precise evaluation, the exposure time of the
CCD is set to less than the mirror period to obtain only a single shot in each
frame. A video is captured for each evaluation point and analyzed regarding the
standard deviation and the center displacement of the captured spots. For highly
reliable detection of the spot movement on the CCD, the first captured frame in
a video serves as a reference and is cross-correlated with the other frames. As-
suming a 90

◦
incidence angle of the laser on the CCD, the optical pointing error
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can be calculated by

∆θopt = tan−1

(
∆l

D

)
, (5.6)

where ∆l is the relative spot movement on the CCD regarding the reference frame,
in meter. A large distance D between the MEMS mirror and the CCD allows
an angular resolution of 0.68mdeg optically per pixel on the CCD. In order to
achieve sub-pixel resolution, a Gaussian function is fitted to the result of the
cross-correlation around the maximum point as can be seen in Fig. 5.7b. As the
used MEMS mirror has only one oscillation axis, fitting is necessary only along
the X axis of the CCD.
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Figure 5.7.: (a) Evaluation setup scheme with a CCD frame example. The DAs-
PLL triggers the pulsed laser source with the phase detection signal,
i.e. at the zero crossing of the mirror. The reflected beam directly
hits the CCD chip and the optical uncertainty can be measured by
analyzing the frames containing single shots. The direction of the
spot movement due to pointing errors is indicated by a red arrow.
(b) Cross-correlation result of a CCD frame with the reference frame
and a Gaussian fit. The fitting provides sub-pixel resolution with an
estimated relative maximum shift of −0.2 px in this example.

If no amplitude control is applied, the DAsPLL establishes synchronized ex-
citation with 50% duty-cycle and the reached mirror amplitude is defined by the
driving voltage Vp. Fig. 5.8a shows the obtained steady state amplitude over driv-
ing voltage behavior. As the sensing circuitry has a large impact on the system
performance, two different settings are discussed in the following. A low gain
setting using a TIA gain GTIA of 45.16V/mA with a cut-off frequency at 270 kHz
and an increased gain setting with a TIA gain of 93.28V/mA resulting in a cut-off
frequency at 148 kHz. Fig. 5.8b shows the obtained amplitude dependent center
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displacement, i.e. the mean spot shift on the CCD in optical angle relative to
the lowest amplitude case. This may be caused by three effects, the finite but
constant time delay of the pulsed laser, possible parasitic modes of the mirror
and the bandwidth limitation of the current sensing circuitry, which delays the
detected zero crossing by the increasing frequency content with amplitude. The
kinks in the center displacement might be due to the comb-drive arm mode ex-
citation at some operation points, leading to a small shift of the detected zero
crossing. However, in an application, this effect can be calibrated and therefore
represents no restriction.
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Figure 5.8.: (a) Amplitude of the MEMS mirror over applied driving voltage,
when it is operated by the DAsPLL without amplitude control. (b)
Amplitude dependent center displacement measured by the CCD.
The measurements are made with a high and a low gain setting of the
current sensing circuitry. The zero reference at 8.5

◦
amplitude are

not the same for both measurements, since the corresponding beam
positions are different.

The asynchronous laser triggering results in a Gaussian shaped histogram
of the optical pointing error as shown in Fig. 5.9. This jitter originates from a
white noise source given by the current sensing circuitry and therefore directly
reflects the phase detection error without dependency on the FPGA clock. The
achievable optical resolution by the FPGA clock of 10 ns would be ∼ 2mdeg at
the lowest and ∼ 3.5mdeg at the highest amplitude and would therefore show a
distorted histogram. In Fig. 5.10a the obtained standard deviation of the pointing
error is shown for the two different gain settings of the current sensing circuitry.
In order to compare the results to the theoretical model given by Eq. (4.8), the
model

σ̂θopt = K0

(
Vp θ̇m

..
θm=0

◦

)−1

, (5.7)

is fitted to the data where K0 is the fitting constant and θ̇m
..
θm=0◦

is measured
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by the position sensitive detector for each amplitude. Hence, the parameter K0

represents twice the ratio of the standard deviation of the current signal noise to
the comb-drive capacitance curvature at zero angle, which are hard to measure
accurately. The theoretical model and the measurements show good agreement
in general. The small discrepancies can have several reasons as the obtained stan-
dard deviations are rather small. First, the MEMS mirror is only phase controlled,
so environmental fluctuations or the jitter of the driving voltage switching may
cause errors due to the amplitude dependent center displacement. Furthermore,
the mirror has also parasitic modes that may cause a distortion of the current
signal at the zero crossing. The bandwidth of the sensing circuitry also influences
the results. If the gain is increased, the bandwidth is reduced and therefore also
the current signal noise given by σI is decreased as well. Following this, the
pointing uncertainty in Fig. 5.10a at the same operation amplitudes should be at
least improved by a factor of ∼ 2 as given by the ratio of the used TIA gains, but
actually only achieves 1.46. This shows that the bandwidth may not be sufficient
to accurately represent the actual current signal and distorts the current gradient
at the zero crossing. Therefore, a further increase of the TIA gain may not im-
prove the system performance significantly as the current gradient gets flattened
due to a decreased bandwidth. Furthermore, it has to be considered that a low
bandwidth causes a delay between the actual and the detected zero crossing, lead-
ing to a late switching off of the driving voltage by the DAsPLL. The minimum
achieved optical standard deviation is 0.3mdeg at a mirror amplitude of 14.38

◦

and a scanning frequency of 2032Hz corresponding to a phase detection standard
deviation of only 0.84 ns.

Figure 5.9.: Histogram of the measured optical pointing error at lowest and high-
est amplitude and their Gaussian fits. Each dataset includes 1500
measured single shot frames.

Finally Fig. 5.10b shows the obtained possible number of pixels calculated by
Eq. (4.12) with a precision of 10 sigma. The theoretical model Eq. (4.13) is fitted
to the data and shows the expected disproportional increase of resolution. The
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Figure 5.10.: (a) Standard deviation of optical pointing error over mirror ampli-
tude and theoretical fits using Eq. (5.7). The results show that
for such small errors, the used bandwidth, drifts and also parasitic
modes of the MEMS mirror may affect the current gradient at the
zero crossing. (b) Number of possible pixels using Eq. (4.12) and
the fitted theoretical model given by Eq. (4.13). The data shows the
expected disproportional increase of resolution by amplitude. The
maximum achieved resolution is ∼ 19000 pixels with a precision of
10 sigma.

maximum resolution achieved has about 19000 pixels at a FoV of 57.52
◦
. The

phase detection method based on photo diodes presented in [95] for a MEMS mir-
ror with about eleven times higher scanning frequency and a similar FoV of 40

◦

would only achieve about 230 pixels with a precision of 10 sigma. Thus the phase
detection errors have to be averaged to obtain a higher resolution, which makes
the PLL more complex and slow. Furthermore, the model in Eq. (4.13) reveals
that the current sensing based phase detection method would achieve even better
performance if the scanning frequency is increased.

Edge pixel evaluation

For evaluation of the pixel at the edge of the FoV, the setup in Fig. 5.7a is rear-
ranged such that the CCD covers the edge pixel. The pulsed laser is triggered,
when the mirror is expected to be at maximum deflection, i.e. at Θm, which
is a quarter mirror period after a detected zero crossing. To avoid bandwidth
problems of the sensing signal, the low TIA gain setting is used.

Fig. 5.11 shows the mirror amplitude deviation from 13.75
◦
, when the amplitude

timing control is turned off at time zero and turned on again after about 2.7
hours. The setup is placed in a lab without ambient conditioning. The result
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shows that the amplitude drifts due to environmental variations such as temper-
ature and pressure, as also shown in [95]. However, the proposed ATC concept
compensates the drift of −13mdeg and keeps the MEMS mirror at the desired
amplitude with a standard deviation of 0.26mdeg. This corresponds to an optical
pointing uncertainty of only 0.52mdeg at the edges of a 55

◦
FoV, while at the

center 0.39mdeg are achieved in measurements. Furthermore, the DAsPLL cor-
rectly identified the scanning direction during all measurements by the proposed
direction detection method.
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Figure 5.11.: Edge pixel errors with and without amplitude control in an uncon-
trolled environment (Θm = 13.75

◦
, VATC = 0.8V). Every 3 seconds

one CCD frame is captured for the analysis. The mirror amplitude
drifts due to environmental influences which is compensated when
the ATC is turned on (GLP = 0.125, GP = 4, GI = 0.25).

5.2. Optimal PLL design

In this section an optimal PLL design based on the linearized MEMS mirror
model and time-normalization is discussed. The 1D, i.e. single axis, scanning
is described first and then extended by a second axis to perform 2D Lissajous
scanning using a dedicated synchronization approach for a fixed frequency ratio.
Two control design approaches are considered for either case, i.e. a conventional
single-input-single-output (SISO) and a multiple-input-multiple-output (MIMO)
controller design, which are compared regarding their vibration and EMI robust-
ness.

5.2.1. Time-normalized PLL

The concept of time normalization allows to operate different MEMS mirrors or
to cope with manufacturing tolerances with minimized programming effort, as
events such as a laser shot timing do not have to be known in absolute time but
only relative to the oscillation period, i.e. representing the phase of an oscillation,
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and is proposed in [77]. A time-normalized PLL design is illustrated in Fig. 5.12.
The PLL phase detector calculates the PLL phase error ∆tφ, which is the time
between the zero crossing of the mirror, provided by a negative edge of DZC, and
the overflow of the digital controlled oscillator (DCO) output, i.e. the expected
zero crossing defined by s = 0. The PLL controller P adjusts a L-bit register rep-
resenting the PLL period TPLL according to the measured errors. The first stage
of the DCO generates a clock signal, whose average period is 2−N times the PLL
period and consists of two counters. The upper counter counts the FPGA clock
cycles (fclk) until the value given by the L−N MSBs of the PLL period register
is reached, which resets the counter and sets the output to high for one clock
cycle. The lower counter has N bits and adds the N LSBs of the PLL period
up if the upper counter is high at the output. An overflow of the lower counter
causes the upper counter to ignore one FPGA clock cycle. The second stage of the
DCO uses the frequency generated by the first stage to count up the phase slices s.
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Figure 5.12.: Simplified block diagram of the time-normalized PLL implemen-
tation. The DCO generates 2N phase slices s, corresponding to
one PLL period. The PLL phase detector measures the error be-
tween the zero crossing of the mirror, detected by DZC, and the
slice counter overflow, which gets compensated by the PLL con-
troller. The scheduler provides the necessary signals for the closed
loop operation based on the phase slices.

With the given structure and in steady state, the output of the DCO is a
sawtooth signal that counts from 0 to 2N − 1 and jumps back to 0 between two
adjacent zero crossings of the mirror as illustrated in Fig. 5.13. The scheduler
generates the driving, sensing and synchronization signals based on the phase
slices, e.g. the driving signal DHVact is turned on and off at phase slice son and
soff , respectively. Furthermore, in steady state the reference amplitude timing
ratio r̄ATC used for amplitude detection in Chapter 4 corresponds to a constant
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phase slice

sATC = 2N
(
1− t̄ATC

TPLL

)
= 2N

(
1− t̄ATC

T̄mh

)
= 2N (1− r̄ATC) . (5.8)

This means that in steady state the amplitude timing value corresponds to the
time between phase slice sATC and s = 0 as depicted in the Fig. 5.13. In the case
of amplitude and phase errors, the amplitude timing error can be expressed as

∆tATC = tATC − t̄ATC = r̄ATC TPLL +∆tsATC
−∆tφ − t̄ATC ≈ ∆tsATC

−∆tφ , (5.9)

where ∆tsATC
is the timing error between the phase slice sATC and the event initi-

ating the ATC timing measurement, e.g. the crossing of VATC for the single-layer
comb-drive design. Hence, the proposed implementation allows to set the refer-
ence amplitude timing value as a ratio of the nominal mirror period and a simple
measurement of the amplitude timing error ∆tATC by ∆tsATC

and the phase error
∆tφ.

The PLL adapts its period TPLL to keep the mirror zero crossings synchro-
nized with the phase slice s = 0. The driving signal voltage as well as the
switching slices, i.e. son and soff , influence the resulting operation point, which
can be used for amplitude control or synchronization purpose [125,151]. A similar
implementation of this time-normalized PLL concept is proposed in [175], where
a driver ASIC for MEMS-based lidar is developed.

2

0

Figure 5.13.: Mirror trajectory and phase slices generated by the PLL. The phase
slice s results in a sawtooth signal with a period corresponding to the
mirror half period in steady state, i.e. zero phase error. The driving
signal DHVact is defined by the switching slices son and soff and
exemplary shown. At nominal operation the reference amplitude
timing value corresponds to the time between phase slice sATC and
slice zero.
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5.2.2. 1D scanning control concept

The steady state operation point of a PLL controlled resonant MEMS mirror
can be influenced by both the driving voltage and the duty cycle. As a variable
driving voltage Vp requires a more complex driving circuitry, duty cycle control is
preferred since the switching of the voltage can be easily varied. In the proposed
system, the driving voltage is turned on at the phase slice 2N−1, corresponding
to the time instance of maximum mirror deflection, while the duty cycle is ad-
justed by the turning off phase slice soff , which in the nominal case happens on
the current plateau. This choice allows to approximate the local MEMS mir-
ror dynamics by a linear period-to-period model, which is discussed in detail in
Section 3.3. However, in the derived model the duty cycle is assumed constant,
which is not valid anymore and the model needs to be extended. As illustrated
in Fig. 5.14 the switching off delay deviation is given by

∆toffi
= ∆tφi

+
TPLLi

2N
soffi

− t̄off , (5.10)

which shows a nonlinearity as soffi
and TPLLi

are multiplied and are both control
inputs. Since only small perturbations are assumed and soff is rather small, e.g.
7% of 2N slices according to a nominal duty cycle of 57%, the PLL period in
Eq. (5.10) can be approximated by the nominal mirror half-period T̄mh, i.e.

∆toffi
≈ ∆tφi

+
T̄mh

2N
soffi

− t̄off = ∆tφi
+

T̄mh

2N
∆soffi

= ∆tφi
+ κt/s ∆soffi

, (5.11)

with the nominal time per phase slice κt/s = T̄mh/2
N , the nominal switching off

delay t̄off = κt/s s̄off and ∆soffi
= soffi

− s̄off .

By using the derivations in Section 3.3, the state equation of the linear small
perturbation model in Eq. (3.44) can be extended by the duty cycle control input
∆soff as

xi+1 .  . .  .|
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|
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Eexti , (5.12)

where Eext is the external disturbance input, e.g. due to vibrations. The corre-
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2

Figure 5.14.: Signals and definitions around the nominal operation point for PLL
and duty cycle control at negative phase error ∆tφ for illustration
purpose. The driving signal is switched on at maximum deflection
and switched off at the plateau of the displacement current Īc for
linear local dynamics.

sponding output equation is|
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|
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1 0
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|
. (5.13)

As the MEMS mirror amplitude is actually measured by the amplitude timing
value, the self-sensing measurement equation is given as|
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− vφi

|
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vi

, (5.14)

where vφi
and vsATCi

are the phase detection and ATC measurement noise, respec-
tively and S is the corresponding ATC sensitivity, resulting in S κΘ ≈ 0.85 for the
used operation point. The input vector u allows control of both amplitude and
phase delay in order to stabilize the system and to counteract dynamic distur-
bances given by Eext. As the driving period and the switching off slice are inputs
to the DCO or scheduler, respectively, with a phase and an amplitude measure-
ment in each PLL period, the controller perceives the MEMS mirror as a MIMO
system represented by the model in Eq. (5.12) and (5.14). For such a system two
methods can be used for control design. The first method is to separate the time
constants of amplitude and phase control, which allows simple SISO controllers.
This method is the typical approach for resonant MEMS mirrors, where a fast
PLL compensates the phase errors for stable operation and a slow amplitude con-
troller adjusts either the driving voltage [95] or the duty cycle [125]. The second
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method is a MIMO controller, which considers the cross-coupling of the system
to optimally drive the MEMS mirror, while it is typically more complex. Both
approaches are discussed in the following.

SISO controller design

Fig. 5.15a illustrates the SISO control scheme with separated time constants
as the amplitude controller Ψ is slow while the PLL controller P is fast. The
amplitude controller slowly adjusts soff to reach the desired amplitude Θ̄m by the
integral law

∆soffi
= ΓΨi

+GΨI∆tATCi

ΓΨi+1
= ΓΨi

+GΨI∆tATCi
, (5.15)

with the controller state ΓΨ and the integral gain GΨI, which is chosen small
enough for a sufficiently high time constant. Since the amplitude is controlled
much slower than the phase, the phase control loop can be assumed independent
of the amplitude control, i.e. only the phase control with a constant soff has to be
considered for dynamic analysis as illustrated by the block diagram in Fig. 5.15b.
The nonlinear MEMS mirror is represented by the linear model in Eq. (5.12) and
influenced by disturbances Eext and phase measurement noise vφ as shown in the
figure. In the following the closed loop system stability is analyzed for I and PI
control laws, which are usually applied in a PLL.

Δt
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+ 
Sched.

 Ψ MEMS

(a)

+
Δ

Δ

Δ

  

 MEMS 

Mirror

Δ
~
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Figure 5.15.: (a) SISO control scheme with a slow amplitude controller Ψ and
a fast PLL controller P . (b) Dynamic model of the closed loop
system. The MEMS mirror is represented by the derived linear
small perturbation model and affected by the measurement noise
vφ of the phase detector and random external disturbances Eext.
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I-control

One of the most simple controller is an integrator with the feedback law

∆TPLLi
= ΓPi

+GI∆t̃φi

ΓPi+1
= ΓPi

+GI∆t̃φi
, (5.16)

where ΓP is the PLL integrator state and GI is the integral gain which has to be
negative due to the definition of the phase delay ∆tφ. In Fig. 5.16a the root locus
of the closed loop system with three nonzero poles is shown for different control
gains GI. It is found that the faster the controller, the less robust the system gets.
The frequency of the conjugate complex poles increases by the gain magnitude,
while their damping ratio decreases as can be seen by the grid lines of constant
natural frequency and constant damping ratio in the root locus obtained by the
MATLAB command zgrid. Already at an integral gain of GI = −0.053 the
stability boundary is reached. This result shows that a pure integral controller is
not desirable at least for resonant electrostatic MEMS mirrors with progressive
mechanical springs.

PI-control

Another commonly used control law is a proportional gain GP added to an inte-
grator and can be expressed as

∆TPLLi
= ΓPi

+ (GI +GP) ∆t̃φi

ΓPi+1
= ΓPi

+GI ∆t̃φi
. (5.17)

Fig. 5.16b shows the root locus for various proportional and integral gains. The
proportional gain stabilizes the complex conjugate poles, which would be other-
wise outside of the unit circle for pure integral control with the same gain. The
pole movement by the proportional gain shows that it strongly increases damping
at a moderate pole frequency increase, revealing its stabilizing behavior. Hence,
the use of a proportional gain reduces overshoots and oscillations in the closed
loop response. The effect of a proportional gain gets recognized if the control law
in Eq. (5.17) is rewritten by using Eq. (3.43), i.e.

∆TPLLi
= ∆TPLLi−1

+GI ∆t̃φi
+GP

(
∆t̃φi

−∆t̃φi−1

)
= ∆TPLLi−1

+GI ∆t̃φi
+GP

(
vφi

− vφi−1

)−GP

(
∆Tmhi −∆TPLLi−1

)
.

(5.18)

It shows that the proportional control law serves as a first order low pass filter
for the mirror half period with the filter gain −GP. By increasing both the inte-
gral and the proportional gain a low settling time can be achieved, while it also
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Figure 5.16.: (a) Root locus of the closed loop system with I control law at dif-
ferent gain settings. Starting from the open loop poles (black cross)
the system gets less robust for increasing control gains. The grid
lines depict pole locations of constant natural frequency and con-
stant damping ratio. (b) Root locus of the closed loop system with
PI control law at different gain settings. The pole movement by
GP ∈ [−0.5, 0] (blue lines) is exemplary shown for three different in-
tegral gains GI ∈ {−0.001,−0.25,−0.5}. For comparison the poles
at pure integral control are also shown (red dashed lines). Already
low proportional gains stabilize the system at high integral gains.
The real valued pole is only slightly influenced by GP.

112



5. Closed Loop Control Design

increases noise influence.

Experimental verification

In this paragraph the SISO control analysis based on the linearized MEMS mirror
model is verified by measurements. First the stabilization of high integral gains
with a proportional control law is shown by a step response from the noise input
vφ to the phase and amplitude error. Fig. 5.17a shows the step response with two
different gain settings, which are accurately represented by the Linearized model.
Large oscillations are obtained if only integral control is used and furthermore
they are easily excited by measurement noise as shown in the inset. If the integral
controller is made faster, these oscillations get worse as in agreement with the
analysis above. However, if a proportional gain is added, much higher integral
gains can be also applied as shown by the case GI = GP = −0.5, achieving low
settling times.
Second, to fully verify the closed loop system representation by the proposed
linear model, a random disturbance is applied on the noise input vφ and the
output spectrum of phase ∆tφ, mirror half-period ∆Tmh and amplitude errors
∆Θm are measured. Fig. 5.17b shows the corresponding estimated and simulated
transfer functions H∆tφ/vφ , H∆Tmh/vφ and H∆Θm/vφ of the MEMS mirror with PI
control at a high gain setting. The proposed model again predicts the measured
MEMS mirror behavior with good agreement, allowing model based closed loop
control design. The high frequency content of ∆Tmh deviates from the model
as it is derived by Eq. (3.43), i.e. by the difference of two adjacent phase error
measurements and the corresponding PLL period, and therefore is influenced by
measurement noise. From the obtained transfer functions it is found that a high
gain setting allows low settling times but leads to magnification of measurement
noise to the phase error at around 500 Hz. Hence, this results and analysis reveal
that the integral gain should be chosen rather low to achieve a desired maximum
settling time and sufficient time constant separation from the amplitude control.
The proportional gain should be chosen rather high to achieve a high damping
ratio of the conjugate poles, while noise influence has to be considered.

Finally, Fig. 5.18 shows the spectral influence of external broadband vibration
in TY direction to the measured phase and amplitude timing errors for open
loop and PI controlled cases. The used vibration profile has a constant power
spectrum density at the frequencies of the most vibration influence, i.e. around
the mirror scanning frequency, such that the derived linearized model can be fitted
to the response by a single scaling factor and shows good agreement. For proper
comparison to the measured amplitude timing errors an estimated noise floor is
added to the simulations by geometrically adding a constant noise spectrum. For
both phase and amplitude errors the response to vibrations shows large peaks in
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Figure 5.17.: (a) Measured and simulated step response from phase noise input
vφ to phase error (top) and amplitude error (bottom) for I and PI
control. Pure integral control results in large oscillations already
at low gains which are also easily excited by measurement noise as
shown in the inset. The addition of a proportional gain stabilizes
the system even at high integral gains. (b) Transfer function of the
closed loop system with high PI control gains (GI = GP = −0.5)
under random phase noise. The transfer functions obtained by the
proposed linear model accurately describe the measured behavior.
A 2Hz span smoothing filter is applied for better readability.
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case of open loop operation, which are unacceptable in application. It is shown
that with higher control gains the vibration influence can be reduced especially for
the phase errors, while the amplitude errors increase at low frequencies. This is
because the PLL follows the MEMS mirror oscillation regardless of its amplitude
as the amplitude control is too slow. As higher control gains also show higher
noise influence a trade-off has to be made between vibration compensation and
sensitivity to EMI. Considering this, the gains GI = −0.0088 and GP = −0.44
are identified as a good compromise, achieving a well damped behavior with
moderate noise and vibration influence.
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Figure 5.18.: Spectral content of measured phase (a) and amplitude timing errors
(b) at a broadband vibration profile from 500Hz to 2500Hz in TY

direction for open loop and closed loop operation. The comparison
to the linearized model (dashed lines) shows good agreement.

MIMO controller design

In order to account for the cross-coupling of inputs and outputs of the system a
model based MIMO controller, as shown in Fig. 5.19 is designed in the following.
The used controller is a linear-quadratic-gaussian (LQG) regulator, comprising
an linear-quadratic regulator (LQR) and a Kalman estimator, as it allows direct
control of the system states and inputs by the definition of cost functions [131].
Due to the separation of estimation and control theorem [177] the LQR can be
designed independently of the Kalman estimator and vice versa.

LQR design

For the LQR design the system states are assumed to be known and the optimal
feedback gain for a specific cost function of states x and inputs u can be calcu-
lated based on the stationary Riccati equation, which yields the optimal feedback
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Figure 5.19.: MIMO control scheme using LQG servo control to compensate exter-
nal vibration influence Eext and to suppress the measurement noise
v. The controller comprises a Kalman estimator with the gain K̂,
optimal state feedback gains Kx and KI as well as an integrator for
nominal operation point convergence.

controller u = −Kx x, where Kx denotes the state feedback gain. However, as
the MEMS mirror is actually a nonlinear system an integrator with the states Γ

has to be added to guarantee convergence to the nominal operation point where
the derived linear model is valid and the proposed optimality is true. Hence, the
driving input signal obtained by the slow integrator path in Fig. 5.19 at infinite
time is ū∞ =

(
s̄off T̄mh

)T
, i.e. the nominal switching off slice and mirror half

period. With the positive semi-definite weighting matrices Q, R and N the cost
function for the LQR problem is then defined as

J(u) =
∞∑
i=0

|
xi

Γi

|T
Q

|
xi

Γi

|
+ uT

i Rui + 2

|
xi

Γi

|T
Nui , (5.19)

subject to the linearized model in Eq. (5.12) and Eq. (5.14) as constraints. Hence,
the optimal state feedback gains with an integrator can be calculated using the
MATLAB function lqi, which minimizes the cost function under the dynamic
model constraints. The choice of the weighting matrices is in general not trivial,
but allows control of the individual states and inputs. Due to symmetry reasons
Q and R have to be symmetric and are typically chosen to have only diagonal
entries while all others are zero, i.e.

Q = diag
(
Wtφ , WTΘ

, WtφI , WTΘI

)
and R = diag (Wsoff , WTPLL

) . (5.20)

This allows to penalize each state and input individually by its corresponding
weighting value. The matrix N can be used to explicitly penalize coupling be-
tween the states and the inputs, which is assumed not relevant for the single axis
MEMS mirror control and therefore set to zero.
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Finally, the weighting values in Eq. (5.20) have to be set in context to each
other for proper controller design. Hence, we arbitrarily set Wtφ = 1, which
penalizes the phase error and calculate the desired relative effect of the other
states and the inputs. Considering a scanning application the weighting of the
states should be done such that amplitude and phase errors cause equal effects
on the optical pointing error σθopt resulting in rather uniform distributed errors
along the total scan line. By the optimization the variance of ∆TΘ, i.e. σ2

TΘ
, can

be assumed scaled down relative to the phase error σ2
tφ

with the weighting value
WTΘ

. Therefore, the desired equal pointing uncertainty effect for amplitude and
phase errors can be expressed as

σ2
θopt = 4

(
θ̇m

..
θm=0

◦

)2

σ2
tφ

!
= 4∆Θ2

m = 4κ2
Θ σ2

TΘ
= 4κ2

Θ

σ2
tφ

WTΘ

, (5.21)

where θ̇m
..
θm=0

◦ is the angular velocity amplitude of the mirror at the nominal
operation point, and the factor 4 results from the optical leverage. The weighting
value WTΘ

then results in

WTΘ
=

κ2
Θ(

θ̇m
..
θm=0

◦

)2 , (5.22)

with WTΘ
= 1.9 for the used MEMS mirror. The integrator has to only compen-

sate slow drifts due to variations of environmental conditions such as temperature
or pressure, which are of time scales in the order of minutes or hours and should
not cause considerable dynamic effects. Hence, the integrator gain weightings are
chosen as WtφI = 10−5 Wtφ and WTΘI

= 10−5 WTΘ
.

For designing the weighting values for the inputs, their effect on the scanning
system has to be considered. As all relevant signals such as the laser shooting
are based on the phase slices generated by the DCO, it is not desirable to use the
PLL period for fast dynamic error compensation. Rather, it is better to use fast
duty cycle changes to push the mirror oscillation back to synchronize with the
PLL, whose period is slowly changing. Hence, in case of an external disturbance
of the mirror, the controller does not immediately follow the mirror oscillation
but compensates for the oscillation variation by adapting the duty cycle, i.e.
soff . Therefore, the input weighting values are chosen as Wsoff = 6 · 10−4κ2

t/s and
WTPLL

= 3, where the factor κt/s accounts for the scaling between DCO phase
slices and time (i.e. time per slice) for a proper comparison. This results in the
optimal feedback gains as

K =
(
Kx KI

)
=

|−10κ−1
t/s 46κ−1

t/s 0.035κ−1
t/s −0.1κ−1

t/s

0.34 −0.27 −0.0011 −0.0014

|
, (5.23)

with the MEMS mirror parameters κsp = 67.6, κd = 2.18 and κc = 0.0054. As
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can be seen, the entries of the integrator gain KI are much lower than those of
the state feedback gains Kx and the duty cycle control is much faster than that of
the PLL period. The system matrix A with the eigenvalues λ1,2 = 0.987∠±6.83

◦

is replaced by the effective system matrix A−B ·Kx with the eigenvalues λ1,2 =
0.465∠± 21.2

◦
due to the state feedback controller.

Kalman estimator design

The system states x are typically not known in application and have to be es-
timated from the measured outputs y. Assuming a stochastic nature of the
disturbance and the measurement noise with a zero mean value, the learning
gain matrix K̂ for the optimal observer, i.e. a Kalman estimator, can be calcu-
lated from the linear system model and the corresponding covariance matrices,
provided that the disturbance and the noise are not correlated. The covariance
matrix of a sampled vector vi with the sample index i ∈ N0 is defined as E

(
vT
i vi

)
,

where E(·) denotes the expectation value of the argument. For the external distur-
bance Eext the covariance matrix corresponds to the variance σ2

Eext
of the expected

vibration energy that couples into the mirror per period. The covariance matrix
for the measurement noise can be obtained by measurements. As the amplitude
timing error ∆tATCi

is calculated from two measurements, i.e. ∆tsATCi
and the

phase error ∆tφi
, as defined in Eq. (5.9), the noise covariance matrix has also

non-diagonal entries. Hence, for the MEMS mirror the covariance matrices are
given as

E
(
E2

exti

)
= σ2

Eext
and E

(
vT
i vi

)
=

|
σ2
vφ

−σ2
vφ

−σ2
vφ

σ2
vsATC

+ σ2
vφ

|
. (5.24)

Considering EMI influence the standard deviation of the phase detection is set to
σvφ = 15 ns and based on measurements it can be assumed that σvsATC

≈ 2.25σvφ .
In order to provide high vibration robustness the expected standard deviation
of the vibration energy is chosen to σEext = 1.25 ǫc (κsp + κd) σvφ , which is also
motivated by measurements. By using the MATLAB function kalman the corre-
sponding Kalman gain matrix results in

K̂ =

|
1.4 0.033 1

S κΘ−0.54 0.019 1
S κΘ

|
. (5.25)

With the feedback gain matrix in Eq. (5.23), the Kalman gain matrix in Eq. (5.25)
and the linearized MEMS mirror model in Eq. (5.12) and Eq. (5.14) the LQG
controller comprising four internal states is fully designed. Fig. 5.20 depicts the
resulting transfer functions of the designed MIMO LQG controller. It can be
observed that the optimal control design approach introduces tamped differential
gains to provide phase lead at frequencies around 500 Hz in order to achieve a
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high closed loop bandwidth. As designed, the driving voltage turning off phase
slice, i.e. the duty cycle, variations are fast due to the high gains in Fig. 5.20a,
while the PLL period reacts rather slow on errors.
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Figure 5.20.: Bode plots of the designed MIMO LQG controller. (a) Transfer
functions from measured errors to the driving voltage turning off
phase slice variation. (b) Transfer functions from measured errors
to the PLL period, i.e. driving voltage period.

Experimental verification

Considering an efficient implementation of the MIMO LQG controller, the num-
ber of necessary multipliers in the FPGA, which typically require a large chip
area, can be reduced by not explicitly calculating the internal states of the LQG
controller, i.e. x̂ and Γ, but using a single state space representation of the LQG
(see MATLAB command lqgreg or lqgtrack). Furthermore, the LQG does not
have to be executed at each clock cycle but only once in each PLL period, which
allows to use a state machine for sequential calculation of all multiplications even
with only one multiplier actually present in the hardware design. Fig. 5.21 shows
the performance of the implemented LQG controller under a broadband vibration
profile compared to the SISO PI control. Both amplitude and phase errors are
effectively suppressed, resulting in a flat spectral content of the measured errors.
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Figure 5.21.: Spectral content of measured phase (a) and amplitude timing errors
(b) at a broadband vibration profile from 500Hz to 2500Hz in TY

for LQG and PI control. The comparison to the linearized model
with added noise floor (dashed lines) shows good agreement.

The measured phase and amplitude timing values also contain noise, which
do not correspond to an actual error in the application and degrades the actual
performance. Hence, the controllers have to be evaluated regarding the resulting
optical pointing uncertainty of the shot pixels as this reveals the performance in
the targeted application. For a comparative evaluation to automotive standards a
custom made piezo-shaker shown in Fig. 5.22a, is developed to provide strong and
broadband vibrations to the MEMS mirror in the most influencing direction and
frequency band, i.e. in TY around the mirror scanning frequency. The shaker con-
sists of a massive outer frame, a piezo-stack actuator and a mover connected by
four flexures, providing sufficient high stiffness in all undesired degrees of freedom.
The MEMS mirror package is clamped into the PCB socket, which is clamped and
glued onto the mover for a stiff connection. Fig. 5.22b shows two power spectrum
density profiles calibrated by iterative refinement of the piezo-stack input signal
using the obtained accelerations derived from laser-Doppler-vibrometer measure-
ments at the mover. The vibration profile 1 corresponds to the highest frequency
content of a specification profile in the automotive industry LV124 [167], where
all devices have to operate in their specifications during and after the exposure to
the vibration. The LV124 standard is defined for vibration frequencies less than
2 kHz, while the mirror frequency is above 2 kHz and therefore no significant in-
fluence to the mirror is observed. However, to evaluate a worst case scenario
also higher frequencies are tested as well, including low frequency offsets from
the mirror frequency. The vibration profile 2 applies frequencies ranging from
2 kHz to 3 kHz where the scanning frequency typically lies in and the vibration
influence to the mirror is the worst. Fig. 5.23a shows the four evaluated pixel
positions on the scanning trajectory obtained by shooting a pulsed laser at the
corresponding phase slices. By placing a CCD in the direction of the reflected
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beam a pointing uncertainty measurement is made for each pixel position, which
are shown in Fig. 5.23b for LQG and PI control exposed to the vibration profile 2.
As can be seen, even at such a worst case vibration scenario the LQG controller
can provide precise pixel synchronization that rarely exceeds the targeted opti-
cal resolution criterion of 0.1

◦
defined for automotive lidar. Hence, the model

based MIMO LQG controller with fast duty cycle and slow PLL period control
outperforms state of the art methods of SISO PI controllers, reducing the optical
pointing uncertainty by about 66% to less than 15 mdeg.
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Figure 5.22.: (a) Experimental setup for vibration robustness evaluation. The
piezo-shaker is capable of providing broadband vibration in TY di-
rection of the attached MEMS mirror as illustrated by Fvib. (b)
Calibrated vibration power spectrum density profiles applied on the
MEMS mirror compared to the specification profile LV124 of the au-
tomotive industry [167]. The profile 2 extends the profile of LV124
towards higher frequencies to cover also the regions of most influ-
ence close to typical mirror frequencies fm.
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Figure 5.23.: Multi-pixel pointing uncertainty evaluation under broadband vibra-
tion using LQG or PI control. (a) Mirror trajectory and pixels
(black crosses) at which the pointing uncertainty is evaluated. (b)
Box-plot of the obtained pointing errors by analyzing 3000 single-
shot CCD frames for each pixel position during exposure of vibra-
tion profile 2.

5.3. Summary

The reliable operation of a scanning system in harsh automotive applications
with various and varying environments can only be ensured by a properly de-
signed closed loop control, keeping the MEMS mirror trajectory as desired and
aligned with the pixel shooting. Typically, a PLL is used to track the MEMS
mirror phase by rather fast PLL period adjustments, while the oscillation ampli-
tude is controlled by relatively slow driving voltage or duty cycle variations. This
is called SISO control concept as two SISO controllers are used with separated
time constants. In this chapter, two approaches of control design are discussed,
the DAsPLL and an optimal PLL design with time-normalization and improved
vibration suppression.
The DAsPLL represents an unusual PLL design as it generates a driving signal di-
rectly linked to the MEMS mirror oscillation, where the driving signal is switched
off precisely with the detected zero crossing of the mirror, while the switching
on time is determined based on previously detected zero crossings and is used
to control the mirror amplitude. The fast tracking capability of the DAsPLL
allows a fast and reliable start-up of the MEMS mirror from rest to maximum
amplitude within less than 100 ms, i.e. <200 oscillations at a Q-factor of about
200, as well as the stabilization of open loop unstable operation points. The used
asynchronous logic provides laser triggering aligned with the zero crossings of
the mirror, achieving a minimum standard deviation of 11 times less than the
used FPGA clock and resulting in an optical pointing uncertainty of down to 0.3
mdeg at the center of a 57.52

◦
FoV. A long term evaluation of the amplitude
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control reveals that the amplitude drifts by temperature and pressure variations
are successfully compensated, leading to an optical uncertainty of 0.52 mdeg at
the edges of the FoV.
The optimal PLL design exploits time normalization by dividing the PLL period
into a fixed number of phase slices using a dedicated DCO counter structure,
to easily manage the timing of driving, sensing and pixel shooting by a sched-
uler. Based on the linearized MEMS mirror model it is shown that the SISO
control concept is only marginally stable for pure integral control and necessi-
tates a proportional gain to allow fast phase tracking without causing instability.
The integral gain mainly increases the natural frequency of the closed loop system
complex conjugate poles, while the proportional gain increases damping as it acts
as a mirror period filter. A combination of a rather low integral gain and a high
proportional gain is found that allows a good vibration suppression, while the
noise influence is moderate. Experiments verify the accuracy of the linearized
model, correctly predicting the influence of noise and broadband vibration for
various control gain settings. For improved vibration suppression a MIMO con-
trol concept is developed using a model-based LQG servo controller, which is
designed to compensate for the effects of vibration by fast duty cycle changes
keeping the mirror oscillation stable. Besides considering the cross-coupling of
the inputs and outputs, the used MIMO controller design approach adds tamped
differential gains to achieve large closed loop control bandwidth for vibration sup-
pression. A custom made piezo-shaker provides strong vibrations to the MEMS
mirror in TY direction with calibrated vibration profiles extending the LV124 stan-
dard towards higher frequencies to evaluate a worst case scenario. The MIMO
control concept shows superior performance reducing the pixel shooting errors
to a 3 times better optical pointing uncertainty of 15 mdeg and stay within the
targeted 0.1

◦
resolution limit.
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CHAPTER 6

2D Lissajous scanning control concept

Lissajous scanning allows the use of two resonant axes, which are orthogonally
aligned to each other in order to perform a 2D scan. The incremental relative
phase move between both axes generates the typical scanning pattern. Despite
the advantages of using resonant axes compared to other non-resonant scanning
methods, such as simple and robust MEMS design and single axis control, both
axes have to be precisely synchronized in a fixed frequency ratio. Hence, the
synchronization and control approach needs to ensure that the relative phase be-
tween both axes is as desired even during operation in automotive environments.

In this chapter a robust and high precision synchronization method is dis-
cussed and demonstrated by Lissajous scanning using two single axis MEMS
mirrors. The time-normalized DCO structure discussed in the previous chapter
allows a simple synchronization approach of multiple MEMS mirrors or MEMS
mirror axes in a fixed frequency ratio. The synchronization method exploits a
master-slave principle, where one MEMS mirror controller provides synchroniza-
tion signals to the slave MEMS mirror, while also a method using a dedicated
master DCO and two slave MEMS mirrors is discussed. Based on the linearized
MEMS mirror model, SISO and MIMO controllers are designed and evaluated
regarding their performance in harsh environments. Alternative example appli-
cations for synchronization control can be an enlarged receiver aperture by syn-
chronous operation of multiple mirrors as in [151,152].

124



6. 2D Lissajous scanning control concept

6.1. The Lissajous scanning system

The used Lissajous scanning system comprises two single axis MEMS mirrors of
the same type, which are orthogonally oriented to each other in order to perform
2D scanning. In Fig. 6.1 the Lissajous scanning setup is depicted, where both
mirrors are controlled by one FPGA and have identical but independent driving
and sensing circuits. To project the Lissajous scanning pattern on a screen, a
laser beam is first deflected in Y-axis by the MEMS mirror M1, redirected to
the second MEMS mirror M2 by a lens system and deflected in X-axis. A CCD
camera monitors the projection for optical evaluation. An on-board CPU is used
to configure the FPGA and to provide an Ethernet data stream of the inter-
nal registers for analysis. Both MEMS mirrors are controlled using individual
time-normalized PLLs. A proper Lissajous scan grid generation requires a fixed
frequency ratio between both scanning axes with a precise phase synchronization
method, which imposes difficulties in control design due to the nonlinear behavior
of the parametric excitation. Hence, in the following a master-slave synchroniza-
tion concept with a model-based control design is discussed.

Drive 
Circuitry

FPGA M1

PC

Sense 
Circuitry

Drive 
Circuitry

Sense 
Circuitry

Screen

Lens 
System

M2

x

y

M1

M2

FPGA + CPU

Laser Screen

Camera

Drive & Sense 
Circuitry

x

y

Lens 
System

CPU

Ethernet

Figure 6.1.: Block diagram (left) and picture (right) of the Lissajous scanning
system with two individually controlled single axis MEMS mirrors.
The controllers are implemented in an FPGA, which is configured and
monitored by an on-board CPU. For optical evaluation, the generated
Lissajous pattern is projected on a screen and monitored by a CCD
camera.

6.2. Master-slave synchronization concept

In this concept one MEMS mirror, e.g. M2 (X-axis), serves as the master and pro-
vides synchronization signals to the other mirror M1 (Y-axis), which is the slave.
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6. 2D Lissajous scanning control concept

Fig. 6.2 shows the synchronization concept for a fixed frequency ratio between
both MEMS mirrors over one Lissajous frame. Two single bit synchronization
signals are used, hfr indicating the start of the Lissajous frame and hδ indicat-
ing necessary zero crossings of the slave mirror for synchronized operation. The
phase slicing of the DCO provides a simple approach to obtain a fixed frequency
ratio r̄ = fX/fY. As 2N phase slices correspond to a relative phase shift of π
between both mirror oscillations, the necessary master slice shift per slave PLL
period TPLLY

is

s∆ = 2N
TPLLY

− TPLLX

TPLLX

= 2N (r̄ − 1) , (6.1)

where TPLLX
is the master PLL period. Equation (6.1) shows that a fixed fre-

quency ratio results in a constant slice shift s∆. The master controller generates
synchronization pulses every 2N + s∆ phase slices, which indicate the necessary
zero crossings of the slave mirror for a synchronized operation with a fixed fre-
quency ratio. Hence, the condition for a repetitive Lissajous pattern can be
expressed as

s∆
2N

TPLLX
2NY0 = 2TPLLX

K , (6.2)

where 2NY0 is the number of synchronization pulses, i.e. slave half periods, until
the start of the next Lissajous frame and K is the smallest number of relative
period shifts between the mirrors, where K and NY0 have to be co-prime integers.
With Eq. (6.1), Eq. (6.2) can be rewritten to

K

NY0

= (r̄ − 1) , (6.3)

where K and NY0 are guaranteed to be integers since r̄ is an integer ratio in
Lissajous scanning. As a consequence, the system generates the same Lissajous
pattern independently of the actual master frequency, i.e. no integer frequency is
required, which solely determines the resulting frame rate acording to Eq. (2.5).

6.2.1. Linearized model extension for slave mirror

For proper control design the linearized MEMS mirror model in Eq. (5.12) and
Eq. (5.14) needs to be extended for the slave mirror, considering the synchro-
nization error, while the master is unchanged. Assuming the master mirror is in
steady state and sends synchronization pulses every nominal mirror half period
of the slave, i.e. T̄mh, the evolution of the synchronization error ∆tδ is given as

∆tδi+1
= ∆tδi + T̄mh − Tmhi+1

= ∆tδi −∆Tmhi+1
, (6.4)

where ∆Tmh denotes the mirror half period deviation. The slave measures those
synchronization errors by sampling the current phase slice of the DCO at a re-
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, 2
2

2

Figure 6.2.: Mirror trajectories and signaling for the master-slave synchronization
concept over one Lissajous frame to achieve a fixed frequency ratio.
The master controller generates synchronization pulses every frame
start, i.e. hfr, and at every 2N+s∆ phase slices, i.e. hδ, corresponding
to the necessary zero crossings of the slave mirror for synchronized
operation.

ceived synchronization pulse, i.e. shi , and the phase error ∆tφi
to obtain the

synchronization error slices as

∆sδi =
2N

TPLLi−1

∆tδi = sδi +
2N

TPLLi−1

∆tφi
. (6.5)

Since only small perturbations are assumed the PLL period in Eq. (6.5) can be
approximated by the nominal period T̄mh, i.e.

∆sδi ≈ sδi +
2N

T̄mh

∆tφi
= sδi + κ−1

t/s ∆tφi
. (6.6)

Furthermore, an additional disturbance input dδi has to be added, as the master
mirror may deviate from its nominal frequency during operation, which necessi-
tates also a deviation of the slave mirror for correct synchronization. Summariz-
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ing, the linearized model for the slave mirror can be expressed as
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∆tφi+1

∆TΘi+1

∆tδi+1


 =

AS .  . .  .
1

κsp + κd


(κsp + κd) (κc + 1)− 1 −κsp 0

1 κsp 0
(κsp + κd)κc − 1 −κsp 1


 ·

xSi .  . .  .
∆tφi

∆TΘi

∆tδi




+



κt/s

(
κc − 1

κsp+κd

)
1

κt/s
1

κsp+κd
0

κt/s

(
κc − 1

κsp+κd

)
0




 .  . .  .
BS

·
|
∆soffi

∆TPLLi

|
 .  . .  .

uSi

+




−1
ǫc(κsp+κd)

0
1

ǫc(κsp+κd)
0

−1
ǫc(κsp+κd)

1




 .  . .  .
GS

·
|
Eexti

dδi

|
 .  . .  .

wSi

, (6.7)

with the measurement equation as
 ∆t̃φi

∆t̃ATCi

∆s̃δi




 .  . .  .
ySi+1

=


1 0 0
0 S κΘ 0
0 0 κ−1
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
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 .  . .  .
xSi

+


 vφi

vsATCi
− vφi

κ−1
t/s (vδi + vφi

)




 .  . .  .
vSi

, (6.8)

where vδi considers the synchronization signal timing noise caused by the master
due to errors between its DCO and the actual mirror oscillation.

6.2.2. SISO controller design

Fig. 6.3 shows a block diagram of the proposed SISO control concept consisting of
a master control block (MCB) and a slave control block (SCB). The master mirror
is controlled in amplitude, while the slave has to be controlled in relative phase
to the master, to achieve synchronized operation. Both mirrors are controlled by
independent PLLs, which compensate for the PLL phase errors ∆tφ between the
mirror zero crossings and the corresponding DCO. The PLL controllers PX and
PY calculate the i-th PLL period as in the 1D scanning control case by utilizing
a PI control law, i.e.

TPLLi
= (GI +GP) ∆tφi

+ ΓPi

ΓPi+1
= ΓPi

+GI ∆tφi
, (6.9)

with the integrator state ΓP and the gains GI and GP. The MCB in Fig. 6.3
additionally comprises an amplitude controller Ψ consisting of an integrator, to
reach the desired amplitude Θ̄m, and the synchronization pulse generator to pro-
vide synchronization signals derived from the corresponding DCO phase slices.
The phase detector of the SCB measures the synchronization error slices ∆sδ, i.e.
the slice difference between the received synchronization pulses and the measured
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6. 2D Lissajous scanning control concept

mirror zero crossings, as described in the previous paragraph. The synchroniza-
tion controller Υ compensates the obtained synchronization errors by adjusting
the driving signal duty cycle as

soffYi
= (GΥI +GΥP) ∆sδi + ΓΥi

ΓΥi+1
= ΓΥi

+GΥI∆sδi , (6.10)

with the integrator state ΓΥ and the gains GΥI and GΥP. The slave mirror
amplitude at synchronized operation has to be the nominal amplitude as no
control input is available to compensate for amplitude errors regardless of the
frequency. Hence, the resulting amplitude is given solely by the master mirror
frequency and the chosen frequency ratio. A possible solution is to adjust the
driving voltage Vp, which allows to compensate for small amplitude variations
and is discussed in a separated paragraph at the end of this section.
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Figure 6.3.: Block diagram of the SISO synchronization control concept for 2D
Lissajous scanning. Both mirrors are phase controlled by individual
PLLs. The MCB additionally controls the amplitude of the master
mirror by duty cycle adjustment and provides synchronization pulses
for the SCB. The SCB phase detector measures the synchronization
error slices, which the synchronization controller Υ compensates by
duty cycle variation.

While the controllers for the MCB can be designed as in the 1D scanning case,
i.e. with separated time constants, this is not possible for the SCB as phase errors
between the mirror oscillation and the DCO as well as the synchronization errors
to the master have to be compensated similarly fast. Hence, the four control
gains of the SCB have to be designed based on the derived linearized slave mirror
model to provide stable and precise operation. The zero crossing detection noise
of both mirrors is considered as the main noise source, affecting the corresponding
PLL phase error measurements. A noisy PLL phase error of the master causes
the synchronization signals to shift back and forth, leading to a distorted synchro-
nization error measurement by the SCB phase detector. The control gains used
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in the following analysis are manually set as a trade-off between noise influence
and settling time of the system. Hence, a low noise influence while a settling
time of less than a Lissajous scan period is required. For the identified model
parameters of the used MEMS mirror and a frequency ratio of r̄ = 92/91, control
gains fulfilling the above conditions are found to be GI = −2−9, GP = −2−3,
GΥI = 2−12 and GΥP = 2−1 + 2−3.

Experimental verification

First, the derived linear model of the synchronized slave mirror is verified in
frequency and time domain using artificially generated noise inputs. For noise
emulation, the on-board CPU is used, which applies random values to the FPGA
in each PLL period. By logging the Ethernet data stream, frequency responses
from the disturbance inputs to the synchronization phase error can be derived
using FFT. Fig. 6.4a shows the measured frequency responses, which are scaled
by the nominal time per phase slice to match the units. The comparison to
the corresponding simulated transfer functions H∆sδ/vδ and H∆sδ/vφ proves the
validity of the proposed model.
For time domain analysis a sudden synchronization error is simulated by a step
response at the disturbance input dδ. Fig. 6.4b shows the measured response over
time, which matches with the simulation and also proves that the settling time
is less than a Lissajous scan period. Therefore, the dynamics of the slave MEMS
mirror, controlled in relative phase to the master, is accurately represented by
the derived linearized model.
Second, the proposed synchronization control concept is verified by measurements.
An optical evaluation of the projected scan lines is made by the CCD image given
in Fig. 6.5a, which shows the obtained Lissajous scanning pattern. The properly
projected center grid is clearly visible in the inset at the bottom right. The bright
line in the image is caused by a direct reflection of the first mirror scan line on the
second mirror cover class. In application, this can be removed by glass coating or
other mirror packaging [56]. The proposed fixed frequency ratio between master
and slave mirror using the constant slice shift method is verified by varying the
master amplitude and consequently its frequency. The obtained RMS values of
the PLL frequency ratio error, which is defined by

∆ri =
TPLLYi

TPLLXi

− r̄ , (6.11)

are shown in Fig. 6.5b for each operation point as a percentage of r̄. The average
RMS error over all operation points is 0.0029% of r̄ and is mainly due to the
limited FPGA clock.
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Figure 6.4.: (a) Comparison of measured and simulated frequency response of
the synchronization error on random noise at the inputs vδ and vφ
in closed loop operation. The applied noise values and the measured
phase errors are logged at each period for 90 s. A 2Hz span smooth-
ing filter is applied for better readability and the frequencies are
normalized by the nominal slave mirror frequency. (b) Comparison
of measured (solid) and simulated (dashed) step response at the syn-
chronization disturbance input dδ. The linearized model correctly
represents the dynamic behavior. The values are normalized by the
nominal mirror period 2 T̄mhY .
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Figure 6.5.: (a) CCD Image of the projected Lissajous pattern generated by the
proposed system using a frequency ratio of 92/91. The visible line is
a reflection on the cover glass of the second MEMS mirror M2. (b)
RMS value of the frequency ratio error defined by Eq. (6.11) obtained
by variation of the master frequency.
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The necessity of the continuous synchronization control is shown in Fig. 6.6,
where the synchronization controller Υ is turned off and the phase error starts to
drift due to random frequency variations. Insets show the obtained Lissajous pat-
tern at the center, which results in a distorted grid if no synchronization control
is applied. In closed loop operation, however, the proposed system achieves pre-
cise synchronization, as the RMS value of the measured synchronization error is
0.003%, corresponding to 0.19mrad (1.34mrad peak-to-peak). Furthermore, the
actual synchronization error is even lower, since the sensing signals are affected
by noise and quantization errors, while the MEMS mirror serves as a natural
lowpass filter due to its dynamics as shown in Fig. 6.4a.

Υ onΥ offΥ on

Figure 6.6.: Measured synchronization error slices and Lissajous grid at the im-
age center, when the synchronization controller Υ is on or off. If
the control is turned off, the phase starts to drift due to random fre-
quency variations. The phase error slices are normalized by 2(N+1)

corresponding to a full mirror period.

For precise evaluation of the pixel synchronization errors, the DC laser in
Fig. 6.1 is replaced by a pulsed laser and triggered by the frame start signal
hfr. Hence, the laser is shot when both mirrors are expected to have zero angle,
where their angular velocity is the highest, and hits a CCD after reflection at both
mirrors in order to evaluate the optical pointing uncertainty. The corresponding
mechanical angle errors are then obtained by

∆θX =
1

2
tan−1

(
∆lX
D

)
and ∆θY =

1

2
tan−1

(
∆lY
D

)
, (6.12)

where ∆lX and ∆lY are the relative spot movements on the CCD in the X-axis
or Y-axis direction, respectively. Fig. 6.7a shows a CCD image example and a
box-plot of the obtained normalized angle errors at the center of the Lissajous
grid. The slave errors are higher since the laser triggering signal are derived from
the master mirror oscillation. Assuming a sine wave trajectory of the mirrors,
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the normalized angle errors correspond to the center pixel synchronization errors,
i.e.

∆θX
Θ̄X

= sin (∆ϕX) ≈ ∆ϕX and
∆θY
Θ̄Y

= sin (∆ϕY) ≈ ∆ϕX , (6.13)

which are 0.09mrad RMS (0.57mrad peak-to-peak) for the X-axis (master) and
0.13mrad RMS (0.91mrad peak-to-peak) for the Y-axis (slave).

The achieved precise synchronization allows high resolution Lissajous scan-
ning as shown in Fig. 6.7b, where a frequency ratio r̄ of 2350/2349 is used to
project a dense grid. The horizontal and vertical distance between the corners
of a unit cell at the center of the Lissajous grid, as illustrated in the figure,
correspond to a relative phase given by

∆ϕXU =
π

K
(r̄ − 1) ≈ ∆θXU

Θ̄X

and ∆ϕYU =
π

K

(
1

r̄
− 1

)
≈ ∆θYU

Θ̄Y

. (6.14)

As the frequency ratio is approximately one, |∆ϕYU| ≈ |∆ϕXU| = 1.3mrad and
are higher than the obtained peak-to-peak errors. As the unit cell is the largest
at the image center, the achieved resolution corresponds to at least 1500× 1500
constant unit cells of largest size. Hence, with the attained pixel synchronization
accuracies above, the high resolution Lissajous scanning is demonstrated by a
uniform and symmetric scan grid at the center.

Finally, the external vibration robustness is evaluated using the experimental
setup shown in Fig. 6.8a. As the slave mirror relies on the accuracy of the received
synchronization pulses sent by the master, errors in both scanning directions are
expected if the master mirror is disturbed by vibrations. Hence, as a worst case
scenario the holder of the MEMS mirror M2 (master) in the Lissajous scanning
setup in Fig. 6.1 is replaced by the piezo-shaker to apply the two calibrated vi-
bration profiles in Fig. 5.22 to the master. Fig. 6.8b shows an evaluation image
where the pixels are shot based on the phase slices of the master mirror DCO
and its pixel distortion due to the applied vibrations in close-ups. As can be seen,
the image has sharp pixels even under exposure of the vibration profile 1, while
for the profile 2 the pixels blur into each other, which may lead to critical errors
in applications such as automotive lidar. A pointing uncertainty measurement of
the pixel at the image center is shown in Fig. 6.8c, where also large errors of up
to 0.8

◦
peak-to-peak are observed at the exposure of the vibration profile 2. Fur-

thermore, it reveals that even though the vibration is only applied to the master,
the slave shows 60% larger errors due to the inaccurate synchronization signals.
For vibration profiles lower than 2 kHz as defined in automotive standards, the
proposed Lissajous scanning system achieves the targeted optical resolution of
0.1

◦
for lidar applications. However, to also provide robustness against higher
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Y-axis

(a)

Center grid

(b)

Figure 6.7.: (a) Image example of a single laser shot hitting the CCD chip and
box-plot of the obtained center grid angle errors along both axes
calculated by Eq. (6.12) using 3000 captured CCD frames and nor-
malized by their individual nominal amplitudes, i.e. Θ̄X and Θ̄Y. (b)
Image of the projected high resolution Lissajous pattern using a fre-
quency ratio of 2350/2349. A close-up of the center grid shows the
proper projection by the proposed system. The resolution ∆θXU and
∆θYU defined by the corner distance of a unit cell (blue rectangle)
are depicted.
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Figure 6.8.: (a) Experimental setup for vibration robustness evaluation of the
Lissajous scanning system. The holder of the master mirror (M2)
in the Lissajous scanning setup is replaced by a piezo-shaker capa-
ble of providing broadband vibration in TY direction of the attached
MEMS mirror illustrated by Fvib. (b) Projected evaluation image
with close-ups showing the influence of the vibration profiles on the
pixels. (c) Box-plot of the center pixel pointing errors in both scan-
ning directions compared to the targeted resolution criterion of 0.1

◦

for automotive lidar.

frequency vibrations an advanced control concept may be required. Hence, the
following paragraph discusses a MIMO control design for vibration suppression.

6.2.3. MIMO controller design

Similar to the 1D scanning system the MIMO control concept can provide supe-
rior performance as also the interdependencies of the individual in- and outputs
are taken into account and the feedback control can be optimally designed. The
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use of a single MIMO controller for both MEMS mirrors is difficult as in general
the MEMS mirror half periods and thus the sampling frequencies are different.
Furthermore, the approach should be modular such that additional MEMS mir-
rors can be added and synchronized with low effort. Hence, the proposed control
concept is shown in Fig. 6.9 where both axes use individual MIMO LQG servo
controllers. For the master, the control design does not differ from the 1D scan-
ning case, while that of the slave needs to be adapted for synchronization control.
Hence, the controller of the slave, i.e. LQGS, is designed based on the control
loop in Fig. 6.10 and the linearized slave mirror model.
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Figure 6.9.: Block diagram of the advanced synchronization control concept for
2D Lissajous scanning. Both mirrors are controlled by individual
LQG servo controllers of slightly different design.
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Figure 6.10.: MIMO control scheme for the slave mirror using LQG servo control
to compensate disturbances wS and to suppress the measurement
noise vS. The controller comprises a Kalman estimator with the
gain K̂S, optimal state feedback gains KSx and KSI as well as an
integrator for nominal operation point convergence.
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Slave LQR design

With the positive semi-definite weighting matrices QS, RS and NS the cost func-
tion for the LQR problem for the SCB is defined as

J(uS) =
∞∑
i=0

|
xSi

ΓSi

|T
QS

|
xSi

ΓSi

|
+ uT

Si
RS uSi + 2

|
xSi

ΓSi

|T
NS uSi , (6.15)

subject to the linearized model in Eq. (6.7) and Eq. (6.8) as constraints. For
individual state penalization the weighting matrices are again set to diagonal
matrices as

QS = diag
(
Wtφ , WTΘ

, Wtδ , WtφI , WTΘI
, WtδI

)
,

RS = diag (Wsoff , WTPLL
) , (6.16)

and the coupling matrix NS is set to zero. The difference to the LQR design
for the 1D case is that the phase error ∆tφ between the DCO and the mirror
oscillation are of less importance compared to the synchronization error ∆tδ.
This means that to some extend the errors of the DCO are less important as long
as the relative phase of the mirror oscillation is correct, i.e. its zero crossings
coincide with the received synchronization pulses. Hence, we set Wtδ = 1 and
weight the PLL phase errors much lower, i.e. Wtφ = 10−3. The weighting value
WTΘ

can then be calculated similarly to the 1D case as shown in Eq. (5.22) using
the slave mirror parameters.
The integrators only compensate for slow drifts of the environmental conditions
to maintain the nominal operation point and are chosen as WtφI = 10−3 Wtφ ,
WTΘI

= 10−3 WTΘ
and WtδI = 10−3 Wtδ . Variations in the PLL period of the

SCB and consequently the timing of its DCO phase slices are of less concern
as no signals relevant for a scanning application such as the laser shooting are
derived from them, but only from the DCO phase slices of the MCB. Nevertheless,
duty cycle control should be still preferred to avoid too large misalignment of the
DCO and the mirror oscillation. Hence, the input weighting values are chosen as
Wsoff = 6 · 10−4 κ2

t/s and WTPLL
= 0.1, which results in the optimal feedback gains

as

KS =
(
KSx KSI

)
=

|
0.96κ−1

t/s 60κ−1
t/s −22κ−1

t/s 0.001κ−1
t/s 0 0.7κ−1

t/s

0.12 0.1 −0.021 −0.0030 0 0.0006

|
.

(6.17)
As can be seen, with the state vector xS = [∆tφ, ∆TΘ, ∆tδ]

T the duty cycle
control mainly compensates for amplitude and synchronization errors, while the
PLL period control considers amplitude and PLL phase errors more. Even though
amplitude errors influence both inputs according to the state feedback controller,
they are ignored by the integrator. This is due to the link of amplitude and
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6. 2D Lissajous scanning control concept

frequency by the nonlinear stiffness, which does not allow to achieve both the
compensation of amplitude and synchronization errors at the same time by only
the two inputs.

Slave Kalman estimator design

In addition to PLL and amplitude errors the SCB also receives synchronization
errors, which can cause a disturbance dδ due to a true variation of the master
mirror frequency and noise vδ due to a misalignment of the MCB DCO and the
master mirror oscillation. Hence, the disturbance and noise covariance matrices
for the slave mirror are given as

E
(
wT

Si
wSi

)
=

|
σ2
Eext

0
0 σ2

dδ

|
and

E
(
vT
Si
vSi

)
=




σ2
vφ

−σ2
vφ

σ2
vφ
κ−1
t/s

−σ2
vφ

σ2
vsATC

+ σ2
vφ

−σ2
vφ
κ−1
t/s

σ2
vφ
κ−1
t/s −σ2

vφ
κ−1
t/s

(
σ2
vδ
+ σ2

vφ

)
κ−2
t/s


 . (6.18)

With the same setting as in the 1D case, i.e. σvφ = 15 ns, σvsATC
≈ 2.25σvφ

and σEext = 1.25 ǫc (κsp + κd) σvφ , the disturbance is considered by σdδ = 2σvφ

corresponding to rather strong environmental influences to the master, while the
MCB DCO is assumed to have low errors due to the LQG control, i.e. σvδ =
0.2σvφ . The corresponding Kalman estimator design is then given as

K̂S =


 1.3 0.041 1

S κΘ
0

−0.49 0.012 1
S κΘ

0

0.34 0.041 1
S κΘ

0.99κt/s


 . (6.19)

The chosen values for σdδ and σvδ let the Kalman estimator to trust the measured
synchronization signals as can be seen by the Kalman gain of 0.99.

Experimental verification

To evaluate the SISO and the MIMO control performance under external vibra-
tion, two pixels are shot based on the master DCO phase slices, one at the center
and the other at the corner of the scanning pattern. Both pixels are monitored
by CCD cameras as shown in Fig. 6.11a to perform pointing uncertainty mea-
surements. This allows to evaluate phase errors mainly causing pixel errors at
the center of the FoV and amplitude errors, which effect the pixel at the corners.
Hence, by analyzing the pixel movement in both directions corresponding to the
MEMS mirror axes, the results in Fig. 6.11b are obtained, where both vibration
profiles are applied to the master mirror. As can be seen, the MIMO LQG control
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Figure 6.11.: Pointing uncertainty evaluation of center and corner pixel for 2D
Lissajous scanning. (left) Setup with two CCD cameras to monitor
the center and the corner pixel. (right) Evaluation results with
optical standard deviations in both corresponding scanning axes for
the two pixel positions. The vibration profiles are applied by the
piezo-shaker in TY direction of the master mirror.

for both axes shows superior vibration robustness even at vibration frequencies
close to the MEMS mirror scanning frequency, reducing the worst optical point-
ing uncertainty by 90% to about 15 mdeg.

Fig. 6.12 shows averaged images containing multiple pixels at the center of
the FoV during vibration exposure for SISO and MIMO control. As can be seen,
for SISO control the vibration profile 1 (b) does not cause a significant blur of the
pixels, while at profile 2 (c) the pixels almost disappear due to the large errors. An
increased image brightness in Fig. 6.12c reveals that the pixels mainly blur along
the corresponding scan line, which are either in right or left diagonal direction,
resulting in a zigzag shaped pixel distribution. This shows that the PLL phase
error of the master and the synchronization error of the slave are correlated for
the main vibration influence. Fig. 6.12d shows the MIMO control concept under
exposure of vibration profile 2, where the most errors are compensated. The
remaining errors also show a slight blur of the pixels along the corresponding
scan line direction.
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(a) (b) (c) (d)

Figure 6.12.: Averaged CCD image of multiple pixels at the center of the FoV
with vibration exposure to the master mirror. The images show 125
accumulated CCD frames using SISO control with (a) no vibration,
(b) vibration profile 1 and (c) vibration profile 2 (image brightness
increased for visibility). The image (d) shows MIMO control during
exposure of vibration profile 2.

6.3. Master-slave-slave synchronization concept

The proposed master-slave (MS) synchronization approach has the inherent issue
that errors of the master consequently propagate to the slave due to fast vari-
ations of the master DCO causing errors in both scanning directions. Another
possible synchronization approach is to generate fixed reference signals for both
MEMS mirrors with the appropriate frequency ratio and to operate both MEMS
mirrors as slavesv (M-SS). However, this approach may result in amplitude errors
for both MEMS mirrors as each device has a slightly different amplitude at the
same frequency due to manufacturing tolerances. The M-SS synchronization ap-
proach shown in Fig. 6.13 combines both methods by introducing an additional
time-normalized master DCO (M-DCO) and controlling both MEMS mirrors with
SCBs. Both SCBs receive synchronization pulses from the M-DCO and are of
the same design except the gain setting of the MIMO controller, which is based
on the corresponding MEMS mirror model and the operation point. To operate
the X-axis mirror at its nominal operation point, i.e. at nominal amplitude, the
controller Ψ is used, which applies a simple integral law to adjust the M-DCO
frequency with a low gain to cause no dynamic effects. Hence, in steady state
the M-DCO sends the synchronization signal hδX , whose period correspond to
the X-axis mirror half period T̄mhX at nominal operation, while the period of
hδY is given by the chosen frequency ratio. This provides a decoupling of both
axes as the Y-axis SCB receives synchronization signals, which do not depend
on the dynamic errors of the X-axis and its DCO. The MIMO controllers can be
designed as previously based on the slave mirror model and the corresponding
mirror parameters, except that the synchronization disturbance dδ and noise vδ
can be considered low or even not present due to the decoupling. All signals rel-
evant for a scanning application such as pixel shooting are based on the M-DCO
phase slices.

Fig. 6.14a shows pointing uncertainty measurements at the center and the
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Figure 6.13.: Blockdiagram of the M-SS synchronization control concept with de-
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The additional M-DCO provides synchronization signals for both
axes based on its phase slices and adjusts its frequency based on
the master mirror amplitude errors with the controller Ψ. Both
MEMS mirrors are controlled by the same SCBs with individually
configured controllers.
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corner pixel for both proposed synchronization concepts with SISO and MIMO
control. As can be seen, the Y-axis mirror shows almost no influence by the
exposure of the vibration profiles to the X-axis in the M-SS case. On the other
hand, the errors of the X-axis are higher compared to the MS case, because the
X-axis has to additionally synchronize to the M-DCO to which the laser shot
timing is related. The insets reveal that for the MIMO LQG control the errors
are either almost equally distributed on both axes for the MS case or only on one
axis but higher for the M-SS case. Specifically, the worst optical pointing uncer-
tainty during vibration exposure to the X-axis increase by about 33% to 20 mdeg
for the M-SS concept, while the Y-axis is not influenced at all. Fig. 6.14b shows
the pixel blur if 3000 single shot CCD frames are accumulated during exposure
of vibration profile 2 using SISO PI control. In the MS case the errors are along
both axes, which again show a significant correlation. In contrast to the MS syn-
chronization approach the M-SS concept effectively decouples both axes as the
pixels blur only along the X-axis. Considering simultaneous disturbances in both
scanning axes solely the Y-axis errors increase for both synchronization concepts,
while the X-axis keeps the same. Hence, the MS synchronization concept results
in precise X-axis scanning with increased Y-axis errors, while the M-SS concept
provides similar errors in both axes.
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Figure 6.14.: (a) Pointing uncertainty evaluation of center and corner pixel for 2D
Lissajous scanning using two different synchronization approaches.
At vibration exposure to the X-axis mirror the M-SS concept shows
almost no errors in Y-axis but higher errors in X-axis. Insets show
the different error distribution on both axes for LQG control depend-
ing on the synchronization concept. (b) Blur of the center pixel with
3000 accumulated frames for both synchronization methods using
SISO PI control. The insets show the pixel size captured by one
frame.
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6.4. Slave amplitude adjustment

The simultaneous compensation of amplitude and synchronization errors of the
slave mirror using driving period and duty cycle control is only possible if the
resulting amplitude at synchronized operation is equal to the nominal amplitude.
However, in the application small amplitude errors may occur due to manufactur-
ing tolerances or environmental changes, which can be compensated by adjusting
the driving voltage Vp. A simple concept is to add an integrator to the SCB,
which slowly adjusts the driving voltage based on the measured amplitude er-
rors. A simulation using the nonlinear SDoF model in Section 3.2 reveals that
the possibility of amplitude adjustment strongly depends on the nominal mirror
amplitude as also shown in [151]. For example, at the nominal amplitude of
11

◦
a variation of the driving voltage from 75V to 140V reduces the amplitude

by about 0.6
◦

while at a nominal amplitude of 9
◦

the corresponding amplitude
reduction is almost double. This is due to the higher electrostatic stiffness gen-
erated by the comb-drives compared to the stiffness of the suspension at lower
amplitudes. Hence, to allow an amplitude compensation at high nominal am-
plitudes the comb-drives have to be designed strong enough and large driving
voltage changes may be necessary. In Fig. 6.15a the compensation of a slave mir-
ror amplitude error is demonstrated, which corresponds to an amplitude change
of about 0.3

◦
. During the compensation the frequency ratio between both axes

is not influenced as can be seen in Fig. 6.15b, resulting in a correct projection of
the Lissajous grid. Similarly, also the driving voltage of the master mirror can be
adjusted to vary its frequency at the nominal amplitude and to possibly reduce
the tuning effort of the slave.
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Figure 6.15.: Compensation of slave mirror amplitude errors (a) by driving volt-
age control and resulting frequency ratio errors (b). The initial
slave mirror amplitude error is compensated by turning on the driv-
ing voltage integrator at t=0. The frequency ratio is not influenced
by the slow driving voltage adjustment.
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6.5. Summary

Lissajous scanning requires a precisely synchronized fixed frequency ratio between
both scanning axes, which has to be ensured even in harsh environments such as
automotive applications. The time-normalized DCO allows a simple method to
synchronize multiple scanners with a fixed frequency ratio, where a master sends
synchronization pulses to the slaves as demonstrated by a Lissajous scanning sys-
tem using two single-axis MEMS mirrors achieving an average RMS frequency
ratio error of 0.0029%. The linearized MEMS mirror model of the slave is ex-
tended by the synchronization method and used to design simple SISO controllers
from phase delay to PLL period and from synchronization error to duty cycle,
respectively. Experimental results verify the model validity resulting in a settling
time of less than a Lissajous period and a center pixel synchronization error of
less than 0.13 mrad RMS, enabling high resolution Lissajous scanning. Due to
the master-slave structure a vibration exposure solely to the master mirror con-
sequently results in errors of both axes, where the slave shows even 60% larger
errors with a significant correlation. For improved vibration suppression both the
master and the slave are controlled by dedicated MIMO LQG servo controllers,
improving the worst optical pointing uncertainty during vibration exposure to
the master by 90% to about 15 mdeg.
To allow an effective decoupling of both scanning axes, another DCO is added
to provide synchronization signals to both axes and to manage the pixel schedul-
ing by its phase slices. Experimental results verify the decoupling, showing errors
only in the axis exposed to vibrations, while the worst optical pointing uncertainty
increases by 33% to 20 mdeg due to the additional burden of the synchronization
control.
As the slaves use the driving signal period and duty cycle for phase delay and
synchronization control, the resulting amplitude can only be influenced by the
driving voltage. Simulations reveal that an increase in driving voltage lowers
the amplitude at the same scanning frequency due to the increases electrostatic
stiffness, achieving an amplitude error adjustment of 0.3

◦
in experiments, while

the fixed frequency ratio is kept.
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CHAPTER 7

Advanced Scanning System Concepts1

In this chapter two concepts are proposed enhancing the performance of con-
ventional systems, the laser shot correction (LSC) and the adaptive Lissajous
scanning. In contrast to a dedicated controller aiming to minimize the dynamic
errors of the scanner, e.g. induced by external vibrations, the LSC corrects the
pixel errors for 1D or raster scanning by the laser scheduling without influence to
the system dynamics. The adaptive Lissajous scanning allows to overcome the
shortcoming of inflexible scan patterns in conventional Lissajous scanning by a
dedicated phase modulation of at least one axis, generating for example a region
of interest (ROI) in the FoV with dense pixels.

7.1. Laser shot correction

Dynamic variations of the mirror frequency and amplitude caused by environ-
mental influences such as EMI or vibrations, leading to wrong pixel timings and
therefore errors in the application accuracy. Advanced control methods as the
MIMO control show effective suppression of the dynamic errors, but require a
rather high variation of the control inputs such as the duty cycle of the driving
signal, possibly reaching limits in the implementation. For too high variations
the linearized model might not be valid anymore due to the inherent nonlinear
behavior of the electrostatic stiffness and energy injection, resulting in inaccurate
estimations of the states by the Kalman estimator and a non-optimal state feed-
back controller or even cause instability. However, for 1D line scanning systems

1Parts of this chapter are also published in
[178] D. Brunner, H. W. Yoo, R. Schroedter and G. Schitter. "Adaptive Lissajous scanning
pattern design by phase modulation". Opt. Express, 29(18):27989–28004, 2021.
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or the fast axis of raster scanning systems where despite dynamic errors the cor-
rect pixel position is still passed by the trajectory in the desired resolution limit,
the pixel errors can be compensated by a simple shift in the laser shot timing.
Such a LSC method is illustrated in Fig. 7.1, where three example pixels are
corrected by shifts in the DCO phase slices using the measured phase and am-
plitude errors. The expected trajectory is defined by the nominal amplitude and
the phase corresponding to the DCO phase slices. Hence, at nominal operation
a constant phase slice sLSj corresponds to a constant mirror angle, i.e. the pixel
j. However, it has to be considered that the mirror trajectory has half the fre-
quency of the DCO, which means that the DCO shows two phase slice overflows
during one mirror period corresponding to 2N+1 slices and has to be considered
to distinguish positive and negative angles. Due to dynamic errors in period i
the actual mirror trajectory deviates from the expected trajectory, whose effect
on the pixel j is compensated by the phase slice shifts ∆sLSj,i minimizing errors
in the application. The necessary phase slice shifts for a pixel depends on its
location on the mirror trajectory and the measured phase and amplitude errors
as shown in the following Subsection.
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Figure 7.1.: Illustration of the laser shot correction principle. The pixels shot at
the phase slices sLSj are erroneous due to the deviation of the actual
trajectory from the expected trajectory. The timing of the pixels is
shifted by the corresponding phase slice shifts ∆sLSj,i to compensate
for the errors.

7.1.1. Correction algorithm

The proposed correction algorithm is based on a first order approximation of
the phase, frequency and amplitude error influences on the pixel position. For
simplicity it is assumed that the mirror trajectory can be approximated by a sine
wave, i.e. at nominal operation the angular position of a pixel shot during one
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DCO period at phase slice sLSj ∈ [0, 2N − 1] is given by

θmj
= Θ̄m sin

(
π
sLSj
2N

)
, (7.1)

where the sign of θmj
can be either positive or negative according to the current

mirror half swing. In accordance with a first order approximation, the effects of
phase or frequency errors on the resulting pixel position are analyzed separately
from those of amplitude errors. Hence, the obtained phase slice shifts consist of
terms solely related to phase errors ∆sLSφj,i

or to amplitude errors ∆sLSΘj,i
as

∆sLSj,i = ∆sLSφj,i
+∆sLSΘj,i

. (7.2)

Correction of phase and frequency errors

For the analysis of phase and frequency errors, the mirror is assumed to operate at
nominal amplitude. In this context frequency errors do not mean deviations from
the nominal frequency but rather differences between the mirror and the PLL
frequency, causing incorrect phase slices. Hence, the condition to compensate
the pixel errors by the phase slice shifts ∆sLSφj,i

can be expressed as

Θ̄m sin
(
π
sLSj
2N

)
!
= Θ̄m sin


π

1

Tmhi+1


TPLLi

sLSj +∆sLSφj,i

2N .  . .  .
time since s=0

+∆tφi




 . (7.3)

As the phase slice shifts are typically small, i.e. ∆sLSφj,i
≪ 2N , the above condi-

tion can be rewritten by only using the arguments of the sine functions as

sLSj
2N

!
=

1

Tmhi+1

(
TPLLi

sLSj +∆sLSφj,i

2N
+∆tφi

)
. (7.4)

Using the expression of the mirror half period Tmhi+1
= TPLLi

+∆tφi
−∆tφi+1

, the
above condition can be solved after the phase slice shifts and approximated as

∆sLSφj,i
=

sLSj − 2N

TPLLi

∆tφi
− sLSj

TPLLi

∆tφi+1

≈ sLSj − 2N

T̄mh .  . .  .
βφj

∆tφi
+

−sLSj
T̄mh .  . .  .

−βφj
− 2N

T̄mh

∆tφi+1
, (7.5)

with the approximation T−1
PLLi

≈ T̄−1
mh . Hence, the phase and frequency correction

needs the previous and the future phase error and weights them according to βφj
,
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which is linearly dependent on the nominal pixel phase slice sLSj .

Correction of amplitude errors

For the correction of pixel errors due to amplitude deviations, the mirror trajec-
tory is linearized at the corresponding pixel position, while errors between mirror
and PLL frequency are ignored or assumed to be small. Hence, the necessary
phase slice shift to compensate for an amplitude error can be expressed as

∆sLSΘj,i
≈ dsLSj

dΘ̄m

∆Θmi+1
, (7.6)

which already reveals that the future amplitude error is needed to properly correct
the pixel. With the definition of the mirror trajectory in Eq. (7.1), the derivative
is given as

dsLSj
dΘ̄m

=
2N

π

d

dΘ̄m

sin−1

(
θmj

Θ̄m

)
=

2N

π

−θmj

Θ̄m

√
Θ̄2

m − θ2mj

=
−2N

π Θ̄m

tan
(
π
sLSj
2N

)
, (7.7)

where the tangent is obtained by utilizing trigonometric identities. By combining
Eq. (7.6),(7.7) and (3.40), the corresponding phase slice shift of a pixel j results
in

∆sLSΘj,i
=

−2N

π Θ̄m

tan
(
π
sLSj
2N

)
∆Θmi+1

=
−2N

π Θ̄m

tan
(
π
sLSj
2N

)
κΘ .  . .  .

βΘj

∆TΘi+1
, (7.8)

where βΘj
is pixel position dependent and diverges for angles close to the mirror

amplitude as shown in Fig. 7.2a for a nominal amplitude of Θ̄m = 15
◦
. This is due

to the used linearization, which cannot deal with the relatively large curvature
around the amplitude point. Fig. 7.2b shows the theoretical minimum pixel
position errors defined as

∆θmj,i
= Θ̄m sin

(
π
sLSj
2N

)
− (

Θ̄m +∆Θmi

)
sin

(
π
sLSj +∆sLSΘj,i

2N

)
, (7.9)

assuming an amplitude variation of ∆Θmi
= ±0.1

◦
, which can be expected as max-

imum error in a worst case vibration scenario using SISO control (see Fig. 5.23b).
Hence, any pixel position error caused by amplitude variations in application is
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expected to be between these two extreme cases represented by the solid and
the dashed curves in the figure with and without the LSC. The figure reveals
that the targeted resolution of ∆θm = 0.05

◦
is only achieved in the range of

−4
◦ ≤ θm ≤ 4

◦
by the given amplitude error without LSC. The proposed LSC

reduces the pixel position errors independent of the sign of the amplitude varia-
tion, which is because the main residual approximation errors are of second order,
i.e. depend on ∆Θ2

mi
. Hence, the targeted resolution can be still achieved in the

range of −14.95
◦ ≤ θm ≤ 14.95

◦
at a nominal amplitude of 15

◦
. This defines

the theoretically guaranteed FoV of slightly less than the nominal FoV consider-
ing the maximum expected amplitude variations due to environmental influences.
However, such limitation can be overcome by advanced pixel shooting algorithms,
which may schedule the pixels close to the amplitude point at periods where the
amplitude errors are positive, i.e. the amplitude is ≥ 15

◦
to ensure that the pixels

are reached. Furthermore, considering an automotive long range forward looking
lidar application the most outer pixels are typically less critical as the car moves
along the center direction.

0 0.25 0.5 0.75 1

sLS [2N]

-15

-10

-5

0

5

10

15

|
m

| [
°]

-0.06

-0.04

-0.02

0

0.02

0.04

0.06

 [2
N

/µ
s]

(a)

-15 -10 -5 0 5 10 15

m [°]

-0.1

-0.05

0

0.05

0.1

P
ix

el
 p

os
. e

rr
or

 
m

 [°
] no LSC

no LSC
LSC
LSC

Targeted
resolution

(b)

Figure 7.2.: (a) Pixel position and corresponding amplitude correction factor.
The amplitude correction factor diverges for angles close to the mirror
amplitude due to the linearization. (b) Pixel position error for ampli-
tude variations of 0.1

◦
(solid) and −0.1

◦
(dashed) with and without

the laser shot correction.

7.1.2. Error prediction

The LSC correction algorithm is summarized as

∆sLSj,i = βφj
∆tφi

+
(
−βφj

− κ−1
t/s

)
∆tφi+1

+ βΘj
∆TΘi+1

, (7.10)

which only needs the two pixel position dependent parameters, i.e. βφj
and βΘj

as well as the phase error of the current period i and the phase and amplitude
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errors of the following period i + 1. However, as measurements of phase and
amplitude are only available until the period i, a predictor is necessary to allow
the LSC implementation. Hence, the Kalman estimator used for the MIMO
control in Section 5.2.2 is adapted to also provide a state prediction output as
shown in Fig. 7.3. For clarity we introduce the subscript nomenclature that x̂i|i

is an estimate of xi based on i measurements, while x̂i+1|i is a prediction of xi+1

also based on i measurements. The Kalman estimator state equation with the
Kalman gain in Eq. (5.25) then yields

x̂i+1|i = Ax̂i|i−1 +Bui + K̂
(
yi −C x̂i|i−1

)
, (7.11)

providing the predicted value. The update equation is then given as

x̂i|i = x̂i|i−1 + L
(
yi −C x̂i|i−1

)
, (7.12)

with the innovation gain L also obtained by the MATLAB function kalman.
The controller in the block diagram can be either the proposed SISO PI control
concept or the MIMO LQR state feedback controller with the integrator as the
Kalman estimator is already implemented.

|

Kalman estimator

+ DCO 

+ 

Sched.

MEMS

|

Controller

Laser 

Shot 

Corrector

Δ

Eq. (6.11) & 

(6.12)

Figure 7.3.: Block diagram of the 1D MEMS scanning system with LSC. The
laser shot corrector receives the estimated and predicted errors from
the Kalman estimator and adapts the laser shot timing according to
Eq. (7.10). The phase slice shifts of the scheduled pixels in period
i are merged into the vector ∆sLSi . The controller can be either of
SISO or MIMO type.

7.1.3. Experimental verification

Fig. 7.4 shows the setup used for LSC evaluation. The MEMS mirror is mounted
on the piezo-shaker to provide dynamic disturbances. A DC and a pulsed laser
are combined, deflected by the MEMS mirror and hit a ruler with an angular
grid. Both lasers are slightly tilted to each other such that both hit the MEMS
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mirror at its center, but are shifted vertically on the ruler as can be seen in the
bottom of the figure. Hence, the scan line variation and the pixel position errors
at several angular positions can be observed simultaneously. The bottom picture
of Fig. 7.4 shows two SISO PI controlled cases with and without LSC at the expo-
sure to strong single frequency vibration with a low offset frequency for visibility.
Two snapshots are taken for each case with maximum and minimum scan line
amplitude. As can be seen, the seven pixel positions stay almost the same if the
LSC is used, while relatively large errors occur in the case of no LSC, especially
close to the maximum angles. This is because the low vibration frequency offset
results in a slow beating of the errors, allowing the relatively fast PLL to track
the phase while the amplitude errors are high.

LSC

No 

LSC

Piezo-shaker

DC laser

Ruler

MEMS mirror

Pulsed laser

Figure 7.4.: (top) LSC evaluation setup with the MEMS mirror mounted on the
piezo-shaker. A DC and a pulsed laser provide optical evaluation
on an angular gridded ruler. (bottom) Snapshots of the ruler at the
exposure of a 2 gRMS single frequency vibration using SISO control
with and without LSC. Shown are the DC laser scan lines at the
time instances of minimum and maximum scan line width and the
corresponding shot pixels (arrows).

First the tracking performance of the Kalman estimator is evaluated by mea-
surements. Fig. 7.5a shows a comparison of the measured, estimated and pre-
dicted phase errors under exposure to harsh vibrations (profile 2 in Fig. 5.22b)
using SISO PI controllers. As can be seen, the Kalman estimator provides accu-
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rate tracking of the dynamic errors with low deviation from the measurements.
However, the measured phase error also contains noise, which does not allow a
precise evaluation of the tracking performance. Hence, an optical pointing un-
certainty measurement of multiple pixels is made and shown in Fig. 7.5b. The
reduced error for the SISO PI control at 8

◦
indicates that for some pixels a cor-

relation of the dynamic phase and amplitude errors can partly compensate their
effects on the pointing uncertainty, while this is not possible for all pixels. The
comparison to the performance of the MIMO LQG controller reveals that the
SISO PI control with the proposed LSC concept provides a similar vibration
robustness. Hence, dynamic pixel errors can be compensated using low perfor-
mance SISO control and simple laser shot correction, causing no influence on the
stability of the system. The LSC method can be also combined with a dedicated
MIMO LQG control, e.g. to reduce amplitude errors by control, while the LSC
compensates for phase and frequency or vice versa.
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Figure 7.5.: (a) Phase error tracking and prediction performance of the Kalman
estimator. The measured ∆tφi

, estimated ∆t̂φi|i
and predicted phase

errors ∆t̂φi+1|i
are recorded during exposure to vibration profile 2.

The predicted value is shifted back by one period to compare with
the appropriate phase errors. (b) Comparison of the achieved optical
pointing uncertainty at multiple pixel positions defined in Fig. 5.23a
during exposure to vibration profile 2. The results are compared to
those of the SISO PI and MIMO LQG control concepts without LSC.
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7.2. Adaptive Lissajous scanning

In environmental perception applications such as lidar for autonomous vehicles a
fast reaction on sudden appearing obstacles is safety critical [34,179]. Capturing
the whole scene with high resolution might result in a not manageable amount
of data and only partly contains useful information. Hence, it can be beneficial
to define ROIs, which are scanned with a high resolution, while the resolution at
the rest of the FoV is reduced [180]. This potentially allows a faster frame rate
and a lower reaction time as less data overhead is produced. The method can
be also used in the manufacturing inspection, where a first overall scan of the
inspected device defines regions which shall be imaged with higher resolution in
a subsequent scan [46, 181]. Random access scanning systems can provide such
ROI scans as the pixels can be individually addressed, while mechanical scanning
systems are in general limited by their inertia, i.e. cannot change the scanning
speed abruptly. Furthermore, the operation principle of high Q resonant scanners
such as MEMS mirrors does not allow to permanently point to specific positions
in the FoV as it has to oscillate at resonance.
A novel method for adaptive Lissajous scanning based on phase modulation is
proposed in this section, allowing to shape the scan pattern, e.g. to obtain a ROI
without changing the frame rate or FoV. The Lissajous trajectory definitions in
Eq. (2.1) are modified by the phase modulation function η (t) as

x(t) = sin (2πfX t) and y(t) = sin
(
2πf̄Y t+ η (t)

)
, (7.13)

where f̄Y is the mean Y-axis frequency and defines the Lissajous scan parameters
NX0, NY0, K and f0 as given in Section 2.1.2. For simplicity, in the following
analysis either NX0 or NY0 is considered to be even, while the case of two odd
total period numbers can be analyzed with the same methods. Similarly, the
modulation can be applied on the X-axis or on both axes.
In the following, design criteria for the phase modulation function and pixel tim-
ings are derived based on a rigorous analysis of the Lissajous scanning method.
An accurate and simple calculation of the obtained resolution in the full FoV is
proposed based on the area spanned by neighboring pixels and subsequently used
for scan pattern optimization. The method is demonstrated by two orthogonally
oriented single axis resonant MEMS mirrors with enhanced frequency tuning ca-
pabilities.

7.2.1. Modulation design constraints

By definition, the first constraints of the phase modulation function η (t) are

η (0) = η (T0) = 0 , (7.14)
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as otherwise the Lissajous trajectory does not repeat after T0, resulting in a
change of the frame rate or a non-repeating scan. Furthermore, if K > 1 the
modulation function has to repeat in each preview period T0/K, which results in
the general repetition constraints

η

(
m

T0

K

)
= 0 and η (t) = η

(
m

T0

K
+ t

)
, (7.15)

with any number m ∈ Z. Without loss of generality the analysis herein assumes
the modulation to be fixed for infinite time while in practice the modulation can
be changed in subsequent periods. Another constraint can be found by analyzing
the anti-symmetry of the first and the second half of a preview period as shown in
Fig. 7.6. For any preview period, the scan line at the first half period starts along
the right diagonal and ends along the left diagonal, while the second half period
does this vice versa. Hence, to obtain a smooth Lissajous grid the modulation
has to be anti-symmetric regarding each preview period, i.e.

η (t) = −η

(
m

T0

K
− t

)
. (7.16)

This also implies that the modulation function has to be zero at each half of the
preview periods. Therefore the necessary constraints, which a phase modulation
function has to fulfill can be summarizes as

η

(
m

T0

2K

)
= 0 and η (t) = η

(
m

T0

K
+ t

)
= −η

(
m

T0

K
− t

)
, (7.17)

for any number m ∈ Z.
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Figure 7.6.: Examples of Lissajous scan patterns. (a) No preview scanning
(NX0 = 26, NY0 = 25, K = 1, f0 = 90Hz). (b) Fast preview
scanning due to K > 1 (NX0 = 26, NY0 = 21, K = 5, f0 = 90Hz).

The derived constraints in Eq. (7.17) are automatically fulfilled if the phase
modulation function is composed by sine waves with multiple harmonics of the
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preview frame rate, i.e.

η (t) =
∞∑
q=1

aq sin

(
2π q

K

T0

t

)
=

∞∑
q=1

aq sin

(
2π q

(
fX − f̄Y

)
t

)
, (7.18)

where q is regarded as the modulation order and aq are the design parameters.
The maximum achievable modulation order is practically limited by the scanner
dynamics as the frequency of the scanner has to be changed according to the
second derivative, i.e. the curvature, of the phase modulation function. Further-
more, to obtain a non-overlapping Lissajous pattern the gradient of the relative
phase between both axes has to be positive at any time, resulting in

fX > f̄Y +
1

2π
η̇ (t) . (7.19)

Fig. 7.7b-d shows three examples of single order modulation functions, which
shape the Lissajous scanning grid differently. Hence, the grid can be designed
to obtain higher resolution with dense grid lines at desired positions in the FoV,
i.e. at regions of interest, without sacrificing the frame rate. As also shown
in the figure, the increased resolution at one position is sacrificed with a lower
resolution at another position. Furthermore, the scanning grid features defined in
one quadrant, e.g. Q1, also appear in the other quadrants due to the symmetry
of the Lissajous scanning method.
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Figure 7.7.: Examples of adaptive Lissajous scan patterns using single frequency
modulation functions Eq. (7.18): (a) no modulation, (b) only sec-
ond order a2 = 0.25 rad, (c) only third order a3 = 0.15 rad and
(d) only fourth order a4 = −0.1 rad. The Lissajous parameters
NX0 = 26, NY0 = 25 and the frame rate are unchanged. Also the
similarity quadrant Q1 is shown where the grid features are repeated
in the other quadrants.
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7.2.2. Pixel distribution and resolution criterion

For a phase modulation function, design criteria have to be defined to evaluate
the resulting scan grid. In this study the resolution is defined by the distance
of neighboring pixels, which are derived from scan line intersection points, as
this reveals the uncovered area. For simplicity, the intersection points of a Lis-
sajous scan grid without phase modulation is discussed first. With the identity of
sin (ϕ) = sin (nπ + (−1)n ϕ) for any integer number n, the conditions such that
two scan lines intersect can be expressed as

sin (2πfXtj)
!
= sin (nXjπ + (−1)nXj 2πfXtj) ,

sin (2πfYtj)
!
= sin

(
nXjπ

NY0

NX0

+ (−1)nXj 2πfYtj

)
, (7.20)

where nXj is the necessary X-axis half periods shift in between and tj is the
intersection time, which both have to be found for each intersection j. The first
condition in Eq. (7.20) is automatically fulfilled for all times tj if nXj ∈ Z, while
only at a certain time also the Y-axis equation is fulfilled. By sampling the
trajectory with the constant sampling time [62]

∆tS =
1

4 fXNY0

, (7.21)

a high resolution rectilinear pixel grid can be obtained if an initial shift of half
a sampling time is applied. It can be found that a subset of the total samples
at tj = j∆tS with the sample number j contains the intersection points, where
each is sampled twice along two different scan lines. The subset, which does
not belong to intersection points are at the edges of the FoV and correspond
to the points where either the X-axis or the Y-axis reaches its amplitude point
as shown in Fig. 7.8. Hence, the total set of samples in one Lissajous period is
S = {j ∈ N0 | 0 ≤ j ≤ 4NY0NX0 − 1} and the subset SI ⊂ S corresponding to
intersection points is

SI =

{
j ∈ S

.... j /= NX0 (1 + 2m) and
j /= NY0 (1 + 2 l) with m, l ∈ N0

}
. (7.22)

In the following, a proof for the intersections happening at the subset SI of the
samples at tj is derived and subsequently used for phase modulation design. The
necessary half period shifts between two intersecting scan lines is first expressed
as

nXj = NX0 + (−1)NX0+j j
1− LNX0

K
, (7.23)

where L ∈ N0 has to be chosen such that Eq. (7.20) is fulfilled. With the equal-
ity fXNY0 = fYNX0 and Eq. (7.21), the second equation in Eq. (7.20) can be
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Figure 7.8.: Obtained samples of the Lissajous trajectory (NX0 = 26, NY0 = 25)
with a constant sampling time ∆tS. The samples mainly contain
intersection points while also points on the edges of the FoV without
an intersection.

rewritten as

sin

(
j

π

2NX0

)
!
= sin

(
nXjπ

NY0

NX0

+ (−1)nXj j
π

2NX0

)

= sin

(
nYjπ + (−1)nYj j

π

2NX0

)
, (7.24)

where nYj ∈ Z is the corresponding Y-axis half periods shift and can be found to

nYj = NY0 − (−1)NY0+j j
1− LNY0

K
= nXj −K − (−1)NY0+j j L . (7.25)

The intersection condition is fulfilled for all j if L is chosen such that

1− LNX0

K
and

1− LNY0

K
=

1− LNX0

K
+ L (7.26)

are odd integers. At least one L value can be found for each valid frequency ratio
of an even and an odd integer. As K is then always odd, the above conditions
reveal that L has to be even and results in the trivial solution L = 0 for the case
K = 1. A proof is given in the Appendix.

Exceptionally the intersection condition with the used expressions is also ful-
filled for the subset of the samples which actually are no intersection points, i.e.
S\SI. This is because for those samples both X-axis and Y-axis phases are shifted
by a multiple of the Lissajous period, i.e. the points intersect with themselves.
Hence, those samples do not have to be excluded or separately treated from the
algorithm.

By shooting a pulsed laser on the scan lines between two adjacent samples, a
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rectilinear high resolution pixel grid is obtained. In case of no modulation, this
can be accomplished by a simple shift of the sample time tj by half a sampling
time, i.e.

tpxj = tj +
∆tS
2

=

(
j +

1

2

)
∆tS . (7.27)

An example is shown in Fig. 7.9a, where the pixels are arranged in horizontal
and vertical lines.
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Figure 7.9.: Examples of pixel distributions and definition of polygon for resolu-
tion calculation (dashed rectangles in the insets). (a) No phase mod-
ulation, where a rectilinear grid with horizontal and vertical pixel
lines is obtained. (b) Second order (a2 = 0.25 rad) phase modulation,
where the pixel lines are bent to obtain a high resolution at the center
of the FoV.

In case of a modulated Y-axis as in Eq. (7.13), the intersection points do not
happen at a constant sampling time. Hence, the sample times are expressed as

tj = j∆tS +∆tj , (7.28)

where ∆tj has to be identified for all j and the new Y-axis intersection criterion
is

sin

(
j

π

2NX0

+ 2πf̄Y∆tj + η (tj)

)
!
= sin

(
nXjπ

NY0

NX0

+ (−1)nXj

(
j

π

2NX0

+ 2πf̄Y∆tj

)
+ η

(
nXj

2fX
+ (−1)nXj tj

))
.

(7.29)

As the sampling time shifts are expected much smaller than a half period of
the scanner, i.e. | (−1)nXj 2πf̄Y∆tj + η (tj) | ≪ π, a comparison with Eq. (7.24)
shows that the previous calculation of nXj and nYj fulfill the condition up to a
small shift in phase. Hence, the shifts ∆tj can be calculated by compensating
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the residual errors in the arguments of the sine functions, i.e.

2πf̄Y∆tj+η (tj)
!
= (−1)nYj

(
(−1)nXj 2πf̄Y∆tj+η

(
nXj

2fX
+ (−1)nXj tj

))
, (7.30)

where the sign dependency on nYj takes into account that the trajectory deriva-
tive is the same or different for both intersecting scan lines. Further simplification
can be obtained by using the derived symmetry features of the phase modulation
function as well as that nXj and nYj are never both odd or both even, i.e.

2πf̄Y∆tj + η (tj)
!
= −2πf̄Y∆tj − η

(
NX0

2fX
+ j

1− LNX0

2fXK
+ tj

)
. (7.31)

A proof for the sign dependency elimination of the phase modulation function is
given in the Appendix. As η is a nonlinear function, Eq. (7.31) cannot be analyt-
ically solved, while ∆tj can be approximated numerically by iterative refinement,
i.e.

e =
−1

4πf̄Y

(
η
(
t̂j
)
+ η

(
NX0

2fX
+ j

1− LNX0

2fXK
+ t̂j

))
−∆t̂j , (7.32)

where t̂j = j∆tS + ∆t̂j and e is minimized by adding e to the estimate ∆t̂j in
each iteration. Hence, with sufficient iterations the estimated time shifts ∆t̂j ac-
curately match the exact solutions ∆tj and can be calculated for each intersection
point. Again the samples without an intersection do not have to be excluded as
the algorithm results in zero shift for those points.

Similar to the case without modulation, the high resolution pixel grid is ob-
tained by interpolating between two adjacent samples, e.g. by linear interpolation

tpxj =
1

2
(tj + tj+1) . (7.33)

Fig. 7.9b shows an example of a resulting pixel grid with phase modulation. The
original horizontal and vertical pixel lines in Fig. 7.9a are bent such that a high
density of pixels is achieved at a certain position in the FoV, e.g. at the center.

The resolution of the pixel grid can be defined by the area spanned by the
four pixels, which surround an intersection point, as illustrated in Fig. 7.9. Hence,
for each intersection point at sampling time tj the four vertices that define the
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spanned area can be found at the times

tVj
=

|
tpxj , tpxl , tpxj−1

, tpxl−1

|
,

with l =

{
2NX0NY0 + (−1)NX0+j j

(
1 + 2NY0

1− LNX0

K

)}
mod 4NX0NY0 ,

(7.34)

where mod is the modulus operator. The corresponding coordinates describe a
polygon in the FoV whose spanned area F

(
tVj

)
relates to the resolution, i.e. a

large area corresponds to a low resolution. It has to be noted that the polygons
can have various shapes and do not have to be rectangular. Fig. 7.10 shows a
contour plot of the resulting spanned area for the case of conventional Lissajous
scanning and a second order modulation. As expected, the modulation improves
the resolution at the center of the FoV and shifts the low resolution regions
towards the edges.
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Figure 7.10.: Contour plot of the area spanned by the four pixels surrounding
an intersection point. (a) Conventional Lissajous scanning. The
resolution decreases towards the center of FoV. (b) Second order
(a2 = 0.25 rad) phase modulation. A high resolution is obtained at
the center while other regions are sacrificed.

7.2.3. Compensation of amplitude variation

If no dedicated control is applied, the dynamic response of a scanning system can
show an amplitude change if the scanning frequency is varied. Consequently the
phase modulation causes variations in the scanning amplitude of the correspond-
ing axis within a Lissajous frame and shifts the intersection points especially
where both intersecting scan lines have different amplitude. This leads to a dis-
torted pixel grid if no compensation is applied as shown in Fig. 7.11a. To account
for the amplitude changes, the frequency dependent amplitude function A(f) is
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introduced and the trajectory of both axes are described as

x(t) = sin (2πfX t) and y(t) = A

(
f̄Y +

η̇ (t)

2π

)
· sin (2πf̄Y t+ η (t)

)
. (7.35)

Due to practical usefulness only relatively small amplitude variation need to be
considered, which only lead to small additive compensation shifts ∆tA,j of the
sample timing, i.e.

tj = j∆tS +∆tj +∆tA,j . (7.36)

Hence, ∆tA,j can be approximated by the Newton-Raphson method applied on
the Y-axis trajectory as

y
(
t̂j
)
+ ẏ

(
t̂j
)
e

!
= y

(
nXj

2fX
+ (−1)nXj t̂j

)
+ (−1)nXj ẏ

(
nXj

2fX
+ (−1)nXj t̂j

)
e ,

(7.37)
where e has to be zero at the actual intersection point. This leads to the iterative
estimation algorithm

e =
y
(

nXj

2fX
+ (−1)nXj t̂j

)
− y

(
t̂j
)

ẏ
(
t̂j
)− (−1)nXj ẏ

(
nXj

2fX
+ (−1)nXj t̂j

) , (7.38)

where t̂j = j∆tS+∆tj +∆t̂A,j and has to be found to minimize e. Eq. (7.38) can
be applied on all samples j except the subset where the Y-axis reaches its ampli-
tude points, i.e. at j = NX0 (1 + 2m) with m ∈ [0, 2NY0 − 1]. At those points
the trajectory only depends marginally on time and the algorithm is susceptible
to numerical errors. Hence, the correct shift should be approximated by inter-
polating between the previous and the following sample point. Fig. 7.11b shows
the corrected pixels by the proposed algorithm for an affine amplitude function
A(f) = A0

(
1 + 0.1

(
f − f̄Y

)
/f0

)
. It has to be noted that no assumptions are

made for the amplitude function and it can be an arbitrary function of sufficient
smoothness.

7.2.4. Phase modulation design

Using the derived resolution definition, the phase modulation function can be
optimized for specific needs in application. One possibility is to define ROIs,
where a high resolution is required while the rest of the FoV is of less interest,
i.e. can have reduced resolution. In imaging applications, such as lidar, this
allows detailed information where it is required, while still a coarse overall scan
is provided. Hence, in this study a dedicated optimization procedure varies the
parameters aq of the phase modulation function to obtain the desired resolution
in a defined ROI. To obtain this, the cost function penalizes the resolution at
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Figure 7.11.: Examples of pixel distributions for a second order (a2 = 0.25 rad)
phase modulation with and without amplitude compensation
(NX0 = 26, NY0 = 25, A(f) = A0

(
1 + 0.1

(
f − f̄Y

)
/f0

)
). (a)

No compensation. (b) Compensation based on the proposed algo-
rithm.

the ROI the most using a spatial weighting. Besides judging the obtained grid
resolution solely by the spanned area of neighboring pixels, also its aspect ratio
can be taken into account, e.g. to prefer square shaped areas. Furthermore, the
dynamic changes of the scanning frequency necessary for the modulation imposes
input variations, which depends on the scanner dynamics. As an example, the
necessary input amplitudes at the frequency components of the phase modulation
function can be considered as a control effort, which might be limited.
The used algorithm can be described in the following steps:

1. Calculate the constant Lissajous parameters, such as NX0, NY0, K, L, nXj,
nYj (initialization).

2. Choose initial modulation parameters aq with 1 ≤ q ≤ M for the initial
starting point, where M is the maximum order considered for optimization.

3. Calculate sample time shifts ∆t̂j and ∆t̂A,j according to Eq. (7.32) and
Eq. (7.38).

4. Calculate cost function terms, e.g. weighted spanned areas, aspect ratios,
and control effort. An exemplary cost function is

J =
M∑
q=0

control effort . . . .
Hq +

SI∑
j=0

spatial weighting .  . .  .
W

(
x (tj) , y (tj)

)
·
| spanned area .  . .  .

F
(
tVj

) − F̄

|2
·

aspect ratio .  . .  .
R
(
tVj

)
,

(7.39)
where F̄ is the desired spanned area and R

(
tVj

) ≥ 1 which is equal to 1
for the desired aspect ratio, e.g. for a squared area.
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5. If the cost function J has not reached a minimum, vary aq and jump to
(3.).

Fig. 7.12a-b shows two designs of ROI scan patterns using the proposed
optimization procedure and the corresponding phase modulation functions in
Fig. 7.12c. As can be seen, the straight pixel grid lines of conventional Lissajous
scanning are bent to obtain a dense and almost square shaped pixel grid at
the ROI. Due to the symmetry of the Lissajous scanning method, the ROI ap-
pears similarly in all four quadrants. Fig. 7.13 shows a conceptional illustration
of a lidar scenario where the conventional and the proposed Lissajous scanning
method are compared. As can be seen, the ROI is resolved with a higher reso-
lution to maximize the information contained in the measured 3D point cloud,
while neither the overall FoV nor the frame rate are sacrificed. In application
the computation effort can be minimized by defining a discrete ROI grid in the
FoV and to solve the optimization problem for each ROI beforehand. A system
controller can then select the appropriate ROI on demand and the corresponding
phase modulation function as well as the pixel timings are loaded. This allows
fast switching between the ROIs to track objects or to re-scan sacrificed low res-
olution regions to guarantee that potentially dangerous objects are not missed.
The ROI switching speed is then only limited by the ability of the scanner to
follow the new modulation function.
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Figure 7.12.: Examples of ROI scan patterns obtained by the proposed optimiza-
tion procedure (a-b) and corresponding phase modulation functions
(c). The ROI appears in all four quadrants due to the symmetry of
Lissajous scanning.
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ROI

(a) (b)

Figure 7.13.: Conceptional illustration of conventional Lissajous scanning (a) and
ROI scanning using the proposed method (b) in a lidar scenario.
Significantly more measurement points are created in the ROI com-
pared to the conventional method.

7.2.5. Method demonstration

In this section the proposed modulation method is demonstrated by an extension
of the Lissajous scanning system control blocks in Chapter 6 and using two single
axis MEMS mirrors with a relatively large frequency tuning capability as shown
in Fig. 7.14. The over-bending of the top response curve is advantageously used
for the presented method as it provides a rather large frequency band where the
amplitude changes are relatively low. This is different from conventional linear
resonators, which would require a high damping for a reasonable tuning range,
resulting in reduced energy efficiency, i.e. a low Q-factor. Hence, the used MEMS
mirrors provide both, a high Q-factor as well as the possibility of frequency varia-
tion with a moderate change of amplitude. Around the nominal operation point,
the amplitude function A(f) can be approximated as an affine function of fre-
quency as shown in the inset of the figure. To demonstrate the proposed method,
the Y-axis MEMS mirror M1 of the Lissajous scanning system is forced to exhibit
a desired phase modulation, which is discussed in the following paragraphs.

Adaption of synchronization concept

As the synchronization concept is based on aligning the MEMS mirror zero cross-
ings with the received synchronization pulses derived from DCO phase slices, it
has to be analyzed how a modulation effects the zero crossing timing. From
the definition of the trajectories in Eq. (7.13) the zero crossing condition of the
modulated Y-axis can be generally expressed as

2πf̄Y ti + η (ti)
!
= iπ , (7.40)

where i ∈ {0, 1, · · · , 2NY0 − 1} is the Y-axis half period index of a Lissajous
frame and ti ∈ R0 is the corresponding zero crossing time. As the modulation
can be considered relatively small, i.e. η (ti) ≪ π, and with the nominal Y-axis
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Figure 7.14.: (left) Picture of the used electrostatic actuated resonant MEMS mir-
rors in a glass covered ceramic package. (right) Measured steady
state frequency response, normalized by the nominal operation
point. The nonlinearities of the mirror lead to two stable branches,
i.e. the bottom and the top response curve. The inset shows a lin-
ear relation between amplitude and frequency around the nominal
operation point.

mirror half period T̄mhY = 0.5/f̄Y, the zero crossing times for each index i can
be expressed as ti = i T̄mhY + ∆tηi , with the modulation time shift ∆tηi . Hence,
above condition can be rewritten to

2πf̄Y ∆tηi + η
(
i T̄mhY +∆tηi

) !
= 0 , (7.41)

which is a nonlinear equation as η (t) contains sine functions as in Eq. (7.18).
From the symmetry analysis of the phase modulation function in Eq. (7.17) it is
found that the modulation time shifts have to be zero at each half preview period.
The other values can be obtained by a numerical approximation using iterative
refinement of an estimate ∆t̂ηi that minimizes the error e defined by

e =
−η

(
i T̄mhY +∆t̂ηi

)
2πf̄Y

−∆t̂ηi . (7.42)

By this method the modulation time shifts can be calculated for each half period
index of a Lissajous frame.

For example, in the M-SS Lissajous scanning control concept with decou-
pled axis, the synchronization pulse generator sends synchronization pulses to
the Y-axis control block every 2N + s∆ phase slices of the M-DCO, whose pe-
riod is T̄mhX . The constant s∆ results in a fixed frequency ratio between both
axes. In case of a modulation, those pulses have to be shifted according to the
corresponding modulation time shifts for proper synchronization control. Us-
ing a vector formulation of the modulation time shifts in one Lissajous frame
as ∆tη =

(
∆tη0 ∆tη1 · · · ∆tη2NY0−1

)T
, the necessary phase slice shifts for the
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synchronization pulse generator are given as

s̄∆ = ∆tη
2N

T̄mhX

. (7.43)

With Eq. (7.18) and Eq. (7.41), Eq. (7.43) shows that the phase slice shifts
solely depend on the frequency ratio and the phase modulation function, i.e. are
independent of the actual scanning frequencies. Fig. 7.15 shows the proposed
synchronization pulse signaling along the M-DCO phase slices for one frame. In
contrast to conventional Lissajous scanning, the pulses are shifted according to
the modulation. Hence, if the Y-axis control inputs are chosen such that it follows
the desired phase modulation correctly, zero synchronization and phase errors are
obtained. This allows the separated design of feedback control for non-repeating
disturbance rejection such as external vibrations and feedforward modulation con-
trol to track the repeating modulation sequence. While the feedback control can
be independent of the specific modulation function, the feedforward modulation
control has to be tailored and necessities a memory in order to apply the corre-
sponding sequence.

2

, 

2
 

2 2

2

2 2 2 2 2 2

 

Figure 7.15.: Mirror trajectories and synchronization signals for adaptive Lis-
sajous scanning along the M-DCO phase slices for one Lissajous
frame. Synchronization pulses are sent at every frame start, i.e. hfr,
every zero crossing of the X-axis, i.e. hδX , and at every necessary
zero crossing of the Y-axis, i.e. hδY , for a correct modulated opera-
tion.

In the following, both the SISO and the MIMO control methods for Lissajous
scanning discussed in Chapter 6 are extended to exhibit a desired phase modu-
lation at the Y-axis MEMS mirror using feedforward modulation control. The
feedforward input signals ∆s̄offi

and ∆T̄PLLi
are stored in a memory and pre-

calculated based on the linearized MEMS mirror model, which however does not
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account for the relatively large operation point variations due to the modulation,
leading to residual synchronization and PLL phase errors. As those errors are
repeating by the Lissajous period an iterative learning control (ILC) is used to
adapt the feedforward signals in the memory, achieving precisely synchronized
modulation once the sequence is learned. A model based SISO ILC with rather
low computation effort is discussed, which adapts the switching off slice inputs
based on the residual synchronization errors and suffices for the SISO control
concept as PLL phase errors do not have to be zero for correct modulation track-
ing and are typically small. This is because a synchronization error means a
misalignment of the desired and actual MEMS mirror phase, while a PLL phase
error only represents a misalignment of the MEMS mirror and the corresponding
PLL DCO, i.e. the driving signal, which can be tolerated. The MIMO controllers
however strongly react on PLL phase errors and therefore necessitate a MIMO
ILC, which adapts both inputs based on both outputs, resulting in zero modula-
tion and PLL phase errors at the cost of computation effort.

Feedforward modulation control design

The aim of the feedforward modulation control design is to find appropriate input
values ∆s̄offi

and ∆T̄PLLi
such that the synchronization error follows the desired

modulation with zero phase error, i.e. ∆tδi = ∆tηi and ∆tφi
= 0. Hence, then

the used feedback controllers receive zero errors resulting in no additional control
action. This can be obtained by solving the linearized MEMS mirror model given
in Eq. (6.7) for the input vector as

uSi = B−1
S

(
xSi+1

−AS · xSi

)
. (7.44)

However, since BS is non-square matrix, i.e. there are two inputs while three
states, it cannot be directly inverted. By the phase modulation design, ∆tδ and
∆tφ are given for each period i, while ∆TΘ cannot be independently chosen due
to the limitation of only two inputs, i.e. s̄offi

and ∆T̄PLLi
. Therefore, a recursive

method is used, which takes advantage of the fact that ∆TΘi
can be calculated

from the previous periods using the linearized MEMS mirror model. Starting
from ∆TΘ0 = 0 and with the subscript notation that ASrc is the entry of matrix
AS in row r and column c, the procedure can be described by the following steps:

1. Calculate ∆s̄offi
for the desired phase modulation (zero matrix entries are

omitted)

∆s̄offi
= B−1

S31

(
∆tηi+1

−AS33 ∆tηi −AS32 ∆TΘi

)
. (7.45)
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2. Calculate ∆T̄PLLi
for zero PLL phase error

∆T̄PLLi
= B−1

S12
(−AS12 ∆TΘi

−BS11 ∆s̄offi
) . (7.46)

3. Calculate ∆TΘi+1
for use in next period

∆TΘi+1
= AS22 ∆TΘi

+BS21 ∆s̄offi
. (7.47)

4. Increase i and repeat from (1.).

By recursive manner the initial transients are vanished and the input values do
not vary anymore from frame to frame. Hence, 2NY0 values are found for each
input to obtain the desired modulation and are combined in the vectors ∆s̄off
and ∆T̄PLL, respectively. Fig. 7.16 shows the block diagram of the proposed
feedforward modulation control concept with SISO feedback controllers. The
synchronization pulse shifts s̄∆ as well as the calculated input values are stored
in memories, whose values are selected by multiplexer (MUX) according to the
current period index within the Lissajous frame.
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Figure 7.16.: Block diagram of the adaptive Lissajous scanning SISO control sys-
tem with feedforward modulation control. The 2NY0 × 1 vectors
s̄∆, ∆s̄off and ∆T̄PLL are stored in memories and selected via mul-
tiplexer.

Experimental verification

The feedforward input values for a specific modulation function calculated based
on the procedure above are shown in Fig. 7.17a and are applied in the adaptive
Lissajous scanning system. The feedback controllers are not adapted for modula-
tion control and have the same gain setting as in the case without modulation. As
the linearized MEMS mirror model only describes the local dynamics accurately,
while the modulation leads to rather large operation point variations, residual
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synchronization and PLL phase errors are obtained as shown in Fig. 7.17b caus-
ing also feedback control action. Fig. 7.17c shows the resulting Lissajous scanning
grid with a non-smooth scan line separation due to the modulation errors. Hence,
a pure feedforward control with the input values calculated upfront and no tai-
lored feedback controllers is not sufficient for accurate modulation tracking.
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Figure 7.17.: (a) Calculated feedforward input signals for a desired modulation
using the linearized MEMS mirror model. (b) Residual synchro-
nization and PLL phase errors when the feedforward inputs are
applied. Timing values are normalized by T̄mhY and phase slices by
2N . (c) Resulting Lissajous scanning pattern with distorted regions
as shown in the inset.

Iterative learning modulation control for SISO control system

Iterative learning control is widely used to compensate for errors in repeating
tasks [132–134, 182] and mainly considered in this thesis, while alternative ap-
proaches such as repetitive control may achieve similar performance. In ILC the
feedforward input signals are adapted based on the errors obtained from previous
iterations, also called batches, using their repeating nature. The assumption of
repeating errors allows also to adjust input values for compensation of errors in
the future, i.e. non-causal control. In this context the relative degree o ∈ N0

of a discrete state space model is of importance, which is equal to the number
of time steps it takes that an input shows action on an output. Hence, errors
can only be compensated if the input is adapted at least o steps before the corre-
sponding error. As the linearized MEMS mirror model in Eq. (6.7) has no direct
feed-through of the inputs to the outputs, the relative degree is o = 1, which is
the smallest number that fulfills the condition CSA

o−1
S BS /= 0. Hence, any driv-

ing input change results in variations of the outputs in the next PLL period. A
common formulation of the ILC exploits the lifted system representation, where
the input and error values of the k-th iteration are combined in vectors of length
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2NY0, i.e. uk and ek, and the update law is

uk+1 = Q (uk + Lek) , (7.48)

with the filter matrix Q, the learning gain matrix L and ek = ȳ − yk as the
difference of the desired and the actual output. Due to the nonzero relative
degree the entries in ek have to be shifted regarding that of uk. By using the
subscript notation ui|k which is the input value corresponding to the PLL period
i within iteration k, the vectors are given as

uk =
(
u0|k, u1|k, · · · , u2NY0−1|k

)T
,

ek =
(
eo|k, eo+1|k, · · · , eo+2NY0−1|k

)T
,

yk =
(
yo|k, yo+1|k, · · · , yo+2NY0−1|k

)T
. (7.49)

The shift between inputs and outputs ensures that the system model matrix G

defined as yk = Guk is Toeplitz and the diagonal entries are nonzero [134]. In
the case of two inputs and outputs the individual entries of the vectors above are
also 2× 1 vectors, resulting in a total vector size of 4NY0 × 1. Let AFB, BFB and
CFB be the system matrix, the input matrix and the output matrix of the state
space model representing the feedback controlled MEMS mirror, then the system
model matrix can be expressed using the Markov parameters gm defined as

gm = CFBA
m−1
FB BFB with m = o, o+ 1, . . .∞ ,

G =




go 0 · · · 0
go+1 go · · · 0

...
...

. . . 0
go+2NY0−1 go+2NY0−2 · · · go


 . (7.50)

Hence, the columns of the system model matrix represent the impulse response
on the corresponding input shifted by the relative degree. Note that the Markov
parameters are scalars if only one input and one output is considered in the ILC
design, while they are matrices in the case of multiple inputs and outputs given
by the columns in BFB and rows in CFB, respectively.

Several approaches can be found in literature to design the matrices Q and
L. The filter matrix Q is typically designed to act as a low-pass filter and used
to increase robustness against noise and non-repeating disturbances. However, a
filter matrix different from the identity matrix, i.e. Q /= I, effects the asymptotic
error performance and typically does not achieve zero tracking error. Alterna-
tively, as also suggested in [134] the errors can be averaged over several batches,
i.e. Lissajous periods, before updating the inputs in order to avoid learning of
noise and non-repeating disturbances. Hence, the error values corresponding to
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the same Lissajous period index, i.e. a batch, are temporally filtered over several
frames. In case of the synchronization error, the filtered synchronization error for
the batch number j can be written in vector formulation as

∆s̄δj = ∆s̄δj−1
+GLP

(
∆sδYj

−∆s̄δj−1

)
, (7.51)

where ∆sδY,j denotes the measured synchronization errors and GLP the scalar
filter gain. Hence, if a new synchronization error is measured, the vector entry
corresponding to the current Lissajous period index is updated. The ILC law is
then executed after several batches passed in order to ensure convergence of the
temporal filter and that transients caused by updates of the input vectors vanish.
The corresponding settling time for a filter gain of GLP = 0.1 is 38 Lissajous pe-
riods, hence with a ILC update every 50 Lissajous periods the filter convergence
is guaranteed. As a consequence, the convergence rate of the ILC is reduced, but
has better stability and the filter matrix Q can be set to the identity matrix.
This allows zero tracking error and reduces the complexity of the ILC as the
temporal filters are simpler to implement than the filter matrix Q. Furthermore,
a reduced convergence rate is not problematic as the modulation functions have
to be learned only once and would only necessitate an adaption if environmental
conditions such as temperature or pressure change, which vary on a much larger
time scale.

The entries of L at the left of the diagonal consider passed errors to update
the corresponding input, while the right of the diagonal consider future errors.
Hence, for example the first row does not take passed errors into account whereas
the last row omits future errors within a batch. This is because for ILC it is
typically assumed that the initial conditions are the same for each iteration, i.e.
the system is reset to the same state before a new iteration is started [136].
Hence, the iteration can be treated independently from each other and influences
of transient behaviors can be ignored. Even though the initial conditions are
not always the same in this implementation, e.g. the start of an iteration is the
end of the previous iteration, the transient independence is obtained as several
batches pass until an update of the inputs is performed by the ILC, which allows
transients to vanish. The learning gain matrix L can be of a simple PD-type
exploiting a proportional and a differential part, e.g. L = kpI + kdD, with D as
a derivative filter matrix and the gains kp and kd as tuning parameters [132,134].
Alternatively it can be also designed based on a system model as for the inversion-
based ILC, where the learning gain matrix corresponds to the inverse system
model, i.e. L = G−1 [134, 182]. Herein, a model-based design approach called
norm-optimal ILC [133,183] is applied, where the optimal gain and filter matrices
are calculated to minimize a cost function with the system model as a constraint,
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i.e.

J (uk+1) = eTk+1Vek+1 + uT
k+1Suk+1 + (uk+1 − uk)

T
R (uk+1 − uk) ,

subject to ek+1 = ȳ − yk+1 = ek +Guk −Guk+1 , (7.52)

with the weighting matrices V, S and R and the ILC update law in Eq. (7.48).
The solution of the minimization problem is given by

Q =
(
GTVG+ S+R

)−1 (
GTVG+R

)
,

L =
(
GTVG+R

)−1
GTV . (7.53)

It can be seen that S defines the filter matrix Q and having S = 0 results in an
identity filter matrix while it does not influence the learning gain matrix. The
weighting matrix V penalizes the residual errors and R the amount of change in
the input vectors. With V = I and R = 0 the norm-optimal ILC is equal to the
inversion based ILC without any restrictions on the inputs.

In the particular modulation control problem of the Y-axis MEMS mirror
with SISO feedback control, it is only necessary to achieve zero synchronization
errors. The PLL phase errors are assumed small enough to cause no serious
misalignment between the DCO and the mirror oscillation, hence no effects on
the sensing of phase, amplitude and scanning direction. By this assumption a
simple SISO ILC can be used, which adjusts only the switching off input vector
∆s̄off according to the measured synchronization errors, while the feedforward
PLL period vector ∆T̄PLL is not changed. Hence, the SISO ILC update law is

∆s̄offk+1
= ∆s̄offk

− L∆s̄δk , (7.54)

with the learning gain matrix L obtained by Eq. (7.53) and the temporally fil-
tered synchronization error ∆s̄δk in Eq. (7.51). Then the Markov parameters gm
are scalars and are calculated by Eq. (7.50) using only the entries in BFB and
CFB, which correspond to the inputs and outputs used by the ILC. Fig. 7.18
shows the block diagram of the adaptive Lissajous scanning system with SISO
feedback control and the SISO ILC for the modulated axis. In contrast to the
pure feedforward control method, the residual synchronization errors of the Y-
axis are compensated by the ILC, which adapts the switching slices of the driving
signal, i.e. the duty cycle, after enough Lissajous frames passed since the previous
update.

SISO ILC design and implementation

The SISO ILC has only one input and output and each period index should be
penalized equally. Therefore, the weighting matrices are typically set to diagonal
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Figure 7.18.: Block diagram of the adaptive Lissajous scanning SISO control sys-
tem with SISO ILC for feedforward modulation. The measured syn-
chronization errors of each period are filtered according to Eq. (7.51)
and stored in ∆s̄δk . The feedforward switching slices ∆s̄offk

are
updated using the learning gain matrix L after enough Lissajous
frames passed since the previous update.

matrices defined by single scalar values, i.e. V = Wsδ I and R = Wsoff I. For the
design, only the relative value of Wsδ and Wsoff matter. Hence, Wsδ is arbitrarily
chosen to 1 in order to penalize the residual errors and Wsoff is set to 0.5 to
restrict the speed of the changes of the input vector and to enhance robustness.
The SISO ILC law is then obtained as

∆s̄offk+1
= ∆s̄offk

− (
GTG+ 0.5 I

)−1
GT .  . .  .

L

∆s̄δk . (7.55)

The state space model of the SISO feedback controlled MEMS mirrors defin-
ing the system model matrix G is obtained by combining the model in Eq. (6.7)
and Eq. (6.8) with the feedback controllers in Eq. (6.9) and Eq. (6.10). The
direct implementation of the learning gain matrix L would necessitate to store
2NY0 × 2NY0 values and even shows bad performance at the start and end of
the iteration as the repeating nature of the scanning reference is not utilized.
For a perfect tracking of the repetitive modulation, both past and future errors
should be considered for each input value. The proposed implementation of such
a method is obtained by using a learning gain vector l, which is the NY0-th row
of L and the algorithm described in Alg. 1. The assumption is that most of the
nonzero values in the learning gain matrix are around the diagonal and therefore
the middle row, i.e. l, considers equal numbers of passed and future errors. The
other rows of the learning gain matrix can then be obtained by simply shifting
the learning gain vector with zero padding, forming a Toeplitz matrix. Fig. 7.19
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shows the obtained learning gain vector, where the nonzero values are concen-
trated around the center. The proposed algorithm given by the pseudo-code in
Alg. 1 performs a convolution of the learning gain vector and the filtered synchro-
nization errors, where the pointer pntr is also used to virtually expand the error
vector for proper consideration of the start and end of the iteration.
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Figure 7.19.: Calculated values of the SISO ILC learning gain vector l over the
vector index. The nonzero values are concentrated around the center
index and approach zero towards both ends.

Algorithm 1 Pseudo-code for SISO ILC implementation to update the input
vector ∆s̄off ∈ R

2NY0 using the temporally filtered synchronization error vector
∆s̄δ ∈ R

2NY0 , the learning gain vector l ∈ R
2NY0 and relative degree o ∈ N0.

(Values in squared brackets represent vector indexes)
1: for i ← 0 to 2NY0 − 1 do

2: tmp ← 0
3: for j ← 0 to 2NY0 − 1 do

4: pntr ← i+ j −NY0 + o
5: if pntr < 0 then

6: pntr ← pntr + 2NY0

7: else if pntr > 2NY0 − 1 then

8: pntr ← pntr − 2NY0

9: end if

10: tmp ← tmp− l [j] ∆s̄δ [pntr]
11: end for

12: ∆s̄off [i] ← ∆s̄off [i] + tmp
13: end for

Experimental verification

The SISO ILC is implemented in the on-board CPU and executed every 50
Lissajous frames with GLP = 0.1 allowing good noise suppression with enough
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time for the filtered errors to follow the actual values between two ILC updates.
Fig. 7.20 shows the synchronization error convergence when the ILC is turned
on at t = 0 and executes 18 updates during 900 Lissajous periods. The error
reduction every 50 Lissajous frames with the temporal filtering can be clearly
observed and insets show the errors within a single Lissajous frame at the start
and the end of the measurement. Fig. 7.21 shows the resulting scan patterns
of the adaptive Lissajous scanning system at two different modulation functions
only with feedforward control (a-b) and with the ILC (c-d). As can be seen, the
initially distorted pattern is compensated and a proper smooth grid is obtained
by the proposed ILC with a minimum rms synchronization error of only 0.0054%
corresponding to an error reduction by a factor of 43 and is mainly limited by
measurement noise. It has to be noted that in general each modulation function
has to be learned only once for each MEMS mirror and allows immediate precise
modulation tracking afterward if the values are stored in a memory.
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Figure 7.20.: Convergence of the Y-axis synchronization error using the SISO
ILC. The response over time in (a) shows steps every 50 Lissajous
frames and the effect of the temporal filtering. Insets show the errors
within a single Lissajous frame just before the first and the last ILC
update. The time is normalized by the Lissajous period T0. (b)
The rms value of the synchronization error within a Lissajous frame
and its reduction per ILC update, where a rms error of 0.0054% is
reached as a minimum.

Fig. 7.22 shows a center ROI scan pattern compared to a conventional Lis-
sajous scan with the corresponding pixel distribution derived by the proposed
methods in this section. The amplitude variations are compensated based on the
linear A(f) relation obtained from the frequency response of the used MEMS
mirror, resulting in a proper projection of the desired grid. Insets in the figure
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Figure 7.21.: Scan patterns of the adaptive Lissajous scanning system for two dif-
ferent modulation functions only with the feedforward control (a-b)
and with the ILC (c-d). Insets show the corresponding synchroniza-
tion errors within a single Lissajous frame.
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Figure 7.22.: Demonstration of pixel density improvement at ROI. (a) Conven-
tional pixel distribution. (b) Proposed pixel distribution for a sec-
ond order modulation. The insets show the pixel grid at the center
of the FoV and demonstrate an improved resolution by a factor of
5 using the proposed modulation method.
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show the zoomed center grids for both cases, where the modulated case provides
a pixel distance reduced by 55%. This results in a resolution improvement by a
factor of 5 due to the reduced area spanned by neighboring pixels.

Iterative learning modulation control for MIMO control system

As demonstrated in Chapter 6 the MIMO LQG controllers achieve superior per-
formance in the suppression of external vibrations compared to SISO control.
However, they are designed based on the linearized MEMS mirror model for fast
compensation of any deviation from the nominal operation point, which is not
desirable in case of modulation. Hence, as in the SISO controlled adaptive Lis-
sajous scanning system, the LQG controllers should receive zero errors if the
modulation is correctly followed and only compensate for deviations. As only
two system inputs are considered, it is in general difficult to compensate for all
three measured errors, i.e. PLL, amplitude and synchronization errors simulta-
neously during modulation and residual errors remain. Therefore, the LQGS in
Section 6.2.3 is slightly adapted, called LQGAS, not to receive amplitude error
measurements, which are less critical for the modulation. The amplitude errors
are also much less considered in the control, as can be seen by the integrator gains
in Eq. (6.17) and the Kalman estimator gains in Eq. (6.19). This allows the use
of a MIMO ILC, which updates the switching slices and the PLL period based
on the measured PLL and synchronization errors, while ignoring the amplitude
errors. Fig. 7.23 shows the block diagram of the adaptive Lissajous scanning
system with MIMO feedback control and the MIMO ILC for the modulated axis.
Both phase and synchronization errors, i.e. ∆tφY

and ∆sδY , are temporally fil-
tered and stored in the memory, while the ILC law is executed again every 50
Lissajous frames for improved robustness and to allow Q = I (i.e. S = 0).

MIMO ILC design and implementation

As two inputs and two outputs are used for the MIMO ILC, the Markov pa-
rameters gm are 2× 2 matrices and the system model matrix G ∈ R

4NY0×4NY0 is
block-wise Toeplitz. With the weighting values Wtφ and Wsδ for the PLL and syn-
chronization error and Wsoff and WTPLL

for the switching slices and PLL period
inputs, respectively, the weighting matrices V and R in Eq. (7.52) have repeating
values along the diagonal, i.e.

V = diag
(
Wtφ , Wsδ , Wtφ , Wsδ , . . .

)
R = diag (Wsoff , WTPLL

, Wsoff , WTPLL
, . . . ) . (7.56)

As only the relative relation of the weighting values is of importance, Wsδ is again
arbitrarily set to 1. The PLL phase error is of less importance and weighted by
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Figure 7.23.: Block diagram of the adaptive Lissajous scanning MIMO control
system with MIMO ILC for feedforward modulation. The measured
synchronization and PLL phase errors in each period are filtered
and stored in ∆s̄δk and ∆t̄φk

. The feedforward inputs ∆s̄offk
and

∆T̄PLLk
are updated using the learning gain matrix L after enough

Lissajous frames passed since the previous update.

Wtφ = 0.25κ−2
t/s considering the scaling between timing and phase slices. Simi-

lar to the LQG control design, the changes of the switching slices are allowed
relatively fast while the PLL period is rather restricted, i.e. Wsoff = 0.1 and
WTPLL

= 5κ−2
t/s. This allows to calculate the learning gain matrix L using

Eq. (7.53).

Again, an efficient implementation of the ILC can be obtained by extracting
representative learning gain vectors from the obtained learning gain matrix and
to perform a convolution with the measured errors. As two inputs and outputs
are used, the effect of each input variation on both outputs should be consid-
ered. Hence, we define four learning gain vectors, which calculate the necessary
change of an input due to an output error, i.e. l∆soff/∆sδ , l∆soff/∆tφ , l∆TPLL/∆sδ and
l∆TPLL/∆tφ . Similarly to the SISO ILC case, the same numbers of past and future
errors should be considered for the compensation. Therefore, the corresponding
learning gain vectors are extracted from the middle rows of the learning gain
matrix L, i.e. the (2NY0 − 1)-th and 2NY0-th row, as

l∆soff/∆tφ = Lrc | r = 2NY0 − 1 and c = 2 i− 1

l∆soff/∆sδ = Lrc | r = 2NY0 − 1 and c = 2 i

l∆TPLL/∆tφ = Lrc | r = 2NY0 and c = 2 i− 1

l∆TPLL/∆sδ = Lrc | r = 2NY0 and c = 2 i , (7.57)

with the vector index i ∈ [1, 2, . . . , 2NY0]. Again by shifting the learning gain vec-
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tors with zero padding, the learning gain matrix can be reconstructed. Fig. 7.24
shows the obtained learning gain vectors for the MIMO ILC implementation. An
inset provides a close-up of the nonzero center values, while the entries get zero
towards both ends. The pseudo-code shown in Alg. 2 performs the convolution
for the MIMO ILC using the temporally filtered error values and the learning
gain vectors.
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Figure 7.24.: Calculated values of the MIMO ILC learning gain vectors over the
vector index. The nonzero values are concentrated around the center
index and approach zero towards both ends. The learning gain
vectors with different input and output domains are scaled by κt/s =
T̄mhY/2

N for visibility.

Experimental verification

Fig. 7.25 shows the final synchronization and PLL phase errors within one Lis-
sajous period for the SISO ILC with SISO control and MIMO ILC with MIMO
control, respectively. It can be observed that the MIMO ILC compensates for
both errors caused by the modulation, resulting in no further control action of
the MIMO controllers for modulation tracking.

To verify the vibration suppression performance for the modulated axis of
the adaptive Lissajous scanning system, the Y-axis MEMS mirror is exposed to
vibrations. Therefore, the experimental setup for vibration evaluation in Fig. 6.8
is used, where the MEMS mirror in the piezo-shaker (M2) is modulated and
associated as Y-axis. Fig. 7.26a shows the comparison of the projected pixel
grids using SISO ILC with SISO control (left) and MIMO ILC with MIMO control
(right) when the vibration profile 2 in Fig. 5.22b is applied. The CCD exposure
time is set to multiple Lissajous periods to visualize the errors by pixel blur. Insets
provide close-ups of the image, showing that the pixels merge into another for
the SISO control case, while the MIMO control provides clearly distinguishable
pixels. As the axes are decoupled, only the disturbed axis shows pixel errors,
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Algorithm 2 Pseudo-code for MIMO ILC implementation to update the input
vectors ∆s̄off and ∆T̄PLL ∈ R

2NY0 using the temporally filtered error vectors
∆s̄δ and ∆t̄φ ∈ R

2NY0 , the learning gain vectors l∆soff/∆sδ , l∆soff/∆tφ , l∆TPLL/∆sδ

and l∆TPLL/∆tφ ∈ R
2NY0 and relative degree o ∈ N0. (Values in squared brackets

represent vector indexes)
1: for i ← 0 to 2NY0 − 1 do

2: tmp [1] ← 0
3: tmp [2] ← 0
4: for j ← 0 to 2NY0 − 1 do

5: pntr ← i+ j −NY0 + o
6: if pntr < 0 then

7: pntr ← pntr + 2NY0

8: else if pntr > 2NY0 − 1 then

9: pntr ← pntr − 2NY0

10: end if

11: tmp [1] ← tmp [1]− l∆soff/∆sδ [j] ∆s̄δ [pntr]− l∆soff/∆tφ [j] ∆t̄φ [pntr]
12: tmp [2] ← tmp [2]− l∆TPLL/∆sδ [j] ∆s̄δ [pntr]− l∆TPLL/∆tφ [j] ∆t̄φ [pntr]
13: end for

14: ∆s̄off [i] ← ∆s̄off [i] + tmp [1]
15: ∆T̄PLL [i] ← ∆T̄PLL [i] + tmp [2]
16: end for
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Figure 7.25.: Comparison of residual errors using SISO ILC with SISO control and
MIMO ILC with MIMO control over one Lissajous period. Timing
values are normalized by T̄mhY and phase slices by 2N .
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while the other axis remains uninfluenced. Fig. 7.26b shows the resulting pointing
uncertainty of the center and the corner pixel, proving the superior vibration
performance of the MIMO control. The obtained optical pointing uncertainty of
22 mdeg for the MIMO control is only slightly higher, i.e. ∼ 7%, as compared to
the case without modulation, which is mainly due to the switching slice input soff
has a limited range not to influence the sensing, e.g. the zero crossing detection.
Hence, for adaptive Lissajous scanning using a MIMO ILC and MIMO LQG
controllers for feedback control, the vibration suppression performance does not
have to be compromised by modulation tracking requirements.

X
-a

x
is

Y-axis

(a)

SIS
O P

I

MIM
O LQ

G
0

50

100

150

200

op
t [m

de
g]

Center pixel
Corner pixel

+ M
IM

O IL
C

+ S
IS

O IL
C

(b)

Figure 7.26.: Pixel grid errors and pointing uncertainty of the adaptive Lissajous
scanning system at exposure of vibration profile 2 to the modulated
Y-axis MEMS mirror. (a) Comparison of pixel grid using SISO
control (left) and MIMO control (right) with insets showing the
resulting pixel blur. (b) Obtained pointing uncertainty of the center
and the corner pixel in Y-axis direction.

7.3. Summary

Advanced scanning system concepts make use of the individual advantages of
scanner design parameters, control method and pixel shooting as well as their
interplay to achieve better overall system performance. In this chapter two ad-
vanced scanning concepts are discussed, the laser shot correction (ILC) for SISO
and raster scanning systems and the adaptive Lissajous scanning using phase
modulation.
The LSC is an advanced laser shot scheduling algorithm to correct pixel errors
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caused by dynamic PLL phase and frequency mismatches as well as mirror ampli-
tude errors. Based on a first order approximation of the trajectory at each pixel
the corrections are calculated using two pixel position dependent parameters as
well as estimates of the phase and amplitude errors. In order to predict the er-
rors for the LSC in the following period, the Kalman estimator used in the LQG
controller design is extended by a prediction output. An experimental verifica-
tion reveals that the SISO control concept combined with the LSC shows similar
performance to the LQG control concept during vibration exposure, providing a
worst optical pointing uncertainty of 15 mdeg under harsh broadband vibrations.

The second presented concept is adaptive Lissajous scanning, which allows
flexible scan pattern design by a dedicated modulation of the phase of at least
one scanning axis. In conventional Lissajous scanning using constant frequencies
the resolution has to be sacrificed with the frame rate and the scanning pattern
shape is fixed, while adaptive Lissajous scanning provides an additional freedom
in the pattern design to overcome this problem. The derived constraints of the
phase modulation function reveal that it has to consist of sine waves with frequen-
cies of multiples of the preview frame rate, i.e. the mean frequency difference of
both axes. The proposed pixel calculation shows that the rectilinear grid lines of
conventional Lissajous scanning can be bent such that a desired ROI has higher
pixel density, while other regions are sacrificed. An optimization procedure re-
sults in a phase modulation function, which provides the desired scan pattern by
judging the obtained resolution, i.e. the spanned area of neighboring pixels, its
aspect ratios as well as the required control effort due to fast frequency changes.
The implementation in the Lissajous scanning system based on MEMS mirrors
demonstrates the feasibility of the proposed methods, showing cases of ROI scan-
ning with a local resolution improvement by a factor of 5. Feedforward and
iterative learning control are used for accurate modulation tracking, where the
ILC is executed every 50 Lissajous frames to allow filtering of the errors for noise
suppression. The ILC is implemented for both SISO and MIMO control concepts
considering only one system input and output (SISO ILC) or both (MIMO ILC),
demonstrating a fast convergence and reduced deterministic errors. Experimental
results reveal that the modulation has only a negligible effect on the vibration
suppression performance as long as the control does not reach a limit, achieving
a worst optical pointing uncertainty of 22 mdeg at for ROI scan.
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CHAPTER 8

Conclusion and Future Work

MEMS scanning systems promise versatile usability including automotive appli-
cations such as lidar, AR HUDs and adaptive headlights at a low cost. To be
successful in the automotive market, enabling safety enhancing features up to
fully automated cars, MEMS scanning systems have to achieve high performance
even under harsh environmental conditions. In this thesis resonant electrostatic
MEMS mirrors have been modeled and identified in detail and integrated into
a scanning system including mirror synchronization methods for Lissajous scan-
ning as well as optimal feedback control for external vibration suppression with
tailored self-sensing concepts. Furthermore, novel methods to advance scanning
systems are proposed, i.e. the laser shot correction enhancing 1D and raster
scanning systems and adaptive Lissajous scanning to provide flexible scan pat-
tern design, enabling ROI scanning. This chapter summarizes the findings of this
thesis by addressing the research questions identified in Section 2.4 and provides
an outlook with recommendations for future work.

8.1. Conclusion

To investigate the suitability of resonant MEMS mirrors for harsh automotive
applications such as lidar, eight research questions have been formulated. These
research questions are again successively given below and are answered one by
one in the following.
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Research Question 1:

Can the system dynamics of resonant electrostatic MEMS mirrors be accurately
modeled and identified solely by measurement data in order to allow behavior
prediction as well as monitoring of physical parameter variations?

Single axis MEMS mirrors can be typically designed such that the first mode is
the desired scanning motion and the rotor is assumed rigid. Hence, in general only
one DoF can be considered for the model, while several nonlinearities arise such
as higher order stiffness, amplitude dependent damping and an angle dependent
electrostatic torque. For the estimation of each physical parameter determining
the MEMS mirror dynamics solely by measurements, the identification method
needs to provide a separation of the parameters. In Section 3.2 the normalized
nonlinear stiffness and damping are estimated from the mirror trajectory at a
decay, where the low damping allows an independent stiffness estimation by the
amplitude over frequency behavior. Subsequently, the comb-drive capacitance
as well as the inertia are estimated from an actuated decay by simultaneously
measuring the comb-dive current and the mirror trajectory, which allows a rescal-
ing of the stiffness and the damping. A vibration measurement with a known
acceleration amplitude also allows to estimate the vibration coupling parameter,
completing the identification solely based on measurements. A damping realiza-
tion function allows to correctly reproduce the amplitude dependent damping
during simulation, resulting in an accurately matching frequency response and a
period-based modified index of agreement of over 0.995 by comparing the decays.
Hence, the first research question can be answered with: Yes.

Research Question 2:

Can the complex nonlinear dynamics of a resonant electrostatic MEMS mirror
be accurately linearized at a nominal operation point, allowing linear system
theory for simple and fast control design?

Conventional linearization methods of nonlinear equations of motion as proposed
in literature, e.g. based on averaging, get complex as the order of nonlinearities
increase, which hampers the analysis of closed loop control concepts. The method
proposed in Section 3.3 is based on a period-to-period energy conservation, where
the energy injection and dissipation of each driving period determines the change
of the oscillation amplitude, i.e. the maximum potential energy stored in the
springs, in the following period. A change in amplitude or phase varies the ef-
fective mechanical or electrostatic stiffness, respectively, leading to a change of
the oscillation frequency and therefore the energy injection in the next period.
The emerging dynamics are described by a linear second order state space model
with the two states representing the phase and amplitude variations of the mirror
oscillation at the nominal operation point. Furthermore, the system equation
of the derived dynamic model can be fully identified by analyzing the obtained
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phase error at an open loop period step allowing in-situ identification by the con-
troller and is compared for different operation points. The correct scaling of the
vibration disturbance input and the amplitude output necessitates a comb-drive
current plateau and an amplitude measurement, respectively. The derived model
accurately reproduces the local dynamics in time and frequency domain, verify-
ing the proposed modeling approach. Hence, the second research question can be
answered with: Yes.

Research Question 3:

What can be the consequences of a lightweight MEMS mirror design using
reinforcement structures to the dynamics and robustness considering harsh
automotive environments?

Lightweight MEMS mirror designs using reinforcement structures allow to in-
crease the scanning speed without degrading the optical quality, while it has to
be analyzed how such structures influence the dynamics and the robustness of the
scanning system. Two major issues are identified and analyzed in this thesis, i.e.
the influence of translational vibrations to the mirror oscillation and the RX-TY

mode coupling. Both are caused by the resulting center of mass displacement
from the principal rotation axis and have the characteristic coupling parameter
as the product of the rotor mass and the center of mass displacement.
Translational vibrations in the plane of rotation, i.e. in TY or TZ direction, dis-
turb the mirror oscillation, where it is found that the worst influence for TY is
10 times higher than that of TZ. Furthermore, TY vibration frequencies close to
the mirror frequency have the most influence, while for TZ vibration frequencies
close to twice the mirror frequency are most severe. This provides a rather good
robustness against TZ vibrations considering the frequency spectrum of the auto-
motive standard LV124, while TY vibrations have to be considered by design of
the scanning system. Hence, designers have to make a trade-off between scanning
performance improvement by the reinforcement structure and vibration sensitiv-
ity. Possible circumventions are to increase the scanning frequency well above
2 kHz, to minimize the propagation of TY vibrations to the MEMS mirror by a
dedicated housing or to use a high performance control.
The issue of RX-TY mode coupling is occurring as the rotational acceleration of
the mirror causes an acceleration of the center of mass in TY and vice versa,
i.e. inertial coupling. As the dependency of the comb-drive capacitance on the
translational mode is found to be negligible, only the inertial coupling is present
between both modes. Hence, the rotational mode is electrostatically driven in
parametric resonance, while the translational mode is driven as a conventional
oscillator with a Duffing behavior due to its cubic stiffness. During a frequency
sweep through the response curve of the MEMS mirror, a higher harmonic can
hit the resonance of the translational mode, causing a significant distortion of the
mirror trajectory due to the coupling ratio of −0.029

◦
/µm. However, by analyz-
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ing the difference between left and right side comb-drive currents, the excitation
of the translational mode can be detected and measures can be taken to reduce its
amplitude, i.e. to cause a fallback. As due to the symmetric stiffness and comb-
drive torque the mirror trajectory mainly includes only odd harmonics, those
frequencies can be avoided by design for the translational mode resonance. Fur-
thermore, if the resonance of the translational mode is not excited, the coupling
enables a simple scanning direction detection by the current difference, which
would be otherwise not possible for single-layer comb-drive designs. Hence to
answer the third research question, the lightweight MEMS mirror design allows
increased scanning performance and a self-sensing direction detection, while also
errors caused by translational vibrations or a resonant mode coupling, which have
to be considered by the scanning system design.

Research Question 4:

Is it possible to provide accurate and precise sensing signals for closed loop
control solely based on a self-sensing concept using robust circuitry?

Self-sensing concepts have the benefit that the same structures are used for ac-
tuation and for sensing, reducing the complexity of the MEMS scanning system.
In Chapter 4 two approaches of comb-drive designs are investigated, i.e. a single-
layer and a double-layer design. The sensing concept is based on measuring the
displacement current generated by the comb-drive movement and obtains phase,
amplitude and scanning direction of the mirror by evaluating the timing of com-
parator threshold crossings. A precise phase measurement for both comb-drive
designs is obtained at each mirror half period by a comparator as the current
signal shows a sharp transition from positive to negative values when the mirror
crosses the 0

◦
position. It is found that the achievable optical resolution scales by

the product of the driving voltage, the curvature of the comb-drive capacitance
at 0

◦
, the mirror amplitude and its maximum velocity. Amplitude measurements

are obtained by the time between another comparator threshold crossing and
the zero crossing of the mirror, where advantageous threshold settings are found
to obtain a high sensitivity, i.e. about -2 ns per mdeg amplitude variation, at
a low detection uncertainty. An analysis reveals that the normalization of the
measured time by the mirror period provides a better robustness regarding mir-
ror parameter variations due to manufacturing tolerances such as the stiffness.
In case of the double-layer design, peaks in the current signals mark geometric
features, i.e. the crossing of ±6

◦
angle, which provides 50 times less uncertainty

by threshold variations and 5 times less errors due to mirror parameter variations
at the same sensitivity as compared to the single-layer design, while it is more
complex in manufacturing. To detect the scanning direction for the single-layer
design, the non-resonant RX-TY mode coupling is utilized as it provides a direc-
tion dependent difference between left and right side comb-drive currents, while
the double-layer design exploits intrinsic asymmetry. The self-sensing methods
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use only simple circuitry comprising TIAs, adders, subtractors and comparators,
providing high robustness and integrability. Hence, the fourth research question
can be answered with: Yes.

Research Question 5:

Can a closed loop control be designed to start and stabilize resonant electro-
static MEMS mirrors with unknown stiffness nonlinearities in first-order para-
metric resonance and to provide precise pixel synchronization to evaluate the
achievable resolution limits?

In contrast to MEMS mirrors with progressive springs as the ones used in this
thesis, linear or degressive springs cause that operation points with positive phase
delays are not stable in open loop. However, positive phase delays are necessary
for the used self-sensing concept as the mirror zero crossing needs to happen
when the driving voltage is on. The developed DAsPLL in Section 5.1 can stabi-
lize open loop unstable operation points by immediate phase delay compensation.
The driving voltage is always switched off with the detected zero crossing, while
the switching on time, i.e. the duty cycle, is used to control the amplitude and
calculated from previous zero crossings. A learning window technique allows the
DAsPLL to track the mirror oscillation already during the transient beating of
the mirror oscillation when started from rest, achieving a fast and reliable start-
up to the maximum amplitude within less than 100 ms for various initial driving
conditions. The pixel synchronization performance shows that it is not limited
by the digital implementation but solely by the sensing noise according to the
sensing concept analysis and results in an optical pointing uncertainty of 0.52
mdeg at the edges and 0.39 mdeg at the center of a 55

◦
FoV. Hence, the fifth

research question can be answered with: Yes.

Research Question 6:

Can the control strategies of resonant electrostatic MEMS mirrors be advanced
in order to achieve stable scanning motion with the targeted 0.1

◦
resolution

considering harsh environmental conditions like in automotive lidar applica-
tions?

In automotive applications strong electromagnetic interference and vibrations
have to be considered, increasing the sensing noise or disturbing the MEMS
mirror motion, respectively. Hence, the control concept has to be optimized for
vibration and noise robustness. In Section 5.2 an optimal PLL design is discussed
comprising a time-normalized DCO based on phase slices and a model-based con-
trol design approach for 1D scanning and 2D Lissajous scanning. An optimal
MIMO LQG servo controller is designed and compared to a SISO control con-
cept using a PI loop filter. A worst case vibration test extending the automotive
standard LV124 reveals the superior vibration suppression of the LQG control,
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reducing the errors by 66% to stay within the targeted 0.1
◦

resolution limit.
For 2D Lissajous scanning, a synchronization concept is developed where a mas-
ter DCO, i.e. either the DCO of one mirror (MS concept) or a separated DCO
(M-SS concept), sends synchronization pulses to the slaves according to a desired
frequency ratio between both axes. To align with the received synchronization
pulses, a SISO PI control concept is used, where the gains are set based on an
extended linear model of the MEMS mirror also including the synchronization
error. Superior vibration suppression is again achieved by a MIMO LQG servo
controller for the synchronization, resulting in an error reduction by 87% as com-
pared to the SISO control. It is found, that the voltage of the driving signal can
be used to compensate for small amplitude offsets of the MEMS mirrors, which
is demonstrated by a compensation of 0.3

◦
while the frequency ratio is kept con-

stant. Hence, the sixth research question can be answered with: Yes.

Research Question 7:

Can the scheduling of the pixel trigger support the control concept to reduce
the errors in application considering harsh environments?

Pixel errors of the scanning system can result from disturbances of the MEMS
mirror motion due to external influences such as vibrations, causing misalignment
of the PLL and mirror oscillation as well as variations in the scanning amplitude.
An alternative to control the MEMS mirror oscillation can be to control the pixel
timing directly, while the mirror oscillation is allowed to have increased errors.
Hence, in Section 7.1 a laser shot correction approach based on the measured
phase and amplitude errors is developed, while the MEMS mirror is controlled
by a simple but low performance SISO control. For the correction, the phase and
amplitude errors of the following period are predicted by utilizing a Kalman esti-
mator. The pixel errors caused by the predicted amplitude variation is corrected
based on a first order Taylor approximation of the mirror trajectory at the corre-
sponding pixel position. The approach only needs two pixel position dependent
parameters and achieves similar performance as the MIMO LQG servo control,
while not influencing the dynamics of the closed loop controlled mirror. Hence,
the seventh research question can be answered with: Yes.

Research Question 8:

Can Lissajous scanning provide flexible scan patterns with ROIs and which
control concept is suitable to not compromise the robustness in harsh environ-
ments?

The inflexible scan pattern with fixed nonuniform resolution obtained by con-
ventional Lissajous scanning is a major drawback compared to raster or random
access scanning. An increase in resolution necessitates another scan frequency
selection and typically reduces the frame rate if the selection range is limited.

188



8. Conclusion and Future Work

However, an increase of the resolution in the total FoV is not always necessary,
i.e. the ability to define high and low resolution areas can be beneficial.
In Section 7.2 adaptive Lissajous scanning is investigated exploiting a phase mod-
ulation between both scanning axes to shape the resulting scan pattern, e.g. to
perform ROI scanning with a high resolution only in a specific area of the FoV,
while the frame rate is kept constant. An analysis reveals that the phase mod-
ulation function has to consist of sine waves with frequencies that are multiples
of the mean scanning frequency difference between both axes. A pixellation con-
cept by shooting between scan line intersection points is adopted and extended
for the phase modulation including the compensation of amplitude variations
according to the scanner dynamics. The obtained pixels allow to design an op-
timized scan pattern to achieve the desired resolution grid. To accurately track
the phase modulation by the MEMS mirror a norm optimal ILC is used, which
successively adjusts the control inputs to minimize the errors over time. To also
provide a high vibration robustness, the synchronization concept is adapted to
only receive errors when the modulation is not correctly followed. This allows
the separated design of modulation control by the ILC and vibration suppression
by the LQG servo control, resulting in similar robustness as without modulation,
which answers the last research question.

8.2. Outlook

This thesis has investigated 1D resonant electrostatic MEMS mirrors with pro-
gressive mechanical springs for their use in harsh automotive environments, in-
cluding detailed modeling and tailored sensing as well as control concepts and
also utilizing the implied frequency tuning capabilities. A natural extension of
the presented work is to apply the same concepts or advances to MEMS mirrors
with linear or degressive springs [126,152].
2D Lissajous scanning is achieved by synchronizing two MEMS mirrors, which
necessitates a rather bulky optical lens system to redirect the laser beam from
the first to the second mirror, while it provides an ideal mechanical decoupling
of both scanning axes. Hence, the proposed methods may be extended for a
2D MEMS mirror comprising a single mirror with two axes of rotation, reduc-
ing the optical system size, while several mechanical or electrostatic coupling
mechanisms may arise. Modeling and identification of the rotational modes and
their coupling as well as adapted robust sensing and control schemes to suppress
undesired modes and external vibrations open many new research questions to
be solved. Besides Lissajous scanning, raster scanning can be also investigated,
where typical MEMS mirror designs utilize a fast resonant axis moving in an in-
ner frame, representing the rotor of the rather slow non-resonant axis embedded
in an outer frame [93]. For the slow axis, the proposed self-sensing concept based
on the comb-drive current and simple comparators may not be feasible due to the
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low oscillation frequency and as the driving signal is typically no square wave but
a rather continuous signal. Hence, conventional or novel capacitive self-sensing
methods as well as control concepts have to be evaluated regarding their robust-
ness against harsh environments and parameter variations.

In order to evaluate the MEMS scanning system in the final application,
appropriate transmitter and receiver units have to be developed. For example
the projection unit in AR HUDs necessitates to convert a video data stream into
pixels of the scanning system and corresponding RGB laser triggers. The lidar
application needs a receiver unit with precision timing and a dedicated pulsed
laser to measure the time-of-flight and to obtain a 3D point cloud. With those
developments the performance at the final application can be analyzed and used
to demonstrate the benefits of the concepts investigated in this thesis such as the
advanced control and scanning concepts.
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APPENDIX A

Response of Duffing Oscillator

The following analysis assumes a Duffing oscillator, whose equation of motion
can be expressed as

mẍ+ γ ẋ+ k
(
x+ β x3

)
= A cos (ωt) . (A.1)

with a cubic stiffness nonlinearity parametrized by β. First it is of interest how the
resonance frequency f0 shifts depending on the resulting amplitude x̂. Assuming
only a weakly nonlinear behavior, the actuation force at the resonance peak
compensates for the damping force at any point in time. Hence, the total energy
stored in the oscillator is constant. By introducing the potential and the kinetic
energy as

Epot(x) =

∫ x

0

k
(
x+ β x3

)
dx =

x2

2
+ β

x4

4
and Ekin =

1

2
mẋ2 , (A.2)

and the total energy as the sum of both and equal to the maximum potential
energy Epot (x̂) at the amplitude x̂, the velocity of the oscillator can be expressed
as

ẋ =

√
2

m
(Epot (x̂)− Epot (x)) =

√
2 k

m

(
x̂2 − x2

2
+ β

x̂4 − x4

4

)
. (A.3)

In general the oscillation period can be calculated by the integration of

T = 4

∫ x̂

0

1

ẋ
dx , (A.4)
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where the symmetry of the trajectory is used. However according to Eq. (A.3)
the integrand shows a division by zero at the integration limit x̂. To overcome
this, the trajectory is parametrized by a phase variable φ of a sine function as

x = x̂ sin(φ) and dx = x̂ cos(φ) dφ (A.5)

It is noteworthy that this parametrization does not assume a pure sine wave
trajectory in time regarded as a single harmonic, it is only used to benefit from
its trigonometric features. By using the identities

1− sin2(φ) = cos(φ)2 and 1− sin(φ)4 = cos(φ)2
(
3

2
− 1

2
cos (2φ))

)
, (A.6)

the oscillation period at the resonance peak can be calculated as

T0 = 4

√
m

2 k

∫ π
2

0

1√
1
2
+ β x̂2

4

(
3
2
− 1

2
cos (2φ)

) dφ ≈ 2π

√
m

k

1√
1 + β 3

4
x̂2

, (A.7)

where the cos (2φ) term is neglected. Finally, the circular resonance frequency is
obtained by

ω0(x̂) = 2π
1

T0

≈
√

k

m

√
1 + β

3

4
x̂2 . (A.8)

Fig. A.1 shows the full simulated response of a Duffing oscillator according
to Eq. (A.1) and the peak amplitude over frequency behavior calculated by
Eq. (A.8).

A second interest is the dissipated energy per oscillation period, i.e.

Ediss(T0) =

∫ x(T0)

x(0)

γ ẋ dx

= γ

√
2 k

m
x̂2

∫ 2π

0

√
1

2
+ β

x̂2

4

(
3

2
− 1

2
cos (2φ)

)
cos(φ)2 dφ

≈ γ π ω0(x̂) x̂
2 , (A.9)

which is similar to a simple harmonic oscillator. Furthermore Eq. (A.9) is also
valid for off resonance operation points, as long as the damping forces are rela-
tively small, i.e. the trajectory is mainly defined by the springs and the mass.
Hence, the dissipated energy per period for a given amplitude x̂ and frequency f
can be calculated by

Ediss(T ) ≈ γ 2π2f x̂2 , (A.10)

as shown in the right side of Fig. A.1.
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frequency [a.u.]

   
[a

.u
.]

Figure A.1.: Simulated Duffing oscillator upsweep response of amplitude and dis-
sipated energy per oscillation period. The obtained amplitude (Left)
and dissipated energy (right) for different input amplitudes A (solid
blue) are compared to the approximations Eq. (A.8) and Eq. (A.10)
(dashed red), respectively. The maximum achieved amplitudes for
different A are marked with black crosses and coincide with the ap-
proximation.
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APPENDIX B

Collection of Proofs for Lissajous Scanning Analysis

In the following it is proven that

nXjπ
NY0

NX0

+ (−1)nXj j
π

2NX0

= nYjπ + (−1)nYj j
π

2NX0

(B.1)

is fulfilled if L in Eq. (7.23) and Eq. (7.25) is an even and 1−LNX0

K
is an odd integer.

Inserting these two conditions into the expressions for nXj and nYj yields

nXj = NX0 + (−1)NX0+j j

odd .  . .  .
1− LNX0

K
and nYj = nXj −K −

even .  . .  .
(−1)NY0+j j L .

(B.2)
With the above equations and NY0 = NX0 −K, the left and the right hand side
in Eq. (B.1) can be rewritten to

− (−1)NX0+j jπ

(
1

NX0

− L

)
+ (−1)nXj j

π

2NX0

= − (−1)NY0+j jπ L+ (−1)nYj j
π

2NX0

, (B.3)

where common terms are eliminated. By analyzing Eq. (B.2) and that either NX0

or NY0 is even while the other is odd (K is odd), the exponents in Eq. (B.3) can
be equivalently written as

(−1)NY0+j = − (−1)NX0+j , (−1)nYj = − (−1)nXj

and (−1)nXj = (−1)NX0+j . (B.4)
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Using this equivalences on both sides of Eq. (B.3) yields

−jπ

(
1

NX0

− L

)
+ j

π

2NX0

= jπ L− j
π

2NX0

, (B.5)

which is true and therefore proves the equality of Eq. (B.1).

The equivalences in Eq. (B.4) are also used to proof the sign dependency
elimination of the phase modulation function in Eq. (7.31). With the definition
of nXj it can be found that

(−1)nYj φ

(
nXj

2fX
+ (−1)nXj tj

)

= (−1)nYj φ

(
NX0

2fX
− (−1)nYj

(
j
1− LNX0

2fXK
+ tj

))
. (B.6)

As the phase modulation function is anti-symmetric regarding half a Lissajous
period shift, i.e.

φ

(
NX0

2fX
− t

)
= φ

(
T0

2
− t

)
= −φ

(
T0

2
+ t

)
= −φ

(
NX0

2fX
+ t

)
, (B.7)

the sign dependency can be eliminated.
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