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Kurzfassung

Die in dieser Arbeit behandelten forensischen Werkzeugspuren, Schuhspuren und hand-
schriftlichen Dokumente sind für die Aufklärung von Verbrechen von entscheidender
Bedeutung. Zum Beispiel können Schuhspuren, die bei Einbrüchen hinterlassen werden,
ein Indiz dafür sein, dass ein mutmaßlicher Täter den Tatort betreten hat. Anderer-
seits stellen gleichartige Schuhspuren an verschiedenen Tatorten ein Anzeichen auf eine
mögliche Tatserie dar. Obwohl forensische Beweise akribisch gesammelt und digitalisiert
werden, ist eine manuelle Suche nach übereinstimmenden Beweismitteln aus verschiedenen
Fällen in einem Archiv mit Hunderten bis Tausenden von Bildern zeitaufwändig. Daher
ist eine maschinelle Suche gewünscht, um forensische Experten bei dieser Aufgabe zu
unterstützen. Dabei ist es das Ziel Bildähnlichkeiten automatisch zu analysieren, um den
Experten die relevantesten Beweismittel zu einer Anfrage zu liefern. Diese Arbeit präsen-
tiert daher eine Methodik für den automatischen Vergleich und die Suche forensischer
Bilder. Im Gegensatz zu anderen Gebieten der automatischen Bildanalyse, wie z.B. der
ObjektklassiĄzierung, sind bei forensischen Bildern lokale Merkmale von entscheidender
Bedeutung, da sie zur eindeutigen IdentiĄzierung des Objekts oder der Person, die eine
Spur am Tatort hinterlassen hat, führen können. Um ein Ähnlichkeitsmaß für diese lokalen
Merkmale zu Ąnden, das auf das jeweilige forensische Gebiet zugeschnitten ist, wird in
der hier vorgestellten Methodik auf Metric Learning gesetzt. Dieser Ansatz ermöglicht
einen effizienten Vergleich von lokalen Merkmalen in einem erlernten Embedding. Zu-
sätzlich werden Methoden vorgestellt, die globale Abhängigkeiten der lokalen Merkmale
beschreiben, mit dem Ziel verfügbare Daten effektiver nutzen und bereichsspeziĄsche
Einschränkungen modellieren zu können.

Eine Evaluierung der vorgestellten Methodik erfolgt mithilfe von Datensätzen aus den
drei exemplarisch behandelten forensischen Bildmodalitäten. Darüber hinaus werden
in dieser Arbeit zwei neue, öffentlich zugängliche Datensätze mit Werkzeugspuren und
Schuhabdrücken vorgestellt, die explizit zum Training und zur Evaluierung von auf
maschinellem Lernen basierenden Methoden entwickelt wurden. Dazu gehört auch eine
umfassende Beschreibung der Aufnahmeabläufe zur effizienten Erfassung von etwa 7.000
forensischen Bildern. Da diese Arbeit alle Bereiche von der Erfassung und Annotierung
einer großen Anzahl von forensischen Bildern, über die Entwicklung einer an den jeweiligen
forensischen Bereich angepassten Methodik, bis zur Bereitstellung von interpretierbaren
Ergebnissen für forensische Experten beschreibt, kann sie als Vorlage für eine effektivere
Nutzung von physischen forensischen Beweisen mit Computer Vision Methoden dienen.
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Abstract

Forensic evidence, such as toolmarks, footwear impressions, and handwritten documents
treated in this thesis, is crucial to solving criminal cases. For example, footwear impres-
sions left behind during break-ins can place criminals at the scene of a crime and can
be used to link different criminal cases together. Even though such forensic evidence
is meticulously collected and digitalized, a manual search for matching evidence from
different cases in an archive of hundreds to thousands of images is time-consuming.

In order to support forensic experts with this task, a retrieval system is desired that Ąlters
the results by relevancy using automatic analysis of image similarities. Therefore, this
thesis presents a methodology for comparing and retrieving forensic images. In contrast
to other image analysis tasks, like object classiĄcation, for forensic images, Ąne-grained
local characteristics are crucial since they can uniquely identify the object or person that
has left behind a trace on the crime scene. For toolmarks and footwear impressions, such
characteristics occur, for example, due to damages or wear. Since they have the potential
to yield the highest evidential strength, such individual characteristics are the most
powerful during an examination. The proposed methodology facilitates metric learning
to learn a similarity measure that is speciĄc for each forensic domain addressed. This
approach allows efficient comparison of local characteristics in a learned embedding space.
In order to utilize the available data more effectively and provide a mechanism to enforce
domain-speciĄc constraints, methods for modeling the global context by combining local
characteristics are presented.

The proposed methodology is evaluated using datasets from the three exemplary forensic
image modalities addressed, i.e., toolmarks, footwear impressions, and handwritings.
Further, two new publicly available datasets are presented, explicitly designed to train
and evaluate learning-based methods for retrieving forensic toolmark images and footwear
impressions. This includes a comprehensive description of the acquisition workĆows
developed to efficiently acquire about 7,000 forensic images.

Since this thesis describes the efficient acquisition and annotation of a large number of
forensic images, the development of a methodology adapted to each forensic domain
addressed, and an evaluation focused on providing interpretable results to forensic experts,
it can be seen as a blueprint for utilize physical forensic evidence more effectively with
computer vision methods.
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CHAPTER 1
Introduction

Forensic evidence treated in this thesis are toolmarks, footwear impressions, and handwrit-
ten documents. Such forensic evidence is crucial to solving crimes. For example, footwear
impressions left behind during break-ins can place criminals at the scene of a crime and
can be used to link different criminal cases together. Even though forensic evidence is
meticulously collected and photographed, a manual search for similarities of evidence
from different cases in an archive of hundreds to thousands of images is time-consuming.
In order to help the forensic experts detect linked cases in an extensive database of
forensic images, a retrieval system is desired that Ąlters the results by relevancy using
automatic analysis of image similarities.

Even though forensic experts from different Ąelds face the same problem of Ąnding
matching samples in extensive collections of physical evidence, the actual expertise
needed is dependent on the type of forensic evidence. Furthermore, the techniques for
acquiring digital images of such forensic evidence vary signiĄcantly between different
forensic domains, from images photographed under the microscope with varying lighting
conditions, images taken directly at crime scenes, images from lifters or 3D molds, and
scanned images from sheets of paper. Therefore, three exemplary forensic domains
(toolmarks, footwear impressions, and writer retrieval) were selected for this thesis to
analyze which challenges are conceptionally similar and which difficulties are speciĄc to
the individual domain.

Generally speaking, for a given set of forensic images, four tasks can be identiĄed
utilizing an image similarity measure, namely veriĄcation, identiĄcation, retrieval, and
classiĄcation, as shown in Figure 1.1 in the example of handwritten documents. These
tasks mainly differ in the number of input samples and nature of the result [ALV11].
For example, for veriĄcation, only two samples have to be compared using a similarity
measure, and the result is a binary decision, i.e., matching or non-matching. Likewise, the
similarity of a sample to a limited number of classes has to be determined for classiĄcation.
In contrast, identiĄcation and retrieval involve a comparison with all the samples in the
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1. Introduction

Figure 1.1: Processing tasks dealing with the similarity of handwritten document im-
ages [ALV11].

dataset to either identify who/what created the sample or retrieve all similar samples
respectively. Consequently, the retrieval in databases that contain thousands of images
involves computing the similarity of thousands of image pairs.

As this thesis focuses on retrieving forensic images, an efficient way to compute such simi-
larities is required by Ąnding compact representations of the distinguishing characteristics
of forensic images.

1.1 Forensic Images

The research described in this thesis involved working with forensic experts from the
Austrian Police and the Criminal Intelligence Service Austria (from now on referred to
as Austrian Police) on three publicly funded security research projects. The domains
selected, i.e., toolmarks, footwear impressions, and writer retrieval, were guided by the
demand of the forensic experts in Austria for automatic comparison of such forensic
evidence. The primary source for the forensic challenges presented in this section is
the forensics expertsŠ experience of the Austrian Police shared while working on these
research projects.

1.1.1 Toolmarks

In case crimes are committed with the help of tools, toolmarks may be left behind.
For instance, a common way of forced entry in Europe is lock-snapping. For this, a
tool (for example, adjustable wrenches or locking pliers) is used to snap, i.e., break the
lock. First, the part of the lock that sticks out of the door is gripped securely with
the tool. Subsequently, in a back-and-forth motion, the tool is used to exert leverage
on the mounting point of the lock that sits inside the door, which is the weak point of
the cylinder lock and breaks if enough force is applied. Lock-snapping is visualized in
Figure 1.2 on the left. The technique leaves an imprint of the tool used on the cylinder
lock in the contact area, i.e., a toolmark unique to the tool used.

As an example, Figure 1.2 on the right shows multiple toolmarks of the same tool
on a broken lock cylinder. By comparing two different toolmarks using a comparison
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1.1. Forensic Images

Contact Area

Weak Point

Door

Tool

Toolmarks

Weak Point

Figure 1.2: Illustration of lock-snapping. The cylinder lock snaps in half at the weak
point, and toolmarks are left in areas where the tool is in contact with the lock. In this
example, multiple toolmarks are visible on the snapped lock.

microscope, forensic experts can assess if the marks were made using the same tool. This
analysis is conducted by searching for matching local characteristics. Subsequently, the
positional relationship between such local matches is reviewed to ensure consistency in a
global context. In Figure 1.3 and Figure 1.4 such a comparison is shown on impression
toolmarks and striated toolmarks, respectively. The matching local characteristics are
marked with matching colors in these examples. Similar to other forensic evidence found
at crime scenes, toolmarks can either be used to conĄrm that a seized tool was used
to commit a crime or to link multiple cases together and thereby signiĄcantly support
the investigation of such offenses. Furthermore, the toolmarks found on these locks are
crucial as evidence in the following court cases. Nevertheless, the manual examination
and comparison of the toolmarks found is time-consuming due to the number of burglaries
occurring every year (between 4,691 and 15,428 per year in Austria, according to the
Ministry of the Interior [BMI22])

For the automated comparison and retrieval of toolmark images from the same tool,
several challenges can be identiĄed:

Lighting The visibility of the toolmark characteristics is heavily dependent on the light-
ing conditions. In order to allow discrimination of surface structure and toolmarks,
lighting from oblique angles is needed to emphasize edges perpendicular to the
lighting direction. Since the tools are not always used at the same angle, the opti-
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1. Introduction

Figure 1.3: Matching local characteristics of two toolmark impressions made by the same
tool.

Figure 1.4: Matching local characteristics of two striated toolmarks made by the same
screwdriver.

mal lighting direction varies between toolmarks. Consequently, images of different
lighting directions must be compared as the lighting can not be standardized.

Materials & Force Applied Depending on the toolŠs and surfaceŠs materials and the
force used, the depth and clarity of the toolmark impression vary. Small structures
vanish in case the material is soft, and movement of the tool leads to blurred
toolmarks.

Individual Characteristics The toolmark characteristics can be divided into char-
acteristics shared by all tools of the same model and individual characteristics.
Individual characteristics can either be unique characteristics due to the production
process or damages due to wear (e.g., chipped-off pieces). During an examination,
individual characteristics are the most powerful, as they have the potential to yield
the highest evidential strength. Even though tools from the same assembly line
share some characteristics, individual characteristics for each tool are still present.
Nevertheless, shared characteristics can also have value, especially if the individual
characteristics are absent.
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1.1. Forensic Images

Acquisition System Since toolmarks considered in this work are photographed using
a microscope, technical parameters of the acquisition system, such as the cameraŠs
resolution and optics, the depth of Ąeld, and the microscope used, have to be
considered. The resolution for instances deĄnes if the Ąne-grained individual
characteristics can still be distinguished. Similarly, a shallow depth of Ąeld leads to
parts of the image being out of focus.

The main challenge for a similarity measure for toolmarks is detecting and comparing
the characteristics of the tools while being invariant to varying parameters like angle of
attack, substrate material, and lighting conditions. Such a similarity measure on the one
hand has to be sensitive enough to distinguish the Ąne-grained individual characteristics
and on the other hand robust enough to be invariant to changes in the aforementioned
parameters.

1.1.2 Writer Retrieval

Writer retrieval is the task of retrieving document images with similar handwriting from
a dataset. Experts then analyze this ranking, and thus new documents from the same
writer can be found in an archive. Furthermore, if multiple documents from a single
writer are found, connections between different historic manuscripts can be discovered.
In the modern context, writer retrieval methods are used in forensics to analyze, for
example, ransom or threat letters. It can link different letters and improve the chances
of Ąnding the author. In contrast to writer retrieval, writer identiĄcation is the task
of Ąnding the writer of a speciĄc document. The writer has to be known in advance
and their handwriting already analyzed for comparison. The procedure can be used to
identify the writer of an unknown document in case several possible authors come into
question.

Law enforcement agencies in Austria possess an extensive collection of handwritten
documents. This collection includes, for example, documents belonging to open cases and
reference samples from suspects and prisoners. However, these collections of documents
can only be utilized to a limited extent since, for the identiĄcation of an unknown writer,
all documents have to be compared manually by handwriting experts. By providing
forensic experts with a writer retrieval system that allows for the search of similar
handwritings, identifying unknown writers by handwriting experts can be expedited
since only a small number of documents with similar handwritings have to be compared
manually. Ideally, such a retrieval only requires digitalizing the handwritten documents
using an image scanner to utilize the proposed system. This system also provides an
effortless way to utilize existing databases with handwritten documents.

The handwriting style of people depends on different parameters like which pen is used
or external inĆuences such as distractions by something or someone. Thus, a personŠs
writing exhibits slight changes from document to document, but also within a document
itself, small variations occur. Figure 1.5 on the left shows a sample page from the CVL

5



1. Introduction

Figure 1.5: Samples from the CVL dataset. On the left, the writer used two different
pens; therefore, the handwriting looks different. The image on the right shows crops
where the German word ŞDannŤ is written four times by the same writer and looks
different each time.

Database [KFDS13] where the writer changed the pen during writing. The handwriting
looks different at Ąrst glance, but by taking a detailed look at, for example, the word
ŞtheŤ, it can be seen that the same person wrote all four text lines. Figure 1.5 on the right
shows another sample of the CVL Database with a text containing the German word
ŞDannŤ four times. The word is never written exactly the same way; slight variations
occur in different characters. When applied to real-world samples, methods for writer
identiĄcation and retrieval have to deal with variations like these. In the forensic context,
writers may also intentionally modify their handwriting to prevent a comparison, e.g.,
common for threat letters or reference documents that suspects or inmates have been
ordered to write.

In contrast to toolmarks and footwear impressions, the positional relationship between
local characteristics does not deĄne the writing style but the written text instead. The
similarity of handwriting is deĄned by reoccurring local characteristics, like loops, that
occur in different positions on the handwritten text. Figure 1.6 illustrates matching local
characteristics with two handwritten texts by the same writer.

Figure 1.6: Matching local characteristics in two handwritten text by the same writer.

In contrast to toolmarks and footwear impressions, a personŠs handwriting can even
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1.1. Forensic Images

heavily change when captured under laboratory conditions. The following challenges can
be identiĄed:

People In contrast to toolmarks and footwear impressions, for handwritings the goal is
not to identify the object used to create the handwriting but the person creating it.
Therefore, its appearance is not only inĆuenced by the writer but also the pen used.
Like the wear of a tool or shoe, a personŠs handwriting is not Ąxed and changes
over time, i.e., the handwriting can change with the writerŠs age. However, the
handwriting can even vary on the same page due to the writerŠs state of mind and
external inĆuences like distractions.

Writer Invariant The characteristics of handwriting are hidden under changing text,
and thus, it is not enough to just compare local characteristics and their positions;
instead, the distribution of strokes that make up a handwritten page has to
be considered. The goal is to Ąnd the writer invariant, i.e., the reoccurring
characteristics in the handwriting.

Text Automatic comparison of handwritings must ignore the actual text and only
compare the writing style. As the written text is not always the same, speciĄc words
cannot be compared but just parts of the writing, like strokes, single characters, or
frequently occurring character combinations like ŚthŠ.

Type and Alphabet The handwriting style of a writer can vary with the type of
handwriting, i.e., cursive, print, or modern cursive. That means that even the same
sentence written in cursive may look different from that written in print. Such
variations are even more signiĄcant when handwritten documents from different
alphabets have to be compared, e.g., Latin and Greek.

1.1.3 Footwear Impressions

Since footwear impressions are frequently found at various crime scenes, they are a
valuable source of evidence for criminal investigations. Especially for crimes committed
mainly by serial offenders, like burglaries, comparing footwear impressions from different
crime scenes allows investigators to link multiple cases together. Analogous to toolmarks,
if a suspect is apprehended, the individual features of the footwear can prove that a speciĄc
shoe made a footwear impression, i.e., the suspectŠs shoe was at the scene of the crime.
Forensic experts investigate the individual wear, damages, and manufacturing marks to
prove this. Similar to toolmarks, this process is time-consuming and cumbersome.

However, footwear impressions are more common, and collections with footwear impres-
sions by the Austrian Police contain thousands of images. Consequently, only a fraction
of footwear impressions in these collections can be utilized without an automatic system
that limits the number of necessary manual comparisons made by the forensic experts to
the most similar footwear impressions. Furthermore, for time-sensitive cases it is crucial
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1. Introduction

to produce solid evidence to an investigator in time, e.g., when a suspect is being held in
investigative custody and would otherwise have to be release.

In contrast to toolmarks, the model characteristics are the most prevalent for footwear
impressions and can be used to narrow the search signiĄcantly without considering
individual characteristics or wear. For example, Figure 1.7 shows a selection of common
patterns found on shoe models. These patterns can also be employed to identify the
shoe model using a reference database, which can aid investigators in searching for a
suspect. However, as shown in Figure 1.8, these patterns are deĄned by reoccurring local
characteristics, which requires a comparison of the distribution of the characteristics.
Nevertheless, due to factors like wear, how the impressions are made, and the acquisition
process, these local characteristics can change the appearance or not be visible in some
parts of the footwear impression.

Figure 1.7: Multiple shoe models with distinct patterns.

To further narrow the search, individual characteristics can be compared to Ąnd multiple
impressions of the same shoe. Similar to toolmarks, this includes characteristics created
during production and blemishes due to wear. These individual characteristics can be
compared similarly to toolmarks by Ąnding multiple matching local characteristics and
ensuring that their two-dimensional relationship matches.

For footwear impressions, the following domain-speciĄc challenges can be identiĄed:

Quality Differences The methodology has to consider the quality difference of footwear
impressions collected at crime scenes and reference impressions of brand-new shoes
created in a constrained environment. Footwear impressions found at crime scenes
contain extensive noise and seldom show the whole shoe. Besides, multiple im-
pressions from different shoes can overlap, and shoe soles change due to wear.
Furthermore, images from shoe soles provide additional challenges, such as deter-
mining from a 2D image which part of the sole touches the Ćoor, i.e., leaves an
impression.

8



1.2. Research Questions

Figure 1.8: Reoccurring local characteristics highlighted on two footwear impressions
made with the same shoe. The colors encode visually similar characteristics. Due to
the acquisition process and how the impressions were made, these characteristics do not
match in some parts.

Model Characteristics Even though a great variety of patterns are used to make shoe
soles stand out, these patterns are not always unique to a speciĄc model. The
manufacturer often utilizes the same patterns for different models, and some types
of shoes show very similar patterns across different manufacturers.

Acquisition There are different methods for securing footwear impressions; for instance,
photographs are taken directly at the crime scene, gelatin or electrostatic lifters,
and even 3D molds. This variety leads to signiĄcant differences in the captured
impression images.

1.2 Research Questions

The main goal of this thesis is a methodology for retrieving forensic images of the
presented domains to support the work of forensic experts. The research presented aims
to answer the following research questions to achieve this goal:

9



1. Introduction

Can deep learning allow a shared methodology for Ąnding image similarities
in different forensic domains?

Even though a retrieval system can similarly assist experts of different forensic domains,
the forensic images and the challenges involved vary signiĄcantly, as shown in the previous
section. Therefore, this thesis examines the applicability of learning-based approaches for
creating a similarity measure that ideally merely needs to be retrained for each modality
while keeping most of the algorithm agnostic to the speciĄc domains. Thus, this work
explores how common approaches can be found for different forensic domains.

What are the shared concepts of the examined forensic image modalities?

The three forensic image modalities (toolmarks, footwear impressions, and handwritings)
are analyzed to deĄne which challenges are conceptually similar and which are speciĄc to
the individual domain. In contrast to other image analysis tasks, like object classiĄcation,
Ąne-grained local characteristics are as important as their global context for forensic
images. First, this thesis investigates how these local characteristics from forensic images
can be extracted to Ąnd matching local characteristics by computing their similarity.
Subsequently, as presented in the previous section, the matching local characteristics
must be placed into a global context to ensure that these local matches are consistent.
Consequently, this thesis explores how this global context differs between the forensic
domains considered. Furthermore, since the image modalities considered are diverse,
with images photographed under the microscope with varying lighting conditions, images
captured directly at crime scenes, images from lifters or 3D molds, and scanned images
from sheets of paper, shared ways for efficiently acquiring, preprocessing, training and
evaluating such data are explored.

How can the characteristics in the images be represented to enable an
efficient search and comparison in databases?

In order to assist forensic experts, the search in a database of forensic images needs to
be fast. The computational effort for image retrieval is dependent on how efficiently a
comparison with all images in a reference database can be performed. Typically, such a
comparison involves evaluating a distance metric for the query image and each of the
images in the reference database. Therefore, this thesis aims to discover ways to Ąnd a
compact representation of the distinguishing characteristics of forensic images to allow
the utilization of efficient distance metrics like the L2 distance.

1.3 Contribution

The main contribution of this thesis is a methodology to compare forensic images
automatically. In contrast to other image retrieval tasks, like object classiĄcation,
Ąne-grained local characteristics are as important as their global context for forensic
images. Therefore, the proposed methodology facilitates metric learning to learn a
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1.3. Contribution

similarity measure that is speciĄc for each forensic domain addressed. This approach
allows efficient comparison of local characteristics in a learned embedding space. In
order to utilize the available data more effectively and provide a mechanism to enforce
domain-speciĄc constraints, methods for modeling the global context by combining local
characteristics are presented. The proposed methodology is not one algorithm that Ąts
all forensic domains. Nevertheless, it presents a core metric-learning-based approach
that is adapted to handle local characteristics that are connected in a tightly constrained
way (toolmarks), local characteristics that require compact modeling of their combined
distribution (handwritings), and a combination of both (footwear impressions). The
proposed methodology is developed and evaluated using the three exemplary forensic
image modalities, i.e., toolmarks, footwear impressions, and handwritings. Furthermore,
two new publicly available datasets were created explicitly designed to train and evaluate
learning-based methods for forensic toolmark images and footwear impressions as part of
this research.

Since this thesis describes all necessary steps from the efficient acquisition and annotation
of a large number of forensic images, to the development of a methodology adapted to
each forensic domain addressed, and an evaluation focused on providing interpretable
results to forensic experts, it can be seen as a blueprint for how to utilize physical forensic
evidence more effectively with computer vision methods. The following sections describe
the domain-speciĄc contributions in detail.

1.3.1 Toolmarks

Section 4.1 presents a metric-learning-based methodology for comparing striated tool-
marks and impression toolmarks. To the best of my knowledge, the proposed methodology
is the Ąrst that utilizes convolutional neural networks for comparing striated toolmarks.
The evaluation in Section 5.2 demonstrates that the proposed TripNet can adapt to
differences in angle of attack of 15◦ to 60◦, which is the primary challenge for matching
striated toolmarks of the NFI dataset [BKP+14]. Furthermore, the beneĄts of the pro-
posed uncoupling of local characteristics from the global context for comparing striated
toolmarks of unseen tools are demonstrated.

The proposed methodology is the Ąrst approach for automatically comparing toolmarks
that has been developed and also tested on toolmark impressions, according to a survey by
Baiker et al. [BHK+20]. The achieved performance demonstrates that with a probability
of more than 70%, a matching toolmark can be found in case 20% of the images in a
database of cylinder locks from real criminal cases are retrieved. The datasets developed
for this evaluation, FORMS-Locks described in Section 3.1, is the Ąrst publicly available
dataset with images from real criminal cases in the Ąeld of forensic toolmark comparison.
It contains 3,046 images of 197 cylinders from 48 linked criminal cases captured using a
comparison microscope in 11 different lighting conditions. Further, matching image regions
in the toolmark images were manually annotated using an annotation tool developed
as part of this work. Hence, in contrast to other datasets in this Ąeld, additionally to

11



1. Introduction

the images and class labels, annotated local image similarities are provided to allow the
evaluation of local image similarity measures in the context of forensic images.

The methodology for comparing striated toolmarks and impression toolmarks presented
in Section 4.1, the evaluation described in Sections 5.2 and 5.3, as well as the FORMS
toolmarks dataset presented in Section 3.1 are based on the following peer-reviewed
publications:

• Manuel Keglevic and Robert Sablatnig. Learning a Similarity Measure for Striated
Toolmarks using Convolutional Neural Networks. In 7th International Conference
on Imaging for Crime Detection and Prevention (ICDP), pages 1Ű6. IET, 2016

• Manuel Keglevic and Robert Sablatnig. FORMS Ű Forensic Marks Search. In
Proceedings of the OAGM & ARW Joint Workshop 2017, pages 111Ű112. Verlag
der Technischen Universität Graz, 2017

• Manuel Keglevic and Robert Sablatnig. FORMS-Locks: A Dataset for the Evaluation
of Similarity Measures for Forensic Toolmark Images. In In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops,
pages 1890Ű1897. IEEE, 2017

• Manuel Keglevic and Robert Sablatnig. Retrieval of striated toolmarks using
convolutional neural networks. IET Computer Vision, 11(7):613Ű619, 2017

• Manuel Keglevic and Robert Sablatnig. Semi-Automatic Retrieval of Toolmark
Images. In Proceedings of the OAGM Workshop 2018, pages 98Ű101. Verlag der
Technischen Universität Graz, 2018

Writer Retrieval

Section 4.2 presents a novel methodology for writer retrieval and identiĄcation based on
learning an embedding representing the similarity of patches extracted from handwritten
document images. Even though the proposed method does not match Christlein et
al.Šs [CBA15] performance using the VLAD encoding (88.0%) with a MAP of 86.1% on
the ICDAR 2013 dataset, it demonstrates that metric learning can be utilized to learn
the local characteristics of a writerŠs writing style. Furthermore, a naive averaging of
the embedding vectors achieves a MAP of 70.3%, which demonstrates that the learned
embedding is able to capture the similarity of the local characteristics of the handwriting.
In addition, a detailed evaluation of compactly encoding the distribution of such local
characteristics using a Fischer Vector and VLAD is given. The methodology in Section 4.2
and evaluation for writer retrieval and identiĄcation in Section 5.4 are based on the
following peer-reviewed publication:

• Manuel Keglevic, Stefan Fiel, and Robert Sablatnig. Learning Features for Writer
Retrieval and IdentiĄcation using Triplet CNNs. In 2018 16th International Con-
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ference on Frontiers in Handwriting Recognition (ICFHR), pages 211Ű216. IEEE,
2018

Footwear Impressions

The methodology for comparing footwear impressions presented in Section 4.3 and
evaluated in Section 5.5 demonstrates the applicability of an end-to-end based approach
for learning forensic image similarity. This is enabled by the Impress dataset described
in Section 3.2, which was explicitly designed to allow the end-to-end training of neural
networks. The proposed methodology allows an efficient search for similar impressions in
a euclidean embedding. Furthermore, it is rotationally invariant and invariant (to some
degree) to translations, scales, and aspect-ration change. Thus, even though the proposed
methodology cannot match the retrieval performance on the FID-300 dataset [KV16] of
state-of-the-art approaches, like [KV16] and [KSRF19], it is more Ćexible and efficient
since it does not require a time-consuming template-matching-like dense search for the
best matching rotation and translation as these approaches. Additionally, the evaluation
demonstrates that the proposed Impress dataset is diverse enough to train a Ćexible
similarity measure that can handle samples from other datasets. The acquisition line
designed for the Impress dataset allows an efficient collection of a mix of realistic but time-
consuming and less realistic but less time-consuming impressions. The dataset is larger
than any other publicly available footwear impression dataset, like the FID-300 [KV16]
dataset and Richetelli et al.Šs [RLL+17] high-resolution dataset, and contains 11 unique
impressions for each shoe pair with over 4,000 images of 300 different pairs of shoes.

The presented methodology in Section 4.3, evaluation for footwear impression retrieval
in Section 5.5, and description of the Impress dataset in Section 3.2 are based on the
following peer-reviewed publication:

• Manuel Keglevic, Silvia Wilhelm, and Robert Sablatnig. Impress: A forensic
footwear impression dataset. In 9th International Conference on Imaging for Crime
Detection and Prevention (ICDP), pages 99Ű104. IET, 2019

• Manuel Keglevic and Robert Sablatnig. Impress: Forensic Footwear Impression
Retrieval. In Proceedings of the ARW & OAGM Workshop 2019, pages 167Ű169.
Verlag der Technischen Universität Graz, 2019

1.4 Thesis Structure

This thesis is structured as follows: Firstly, in Chapter 3 the datasets created in the course
of this thesis are presented in detail. This chapter includes a comprehensive description
of the acquisition workĆows developed to acquire about 7,000 forensic images efficiently.
Subsequently, Chapter 2 presents related work for automatically comparing toolmarks,
handwritings, and footwear impressions, as well as general methods for computing image
similarities using convolutional neural networks. In this section, an emphasis is placed on
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metric-learning-based approaches. Afterward, in Chapter 4 the proposed methodology is
described in detail, which includes the core metric-learning-based approach that is similar
for all three forensic domains considered and the separate adaptions for each forensic
domain. The methodology proposed is then evaluated in Chapter 5 on the datasets
created in Chapter 3 and publicly available datasets. Finally, Chapter 6 summarizes the
work presented in this thesis.
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CHAPTER 2
State of the Art

In this chapter, Ąrst, related work for the automatic comparison of toolmarks, footwear
impressions, and handwritings is presented in Section 2.1. Although prior work on utilizing
automated approaches exists for all three forensic domains discussed, for toolmarks and
footwear impressions, these papers focus more on acquisition methods, reproducibility,
and statistical support for the work of forensic experts than on methods for automatically
comparing such samples. In contrast to that, handwriting has been a focus of the
computer vision community for a long time, and work on handwritten digits even led
to the foundation of Convolutional Neural Networks (CNNs) [LBD+89]. Consequently,
for the comparison of handwritings, this section focuses on computer vision approaches
for writer retrieval and identiĄcation. Additionally, the available public datasets are
presented for each domain. Special attention is given to the applicability of these datasets
for learning-based training and evaluation strategies.

Subsequently, in Section 2.2 computer vision methodologies for image comparison are
presented to allow for a detailed investigation of the potential improvements achieved
by introducing such approaches into the forensic Ąeld. In particular deep-learning-based
methods have shown to be adaptable for many Ąelds and have replaced traditional
methods as the current state of the art in computer vision applications, like classiĄcation,
segmentation, object detection, and generative models [MBL20]. This section focuses
mainly on methods based on deep metric learning since it allows for fast retrieval of
similar images from collections containing thousands of reference images as each image is
encoded as an embedding vector [MBL20].

2.1 Forensics Images

Similarly to identifying an individualŠs identity using physical, chemical or behavioral
attributes of a person [JFR07], forensic examiners are tasked with identifying the marks
or impressions left on crime scenes [Pet11] by objects. In case of biometrics, automated
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searches for Ąngerprints became routine in 1983 by the FBI using the Automated
Fingerprint IdentiĄcation System (AFIS) [RB04]. Such systems utilize the anatomy of
a ĄngerprintŠs local ridge structure which consists mainly of ridge endings and ridge
bifurcations [RB04]. The relational data between these structures is then compared to
produce Ścandidate matchesŠ that can further be investigated by human experts [RB04].
Other biometric Ąelds involving the comparison of more complex structures have achieved
renewed focus due to modern deep learning based methodologies [SKP15, PVZ15]. In
biometrics, the forensic data is not limited to images but also indirect data like keystroke
dynamics [TTY13] or chemical data as DNA [Pet11]. Nevertheless, the application of
forensic images is not limited to the identiĄcation of a person or object, but also includes
the automatic detection of alterations in digital images or videos [LL19, ANYE18, GD18],
for example.

Like biometrics, this thesis focuses on Ąnding similarities between forensic samples in
order to facilitate the retrieval of likely matches. First, Section 2.1.1 presents related work
on the diverse forensic Ąeld of toolmarks, which includes not only marks made by hand
tools but also marks left in knife wounds. Secondly, in Section 2.1.3 state-of-the-art writer
retrieval and identiĄcation methods are compared, and subsequently, in Section 2.1.2
automated approaches for the comparison of footwear impressions are presented. Finally,
the differences between the state of the art of the presented forensic domains are discussed
in Section 2.1.4.

2.1.1 Toolmarks

When a tool or object is placed against another object with enough force, the impression it
leaves is deĄned as a tool mark [PC13]. Since toolmarks can be made with different tools
or objects, the Ąeld of toolmarks is very diverse and contains multiple subdomains. For
investigations concerning major criminal offenses like homicides, the forensic comparison
of toolmarks can be very important [Pet11]. Examples for this are toolmarks found in
wounds caused by knifes [PC13], toolmarks found on padlocks that have been cut by a
bolt cutter [FVNT15], cutter marks on thin (mm-sized) wires [HKB+14], screwdriver
marks left when these tools are used to pry open a window [MWB+20, BKP+14] and
marks left by wrenches on gas pipes [Pet11]. Furthermore, even though not considered
tools [Pet11], Ąrearms, are the primary cause of death in homicides, and their use leaves
marks on the cartridge case and the bullets themselves similar to toolmarks [PC13].
More examples can be found in the books by Nicholas Petraco [Pet11], and Baldwin et
al. [BBFR13]. The latter also gives a detailed introduction to how tools are manufactured
and how wear affects the characteristics of the tools and the toolmarks, i.e., the features
of toolmark patterns.

In the year 1993, the validity of comparative forensic examination of toolmarks was
challenged in court in the United States by the ŞDaubert v. Merell Dow Pharmaceuticals
Inc.Ť decision, which led to the forensic community focusing on obtaining statistical
support for the notion of the uniqueness of toolmark patterns [SCE+15b], i.e., on showing
that forensic toolmark examination is not an art, but science [Pet11]. The idea was to
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show the existence of Şmeasurable features with high degree of individualityŤ [BJJK10]
to validate the identiĄcation of matching toolmarks as forensic evidence in court. Even
though others [PTB11] pointed out that uniqueness is irrelevant and it is more important
to use scientiĄc methods to quantify the actual likelihood of an error, i.e., the likelihood
of a mistake or misinterpretation by the forensic expert [PTB11], this led to works with
the goal of showing the uniqueness of toolmarks that help understand how toolmark
features look like, how they change between different tools, and how the manufacturing
process, wear, substrate material and other factors inĆuence the features.

For analyzing toolmarks automatically, Ąrst, 2D or 3D imaging of the forensic specimens
is required. For ballistics, there have been publications on digital imaging since the
1970s [GBJ13] and in a survey from 2013, Gerules et al. [GBJ13] give an overview
of 2D and 3D imaging techniques that are also relevant to toolmarks. In addition
to laser scanning and mechanical probing, optical methods like scanning white light
interferometry and confocal microscopy can be utilized to acquire a 3D surface topology
of toolmarks [BPZ15]. For example, Baiker et al. [BPZ15] use an Alicona InĄnite Focus
Microscope with an optical system employing white light focus variation to capture
toolmarks made by screwdrivers. For 2D imaging, toolmarks can be photographed using
digital cameras at crime scenes or in the laboratory [Pet11] or using a forensic comparison
microscope with a digital camera [BKP+14]. Similarly, Heikkinen et al. [HKB+14] utilize
optical methods to obtain toolmark proĄles of cuts made with different cutters, and
they conclude that using 3D imaging, a manual matching of the corresponding proĄles is
possible since there are enough features visible even when wear is introduced.

Other than wear, Baiker et al. [BPZ15] show that the substrate material inĆuences the
quality of the toolmark, which can lead, for instance, to a more prominent replication of
the surface structure of the tool. However, they notice that the difference is subtle and
primarily for structures in the 5Ű10 µm range and that wax is a better alternative to lead
as a substrate material. Similarly, they show that toolmark similarity and variability
depend on the angle of attack and the depth of the toolmark, with shallower toolmarks
offering a better quality [BPZ15]. For their investigations, they used two similar types
of slotted screwdrivers, which should have unique surfaces due to the manufacturing
process [BPZ15]. Similar experiments were conducted by Puentes et al. [PC13] using
three different knives and ribcages of 6 male cadavers to investigate the reliability of
cut mark analysis in human costal cartilages. They show that class characteristics of
the knives can reliably be identiĄed using the striation patterns created by the knives.
However, they note possible limitations due to the small number of individuals manually
producing the cuts (two) and the small number of different knives used (three) in the
experiments.

The ŞDaubert v. Merell Dow Pharmaceuticals, Inc.Ť decision also led to the devel-
opment of computer-based methods for the automatic comparative examination of
toolmarks [SCE+15b]. Even though comparing toolmarks has proven to work in the
Ąeld and Murdock et al. [MPT+17] argue that other errors in criminal cases are way
more common than errors due to toolmark comparison, methods that have a known or
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potential error rate are desired by the forensic community [MPT+17]. In contrast to
DNA proĄling, which allows for the calculation of the Random Match Probability (RMP),
there is no RMP for toolmark comparison and other forensic evidence like Ąngerprints,
shoe prints, or tire tracks [MPT+17]. For many publications in this Ąeld, the automatic
comparison of toolmarks acts in this regard just as a means to prove that (manually)
comparing toolmarks works and is meant to provide objectivity to the subjective Ąeld of
toolmark comparison.

Traditionally, Consecutive Matching Stria (CMS) is used by examiners to determine if
two striae marks match as a quantitative identiĄcation criterion [CTSV13]. By aligning
the striation patterns of striated toolmarks, the number of consecutive matching stria
is used to deĄne if toolmarks are identiĄed as a match by the expert [CTSV13]. Using
3D surface scans, Chu et al. [CTSV13] propose the automatic detection of striation of
bullet surfaces by using a heuristic for detecting stria based on peaks and valleys in the
Gaussian band-pass Ąltered cross-section proĄles.

For the comparison of striated toolmarks, a variety of methodologies [BJJK10, BKP+14,
BPZ15, BPG+16, CTSV13, CMK+10, PCDF+12] operate on 1D proĄles extracted from
either 2D images or 3D surface scans of the striated toolmarks. After preprocessing,
similarity scores are commonly computed using either global [BKP+14, BPZ15, BPG+16]
or local [CMK+10, BJJK10] cross-correlation. Bachrach et al. [BJJK10], for instance,
propose the use of locally normalized squared distances, i.e., cross-correlation, as a
similarity measure, which they call relative distance. This approach is also proposed
by the National Institute of Standards and Technology (NIST) for comparing ballistic
toolmarks [RCLJ15, SV00]. In contrast to computing a similarity measure, Petraco
et al. [PCDF+12] propose a classiĄcation approach based on machine learning. In the
Ąrst step, Principal Component Analysis (PCA) and Linear discriminant analysis (LDA)
are used for dimensionality reduction of the input proĄles. The identity of the tool, i.e.,
the class, is then predicted using Support Vector Machines (SVM).

Mattijssen et al. [MWB+20] investigate the reliability of forensic Ąrearm examiners and
compare their performance to an automated method that is based on [BKP+14]. In this
work, similarly to the striated toolmarks treated by Baiker et al., they compute 1D proĄles
from 2D images and 3D surface scans of the striation pattern of the Ąring pin on the
cartridge case of test shots from 200 Glock pistols. After frequency Ąltering and adjusting
for scale and registration, they compute a similarity score using cross-correlation. For
validation, they show 60 comparisons to 77 forensic Ąrearm examiners. Their automated
approach is better suited to identify known matches with a true positive rate of 94.7%
compared to 93.2%. However, in their studies, forensic Ąrearm examiners are more
reliable at identifying known non-matches with a true negative rate of 81.0% vs. 77.3%
for the automatic comparison of 3D surface scans. For the proĄles computed from the
2D images, their method only reaches a true negative rate of 54.5%, which shows that
their method does not work well with 2D image data. Nevertheless, they noticed that
the results vary signiĄcantly among individuals, with a 95% conĄdence interval of [0.773,
0.847] for the true negative rate and [0.915, 0.949] for the true positive rate.
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The common challenge for comparing striated toolmarks lies in detecting and comparing
individual, class, and sub-class characteristics of the tools [BKP+14]. Further, parameters
like angle of attack (α), substrate material, and axial rotation have a signiĄcant impact
on toolmarks [BPZ15]. Baiker et al. [BKP+14] show that when comparing toolmarks
with different α, for differences of 30°, the error rate is more than an order of magnitude
higher than for differences of 15°, i.e., the false discovery rate increases from 3.00% to
36.67%. Ekstrand et al. [EZG+14] create virtual toolmarks using a digitalized 3D version
of the toolŠs tip and compare these to toolmarks on lead plates with a difference in α of
±5Ű10◦ to circumvent these issues. They show that this approach can correctly identify
matches with zero positives and two false negatives using the same cross-correlation-based
approach as Baiker et al. [BKP+14]. However, this methodology fails to correctly match
toolmarks that were created with differences over 25.3°in α [SCE+15a]. To circumvent
these shortcomings, Spotts et al. [SCE+15a] create virtual toolmarks at different α to
correctly identiĄed all known matches of the physically created toolmarks without any
false positives using the same methodology.

However, all approaches described above rely on striated toolmarks created under labora-
tory conditions with Ąxed angles of attack, constrained lighting conditions, high-resolution
3D surface scans, and hand-selected tools and surface materials. Baiker et al. [BHK+20]
provide an extensive summary of the work done in this Ąeld in the years 2016-2019.
In their survey, they found that although there has been extensive work on comparing
striated toolmarks, the methodology described in Section 4 is the Ąrst publication on
toolmark impressions.

Datasets

Even though there have been several publications on the creation of 2D and 3D toolmark
datasets by systematically creating toolmarks and using imaging techniques to digitize
these marks, only the NFI Toolmark dataset, created by Baiker et al. [BKP+14], was
made publicly available. Baiker et al. use 50 off-the-shelf screwdrivers of two different
models in their work. A detailed description of the dataset is given in Section 5.2.1.
Other publications in this Ąeld include Bachrach et al. [BJJK10], who use toolmarks
made with 10 different screwdrivers of the same manufacturer and model number to
examine the statistical distributions of similarity values, Petraco et al. [PCDF+12],
who used 36 different screwdrivers, and Spotts et al. [SCE+15b], with 50 sequentially
manufactured slip-joint pliers. For Ąrearms, the NIST Ballistics Toolmark Research
Database (NBTRD)1, provides reĆectance microscopy images and three-dimensional
surface topography.

Ekstrand et al. [EZG+14] create virtual toolmarks from both sides of six screwdriver
tips using 3D optical proĄlometry and compare these virtual toolmarks to toolmarks on
lead plates at three different angles of attack (45°, 60°, and 85°). Spotts et al. [SCE+15a]
also experimented with creating virtual toolmarks by scanning six screwdriver tips at a

1https://tsapps.nist.gov/NRBTD/
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45° angle using an optical proĄlometer in 3D. The advantage of their method is that they
can create toolmarks at multiple angles to circumvent the shortcomings of automatic
comparison algorithms like [CMK+10] that fail to match toolmarks with angle differences
over 25.3° correctly.

However, the toolmarks were created in constrained laboratory conditions in all those
publications. The tools and surface materials were hand-selected, the toolmarks were
made in a reproducible way using a Ąxed angle of attack, the lighting conditions were
constrained, and the images or 3D surface scans are available in very high resolution; more
than 400 pixels/mm as for instance in the case of the NFI Toolmark dataset created by
Baiker et al. [BKP+14]. Therefore, assessing the real-world performance of the automatic
comparison of toolmarks is not possible without a new dataset. Examples from this
dataset are shown later on in Chapter 4.

2.1.2 Handwritings

Even though the authentication of a person by handwriting is very old (one of the Ąrst
publications dates back to the 1920s), in the 2000s, the forensic community started to
gain interest in automatic writer identiĄcation due to forensic applications like handwrit-
ten anthrax letters [KCS14, BS07]. Nevertheless, all state-of-the-art automatic writer
identiĄcation and retrieval methods described in this section come from the computer
vision community.

In 2001, Marti et al. [MMB01] proposed the analysis of the handwritten characters
themselves by describing the slant and the heights of the different writing zones. Similarly,
Bulacu et al. [BS07] propose to use different features like contour direction, contour-hinge,
and direction co-occurrence. More recently, Jain and Doerman [JD13] extended this idea
by proposing a Contour Gradient Descriptor.

Other methods calculate local features on the document image describing the neigh-
borhood of speciĄc points. Fiel and Sablatnig for example use SIFT features in [FS12]
and [FS13] which describe the neighborhood of keypoints. Nicolaou et al. [NBLK15] use
Local Binary Patterns, which are calculated for each pixel.

Deep learning methods, which have been used in digit recognition as one of the Ąrst
applications [LBBH98], have also found their way back to the Ąeld of document image
analysis, e.g., handwritten text recognition [SRTV16]. For writer retrieval, the feature
distribution for local image regions computed using CNNs is used to describe a writerŠs
handwriting. Examples of this are Chu and Srihari [CS14], Fiel and Sablatnig [FS15],
Christlein et al. [CBA15], and Xing and Qiao [XQ16]. These methods train CNNs on
a classiĄcation task and use the activations of one of the last fully connected layers of
the network as a feature descriptor for each image patch and combine them afterward to
generate a feature vector for the complete document image. As classiĄcation labels for
training, writers are a natural choice to use, as done by Fiel and Sablatnig [FS15] for
example. More recently, Christlein et al. [CGFM17] showed that instead, unsupervised
clustering can be utilized to compute surrogate classes. Using a Resnet20 and patches

20



2.1. Forensics Images

Figure 2.1: Writer retrieval approach using SIFT features and unsupervised clustering
for ResNet training [CGFM17].

extracted from SIFT locations, they compute surrogate classes by clustering 500k ran-
domly chosen SIFT descriptors from the training set using k-means. After Ąltering out
descriptors between clusters, they use the cluster labels to train a Resnet20 network using
a classiĄcation loss. The resulting 64-dimensional feature vectors from the penultimate
pooling layer are then utilized to represent local features. Their approach is illustrated
in Figure 2.1.

For aggregating and encoding these local features to allow a fast retrieval, earlier methods
like [FS12], used a Bag-Of-Words (BOW) approach, for example. BOW utilizes a
histogram of clustered features to encode the co-occurrences of visual words [FS12]. Fiel
and Sablatnig [FS13] later improved their writer retrieval approach by using a Fischer
Vector instead of BOW, which encodes the mean and variance of Gaussian Mixture
Models Ątted to the data. Likewise, Christlein et al. [CGFM17] propose VLAD [JPD+12]
to encode local handwriting feature. In contrast to the Fischer Vector, it just encodes the
residuals to the cluster centers, but it does not encode higher-order statistics. A detailed
description of VLAD and the Fischer Vector can be found in Section 4.2.3. Nevertheless,
Fiel and Sablatnig [FS15] showed that simply averaging local CNN features can also be
utilized to aggregate the local features for writer retrieval. Rasoulzadeh et al. [RB21]
proposed Generalized Max Pooling (GMP) for this aggregation to improve the encoding
of clustered local features. By utilizing an optimization process, GMP seeks to maximize
the similarity between the pooled representation and each local feature [MP14].

Christlein et al. [CSS+19] extended the idea of GMP as a trainable Deep GMP network
layer. This layer allows them to train the model end-to-end with whole pages instead
of just utilizing the local features generated from patches. This idea is extended by
Wang et al. [WMC21] proposing an end-to-end trainable model that even includes a
U-Net for binarization as a Ąrst block. The whole model, which utilizes the Texture
Encoding Network [ZXD17] model Deep TEN to directly learn visual vocabularies, is

21



2. State of the Art

Figure 2.2: End-to-end trainable model for writer retrieval utilizing U-Net for binarization
and Deep TEN for feature extraction and encoding [WMC21].

shown in Figure 2.2. Similar to the NetVLAD utilized by Rasoulzadeh et al. [RB21]
Deep TEN uses a learnable encoding layer that calculates residuals to visual codewords
and aggregates these residuals. Like NetVLAD a soft-assignment of the descriptors
to codewords is employed to make the model differentiable and allow training via
backpropagation [AGT+16, ZXD17]. However, in contrast to Deep TEN, NetVLAD
has separate weights for learning the assignments and the codewords [AGT+16]. Both
Rasoulzadeh et al. [RB21] and Wang et al. [WMC21] utilize a triplet margin loss, as
described in the following Sections 2.2 and 4.1.2. However, the NetVLAD approach
proposed by Rasoulzadeh al. [RB21] is trained on 32×32 patches, contrary to Wang et
al. [WMC21] who use bigger random crops with a size of 300×300 pixels.

On the ICDAR 2017 historical dataset [FKD+17], the Deep GMP [WMC21] approach
achieves a top-1 accuracy of 71.2%. Utilizing Deep-TEN, slightly lower performance of
67.9% is achieved [WMC21]. Wang et al. [WMC21] also propose Ąne-tuning the U-Net
used for preprocessing simultaneously with the rest of the network. However, their
Ąndings show that this does not improve the results and should be done as a separate
preprocessing step [WMC21]. Rasoulzadeh et al. [RB21] did not evaluate their approach
with the Historical-WI dataset. However, they achieve state-of-the-art performance
with a MAP of 97.41% and 98.6% on the ICDAR 2013 and CVL datasets, respectively.
For these results, they used NetVLAD in combination with a re-ranking that utilizes
k-reciprocal nearest neighbors. This method, which has been proposed for re-ranking
person re-identiĄcation results [ZFDC17], compares the k-reciprocal nearest neighbors of
the query and the gallery to improve the ranking of the retrieved results. Rasoulzadeh et
al. [RB21] demonstrate that this re-ranking is especially efficient for the ICDAR 2013
dataset, where the performance is increased by 3.57% MAP. On this dataset, their method
also clearly outperforms the approach by Christlein et al. [CM18] who use an Exemplar
SVM to boost the performance of a VLAD encoding to achieve a MAP of 93.2% on this
dataset. However, for the CVL dataset, the MAP is similar with 98.4%, and the top-1
accuracy of Christlein et al.Šs approach [CM18] is slightly better. On the KHATT dataset
Christlein et al. [CM18] still outperform other state-of-the-art approaches with a MAP
of 98%, although only by 0.8 Ű 0.3%.
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Figure 2.3: Example page from the ICDAR 2017 dataset which are provided as color
images (left) and binarized (right) [FKD+17].

Datasets

For writer retrieval, numerous dataset exists with images of modern and historical
handwritten pages. Examples of such datasets with modern handwritten English pages
are the CVL [KFDS13], ICDAR 2013 [LGSP13], and IAM [MB02] databases. In contrast
to other datasets, the ICDAR 2013 database contains not only English but also Greek
pages. Furthermore, since it was published as part of a competition, it contains separate
training and testing sets and is therefore regularly used for evaluating training-based
approaches, for instance, [RB21], and [CM18] described above. In contrast to the CVL
and ICDAR 2013 database, which contain an even distribution of handwritten pages per
writer, the IAM database contains only one page for approximately 350 writers [KFDS13].
Therefore, the IAM database requires special attention during training and evaluation
and is, as such, not as well suited for evaluating learning-based approaches. The CVL
and ICDAR 2013 datasets are described in detail in Section 5.4.1.

In contrast to these datasets, the ICDAR 2017 [FKD+17] and ICDAR 2019 [CNS+19]
datasets contain historic handwritten pages. Even though these datasets contain thou-
sands of images, e.g., 20,000 documents from 10,000 writers in the ICDAR 2019 dataset,
the handwriting differs severely from modern handwriting and is therefore not considered
in this thesis. Figure 2.3 shows an historic document from the ICDAR 2017 [FKD+17]
as an example. Other datasets that contain only handwritings from other alphabets
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Figure 2.4: Real crime scene footwear impression(s) collected using a gelatin foil lifter.

than Latin-script, like the KHATT database with handwritten Arabic text [MAA+12],
are similarly not considered in this thesis since it focuses on German and English
handwritings.

2.1.3 Footwear Impressions

Earlier approaches for the automated comparison of footwear impressions suggested the
use of frequency analysis [dFR05, GBCN08] or local descriptors like Hu-Moments [AH08]
and Scale-Invariant Feature Transform [SCBG07, SCB07, NBC+09]. However, as shown
by Luostarinen and Lehmussola [LL14] in a survey paper published in 2014, footwear
impressions from real criminal cases contain too much noise, and therefore even the
best performing of these approaches, by Gueham et al. [GBCN08], and Nibouche et
al. [NBC+09], fail at this task. Besides noise, other challenges are blurred, partial, and
overlapping impressions which frequently occur at crime scenes. In Figure 2.4 this is
shown in an example. The dust in the background leads to a very noisy image in which
the foreground, i.e., the impression, cannot be separated from the background clearly.
Furthermore, multiple impressions and blur make it hard to Ąnd one clean impression in
the image. Nevertheless, for footwear impressions of the Good dataset, both, Gueham et
al. [GBCN08], and Nibouche et al. [NBC+09] achieve almost 100% rank-1 performance,
which drops to 85% for the Bad dataset. Both can handle rotations. However, since
Gueham et al. [GBCN08] globally apply the Fourier-Mellin Transform, it does not work
with partial impressions. Contrary, Nibouche et al. [NBC+09] use SIFT with RANSAC
and can therefore handle partial impressions. Regardless, both approaches perform worse
for footwear impressions from real criminal cases (no partials), where for a majority of
the samples, 10%-60% of the database has to be searched to Ąnd a match [LL14].

To better handle impressions from real crime scenes, Wang et al. [WSYZ15] propose the
combination of local descriptors and frequency analysis by using Wavelets and the Fourier
Transform. Unfortunately, this requires a clean separation of the footwear impression
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2.1. Forensics Images

Figure 2.5: Representation of the footwear impressions as a composition of active
basis models with a crime scene impression (a) and a reference image (b). The learned
composition of active basis models (c) is spatially transformed to maximize the probability
of a match (d) [KV16].

from the background as a preprocessing step, and they provide no comparable results on
publicly available datasets. Their method achieves a cumulative match score of 90.5%
for 2% of the data retrieved on their private dataset, including 210,000 impressions from
Chinese crime scenes and searching through 210,000 images only takes about 30s.

Other works on real impressions include Tang et al. [TSKC11] and Kortylewski [KAV15,
KV16], which model the impressions using primitive patterns. For example, Kortylewski
et al. [KV16] represent each footwear impression using a hierarchical composition of
active basis models in a bottom-up manner with Gabor wavelets as basis Ąlters. Their
goal is to learn a representation from reference prints that can then be used to Ąnd
similar patterns in crime scene impressions. Figure 2.5 illustrates their approach in
an example. The reference impression (b) is Ąrst used to learn the composition of
active basis models (c). The model is spatially transformed during inference to Ąnd the
optimal spatial conĄguration for a probe image (a) depicting a crime scene impression.
To deal with partial impressions, they utilize a background model as missing parts
will otherwise decrease the matching probability in these locations, similarly to cross-
correlation approaches. On their publicly available dataset of 300 footwear impressions
of real criminal cases and 1,175 reference impressions, Kortylewski et al. [KV16] achieve
a cumulative match score of 55% for 10% of the database. However, since the optimal
spatial conĄguration, i.e., each translation and rotation, has to be found for each probe
image, the processing time is increased by multiples if the images are not properly aligned.

For other approaches published before 2017, Rida et al. [RBCP19] provide an extensive
survey. More recently, deep-learning-based approaches [ZFDC17, KSRF17, KSRF19]

25



2. State of the Art

Figure 2.6: Siamese network with a Multi-Channel Normalized Cross Correlation (MC-
NCC) for footwear impression similarity by Kong et al. [KSRF19].

have been proposed for comparing footwear impressions. Zhang et al. [ZFDC17] use the
features of the last layer before the Softmax of a VGG16 network and deĄne similarity
using a correlation coefficient. They propose using random pixel removal and simulated
Gaussian noise to enlarge the number of training samples in a data augmentation step.
Their VGG16 is pre-trained on ImageNet and Ąne-tuned using a classiĄcation loss on
88 high-quality impressions from the dataset published by Richetelli et al. [RLL+17].
They demonstrate using a closed-set-evaluations, see Chapter 5, on dust and blood
impression of 18 pairs of shoes that their deep-learning-based method outperforms all
others published in [RLL+17]. For example, compared to SIFT and RANSAC, the
approach achieves a performance of 56.1% vs. 6.1% on the Dust test set. Unfortunately,
they did not evaluate the FID-300 dataset [KV16]. Also, no assessment can be made
of their performance in an open-set-evaluation where the shoe models in the test set
differ from the training set. Furthermore, the number of samples of 18 pairs of shoes
used for testing is limited and, as such, may not accurately represent performance on
real-world impressions. However, since they represent each impression as a vector, an
efficient search for similar impressions should be possible.

The currently best-performing approach for comparing realistic footwear impressions
on the FID-300 dataset published by Kong et al. [KSRF19] is based on a Normalized
Cross-Correlation utilizing features learned by a CNN. As shown in Figure 2.6 they
use a siamese network with a paired regression loss which includes a Normalize Cross-
Correlation extended for multiple channels. In order to improve cross-domain matching
performance, i.e., crime scene impression vs. reference impressions, they use separate
linear projections V and U of the feature vectors, which are learned jointly with a
per-channel importance weighting W . Similar to other siamese networks, the weights of
the CNN layers are shared. Using a Ąne-tuned ResNet50, they outperform Kortylewski
et al. [KV16] signiĄcantly with a CMS uplift of more than 20% for 10% of the FID-300
images retrieved. Their approach allows matching partial impressions, which they tested
using randomly sampled 97×97 sub-windows. Similar to the approach proposed by
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Figure 2.7: Comparison of the published results achieved by automatic footwear impression
identiĄcation methods in a survey by Rida et al. [RBCP19].

Kortylewski et al. [KV16], a dense search over all translations and rotations is required
in case the footwear impressions are not pre-aligned. The computational effort increase
even further if other transformations like perspective transformations are considered.
The query impression needs to be compared with each sample in the reference database
using dense template matching. Therefore, their proposed methodology is not applicable
for the fast retrieval of footwear impressions.

Datasets

Since most publications do not use publicly available datasets for evaluation, a quantitative
comparison between all published methods in this Ąeld is impossible. When looking at the
survey by Rida et al. [RBCP19], this problem is made abundantly clear. In this survey,
they compared 21 approaches using published results. The list of 21 published results
shown in Figure 2.7 indicates that almost all publications use their private datasets for
evaluation instead of publicly available ones. Moreover, even in case they use publicly
available datasets for evaluation, like Kong et al. [KSRF19], they use private datasets
for training. On the one hand, this makes it impossible to reproduce the results and, on
the other hand, hard to compare the actual performance of these approaches without an
error-prone re-implementation.

In 2014 Kortylewski et al. [KAV15] attempted to solve this problem by publishing the
Ąrst, to the best of my knowledge, publicly available dataset of footwear impressions
along with their approach based on using primitive patterns to describe the footwear
impressions. Their dataset FID-300 includes 300 impressions from real criminal cases
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Figure 2.8: Examples of the footwear impression dataset published by Richetelli et
al. [RLL+17].

and 1,175 reference impressions. Figure 2.5 shows an exemplary reference impression (a)
with a matching crime scene impression (b). Additionally, to the cropped impressions, as
shown in Figure 2.5, the original crime scene impressions that include rulers for scale are
also provided.

Later in 2017, Richetelli et al. [RLL+17] used 18 pairs of shoes to create crime-scene-like
impressions on different substrates using dust and human blood. However, their dataset
only contains 180 impressions in total from 100 different shoes. The impressions were
extracted from the background and registered in all the images. Figure 2.8 illustrates
the different types of impressions included in the dataset.

Even though there are two footwear impression datasets publicly available, these datasets
have some apparent limitations. Both datasets are not well suited for training deep
learning algorithms since they provide only a few different classes (shoes) or only a few
samples per class. RichetelliŠs dataset can not be used to train deep networks from scratch
due to the limited size of the dataset, and the FID-300 was not designed to capture the
variations among impressions created by the same shoe or shoe model. Nevertheless,
in contrast to RichetelliŠs dataset, the crime scene impressions in the FID-300 cover a
broad spectrum of impressions and include, for example, blurred impressions, overlapping
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impressions, and even an image of a footwear impression made in the snow. However, the
FID-300 ground truth is only based on the shoe model and not on the shoe; therefore, this
dataset cannot be used to identify characteristics unique to a speciĄc shoe. This problem
is emphasized because the images are supplied with less than 1-megapixel resolution,
making comparing individual characteristics not visible at that resolution impossible.

2.1.4 Discussion

The previous section presented approaches for automatically comparing images of tool-
marks, footwear impressions, and handwritings. For toolmarks, the presented approaches
operate on 1D proĄles of striated toolmarks and therefore commonly utilize techniques like
cross-correlation for computing similarities. According to Baiker et al. [BHK+20] there is
no prior work on automatically comparing toolmarks impressions, which explains the lack
of approaches focused on two-dimensional local characteristics in this Ąeld. In contrast,
for footwear impressions and handwritings, many of the presented approaches utilize
either learned or handcrafted descriptors for describing local characteristics embedded
into a global context. The presented approaches for writer retrieval commonly employ
encodings like BOW, VLAD, or Fischer Vector for describing the distribution of local
characteristics in handwritten pages. In contrast, methods shown for the automatic
comparison of footwear impressions utilize registration approaches, like RANSAC, or
template matching, like normalized cross-correlation, to Ąnd matching areas in the im-
ages. Since the distribution of local characteristics is important for writer retrieval and
the positional relationship between the local characteristics for toolmarks and footwear
impressions, this difference in describing the global context is intuitively explained.

For both writer retrieval and footwear impression comparison, learning-based approaches
presented outperform other methods in this Ąeld. However, the available public footwear
impression datasets either contain a limited variety for each class or a limited number of
classes and are therefore not a great Ąt for training learning-based approaches. Toolmark
datasets similarly only contain marks from 10 to 50 different tools. Contrary to that,
various datasets with hundreds of writers and thousands of pages are publicly available
for writer retrieval, and end-to-end based approaches have already been successfully
trained on these datasets.

2.2 Metric Learning

Measuring the similarity of images is essential for many computer vision tasks like image
clustering, face detection, and image retrieval [RMS+20]. One way to describe the
similarity between images is to extract local features with a descriptor like SIFT and then
model the similarity using these features [WSL+14]. Even though such local descriptors
have worked well for tasks like writer retrieval, as shown by Fiel and Sablatnig [FS12],
neural networks have shown to learn superior feature representations [SHSP17]. An
extensive comparison of traditional descriptors with learned descriptors is provided by
Ma et al. [MJF+21].
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One method to train such models is to use a classiĄcation dataset, like ImageNet [RDS+15],
train the model on this task, and then use the extracted features of a chosen network layer
that provides the right level of abstraction as feature descriptors. Fischer et al. [FDB14]
show that this approach can outperform SIFT for the matching and retrieval of images.
Other approaches directly using the relationship between images to train neural networks
will be the focus of this section. For example, this can be achieved by directly learning a
similarity measure from pairs of samples similar to regression or binary classiĄcation with
the classes ŞmatchingŤ and Şnon-matching.Ť During inference, both images are provided
to the network to predict similarity scores.

Such an approach, with a siamese architecture with two network branches sharing
weights, was Ąrst proposed for online signature veriĄcation by Bromley et al. [BGL+94]
and independently for Ąngerprint veriĄcation by Baldi and Chauvin [BC93]. Baldi
and Chauvin [BC93] use preprocessed images of Ąngerprints as input. Their network
architecture similarly consists of two sub-networks, but they already use convolutional
layers and a fully-connected decision network. More recently, this approach has been
proposed for stereo matching patches using a siamese two-channel network [ZL15], shown
in Figure 2.9. The weights of the layers L1ŰL3 are shared, and the Ąnal layer L8
projects the output to two real numbers that are subsequently fed through a softmax
function, producing a distribution over the two classes ŞmatchingŤ and Śnon-matching.Š
In these siamese architectures, the lower layers with shared weights can be seen as feature
descriptor modules and the upper layers as similarity modules.

However, different forms of such architectures exist. Zagoruzkoa and Komadaski [ZK15]
compare three such architectures, which are shown on the left and in the middle in
Figure 2.10. In the 2-ch network, two patches are simply fed into the network, and the
decision layer is trained to predict the ŞmatchingŤ and Şnon-matchingŤ classes. These
networks do not have a separable descriptor. Therefore, the patches have to be forwarded
through the whole network during inference to predict a similarity score. In contrast
to that, siamese and pseudo-siamese architectures depicted the middle in Figure 2.10
provide a separable descriptor and a decision network. During inference, the descriptors
of all images can be computed independently and only need to be computed once. The
similarity score is then predicted for each pair of images by the decision network using
these descriptors. In contrast to the siamese architecture, the weights are not shared
in the pseudo-siamese architecture, thus providing more Ćexibility [ZK15]. Zagoruzkoa
and Komadaski [ZK15] further extend the concept by proposing a Central-surround
two-stream network, shown in Figure 2.10 on the right, that utilizes a branch that
receives a high-resolution center crop and a branch that handles a downscaled version of
the whole image patch.
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Figure 2.9: Two-channel network architecture proposed for stereo matching utilizing
shared layers (L1ŰL3) [ZL15].

Figure 2.10: Different network architectures for learning image similarity. Two-channel
without shared weights (left), siamese and pseudo-siamese (center), and Central-surround
two-stream network (right) [ZK15].
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Figure 2.11: Metric learning vs. classiĄcation problem deĄnition comparison on the
example of face veriĄcation and identiĄcation [LWY+17].

In contrast to approaches that compute similarity for a pair of images directly, for so-called
metric learning approaches, visual image similarity requires learning an embedding space
that represents images and their similarity using a deĄned distance metric [RMS+20].
Methods that use deep neural networks to learn such a similarity preserving embedding
are often referred to as Deep Metric Learning [RMS+20]. These metric learning ap-
proaches with CNNs will be the focus of this section. For applications like (Ąne-grained)
image retrieval, zero-shot classiĄcation, face recognition, and clustering, learning such
embeddings is increasingly important [RMS+20, ZW19]. Since similarities in the em-
bedding can be efficiently computed using a deĄned distance metric like L1 norm, L2

norm, cross product, or similar, these methods are especially useful for image retrieval
applications like image search, where the most similar image to a query image has to be
retrieved since this speeds up the retrieval process signiĄcantly [MBL20].

Further, metric-learning-based approaches can be used when the semantic labels of the
test samples are not the same as the semantic labels of the training samples, for instance,
in open-set classiĄcation, where the classes in the test set are not the same as in the
training set. For these applications, the embeddings must generalize well for unseen
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samples during test time [ZW19]. An example of this is writer retrieval, for which, even
though the classes are distinctly identiĄable, i.e., the writers, a retrieval method should
work not only for writers in the training set but also for unknown writers during testing.
Similar applications are, for instance, face identiĄcation and veriĄcation, and person
re-identiĄcation [MBL20]. In Figure 2.11 the difference between closed-set and open-set
problem deĄnitions is shown in the example of face recognition and a detailed description
of different evaluations strategies is given in Section 5.

Embeddings can also be used if class labels are either unavailable at all or if it is time-
consuming to acquire them. In this case, relationships between the sample can be used
instead during training, e.g., pairs of matching and non-matching samples to learn the
embedding [MBL20].

This section Ąrst describes ranking-based loss functions that operate on pairs, triplets, or
larger sets of samples. The objective of these approaches is that the learned embedding
should preserve these relative relationships between samples, e.g., similar samples should
be closer in the embedding than dissimilar samples. For training, these methods only
rely on these relative relationships. Semantic (class) labels can be used to create these
pairs or triplets but are not required. In contrast, classiĄcation-based approaches that
utilize semantic labels in training similarly to standard image classiĄcation methods
are discussed afterward. Nevertheless, the line between these methods is blurry since
some of these approaches allow a dynamic assignment of these labels without requiring
pre-deĄned labels in the training samples.

2.2.1 Contrastive Loss

The siamese architecture with two network branches sharing the same weights was
simultaneously proposed by Bromley et al. [BGL+94] and Baldi and Chauvin [BC93]. In
contrast to other approaches that work on image data, online handwriting allows Bromley
et al. to use stroke features like velocity, acceleration, and angle as input data for each
point in time. They use two so-called Time Delay Networks in such a conĄguration
to compare two signatures. Using backpropagation, they train the network to output
a 38-dimensional feature vector for each input signature. In their approach, the angle
between these feature vectors indicates if the signatures match (small angle) or if one
signature is a forgery (large angle). This approach is signiĄcantly different from binary
classiĄcation approaches described above, as the actual decision if two samples are similar
is not computed using a part of the network but rather by a deĄned distance function,
for which they use the cosine between the feature vectors. The angle α between two
vectors can be represented by the dot product of the (length normalized) vectors:

cos(α) =
a · b

∥a∥ ∥b∥ (2.1)

Therefore, in their approach the training is conducted by using cos(α) = 1.0 and
cos(α) = −0.9 or cos(α) = −1.0 as target values, respectively. Training is performed
with backpropagation and MSE loss as proposed by LeCun et al. [LeC89].
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WConvolutional Convolutional

Figure 2.12: Siamese network architecture for face veriĄcation with an energy-based loss
function [CHL05].

Chopra et al. [CHL05] build on this work and the work by Baldi and Chauvin [BC93] for
the application of face veriĄcation. In their CNN siamese architecture, which is shown in
Figure 2.12, two identical CNNs with shared weights are used to learn a low dimensional
representation of input image pairs. In contrast to approaches described previously, each
image is explicitly mapped into a feature space, where similarities between face images
are computed using the L1 norm. The loss function is based on an energy-based approach,
similarly to LeCun et al. [LH05]. The loss functionŠs goal is to optimize this embedding
so that the energy function between each sample in the training set and each similar
sample is smaller than between the sample and each dissimilar sample by a margin m.

The same siamese network architecture is used by Hadsell et al. [HCL06]. They deĄne
their proposed contrastive function as follows:

L(W, Y, X⃗1, X⃗2) = (1 − Y )LS(DW ) + (Y )LD(DW ) (2.2)

with a partial loss term LS for similar pairs and a contrastive loss term LD for dissimilar
pairs. The exact loss function used by Hadsell et al. is then deĄned as:

L(W, Y, X⃗1, X⃗2) = (1 − Y )
1

2
(DW )2 + (Y )

1

2
max(0, m − DW )2 (2.3)

with the Euclidean distance between the two feature vectors G(X⃗1) and G(X⃗2) as DW .
The parametric function GW maps the input vectors X⃗1 and X⃗2 into the embedding
space. Each input pair X⃗1, X⃗2 is assigned a binary label Y = 0, i.e. similar, and Y = 1,
i.e. dissimilar. The contrastive term LD makes sure that the solution does not collapse
to zero. Only negative pairs in the radius deĄned by the margin m are considered for
the contrastive term in the loss function. In Figure 2.13 this is visualized using the
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Figure 2.13: Spring model analogy for the contrastive loss [HCL06]. Similar samples
(black) are pulled to the blue anchor (a), and dissimilar samples (white) are pushed to
the margin (c). The corresponding loss functions are shown in (b) and (d), respectively.
In (e), the equilibrium is shown after minimizing the global loss function.

spring model analogy by Hadsell et al. [HCL06]. In (a), similar samples (black) are
pulled to the anchor with the red springs attached to each sample. The loss function
for this process is shown in (b), which converges to 0. For dissimilar samples, they use
m-repulse-only springs, as shown in (c), which push dissimilar samples away until the
margin m is reached. Therefore, the loss function in (d) converges to the margin m. By
minimizing the global loss function, an equilibrium is reached, as shown in (e).

Commonly the contrastive loss is deĄned as [MBL20]:

Lcontrastive = [dp − mpos]+ + [mneg − dn]+ (2.4)

with the distances between similar and dissimilar pairs dp and dn, respectively, and the
corresponding margins mpos and mneg. The hinge function is denoted with [·]+. As
shown by Hadsell et al. [HCL06], the margin mpos can be omitted. A potential issue
with this approach is that the same margins are applied to all pairs without considering
variances in interclass dissimilarity [MBL20] since relative distances between classes are
not directly taken into account [MTL+17].
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2.2.2 Triplet Losses

Instead of just computing the loss using pairs of similar and dissimilar samples, the
triplet loss function attempts to include interclass variance into the loss function by the
distance dap between an anchor and a positive sample smaller than the distance between
the anchor and a negative sample dan by a deĄned margin m [MBL20]:

Ltriplet = [dap − dan + m]+ (2.5)

Schroff et al. [SKP15] propose using the squared Euclidean distance as a distance metric,
but also other metrics like the L1 norm [MTL+17] or the cosine [LWY+17] can be applied.

In contrast to this, Hoffer et al. [HA15] use a Softmax ratio of the two distances dap and
dan to create a ratio measure:

ℓ(T ) =


e∆+

e∆+ + e∆−

2

+


e∆−

e∆+ + e∆−
− 1

2

(2.6)

with the L2 distance between the anchor and the positive sample ∆+, and the L2 distance
between the anchor and the negative sample ∆−.

In contrast to this, Balntas et al. [BJTM16] propose a SoftPN loss which not only takes
one negative distance into account but instead uses all three distances between the
samples in a triplet [BJTM16]:

∆+ = ∥f(xp1
) − f(xp2

)∥2

∆−
1 = ∥f(xp1

) − f(xn)∥2

∆−
2 = ∥f(xp2

) − f(xn)∥2

(2.7)

with the triplet T = ¶xp1
, xp2

, xn♢ and the embedding f(x). Instead of forcing the distance
∆+ just to be smaller than ∆−

1 , it is forced to be smaller than ∆∗ = min(∆−
1 , ∆−

2 ).
The difference is illustrated in Figure 2.14. The distance ∆+ corresponds to dap in the
traditional triplet loss formulation as shown in Equation 2.5 when the sample p1 is used
as the anchor and, similarly, ∆−

1 corresponds to dan. The distance between the positive
sample p2 and the negative sample n is however not considered in the traditional distance
formulation.

The loss is then deĄned as [BJTM16]:

ℓ(T ) =


e∆+

e∆+ + e∆∗

2

+


e∆∗

e∆+ + e∆∗
− 1

2

(2.8)

which is implemented using a Softmax layer and the Mean Square Criterion. The selection
of training samples is simpliĄed by this approach, as soft negative mining is performed
implicitly [BJTM16] as illustrated in Figure 2.14.

Balntas et al. [BJTM16] evaluated their approach using the Photo-Tour dataset, which
includes more than 500k image patch pairs with a size of 32x32 pixels. These pairs were
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Figure 2.14: SoftMax Ratio (a) compared to SoftPN (b) [BJTM16].

Training Notredame Liberty Notredame Yosemite Yosemite Liberty

Testing Yosemite Liberty Notredame

Descriptor # features mean

SIFT [15] 128 27.29 29.84 22.53 26.55

ConvexOpt [21] ≈ 80 10.08 11.63 11.42 14.58 7.22 6.17 10.28

DeepCompare siam [25] 256 13.21 14.89 8.77 13.48 8.38 6.01 10.07

pseudo-siam [25] 256 12.64 12.5 12.87 10.35 5.44 3.93 9.62

MatchNet [11] 512 11 13.58 8.84 13.02 7.7 4.75 9.82

no bottleneck [11] 4096 8.39 10.88 6.90 10.77 5.76 3.87 7.75

PN-Net 128 7.74 9.55 8.27 9.76 4.45 3.81 7.26

PN-Net 256 7.21 8.99 8.13 9.65 4.23 3.71 6.98

Table 2.1: Evaluation results of the PN-Net architecture on the Photo-Tour dataset
compared with SIFT and learning based approaches [BJTM16].

extracted around speciĄc feature points of landmarks like the Statue of Liberty. For
sampling, they randomly choose a pair of patches from the same 3D point and randomly
sample another patch from a different 3D point as the negative sample. As an evaluation
metric, the False Positive Rate at 95% (FPR95) is used, which can be computed using
the ROC curve, see Manning et al. [MRS08], by varying the threshold used to label pairs
as matching depending on the computed distance. In Table 2.1 the reported results are
shown in comparison to other learning-based approaches and SIFT, which represents
traditional handcrafted feature extractors. The proposed method outperforms SIFT by a
large margin even when using the same feature dimension of 128. The FPR95 is reduced
from about 27% to 7% on average. The two-channel siamese approach described above
DeepCompare [ZK15] is also outperformed.

The idea of incorporating the third distance in a triplet can also be applied to the
triplet margin loss achieved in Equation 2.5 by swapping the anchor a and the positive
sample p of the triplet if d(p, n) < d(a, n) [BLVM17]. In experiments performed by
Balntas [BLVM17], such a triplet margin loss with anchor swap even outperforms the
SoftPN approach.
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2.2.3 Other Ranking-Based Losses

Other proposed losses go even further and try to utilize the relationships not only in
a triplet but between all samples within a batch [ZW19]. These approaches identify
informative samples to improve the convergence speed and accuracy of the trained
models using batch sizes of 128 or more [ZW19]. Examples of these are the N-pair loss
proposed by Sohn et al. [Soh16], the Lifted structure loss [OSXJS16], and Scaleable
neighborhood analysis [WEY18], and L2Net [TFW17]. Some approaches, like Tuplet
Margin Loss [YT19] and FastAP [CHX+19], even utilize histograms to better learn the
distribution of the batch in the embedding space. Similarly, Yuan et al. [YDT+19] propose
the use of the ratio of signal variance to noise variance to improve the results. Wang et
al. [WZW+17] investigate the inĆuence of different similarities utilized by ranking-base
losses and provide a Multi-Similarity loss that utilizes pair weighting and mining.

2.2.4 ClassiĄcation Based Losses

One approach to compute image similarities using deep learning is to train a network
on some classiĄcation problem, cut off the last fully connected layer and repurpose
the features created by such a network to calculate image similarities. In this section,
approaches that utilize classiĄcation-based losses and techniques are presented. In
contrast to classical classiĄcation-based approaches, the semantic labels are only used
during training with the goal of learning an embedding that represents the data faithfully
and generalizes well. In their work, Movshovitz-Attias et al. [MTL+17] examine the
connection between classiĄcation and ranking-based losses. They propose to learn a set
of sample data points, i.e., proxies, as an approximation of all training samples. These
proxies can either be assigned statically using class labels or dynamically using the proxy
with the smallest distance to the sample. In contrast to the static assignment, where
a sampleŠs proxy is always the same, hence static, in the dynamic case, the sampleŠs
assigned proxy can change since the proxy and the points change in the backpropagation
of the training. Dynamic proxies are needed if no semantic labels are available for the
samples. For training, they use a Proxy-NCA loss which is based on [GHRS04]:

LNCA(x, y, Z) = −log


exp(−d(x, y))�

z∈Z exp(e−d(x, z))


(2.9)

In their formulation of the Proxy-NCA loss, they use the proxy of the input sample x as
y and the set of all proxies as Z. In case of dynamic proxies, for the similar sample y
the closest proxy. By minimizing this loss function, the probability that the sample x is
closer to the proxy y than to any other proxy is maximized.

This is similar to the Softmax with negative log likelihood loss, which can be formulated
as follows for one training sample [WWZ+18]:

Ls = −log
efyi�C
j=1 efj

(2.10)
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with the input feature vector xi and its semantic label yi with the number of classes
C. In this formulation the C-dimensional vector f denotes the output of the last fully
connected layer in the network before the Softmax function. Each element this vector
can be deĄned as:

fj = W
T
j xi + bj (2.11)

with the weight matrix of the fully connected layer W, j = 1 . . . C and the bias vector b.
This can be reformulated as function of the angle between then the weight vector for a
class j Wj and the input sample xi:

fj = W
T
j xi = ∥Wj∥ ∥xi∥ cos θj (2.12)

with xi the ith dimension of the one-hot encoded output vector x with the true class for
the sample i and the number of classes n.

Movshovitz-Attias [MTL+17] argue that their loss offers an explanation for the effective-
ness of using the output of the last layer before the fully connected layer of a cross-entropy
trained classiĄcation network as an embedding. However, in their framework, the proxies
are only used as intermediate representations of the whole sample space and discarded
after training.

In contrast to other approaches that take advantage of bigger batch sizes, e.g., 128,
to Ąnd informative triplets, their proposed method also works for smaller batch sizes.
For example, in their experiments, they just use a batch size of 32. The proxy-based
approach also signiĄcantly simpliĄes sampling in case semantic labels can be used since
only the anchor has to be sampled directly. Since all proxies have to be kept in memory,
for applications with a large set of semantic labels, they propose to assign these labels
randomly to a smaller set of proxies. Their results show a performance drop from 66%
to 59% (Recall@1 on Cars196 dataset) when using about half the number of proxies
than labels. However, this is still signiĄcantly less than using a one-to-one mapping of
semantic labels and proxies where a Recall@1 of 73% is achieved on the same dataset.

The biggest advantage of their method is that in their comparison, it converges about
three times faster than methods that depend on Ąnding informative triplet while still
achieving a performance uplift of more than 20% (again Recall@1 on the Cars196 dataset)
compared to, for instance, the FaceNet approach by Schroff et al. [SKP15] who use
triplets with a semihard mining strategy. Interestingly, using proxies with such a triplet
loss instead of the NCA loss also leads to a slight improvement of 3% (again Recall@1 on
the Cars196 dataset), indicating that this might be a replacement for elaborate mining
strategies. However, the uplift of using the NCA loss is more than 17% (again Recall@1
on the Cars196 dataset), which suggests that since the NCA loss function uses all proxies
at once, the proxies can approximate the training space better.

A similar approach is proposed by Liu et al. [LWY+17] using a modiĄed Softmax loss
function that imposes an angular margin for the decision boundary. This angular margin
is achieved by putting constraints on the weights of the last fully connected layer to
map the samples onto a hypersphere. They argue that face images lie on a manifold,
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Figure 2.15: Decision margins compared for original Softmax, normalized Softmax,
angular Softmax, LMCL in cosine space. Since the original Softmax is not deĄned in
cosine space, the decision are overlaps [WWZ+18].

and thus restricting the embedding vectors to a hypersphere is reasonable. In their
mathematical framework, they use the distance of a sample to the weight vectors Wi for
each class, similarly to the proxies by [MTL+17]. However, their approach uses cosine as
the distance metric instead of the L1 norm. Their strategy is similar to the one proposed
by Zhai et al [ZW19], but instead of using a learned LayerNorm, the weight matrix W is
normalized, and the bias zeroed out. Furthermore, they deĄne two sepearate decision
boundaries, which are deĄned as follows for a two-class example [WWZ+18]:

C1 : cos(mθ1) ≥ cos(θ2) (2.13)

C2 : cos(mθ2) ≥ cos(θ1) (2.14)

with the angles θ1 and θ1 between the learned feature vector and weight vectors of the
classes C1 and C2, respectively.

Wang et al. [WWZ+18] extend this idea by changing the loss function. Instead of deĄning
the margin m in the angular space, which makes it dependent on the angle, they deĄne
it in the cosine space. The decision boundary is deĄned as:

cos(θ1) − m = cos(θ2) (2.15)

for a two-class example. Further, instead of just normalizing the class weights Wj they
normalize also the input vectors x. Figure 2.15 compares the decision boundary for a
two-class problem of the proposed approach Large Margin Cosine Loss (LMCL) to the
A-Softmax proposed by Liu et al. [LWY+17] and normalized Softmax that normalizes
the weight vectors of the class weights Wj .

Based on [MTL+17], Zhai et al. [ZW19] show that classiĄcation based approaches are
applicable for image retrieval tasks. They use LayerNorm to Zero center the embeddings
and a Normalized Softmax Loss which leads to a similar loss as proposed by [MTL+17]
with the cosine function as the distance metric:

Lnorm = − log


exp(xT py/σ)�

z∈Z exp(xT py/σ)


(2.16)
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with the weight pi of a class i is viewed as a proxy and the proposed one-to-one assignment
of proxies to class labels as proposed by Movshovitz-Attias et al. [MTL+17]. Since the
cosine distance considers angles only, the bias term in the last linear layer is removed
and an L2 normalization is applied to inputs and weights before the normalized Softmax.
Layer normalization is applied to center the embeddings at zero. This simpliĄes their
binarization of the embedding vectors which they propose to compress the representations.
Further, they show empirically that this leads to a better initialization of the network.

As argued by Movshovitz-Attias et al. [MTL+17] the worst approximated samples within
a class bound the loss. Therefore, Zhai and Wu [ZW19] propose sampling multiple
samples per class for constructing the batches. Compared to the NCA loss proposed
by Movshovitz-Attias et al. [MTL+17] they achieve a performance uplift of more than
8% (81% vs 73% Recall@1 on Cars196 dataset) with the same GoogleNet with Batch
Normalization as the underlying network architecture. Although in their experiments
they use an embedding dimension of 512 compared to 64 in the Proxy-NCA paper.
Their results on the same dataset with a ResNet50 based architecture indicate that
the embedding size impacts the performance as a drop from 512 dimensions to 128
leads to a performance decrease of 2-3% (84.2% to 81.6%). Even though they use
different underlying model architectures to allow for a better comparison it is still hard to
distinguish between performance differences due to network architecture, embedding size,
normalization layers, hyperparameters, and actual impact of the proposed loss function.
Their best performing network is able to signiĄcantly outperform the results achieved by
Movshovitz-Attias et al. [MTL+17] with a Recall@1 of more than 89% on the Cars-196
dataset however this is achieved using a newer network architecture (RestNet50) and
an embedding size of 2,048 which is 32 times what Movshovitz-Attias et al. [MTL+17]
propose.

Zhai and WuŠs [ZW19] proposed class balanced sampling also depends on bigger batch
sizes. The batch size, however, is constrained by the memory footprint on the GPU [ZW19].
They utilize a batch size of 75 compared to 32 used by Movshovitz-Attias [MTL+17].
In their experiments they show, that a balanced sampling per class for each batch is
beneĄcial for performance though since on the CUB-200-2011 dataset using just one
sample per class in each batch leads to the worst performance of about 41% Recall@1 vs.
the best performance of more than 61% by sampling 25 samples per class for 3 classes
in each batch. On the CUB-200-2011 dataset they also show that the impact of Layer
Normalization is more than 5%.

Similarly to [MTL+17], Zhai and Wu [ZW19] show that class subsampling during training
is possible for applications with a vast amount of classes for which using all the classes
is not feasible. An exciting aspect of their work is the proposed binarization of the
embedding vector, which does not lead to a signiĄcant drop in performance (less than
1% Recall@1 on the Cars-196 from 88.7 to 89.3), suggesting that the actual magnitudes
in each dimension of the embedding vector are not as important as if it is positive or not.
This binarization compresses the 2,048 dimensional embedding vector to the same space
as a 64-dimensional Ćoat vector. However, they did not investigate how subsampling or

41



2. State of the Art

quantization impacts the performance of other methods.

Other such classiĄcation based losses are, for instance, ArcFace [DGXZ19] who use an
angular loss for face recognition, and Softtriplet loss [QSS+19] utilizing multiple proxies
per class.

2.2.5 Discussion

The publications presented in the previous sections should give an overview of the Ąeld of
metric learning and illustrate how metric learning approaches can utilize the relationship
between samples to learn an efficient similarity measure for images. It established that
metric learning is effective for learning a similarity measure for local features, and the
PN-Net by Balntas et al. [BJTM16], for example, outperforms hand-crafted descriptors on
the Photo-Tour dataset containing pairs of local features. Furthermore, other approaches,
like [ZW19, MTL+17], demonstrate the applicability to end-to-end few-shot learning and
Ąne-grained visual similarity of images containing bird species, cars, and online products.
Similarly, Schroff et al. [SKP15] show the use for face recognition and clustering.

Recently three surveys have been published by Musgrave et al. [MBL20], Roth et
al. [RMS+20], and Kaya et al. [KB19] that provide a more detailed comparison of ap-
proaches in this Ąeld. Unfortunately, in their in-depth evaluation, Musgrave et al. [MBL20]
conclude that the publications have overstated the improvements achieved in the recent
years. They used the same network architecture, embedding size, batch size, sampling,
optimizer, and data augmentations to provide a fair evaluation. The source code for their
benchmark is available2 as well as their PyTorch-based metric learning Framework3.

Figure 2.16 shows the trend according to the results published over the years compared
with the results achieved by the same methods in a fair evaluation. It demonstrates
that even the contrastive loss published in 2006 is competitive with recent approaches.
Consequently, the inĆuence of the speciĄc loss function used on the results achieved by
metric learning approaches is marginal [MBL20].

2.3 Summary

First, this chapter presented related work for the automatic comparison of forensic images.
A focus was put on domains discussed in this thesis, namely, toolmarks, handwritings,
and footwear impressions. Nevertheless, a short introduction to Ąnding similarities
between other forensic samples like Ąngerprints was given as well. The related work on
toolmarks presented includes automated comparison approaches and works concerned
with the statistical foundation of forensic toolmark examination. In contrast to that,
for handwritings and footwear impressions, this chapter focused on retrieval methods
utilizing computer vision approaches. For all three forensic domains addressed, publicly

2https://github.com/KevinMusgrave/powerful-benchmarker
3https://github.com/KevinMusgrave/pytorch-metric-learning
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2.3. Summary

available datasets were presented. Finally, the presented approaches from all three
forensic domains were discussed.

Secondly, this chapter presented computer vision methodologies for image comparison. It
focused on metric learning approaches that use neural networks to learn an embedding
space in which image similarity is represented by a deĄned distance metric. Nevertheless,
approaches using traditional descriptors and other neural network architectures were also
provided. For metric learning, approaches using different loss functions were presented
to illustrate how these approaches utilize the relationships between samples to learn an
embedding. This includes ranking-based loss functions based on the relationship between
two, three, or more samples and classiĄcation-based losses that directly use the samplesŠ
labels. Finally, a discussion was provided that utilizes recent surveys to examine the
performance of the presented approaches.
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Figure 2.16: Published results over the years (a) vs. results achieved in a fair compari-
son (b) [MBL20].
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CHAPTER 3
Datasets

Sample data with ground truth information is needed that represents the samples occurring
in the Śreal worldŠ to predict the performance and objectively compare computer vision
approaches. In addition to such an evaluation dataset, for applications that train models
from sample data, similarly, a training dataset is required. The ground truth needed
depends on the task at hand. For instance, for a classiĄcation task, labels indicating
which object is present in the image samples are needed [RDS+15]. In case the object also
needs to be localized, bounding box annotations can specify where the object is present
in the image [RDS+15]. Even though in cases like the ImageNet dataset [DGXZ19]
accumulating millions of images can be achieved with the help of internet search engines,
creating ground truth information involves time-consuming manual labeling of images or
correcting automatically created labels [DDS+09]. Even though a diverse representation
with millions of samples is desirable to represent the Śreal world,Š this restricts the number
of samples that can be feasible included in a dataset.

Datasets that do not depend on experts can outsource part of the manual labor. For
instance, students wrote most of the handwritten pages in the CVL Database [KFDS13].
However, in many forensic domains, the datasetŠs creation requires expert knowledge
about the speciĄc domain. For example, the NFI Toolmark Dataset by Baiker et
al. [BKP+14] was created with an apparatus explicitly designed to create toolmarks
with screwdrivers in a reproducible manner, as shown in Figure 3.1. Furthermore, they
captured 2D images and 3D scans using forensic microscopes, which requires training for
operation and therefore can not be outsourced easily. Thus, the dataset only contains
toolmarks from 50 different screwdrivers, and other forensic datasets in this Ąeld similarly
contain a small number of samples, e.g., 10 [BJJK10], 36 [PCDF+12], and 50 [SCE+15a].
Similarly, Richetelli et al. [RLL+17] only used 18 pairs of shoes to create footwear
impressions. The other publicly available footwear impression dataset by Kortylewski
et al. [KAV15] contains a lot more impressions, i.e., 300 from crime scenes and 1,175
reference impressions, and therefore captures the diversity of different shoe models better.
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Figure 3.1: Apparatus designed by Baiker et al. [BKP+14] to create toolmarks of
screwdrivers.

However, in contrast to Richetelli et al. [RLL+17], at most, two impressions of the same
shoe model are provided, and hence, it does not represent the variations among different
impressions created by the same shoe.

For writer retrieval, sufficiently diverse datasets already exist, like the aforementioned
ŞCVL DatabaseŤ [KFDS13] with Ąve different handwritten pages by 284 writers. However,
the available toolmark and footwear impression datasets are not adequate for the training
and evaluation of the methodology proposed in Chapter 4. Therefore, this work presents
two datasets containing more than 7,000 images of footwear impressions and toolmarks,
created with the goal of designing an efficient workĆow together with forensic experts
to collect as many realistic samples as feasible. Both datasets were explicitly created
to allow the training and evaluation of deep-learning-based methods. As such, they
contain separate training and testing sets, multiple samples for each shoe and tool, diverse
capturing conditions that mimic the workĆow by the Austrian Police, and labels created
together with forensic experts.

This chapter is divided as follows: Ąrst, the FORMS toolmark dataset is presented in
Section 3.1, which includes the datasetŠs creation, the annotation of the data, and a
description of how the dataset is provided. Subsequently, the Impress dataset is presented
similarly in Section 3.2.
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3.1. FORMS Toolmarks

Figure 3.2: Image of a broken lock cylinder with toolmarks created by a locking-plier
(left). Matching toolmarks on two lock cylinders photographed using a comparison
microscope with a magniĄcation factor of 20 (right).

3.1 FORMS Toolmarks

This section presents a new dataset with forensic images of toolmarks from real criminal
cases to enable an evaluation of the real-world performance of toolmark comparison
methods. This dataset consists of 3,046 toolmark images from 48 different crime series.
It was created by photographing cylinder locks seized during criminal investigations of
break-ins using a Leica comparison microscope.

This dataset aims to cover the current use case of the forensic experts of the Austrian
Police: new lock cylinders are examined under a comparison microscope, and an overview
image in 10× magniĄcation, which contains the whole toolmark, is captured and archived.
Similar toolmarks are then searched in a two-step process. First, the overview images
digitally stored in the archive are compared manually. Secondly, the actual cylinders
are retrieved and compared in 20× magniĄcation under the comparison microscope if a
potential match is found. Finally, an image of the aligned matching parts of the toolmarks
is saved as evidence for court if the expert conĄrms the match.

Since the camera attached to the microscope examined for this work has a restricted
resolution of 5MP, the striated patterns of the toolmarks are not always visible. Therefore,
the focus of this dataset is put on matching impression marks left by the edge of
the tool instead of striation patterns discussed in other publications mentioned in
Section 2.1. Furthermore, as shown in Figure 3.2 on the right side, extracting the
foreground (the toolmark) from the background (lock cylinder) is challenging due to
the varying background structure and impression depth of the toolmark. Hence, the
toolmarks impressions are annotated in the provided images. For this, a plugin for
the image viewer nomacs1 was developed, allowing the efficient annotation of matching

1https://nomacs.org/
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patches in the images to provide matching local image similarities. It allows the deĄnition
of polylines to describe the toolmark edges, and matching toolmarks can be Ątted using
translations and rotations. Matching toolmarks can either be found on the same lock
cylinder or on different lock cylinders from the same linked case. Since all cylinder locks
photographed originate from linked cases, it is guaranteed that multiple toolmarks exist
in the dataset for each tool.

In order to allow an evaluation of the inĆuence of different lighting conditions, all
images were captured under 11 different lighting settings. Especially in combination with
differences in lock materials and force applied, the appearance of the toolmarks varies
signiĄcantly, as shown in Figure 3.2 on the right. Capturing the images under varying
conditions enables training-based methodologies to learn robust models that work in
real-world conditions and not just in a Ąxed laboratory setting.

Similar to the Photo-Tourism dataset [WB07], patches and matching and non-matching
pairs are made available to allow a quantitative performance comparison of local image
similarity-based methodologies. Additionally, the original images, manual annotations,
and the annotation tool are provided. 197 lock cylinders from 48 linked cases were
photographed on both sides. The resulting 3,046 images are divided into a training set
and testing set by year, i.e., 2015 for training and 2016 for testing.

In this section, Ąrst, the datasetŠs creation and the ground truth annotation tool are
described in detail. Subsequently, the published dataset with three different partitionings
and the Ąle format of the annotations are explained. An evaluation is performed later on
in Section 5.3.

3.1.1 Creation

This section Ąrst describes the image acquisition process for the dataset in detail. Since
the datasetŠs creation is motivated by the needs of forensic experts, it is based on the
current workĆow at the Austrian Police. Secondly, the annotation of matching points in
the toolmark images and the tool developed for this purpose are presented.

Image Acquisition

Lock cylinders seized by the Austrian Police during break-in investigations in Vienna
in 2015 and 2016 were used to create the dataset. The comparison of toolmarks is
conducted by the forensic experts using a Leica comparison microscope with lenses of
varying magniĄcation factors and an attached digital camera with a resolution of 5MP.
Figure 3.3 depicts the comparison microscope used, and Figure 3.4 shows a closeup of
the holding plate where the lock cylinders are placed. An adjustable ring light varies the
lighting conditions with 11 different settings to enhance the contrast of speciĄc toolmark
characteristics. Additionally, a Ćexible spotlight can be utilized for this task. Figure 3.5
depicts the different settings of the ring light, and the inĆuence on the visible toolmark
patterns is illustrated using toolmark image crops.
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Figure 3.3: Leica comparison microscope which was used for capturing the toolmark
images.

New lock cylinders are Ąrst cataloged during a typical workĆow using a 10× magniĄcation
lens to create an overview image containing the whole toolmark or toolmarks in case
multiple marks are present. Since both jaws of the adjustable wrenches used in such
break-ins have independent characteristics, both sides of the cylinders are captured. By
consistently placing the cylinders upright with the broken (inner) part of the lock facing
left, all toolmark images can be compared without rotating or Ćipping the images. Thus,
this was done in the same way to create the dataset. Even though striated toolmarks are
better visible under 20× magniĄcation, it is not possible to capture the whole toolmarks
with one image with the available setup since this requires stitching multiple images,
which introduces artifacts at the borders. Furthermore, it complicates and lengthens the
capturing process signiĄcantly and therefore contradicts the initial objective to alter the
workĆow of the forensic experts as little as possible.

Since one goal of this dataset is to investigate the inĆuence of different lighting conditions
and the robustness of a similarity measure to variations in lighting, each side of the
cylinder was captured with all 11 available lighting settings. These settings, which are
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Figure 3.4: Closeup of the holding plate of the comparison microscope. The notch in the
plate guarantees that the locks are inserted upright and the surface is Ćat.

divided into four different groups, are shown in Figure 3.5. In each group, different
fractions of the ring light are lit up, and in each group (except full illumination), the
direction of the light can be changed. This information is made available by coding
the lighting condition into the image names, i.e. images with Ąlenames ending with Ş01Ť
belong to group full, Ş02Ť,Ş03Ť,Ş04Ť,Ş05Ť belong to group half, and so on. For images of
cylinders from the year 2015, the Ąle ending also indicates the exact lighting direction,
e.g., Ş06Ť indicates the group quarter and direction from the top. Due to an issue with
the light ring, the group can only be derived for the cylinder images from 2016. In
Table 3.1 the number of tools, locks, and captured images in total are shown for each
year.

As single toolmarks without matching counterparts cannot be used for evaluation and
training, this dataset focuses on seised lock cylinders that have been previously identiĄed
as matching by forensic experts. This restriction limits the number of different tools in
the dataset to the 48 tools used in linked criminal cases, i.e., crime series. In total, the
dataset contains 3,046 images.
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full (1) half (2Ű5)

quarter (6Ű9) opposite (10Ű11)

Figure 3.5: The 11 different lighting settings of the ring light used which are organized
into 4 different groups. To illustrate the inĆuence on the toolmark images, corresponding
crops are shown below.

Tools Locks Sides Images

2015 25 115 230 1,782
2016 23 82 164 1,263

total 48 197 394 3,046

Table 3.1: Statistics of the captured toolmark images divided by year.

Ground Truth Annotation

Even though the toolmark images acquired in the previous section are already annotated
with the tool used, only 48 distinct tools with 96 distinct sides, i.e., jaws, are available.
To provide a more Ąne-grained annotation of the images, matching local toolmark
characteristics, i.e., matching patches, are desired. Manual annotation of matching
patches in the toolmark images is not feasible since hundreds of patches per image have
to be matched. Nevertheless, the toolmark images provide advantageous properties to
simplify this task. Since the regions of interest lie on the edges of the toolmarks, a
polygonal chain (polyline) can be used to describe the points on this edge parametrically.
Further, the same polyline can be used to describe the edges in matching toolmark images,
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albeit transformations are required to Ąt a polyline to a new image. The transformations
necessary are given by the image acquisition process and the properties of the lock
cylinders and jaws of the adjustable wrenches. First, the area of interest containing the
toolmarks on a cylinder lock is approximately a Ćat surface, and the capturing angle
is orthogonal to this surface. Therefore, no perspective transformations are necessary.
Further, the distance of the camera to the surface is always the same since the lenses
used have a Ąxed focus, and therefore focusing of the image is performed by moving the
lock cylinder into focus. Thus, also scaling transformations do not have to be considered.
By restricting the allowed transformations to translation and rotation, the polylines can
be efficiently Ątted to the edges of matching toolmarks.

The described approach was implemented as a plugin for the image viewer nomacs.
Similar to nomacs, the so-called PatchMatchingPlugin is open source and available on
GitHub2. The developed tool allows the user to draw polylines along the edges of the
toolmarks. Further, polylines can be cloned and manually Ątted to a matching toolmark
in the same image using rotations and translations. The resulting polylines and their
clones then deĄne matching points on their line segments. Matching patches can be
extracted by choosing one point on a polyline and using the transformation matrices
to map this point to a clone of this polyline. The patches on a polyline and its clones
can be displayed with varying patch sizes and distances between the locations on the
polyline to assist the annotation process. For that annotation, matching toolmarks on
two different cylinders and multiple distinct toolmarks on one cylinder are considered.
Since the PatchMatchingPlugin only allows the annotation of a single image, Ąrst, for
both sides of each cylinder, the user chooses the image in which the toolmark is best
visible. After that, matching images are merged into one image, which is then used for
the annotation process.

Figure 3.6 shows the annotation result in an example. At the top, the merged image is
shown. In this case, three distinct toolmarks are visible in the image on the left side and
two toolmarks on the right side. By drawing a polyline, a toolmark edge is Ąrst marked;
in this Ągure, the red one. Then, for each distinct toolmark, a clone is created and
manually Ątted using translation and rotation. At the bottom, extracted patches along
the polyline and corresponding points on the clones are shown to help the user adjust
the Ątting. Color coding is used to associate the clones with their respective patches.
This association is done by coloring the control points of the polyline differently for each
clone. The interpolated points between the control points are shown in gray. Finally,
the toolmarkŠs polyline and the transformation matrices for the clones are stored in a
JSON (JavaScript Object Notation) Ąle. Since the lock cylinders were not moved during
the image acquisition, the same annotations can be used for the images of all lighting
settings.

The annotation process was performed for all 96 merged images in the dataset, and a
forensic expert veriĄed the results. The example depicted in Figure 3.6 can be considered

2https://github.com/nomacs/nomacs-plugins
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Figure 3.6: Annotation tool which assists the manual drawing, cloning and Ątting of
polylines. The merged images, which show multiple toolmarks made by the same tool,
are displayed at the top. For each toolmark, a drawn polyline has been cloned and
manually Ątted to its edge using translations and rotations. Patches are extracted along
these polylines to aid the user at precisely aligning the polylines. This is shown at the
bottom. Control points on a polyline and corresponding patches have the same color.

a best-case annotation result. Depending on the hardness and shininess of the lock
cylinder material and the force used by the intruder to create the toolmarks, the Ątting
of the different clones may be signiĄcantly worse. In particular, if a toolmark imprint is
not deep enough, reference points which are crucial to aligning the clones, like the start
and end of a toolmark or distinct patterns, may not be clearly visible. Further, in case
overlapping toolmarks are present, Ąnding a clear, consistent toolmark is challenging.

3.1.2 Dataset

In this section, the two ways the dataset3 is provided are described. First, the 96 merged
images for each jaw of a tool with their respective annotations and 11 lighting settings,

3https://cvl.tuwien.ac.at/cvl/forms-locks/
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i.e., 1,056 images and 1,056 JSON Ąles. Secondly, to allow a comparative evaluation
of different similarity measures without a separate patch extraction, image patches are
provided with a list of 100,000 matching and non-matching pairs. For this, three distinct
partitionings focusing on different challenges of the dataset are presented.

Annotated Images

On average, 2.9 toolmark images were combined to create 96 merged images for each
jaw of a tool. In Table 3.2 the detailed distribution is depicted. In most cases, only two
toolmark images per side are available. However, in some cases, as many as ten different
toolmark images of the same tool could be combined. In a few cases, no toolmarks were
visible on one side of the lock cylinder, and therefore no image was captured.

Matching Toolmark Images (per side)
1 2 3 4 5 6 7 8 9 10

2015 3 20 8 11 4 1 0 1 0 2
2016 8 22 8 4 5 2 0 0 0 0

total 11 42 16 15 9 3 0 1 0 2

Table 3.2: Distribution of matching toolmark images in the dataset.

An annotated image consists of one merged image with a minimum dimension of 2592x1944
pixels and a JSON Ąle of the same name with the preĄx Şpatches.jsonŤ. The images are
concatenated by placing them side by side. Therefore, the width of the merged images is
a variable multiple of 2,592 pixels. The Ąlename contains the year (Ş15Ť or Ş16Ť), the
side (Ş1Ť or Ş2Ť), and the lighting conĄguration (Ş01Ť-Ş11Ť, as depicted in Figure 3.5)
for each tool. For example, the image showing toolmarks of the second side of the tool
with index 1 in the year 2016 captured under light settings 3 (group half ) is named
Ş1_16_2_03.pngŤ. In Table 3.3 the number of polylines and clones in the dataset are
shown. A merged image can contain multiple polylines to describe partial toolmarks and
none if no toolmarks are visible.

Merged Images Polylines Clones

2015 50 52 175
2016 46 44 115

total 96 96 190

Table 3.3: Number of polylines and clones in the dataset.

The annotated polylines and clones are stored in a JSON Ąle. An example is shown in
Listing 3.1. The top-level structure is an array containing one or multiple entries with
polylines (called ŞpolygonŤ) and clones. The polylines are deĄned by their control points
with an array of 2-dimensional image coordinates. For each clone, a 3x3 transformation
matrix is given, which allows mapping the points on the polylines to the actual image
coordinates.
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Listing 3.1: Examplary JSON annotation with one polygon described by two control
points and four clones of this polyline deĄned by their transformation matrices.

[{

"polygon": {

"points": [

[3807.3409391715777,

779.96621476630935],

[3813.4372570232063,

1334.7311392645361]

]

},

"clones": [{

"transform": [

[1,0,0],

[0,1,0],

[0,0,1]

]

}, {

"transform": [

[1,0,0],

[0,1,0],

[2689.1673532866389,

-103.6374034776909,1]

]

}, {

"transform": [

[1,0,0],

[0,1,0],

[5011.6001511800332,

-253.80000832021267,1]

]

}, {

"transform": [

[1,0,0],

[0,1,0],

[-2618.6000989574227,

145.80000477969634,1]

]

}]

}]
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(a) 32×32 (b) 64×64 (c) 128×128

Figure 3.7: Three different patch sizes extracted at the same location

Extracted Image Patches

In order to allow a comparative evaluation of methods for local toolmark similarities, a
training set and testing set of extracted patches are provided. The sets are divided by
year since the number of tools for 2015 and 2016 are approximately the same. However,
as shown in Table 3.1 more images are available for the year 2015. Further, Table 3.2
indicates that the merged images for the year 2015 contain more images on average,
which is crucial to providing matching patches for training. Therefore, 2015 is used as
the training set, and patches extracted from 2016Šs images are used for the testing set.

As described in Section 3.1.1, each location on a clone in the dataset is deĄned by the
position on the polyline, i.e., the distance from the Ąrst control point calculated by
following the line segments, and the transformation matrix for the clone.

The extraction of patches is performed as follows: for each clone in each merged image,
64 × 64 patches are extracted along the polyline with a stepsize k = 64 and k = 8
for the testing set and training set, respectively. As shown in Figure 3.7, a patch size
of 64 × 64 shows enough details in the immediate area around the impression edge
without too many details of the lock surface. Each patch in a dataset can therefore
be uniquely identiĄed by the merged image with the speciĄc lighting conĄguration
L, the polygon index Ip, the location on the polygon ti indexed in steps of k, and
the clone index Ic. The Ąlenames of the patches are then composed by a counting
number, index of the tool, year, side, ŞfgŤ for foreground, Ip, ti, Ic, and L. For example,
Ş025795_30_15_2_fg_01_0011_02_03.pngŤ shows the patch #25795, extracted from
the merged image Ş30_15_2_03.pngŤ on the 11th position on the Ąrst polygon, on clone
2 and with lighting conĄguration 3. Only patches on the polylines are extracted; patches
in the background are ignored. Three distinct partitionings of the dataset FORMS-Locks,
FORMS-Locks-RR, and FORMS-Lock-Lighting are proposed:

FORMS-Locks This partitioning focuses on Ąnding matching patches without consid-
ering their orientations. Therefore, the orientation of each patch is Ąxed to the rotation
of the transformation matrix of the corresponding clone. This way, matching patches
are guaranteed to be oriented the same. In this partitioning, patches are deĄned as
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ŞmatchingŤ if they are extracted from matching positions of clones in any lighting setting.

FORMS-Locks-RR This partitioning is similar to FORMS-Locks, yet, the robustness
regarding variations in orientation is evaluated additionally. For this, patches are extracted
with random orientations for the testing set. Ten patches with random orientations are
extracted for the training set at each location. That increases the number of patches
in the training set 10-fold compared to FORMS-Locks. ŞMatchingŤ patches are equally
deĄned as in FORMS-Locks.

FORMS-Locks-Lighting-RR This partitioning aims to isolate the inĆuence of varying
lighting conditions on the performance. Therefore, to remove errors introduced by the
manual annotation of the matching toolmarks and variations due to cylinder lock materials
and force applied, matching points on clones are ignored, and only patches from exactly
the same image location but with different lighting settings are considered as ŞmatchingŤ
patches. Similar to FORMS-Locks-RR, the patches are extracted with random orientation.

Table 3.4 shows the number of patches in each partitioning. The lists with 50,000
randomly sampled matching and non-matching pairs from the testing sets for evaluation
are provided as CSV Ąles which include two patch indices and a Ş0Ť/Ş1Ť indicator in
each line for matching and non-matching pairings, respectively. Further, in addition to
the 64×64 sized patches, scaled-down 32×32 patches are provided for all partitionings.

#Patches
train test

FORMS-Locks 41,030 25,014
FORMS-Locks-RR 410,300 25,014
FORMS-Locks-Lighting-RR 410,300 25,014

Table 3.4: Number of patches in the datasets.

3.1.3 Conclusion

This section presented a new toolmark dataset based on real break-ins investigated by
the Austrian Police. Since no similar dataset exists yet, this contribution is crucial for
developing methods for the automatic comparison of toolmark images. It is extensively
described how the dataset was created and manually annotated. In addition to the
3,046 captured images and annotations describing matching points in these images, the
annotation tool is also made publicly available. Further, three different partitionings,
with more than 25,000 patches in the testing sets, are provided to allow quantitative
comparisons.
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3.2 Impress Footwear Impressions

Footwear impressions are commonly found at crime scenes and are thus a valuable
source of evidence for criminal investigations. Forensic experts can show that a footwear
impression was made by a speciĄc shoe or the same suspect made impressions at different
crime scenes by comparing individual characteristics of the impressions. However, this
process is very time-consuming, and therefore, automated solutions are desired. However,
testing and training such methods requires datasets that, on the one hand, reĆect real
data from criminal cases and, on the other hand, provide ground truth information.
Hence, in this section, a new footwear impression dataset is presented. For this, an
acquisition line was created, and footwear impressions of 300 different pairs of shoes were
captured under varying conditions with the help of the Austrian Police. In this section,
the creation of this dataset, and the dataset itself, are described in detail.

Section 2.1 shows that most publications on the automatic comparison of footwear im-
pression do not use publicly available datasets for evaluation, and therefore a quantitative
comparison between all published methods in this Ąeld is almost impossible. Even
though there are two footwear impression datasets publicly available, these datasets have
some apparent limitations. Both datasets are not well suited for training deep learning
algorithms, which is unfortunate since, as mentioned above, those algorithms are the
current state of the art in this Ąeld. RichetelliŠs dataset is too small to train deep neural
networks from scratch, and the FID-300 was not designed to capture the variations among
different impressions created by the same shoe. Additionally, the FID-300 ground truth
is only based on the shoe model and not on the shoe, and therefore, this dataset cannot
be utilized for comparing individual characteristics of impressions. This drawback is
emphasized because the images are supplied in less than 1-megapixel resolution, making
comparing individual characteristics impossible. Even though RichetelliŠs dataset provides
high-resolution 600dpi scans, a total number of 18 pairs of shoes is not enough for most
applications.

In order to mitigate these shortcomings, the dataset created presented in this section
provides:

Size: 300 different pairs of shoes

Variance: multiple modalities (gelatin foil lifters, reference impressions, 3D molds, etc.)
created on multiple surfaces (wood, paper, etc.)

Image quality: high quality scans of at least 600dpi or images taken using a DSLR

The dataset was created using an acquisition line where participants walk along a given
path to produce predeĄned footwear impressions. This strategy provides an efficient way
to create crime scene-like footwear impressions.

The following sections describe the acquisition process and the different acquisition stations
in detail. In Section 3.2.2 the provided dataset is summarized. Finally, Section 3.2.3
discusses the advantages of the presented dataset.
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3.2.1 Footwear Impression Acquisition

The goal was to create a dataset containing multiple footwear impressions for each shoe
since this allows an evaluation of how well algorithms can compare footwear impressions
under different conditions by also considering individual characteristics of a shoe sole
inĆuenced by wear and manufacturing. A trade-off had to be found to Ąnd the right
balance for the time needed to acquire each impression. Thus, a mix of realistic but
time-consuming and less realistic but less time-consuming impressions was chosen.

Figure 3.8: Acquisition line to collect footwear impressions.

An acquisition line with multiple consecutive acquisition stations was designed for an
efficient acquisition workĆow. As shown in Figure 3.8 the participants, who came with
their own already worn shoes, were instructed to walk through multiple stations in order
to leave different impressions of their footwear. As the goal was that the impressions
should cover the complete tread patterns of the sole, the participants were instructed
to Şwalk normallyŤ, i.e., roll off their shoes and not just put them Ćat on the Ćoor.
Furthermore, since walking slowly on command is not that easy without losing oneŠs
balance, walking sticks were provided. Figure 3.8 shows one of these acquisition stations.
In the depicted example, the participants were asked to Ąrst apply oil on the soles of
their shoes by stepping into a basket holding a cloth soaked in oil. After that, multiple
impressions were produced by walking over sheets of cut wallpaper (in this case, with
the left shoe). The impressions were labeled with the unique number assigned to each
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(a) Shoe (b) Inkless Pad

(c) Wallpaper

Figure 3.9: Images collected for each pair of shoes: composite shoe image and shoe sole
(a), reference prints created using Inkless Pads (b) and oily impressions on wallpaper
secured using black carbon powder (c).

pair of shoes at each acquisition station.

This section describes the acquisition stations and the decisions behind the chosen
acquisition methods in detail.

Metadata & Shoe

As a Ąrst step, to provide some general metadata, the shoe manufacturer and, if known,
the shoe model were noted in addition to the shoe size. Even though this information
is not enough to uniquely identify a speciĄc tread pattern of a shoe, it still provides a
rough reference. Subsequently, the shoes were photographed from the top and the side,
as Figure 3.9 (a) shows in an example.

Since, in some applications, images of shoe soles are compared to impressions, the shoe
soles were also photographed with a DSLR (Canon EOS 7D Mark II) mounted at a
Ąxed distance. All images contain a reference frame to allow absolute measurements
and comparisons to images from other acquisition methods. However, in contrast to the
impressions made at the following stations, the shoe sole images still contain the natural
curvature of the shoe, which has to be considered when comparing them to other images
from the dataset.
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Inkless Pad

In many forensic applications, reference impressions are used for comparison since they
provide high-quality images without noise in the background. In order to achieve that,
two impressions were acquired for each shoe using Inkless Pads from the manufacturers
Identicator Jacksonville and Neat Prints. One impression was made after stepping onto
the Inkless Pad, and another one directly after that without re-applying the Inkless Pad
solution to provide a more faded impression. The digitalization was done using a standard
office scanner at 600dpi grayscale with all settings set to auto except sharpening turned
off to prevent processing artifacts introduced by the printer software. In Figure 3.9 (b)
resulting images are shown in an example. The second impression appears more faded
than the Ąrst one due to the acquisition process described above.

Wallpaper

As argued previously, the goal was to Ąnd a balance between realistic impressions and
impressions that are fast and cheap to create to acquire a lot of different impressions
quickly. For the latter, oily impressions on wallpaper were chosen since wallpaper can be
found in a variety of different patterns in stores, can be purchased cheaply, and introduces
noise to the impressions.

As shown in Figure 3.8, Ąrst, white mineral oil was applied to the shoe soles by stepping
into a basket with a cloth soaked in such oil. After that, multiple impressions were
made on sheets of cut wallpaper. Three different impressions for each shoe were created,
i.e., six different impressions for each pair of shoes. For the Ąrst two impressions,
wallpaper with regular patterns was chosen, which mostly stayed the same for the whole
acquisition process, except for shortages in the end. For the third impression, alternating,
more pronounced patterns were selected. The impressions were secured similarly to
Ąngerprints by using carbon black powder (manufactured by BVDA), which sticks to the
oily impression on the wallpaper. The impressions were digitalized by scanning with a
standard office scanner at 600dpi, similar to the previous section. Figure 3.9 (c) shows
crops of three different impressions from the same shoe created in this fashion. The Ąrst
print shows a more pronounced thread pattern since the oil was applied only before the
Ąrst and third impressions to produce a more faded second impression. It shows that the
Ąrst two impressions contain a more regular noise pattern than the third impression due
to the choice of wallpaper described above. In comparison to the reference impressions
shown in Figure 3.9 (b), these images contain more noise, and individual characteristics
like blemishes are not as clearly visible anymore.

Realistic Impressions

Additionally to the wallpaper impressions described before, more realistic impressions
were created. Since this process is time-consuming and expensive due to the cost of
gelatin lifters, foam boxes, and others, only one of these more realistic impressions was
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made for each pair of shoes. Depending on the last digit of the unique number given to
each pair of shoes, different methods were used, which are listed in Table 3.5.

# Method Shoe

1 Newspaper left
2 Cardboard right
3 Styrofoam left
4 Parquet right
5 Perforated metal plate left
6 Left + right overlapping both
7 2 Pairs (7+8) overlapping left
8 Smeared right

9 Wet left
0 Foam box right

Table 3.5: Summary of the realistic methods.

For the Ąrst eight methods (# 1-8), black gelatin lifters (manufactured by BVDA) and a
roller were used to secure the dust patterns made by the shoes on the varying surfaces.
This method was chosen since it is the most common method employed by the Austrian
Police for securing footwear impressions at crime scenes. The gelatin lifters were then
digitalized either using a photo-box with oblique illumination and a DSLR (Canon
EOS-1Ds Mark II) or the Trasoscan by LIMS at 1000dpi. The impressions were made on
various surfaces in order to capture a wide variety of background patterns. In detail, the
following eight methods/surfaces were used:

Newspapers from 6 different Austrian publications since they provide a structured
background to the impressions.

Cardboard with differently sized air chambers since they provide Ćexible impressions
depending on the force applied. The air chambers of the cardboard also introduce a
periodic pattern.

Styrofoam with thickness between 0.5cm und 1cm since it provides a regular pattern
and also some Ćex.

Parquet since these Ćoors are very common in Vienna. Chamfered edges were added to
replicate the gaps between different tiles.

Perforated metal plate used as ceiling cover. Due to the wholes in the plates the
impressions contain missing information and regular patterns.

Left + right overlapping impressions as overlapping impressions are very common
at crime scenes. In this case impressions of both shoes of a pair are present. The
impressions were made on a piece of paper.
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2 Pairs (7+8) overlapping as overlapping impressions are very common at crime
scenes. In this case impressions of this shoe pair and the next are present. The
impressions were made on a piece of paper.

Smeared impressions to capture impressions made with movement at the moment the
sole touches the Ćoor. The impressions were made on a piece of paper.

In addition to the methods described above, which were secured using gelatin lifters,
wet (# 9) and foam box (# 0) impressions were made in the following way:

Wet impressions were chosen since they frequently occur at crime scenes and have
a unique appearance. In order to create the impressions, Ąrst, a solution of 30g
polyether sulfate dispersed in 170ml of distilled water was applied to the shoe soles
using a sponge. The impressions were then made on a sheet of paper and secured
using carbon black powder (manufactured by BVDA), similar to the wallpaper
impressions described above. Digitalization was done again using the same scanner
with the same settings as for the wallpaper impressions.

Foam box impressions provide a unique perspective since, in contrast to the other
impressions, they are three-dimensional similar to the shoe soles themselves. These
impressions were created by stepping into an orthopedic foam box (ŞBirkoschaumŤ
manufactured by Birkenstock). Digitalization was done in two different ways. First,
the foam boxes were photographed using a photo box with different oblique lighting
directions to emphasize the 3D structure. Secondly, using plaster caster commonly
used by dentists to create a 3D cast of the shoe sole. After drying and cleaning, the
casts were also photographed similarly at varying lighting conditions.

Figure 3.10 shows crops of the digitized impressions above. For the structured surfaces
like the newspaper, cardboard, styrofoam, parquet, and the perforated metal plate (# 1-3
& 5), the surface pattern is visible as background noise in the images desired. However,
for parquet, the pattern is less regular. For the overlapping impressions (# 7 & 8), the
challenge is to separate the impressions of the different shoes. The blurred impression (# 8)
shows smeared individual characteristics which are only visible in parts of the image due
to the shoeŠs movement. Even though the wet impressions (# 9) are clearly separable
from the background, they appear blurry. The 3D structure of the foam box (# 9)
impressions provides an entirely different view of the tread patterns. Figure 3.11 shows
that, as with other 3D impressions like toolmarks, different lighting conditions can change
the resulting image signiĄcantly by emphasizing different parts of the impression. Even
though it is omitted in the shown crops, all photographs include a scale in order to allow
absolute measurements and comparisons.
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(1) (2) (3) (4)

(5) (6) (7) (8) (9)

Figure 3.10: Realistic impressions collected depending on the last digit of the unique id
for each shoe pair: Newspaper (1), Cardboard (2), Styrofoam (3), Parquet(4), Perforated
metal plate (5), Left + right overlapping (6), 2 Pairs overlapping (7), Smeared (8) and
Wet (9).

Figure 3.11: Foam box (top) and plaster cast of the same foam box (bottom) under
varying illumination.
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3.2.2 Dataset

The provided dataset4, which includes a total number of 300 different pairs of shoes, was
created in two acquisition sessions in September 2018 and January 2019 with 69 and 231
different pairs of shoes, respectively. Since one goal is to allow the training of machine
learning algorithms, it is suggested to use this partitioning for training (2019) and testing
(2018) since this assures no accidental overlap. In summary, for each pair of shoes, the
following images are provided:

• Composite shoe image top/side + shoe sole image

• Inkless Pad: 2 × left, 2 × right

• Wallpaper: 2 × regular wallpaper left + 2 × right; 1 × "special" wallpaper left + 1
× right

• Realistic: 1 × impression with at least one image depending on the method (last
digit).

For every pair of shoes, the dataset provides 11 unique impressions with at least 13
different images with over 4,000 images in the whole dataset.

3.2.3 Conclusion

The presented dataset solves signiĄcant limitations of the current publicly available
footwear impression datasets. First, it provides multiple impressions for each shoe to
allow the training and evaluation of algorithms for comparing footwear impressions under
varying conditions. Further, in contrast to the FID-300 dataset, a comparison of individual
characteristics of footwear impressions is possible as it provides multiple impressions for
each shoe. The high resolution of the images also supports such comparisons. In contrast
to Richetelli et al.Šs [RLL+17] high-resolution dataset, the dataset contains impressions
of 300 different pairs of shoes. Additionally, impressions from both the left and the right
shoe of each pair were acquired.

The diversity of the images provided allows the application in many different evaluation
schemes. For instance, similarly to the FID-300 dataset, a crime scene vs. reference
evaluation can be performed, comparing different reference images is possible, and even
comparing shoe sole images with references and crime scene images can be evaluated.
Furthermore, the wallpaper images could even be used to train a classiĄer, which can
be tested using realistic impressions. This versatility sets this dataset apart from other
publicly available footwear impression datasets.

4https://cvl.tuwien.ac.at/impress-dataset/
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3.3 Summary

This chapter introduced two new publicly available datasets with forensic images to
overcome the limitations of available datasets in these Ąelds.

Firstly, the toolmarks dataset FORMS was presented based on real break-ins from 48
different crime series investigated by the Austrian Police. Using a forensic microscope
and a ring light with 11 different settings, 3,046 images were captured to investigate the
inĆuence of different lighting conditions on the accuracy of local similarity measures. An
annotation tool was presented that allows efficient manual identiĄcation of matching
points in the toolmark images to provide matching local image patches. Subsequently,
the two ways the dataset is provided were described: annotated images and extracted
matching and non-matching patches for a simpliĄed quantitative comparison of local
image descriptors.

Secondly, this chapter presented a novel footwear impression dataset, Impress, created to
overcome signiĄcant limitations of other publicly available datasets in this Ąeld, like the
lack of multiple impressions per shoe, resolution of the provided images, and the number
of different shoes in the dataset. Similar to the FORMS dataset, a detailed description of
the acquisition workĆow is given. An acquisition line with multiple consecutive acquisition
stations was designed to capture multiple footwear impressions of different modalities
efficiently. Finally, the way the dataset is provided is described, and its advantages
compared to other publicly available datasets are discussed.
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CHAPTER 4
Methodology

In this chapter, the methodology proposed is presented in three domains introduced
before that involve Ąnding similarities between forensic images: toolmark analysis,
writer identiĄcation and retrieval, and footwear impression comparison. Forensic experts
traditionally make these comparisons by manually analyzing forensic material or images
of such material. These experts are tasked to assess if two samples are signiĄcantly
similar enough and thus have to be made with the same tool, written by the same author,
or made with the same shoe. Even though this problem deĄnition is similar for each
of the domains in the focus of this thesis, the actual expertise needed to make this
assessment is different. A handwriting expert is not trained to compare toolmarks, and a
method developed to compare footwear impressions will not be able to determine if two
handwritten pages are from the same author.

Thus, the methodology presented in this chapter proposes using a core trainable approach
that is subsequently adapted to the speciĄc challenges of each forensic domain individually.
Generally, an automated system is desired by forensic experts that can quickly retrieve
images from a database with thousands of forensic images similar to a query image. This
way, the forensic experts can Ąlter out many irrelevant images and concentrate their
resources on ones that are most likely to be from the same writer, tool, or shoe. The
goal is to help forensic experts identify matching forensic images more efficiently but not
to make this decision for them. For such a system to be accepted by the end-users, the
results must be accurate and returned as quickly as possible. Furthermore, such a system
should not only work for forensic samples from known tools, shoes, or writers but should
also be able to accurately retrieve similar samples from an unlabeled collection of samples
that have never been used to train the system. Therefore, the proposed approach is based
on metric learning with neural networks. As shown in Chapter 2 these methods allow
the training of a robust embedding in which the similarity between new samples can be
determined using a distance metric. Furthermore, instead of computing the similarity
between each pair of images using a computationally expensive methodology, the samples
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only have to be mapped once into the embedding, and the similarity is then computed
efficiently using, for instance, the Euclidean distance.

These approaches have been shown to work with either whole images, like for comparing
faces, or as local image descriptors that can be used similarly to traditional descriptors
like SIFT. For forensic images, both the global context and Ąne-grained local image
similarities are relevant to determining two samplesŠ similarity. For example, a damaged
area of a tool may leave a very distinct toolmark impression. When such a distinct
shape is found in two toolmarks, it is highly likely, that the same tool made these
toolmarks. However, there is still the possibility that two tools have this same distinct
local characteristic just by chance. Thus, putting these local characteristics into a global
context provides more robust evidence that the two toolmarks were actually made by the
same tool or not. Similarly, an authorŠs writing style is to a high degree deĄned by the
way strokes are made on a level below the size of words or even characters. However, one
stroke alone does not deĄne an authorŠs writing style but rather the statistical invariants
present in these local characteristics, i.e., the reoccurrence of speciĄc strokes.

The methodology proposed combines the local characteristics with a global context in two
ways. Firstly, an end-to-end learning approach is proposed to let a CNN implicitly learn
local image similarities and put them in a global context due to the inherent pyramidal
structure. This approach is Ćexible since it only requires re-training to adapt to other
domains. Nonetheless, it does not allow an explicit incorporation of domain-speciĄc
constraints and may require more training data to cover an unconstrained sample space.
Secondly, another approach is presented that extracts local characteristics beforehand
and trains a neural network using metric learning to describe their similarities efficiently.
Subsequently, it puts them in a global context designed explicitly for the forensic domain
it is applied to. Since, in this way, each image is divided into multiple local areas, this
increases the number of samples that can be used for training, which makes this approach
applicable in case creating a dataset with thousands of samples may not be feasible. Of
course, an increased number of smaller training samples does not automatically mean
that the information available to the neural network during training increases since the
total number of pixels in the training set stays the same. Nevertheless, if the local
characteristics are independent of the global context to a certain degree, the training
samples can exhibit a wider variety. Consider, for example, a toolmark with the distinct
local characteristics X at the beginning. The Ąrst layers of the neural network will learn
this characteristic independently of the position on the toolmark since the receptive
Ąeld is not wide enough to position it in the global context. However, the later layers,
especially the Ąnal linear layer, will see X only at the beginning and may thus incorrectly
learn that X can only occur at the beginning. Hence, uncoupling the local characteristics
from the global context can lead to a representation that better captures the actual
sample space. This strategy is particularly beneĄcial in the case of metric learning, where
the neural network learns the similarity of multiple training samples. Coming back to the
toolmark example, this may force the local characteristic X to be compared to another
local characteristic Y during training which might otherwise never occur, in case X and
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Y are never in the same position in the available training set.

However, this uncoupling has some disadvantages as well, and, as argued in Chapter 2,
such handcrafted methods are often outperformed by end-to-end trained models in case
the global context is a complex combination of local characteristics and choosing an
appropriate model to represent it is not trivial. End-to-end based models circumvent this
issue by providing enough samples, i.e., information, to learn an uninhibited representation
with millions of parameters. Furthermore, as shown in Chapter 3, it is beneĄcial to
provide the neural network with the information on what local image regions are similar,
which is a time-consuming annotation task that has to be done by human experts, but
may be, in many cases, more attainable than obtaining more forensic samples for training.

This section presents a machine-learning-based methodology, applicable, with adaptions,
to diverse forensic domains. The proposed methodology is Ąrst presented for striated
and impression toolmarks in Section 4.1. This section introduces the proposed metric
learning approach based on triplet learning, which is used for all three forensic domains
treated in this thesis. Subsequently, the proposed adaptions for writer retrieval and
footwear impression comparison are discussed in Section 4.2 and Section 4.3, respectively.
A detailed problem description is given for each forensic domain, and the modeling of
both the local characteristics and the global context is described.

4.1 Toolmarks

Marks left by tools on surfaces are categorized as toolmark impressions, occurring when
a part of the tool is pressed with force into the surface, and striation marks, which are
created when a tool is moved over the surface, leaving a striated pattern. Figure 4.1
shows this on two examples. Inside the area where the tool had initial contact with the
surface the toolŠs edge is impressed onto the surface. In these examples, the tool was
moved over the surface with force. Therefore, they show striation marks in the direction
of the movement. As a scale reference, in these examples, the width of the tool was below
6 mm.

As presented in Section 2.1.1, almost all publications on the automatic comparison of
toolmarks apply to striated toolmarks. The toolmarks contain three different kinds of char-
acteristics that can help identify the individual tool that created the toolmark [BKP+14].
Firstly, class characteristics are common to tools from the same class, which can identify
the speciĄc model of the tool. Secondly, sub-class characteristics then deĄne more speciĄc
characteristics only shared by a subset of these tools. Examples of such characteristics are
patterns in the material due to a speciĄc machine used in the production of several con-
secutively produced tools. Thirdly, individual characteristics are speciĄc to the individual
tool. These characteristics are either similarly contributed by the production process or
due to other inĆuences like the wear. When a tool is used regularly, over time, parts of
the surface chip away, and the surface changes due to abrasion. These characteristics
distinctive for each tool are impressed onto the surface, and their visibility is highly
dependent on the resolution of the imaging equipment. For instance, irregularities visible
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(a) (b)

Figure 4.1: Example of toolmark images containing toolmark impressions and striated
toolmarks. Since the edge of the locking pliers used in these examples was moved over
the surface the initial contact the of the tool leaves an impression, i.e. edge, and striated
toolmarks in movement direction from left to right. In the right image the distinctly
visible impressions are marked blue and the striation pattern in yellow.

at the impression marks in Figure 4.1 are most probably due to signiĄcant wear of the tool.
Due to the limited resolution of these images, characteristics on a smaller scale are not
visible in these examples. In particular striated toolmarks are often not perfectly visible
in these low-resolution images. In general, toolmarks are captured using 2D imaging or
3D scans of the surfaces. Utilizing high-resolution 2D or 3D imaging, characteristics that
may otherwise not be visible can be identiĄed. In the example shown in Figure 4.2 the
images were captured with a resolution of more than 400 pixels/mm, and the striated
toolmarks were created under laboratory conditions. Thus, they show Ąner details than
the examples in Figure 4.1, which show toolmarks left on locks during actual break-ins.
3D imaging techniques remove the uncertainty of varying lighting conditions and thus
simplify the comparison of different toolmarks. However, there are variations due to the
actual process of creating the toolmark, like the angle of attack, that can not be removed
by using 3D imaging equipment. In Figure 4.2 Ąve different striated toolmarks are shown
made with the same tool (screwdriver) with varying angles of attack. There is signiĄcant
variation when comparing toolmarks with a difference in angle of attack of 30 degrees or
more, e.g., 15 degrees vs. 70 degrees which can be seen both in the 2D images and, more
pronounced, in the superimposed 3D proĄles.
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Figure 4.2: Superimposed 1D proĄles extracted from 3D surface scans onto 2D images
of the NFI Toolmarks dataset [BKP+14]. All marks were made by the same tool with
varying angle of attack; from top to bottom: 15 degree, 30 degree, 45 degree, 60 degree,
and 70 degree.

Therefore, this section presents a methodology based on deep metric learning that learns
these characteristics from examples. The proposed methodology is adapted to work with
high-resolution 2D images of striated toolmarks captured under laboratory conditions and
images of impression toolmarks of actual criminal cases with annotated toolmark edges.
In contrast to other approaches focused on automated toolmark comparison like [BPZ15],
as shown in Section 2, the methodology proposed uses 2D images and does not rely on
3D surface scans. Therefore, the approach can be applied to images captured under
a forensic comparison microscope and does not need special 3D scanning equipment.
Further, since the methodology is based on machine learning, examples with varying
lighting conditions, surface materials, and other factors that inĆuence the appearance of
the toolmarks, like the angle of attack, can be integrated into the training set to tolerate
such variations.

First, in Section 4.1.1, the extraction of the local characteristics is described. Since
the training data available for both striated and impression toolmarks is limited, the
way local characteristic are selected is crucial in these domains to learn an appropriate
representation. Subsequently, Section 4.1.2 presents the triplet loss function and the
network architectures used to attain this embedding representation. Finally, Section 4.1.3
shows how the embedding vectors, representing local characteristics, are put into a global
context to yield a computationally efficient similarity metric for forensic toolmark images.
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4.1.1 Extraction of Local Characteristics

Since the samples presented to the CNN during training deĄne which features are
learned, the selection of these samples is crucial. Firstly, the training set must contain
enough samples from different classes to allow the CNN to identify the distinguishing
characteristics. Secondly, class and sub-class variations must be represented to improve
the robustness. Especially when dealing with small datasets, improvements can be
made by either artiĄcially increasing the variation or by carefully selecting the training
samples (similarly to negative mining [BJTM16]). The presentation of the toolmarksŠ
characteristics to the CNN during training deĄnes which characteristics the CNN can
use to learn to distinguish these toolmarks. By either augmenting the whole input
sample or explicitly selecting parts of the input sample, it can implicitly be deĄned
which characteristics of a sample are crucial for distinguishing multiple samples and
which characteristics are ideally not be considered by the CNN. These artiĄcial variations
increase the robustness because the network learns that these variations are not distinctive.
The proposed methodology is based on the triplet architecture, which tries to separate
the positive samples from the negatives in the embedding. Since the weights of all three
branches of the CNN are shared in this architecture, the feature extractors learned for all
three samples in a triplet are the same; i.e., equal samples lead to equal representations
in the embedding. These shared weights lead to the following reasoning: Ąrstly, if a local
characteristic is present in all three samples, this characteristic cannot improve the loss
and is therefore suppressed by the CNN. Secondly, if a local characteristic is just present
in the positive samples and not in the negative, the CNN uses this local characteristic to
separate the samples. However, this does not only apply to the individual characteristics
a CNN has to detect but also to unwanted characteristics like varying lighting conditions,
small differences in camera angle, artiĄcial data augmentations, and others. For instance,
applying a data augmentation technique just to the positive samples would allow the
network to Ąnd a trivial solution using exclusively artifacts caused by the augmentation.
Since this minimizes the loss efficiently, this will cause a rapid decline of the loss function
during training without learning a meaningful representation applicable to naturally
occurring variations in the data.

As a result of these considerations, this section presents four different data augmentation
strategies. These approaches are either based on augmenting the whole toolmark samples
or extracting parts of the samples to uncouple the local characteristics from the global
context to increase the number of training samples and provide a greater variety of
different triplet combinations to the CNN. All the approaches described are applicable
for striated toolmarks, which have a one-dimensional proĄle structure. For impression
toolmarks, the local characteristics are two-dimensional; thus, only patch-based strategies
are suitable. Even though toolmark impressions also have an underlying one-dimensional
structure, since they represent the same toolmark edge as striated toolmarks, they require
techniques to precisely identify this toolmark edge, which is not part of this thesis.
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a) Full Profiles b) Permuted Profiles c) Segments
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Figure 4.3: ProĄle extraction from striated toolmark images (top) and three different
triplet selection strategies (bottom).

Full ProĄles

During training, at Ąrst, two toolmark images from the same tool and one toolmark
from a different tool are selected. Subsequently, random vertical crops are taken from
the striated toolmark images to increase the variability of the samples. Since, as shown
in Figure 4.2, the movement direction is along an image axis, these vertical crops all
describe the same toolmark proĄle. Nevertheless, since the extracted proĄles are similar
but not precisely the same, this should lead to a more robust representation of the
striated toolmark. For evaluation, only center crops are used to ensure reproducibility.
This approach is outlined in Figure 4.3a.

Permuted ProĄles

The training samples are chosen similarly to the full proĄles by selecting two toolmark
images from the same tool and one toolmark from a different tool and taking random
vertical crops. However, all three samples, i.e., negative and positive, are additionally
randomly permuted with the same factor as shown in Figure 4.2. Since the position of
local characteristics is a deĄning factor for a tool, two new artiĄcial tools are created
during training with both matching and non-matching toolmark proĄles in this way. The
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permutation must be performed simultaneously on the whole triplet since if the negative
sample is permuted independently, the position of the stitching artifact, i.e., the seam,
can be learned by the CNN to distinguish positive and negative samples. As shown in
Figure 4.2 the striated toolmark images exhibit a distinctly identiĄable beginning and
end, which ampliĄes this stitching artifact. Likewise, if all three samples are permuted
independently, the exact position of a local characteristic on the proĄle is suppressed and
can no longer be used to distinguish toolmarks. This strategy aims to increase the number
of possible triplet samples by moving the individual characteristics to different positions
and thus instructing the CNN to detect all possible local characteristics in the upper
layers and observe these characteristics on all possible positions on the proĄles. Like
the full proĄles, center crops without permutations are used for evaluation. Figure 4.3b
sketches this approach.

Segments

Similar to the full proĄles, three toolmark images are chosen, an anchor, a positive, and
a negative, and the proĄles are extracted as random vertical crops from these images.
However, instead of training with the complete proĄles, proĄle segments are randomly
cropped from the input images as a way to uncouple the local characteristics from the
global context. This strategy extends the Permuted ProĄles described above without
introducing seams and can therefore be done for the positive samples and the negative
sample independently, which increases the variety of combinations of local characteristics
the CNN is presented during training. The approach is outlined in Figure 4.3c. As
shown, the proĄles of both the anchor and the positive sample are cropped at the same
location, whereas another random segment is chosen from the negative proĄle sample.
The overall architecture of the CNN branches is not changed for this. However, since
the number of pixels in the input samples is reduced, fewer parameters are needed for
the fully-connected layers. The length of the segments is evaluated in Section 5.2. Of
course, uncoupling the local characteristics from the global context means that it has to
be modeled separately, which is described later on in Section 4.1.3.

Patches

The preprocessing pipeline proposed by Baiker et al. [BKP+14] for the striated NFI
Toolmark proĄles includes an averaging along the x-axis. Therefore, random square
patches are cropped from the input images to investigate the inĆuence of adding a second
dimension for noise reduction. Similar to the proĄle segments, the positive samples are
cropped simultaneously, i.e., at the same position. However, preliminary tests showed that
the negative sample must be extracted from one of the positive images to prohibit trivial
solutions like different lighting conditions, contrast, and others. A safety distance ensures
that the negative sample does not overlap with the positives. Since the NFI Toolmark
images only contain the cropped toolmark area, negative samples extracted this way are
guaranteed to show part of the toolmark and not just the background. Therefore, in this
case, no special considerations are needed to avoid training a background/foreground
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Toolmark Impressions Patches Embedding

Figure 4.4: Extracting patches from the toolmarks and mapping them into an embedding
using a triplet network.

classiĄer by accident. Furthermore, the samples are randomly Ćipped horizontally, i.e.,
reĆected along the central vertical axis, to counteract the learning of slight angular
variations in the camera angle. As with the proĄle segments, sliding windows in the
center of the toolmark images are used to compute similarity scores during evaluation.

For impression toolmarks, the toolmark edge cannot simply be represented without
precisely identifying it in the images, which is not part of this thesis. Therefore, the patch-
based approach for striated toolmarks is adapted for impression toolmarks. Contrary
to the approach described above, the patches are utilized to directly represent the
local characteristics instead of just reducing the inĆuence of noise. Since, as shown
in Figure 4.4, these local characteristics are not always located on a straight line, the
patches are extracted along the annotated polylines provided by the FORMS dataset
presented in Section 3.1. That way, the patches can be treated as described above.
This method can be seen as a two-dimensional extension of the segment-based approach
above. Nevertheless, as the patches are used to encode complex two-dimensional local
characteristics, different augmentation and sample selection strategies are evaluated in
Section 5.3. That includes introducing random rotations to reduce the inĆuence of angular
differences in the annotation process and just matching patches from different lighting
settings in the same image location to remove the inĆuence of the annotation process
altogether. In contrast to the NFI Toolmark images, the toolmark edge is only part of the
whole lock cylinder in impression toolmark images from the FORMS dataset. Therefore,
patches for the negative samples are also extracted from the annotated polylines to
ensure they contain toolmark characteristics to avoid trivial solutions. Furthermore, the
negative patches are extracted from the positive images, similarly to the NFI Toolmark
images. A safety distance guarantees that the randomly chosen negative patch lies on a
point on the polyline that is different from the positive samples, i.e., that the negative
patch does not show the same local characteristics.
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4.1.2 Triplet Learning

The proposed metric learning methodology is a triplet based network. The training is
performed by forwarding three input samples (a triplet T = ¶xp1

, xp2
, xn♢) through three

identical neural network branches, i.e. they are mapped into the embedding f(xi).

Similar to siamese networks [CHL05], the network architecture consists of multiple
branches with shared weights, as shown in Figure 4.5. The training is performed, by
forwarding three input samples, i.e. a triplet, through these equal CNN branches. Each
triplet consists of an anchor xp1

, a positive (matching) sample xp2
and a negative (non-

matching) sample xn. The results are then combined in the loss function, and the error
is back-propagated subsequently.

p1 p2n

shared shared

loss function

Figure 4.5: Triplet architecture

The dimension of this embedding f(x) can be controlled by changing the size of the
last layer in the branches. Since the weights are shared only one branch is needed after
the training. The loss function minimizes the Euclidean distance between matching
samples and therefore the L2 norm can be used to measure distances in the embedding.
Consequently, efficient algorithms for calculating L2 distances can be applied [BJTM16].
Additionally, the storage requirements are directly controlled by changing the dimension
of the embedding.

The use of two different loss functions is proposed. On the one hand, the probabilistic
SoftPN loss based on the work of Balntas et al. [BJTM16], which uses the ratio between
the exponential distances and is deĄned as:

ℓratio(T ) =


e∆+

e∆+ + e∆∗

2

+


1 − e∆∗

e∆+ + e∆∗

2

(4.1)
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with the distances between the three samples in a triplet:

∆+ = ∥f(xp1
) − f(xp2

)∥2

∆−
1 = ∥f(xp1

) − f(xn)∥2

∆−
2 = ∥f(xp2

) − f(xn)∥2

(4.2)

and ∆∗ = min(∆−
1 , ∆−

2 ). The second loss utilized is an extension of the margin loss used
for siamese networks for triplets and is also proposed by Balntas et al. [BRPM16]. The
loss tries to force ∆+ to be smaller than ∆∗ by a margin m, set to 1.0 by default. The
loss is deĄned as:

ℓmargin∗(T ) = max(0, m + ∆+ − ∆∗) (4.3)

In other triplet formulations, e.g., used by the PyTorch framework1, the triplet is deĄned
by an anchor xa, a positive sample xp and a negative sample xn. In this deĄnition,
computing ∆∗ corresponds to an anchor swap, which swaps the anchor with the positive
sample in case its distance is closer to the negative sample, and the margin loss is deĄned
as:

ℓmargin(T ) = max(0, ∆+ − ∆−
1 + m) (4.4)

with xa = xp1
, xp = xp1

and the distances as deĄned above. Without performing the
anchor swap, the negative distance ∆−

1 is not used for computing this loss function, and
therefore, this loss function might lead to inferior performance, as argued by Balntas et
al. [BRPM16].

The proposed loss functions can be combined with different network architectures, which
allows an adaption to different domains. Even though an exhaustive comparison of network
architectures is not the focus of this thesis, shallow traditional CNNs are compared to
ResNet [HZRS16] and ResNet-like architectures, which include modern improvements
like skip connections and batch normalization. The use of shallow architectures has
two reasons: Ąrstly, Balntas et al. [BJTM16] showed that such architectures adapt to
different domains and outperform traditional feature descriptors for comparing local
image patches. As the presented methodology focuses on uncoupling the global context
from the local characteristics, such shallow networks, like the PN-Net by Balntas et
al. [BJTM16] designed for comparing local image patches, are well suited. Secondly,
simpler models are less prone to overĄtting. Even with the data augmentation techniques
described in the previous section, the available number of training samples is limited for
the forensic domains discussed in this thesis. The NFI dataset, for example, contains only
300 striated toolmarks from 50 different tools. As such, using less expressive models can
beneĄt the problems discussed in this thesis. Nevertheless, publications like Christlein et
al. [CGFM17] show that if enough training data is available (e.g., 480k 32×32 patches),
ResNets are suitable for encoding local characteristics. Thus, modern deep architectures
are employed for writer identiĄcation, toolmark impressions, and footwear impressions,
where the number of training samples is less restricted. However, to avoid overĄtting,

1https://pytorch.org/docs/stable/generated/torch.nn.TripletMarginLoss.html
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for encoding local image patches, the DenseNet architecture is used since it utilizes the
parameters more efficiently than ResNets [HLvW17].

In the following sections, three different network architectures for the triplet branches are
presented, starting with the original PN-Net proposed by Balntas et al. [BJTM16], which
they show works well for comparing local image patches. Subsequently, a similarly shallow
architecture, TripNet, based on the PN-Net and adapted for learning the similarity of
striated toolmarks, is shown. Finally, a deep network based on the DenseNet proposed
by Huang et al. [HLvW17] is presented, which improves on the previous networks and is
well suited for the challenging comparison of local image patches of toolmark impressions.

PN-Net

The architecture proposed by Balntas et al. [BJTM16] is designed to compute descriptors
for 32×32 patches efficiently and thus only contains two convolutional layers. One
pooling layer is used for downscaling and Tanh as non-linear activation functions. A
Ąnal fully-connected layer collapses all dimensions to a 128- or 256-dimension embedding
vector. Table 4.1 shows the proposed network architecture in detail. Interestingly, even
though the architecture is very shallow with only two convolutions, the convolutional
kernels with a size of 7×7 and 6×6 allow for a wide receptive Ąeld.

Layer # Description

1 SpatialConvolution(7,7) → 32
2 Tanh
3 MaxPooling(2,2)

4 SpatialConvolution(6,6) → 64
5 Tanh

6 Linear → nfeat ∈ ¶128, 256♢
7 Tanh

Table 4.1: PN-Net architecture of the PN-Net CNN branches [BJTM16]

TripNet

The architecture of the CNN is depicted in Table 4.2. In case proĄles (or proĄle segments)
are used as input samples, the convolutional and pooling layers have one-dimensional input
regions. For patches, the architecture of the CNN branches is changed accordingly, i.e.,
5×5 and 3×3 regions are used for the convolutional and max-pooling layers, respectively.

Batch normalization [IS15] follows each convolutional layer to decrease the dependency
on input normalization and initialization of the network. The size of the convolutions, the
number of feature maps, and the size of the pooling layers were empirically evaluated. The
best results are achieved with 1×5 convolutions and 1×3 pooling with 64 feature maps in
the Ąrst convolution and 32 in the second. In contrast to the original PN-Net described
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above, RectiĄed Linear Units (ReLU) [LBOM98] and average pooling [LBBH98] are used
since this setup performs more desirable. However, a Tanh activation function ensures a
smooth output of the last layer. To additionally Ąght overĄtting due to the relatively
small dataset used, a Dropout [HSK+12] layer is added at the end with a probability of
0.5.

Layer # Description

1 SpatialConvolution(1,5) → 64
2 SpatialBatchNormalization
3 ReLU
4 AveragePooling(1,3)

5 SpatialConvolution(1,5) → 32
6 SpatialBatchNormalization
7 ReLU
8 AveragePooling(1,3)

9 Dropout
10 Linear → nfeat
11 Tanh

Table 4.2: Architecture of the TripNet CNN branches.

Deep Network

In contrast to the previous shallow networks based on the PN-Net proposed by Balntas et
al. [BJTM16], this section presents a deep architecture based on the DenseNet [HLvW17].
Even though it is similar to ResNets [HZRS16] with its skip connections, DenseNets
features maps are concatenated instead of summed. Huang et al. [HLvW17] argue that
by connecting each layer to every other layer in a dense fashion to facilitate maximum
information Ćow, deeper network architectures can be trained efficiently to attain more
accurate models. Therefore, the available parameters are used more efficiently since
features can be reused throughout the network [HLvW17]. In their evaluation, Huang
et al. [HLvW17] achieve comparable results to ResNets with 1/3 of the parameters.
Furthermore, they show that DenseNets are less prone to overĄtting, particularly useful
for forensic domains, like toolmarks, with little training data.

The dense blocks combine features by concatenating the feature maps of all preceding
convolutional, which introduces L(L+1)

2 connections for a network consisting of L layers.
The growth rate k deĄnes how many are added by each layer. Each layer in a dense block
consists of batch-normalization, followed by ReLU activations and 3×3 convolutions.
Figure 4.6 shows such a dense block with Ąve layers and a growth rate of 4 and the
connections between the layers. Introducing 1×1 convolutions as bottleneck layers before
the 3×3 convolutions reduces the number of feature maps for computational efficiency.
This architecture achieves downsampling by adding transition layers after each dense
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Figure 4.6: 5-layer DenseNet block visualizing the dense connections between the convo-
lutional layers.

block with 1×1 convolutions and 2×2 average pooling. Similar to the bottleneck layers,
a compression layer with a reduction factor set to 0.5 per default can be employed to
reduce the number of feature maps generated by the transition layers. Since DenseNets
are proposed to replace the shallow CNNs described above, both the compression and
bottleneck layers are utilized to maximize the modelŠs compactness. Analogous to the
PN-Net and the TripNet, a Tanh activation function is used for the output of the last
layer to ensure a smooth surface for the learned embedding.

4.1.3 Encoding Global Context

Since the L2 distance is utilized in the loss function described above, similarity scores
for embedding vectors can be computing using the Euclidean distance. For striated
toolmarks, each toolmark is represented by one embedding vector in case full proĄles
and permuted proĄles are utilized. For these representations, the global context is
encapsulated by the CNN and the similarity (or dissimilarity) of two toolmark samples
x1 and x2 is given by the L2 distance of their corresponding embedding vectors f(x1)
and f(x2), respectively:

d(x1, x2) = ∥f(xx1
) − f(xx2

)∥2 (4.5)

In case of proĄle segments or patches, the embedding vectors represent local characteristics
that have be combined in a separate step to calculate the similarity between two toolmarks.
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Figure 4.7: Matching in Ąxed step sizes compared to a distance computation using
dynamic time warping (DTW).

For this two different approaches are proposed: a sliding window approach and dynamic
time warping (DTW).

The sliding window approach uses the embedding representations of the proĄle segments
or patches and computes the L2 distance for each pair of segments or patches from top
to bottom. The sum of the pairwise distances is then used as the distance measure
between two toolmarks. Since the striated toolmarks from the NFI dataset have the
same length, no alignment is necessary, and only the step size has to be deĄned as a
parameter beforehand, which is set to 1/16 of the height of the segment or patch by
default to provide enough overlap. The impression toolmarks provided by the FORMS
dataset have varying lengths and contain both complete and partial toolmarks. Therefore,
an alignment strategy is employed for these samples. For all possible alignments, the
similarity is computed as described above for the striated toolmarks. The minimal
distance is then taken as the similarity measure between the two toolmarks, which is
additionally normalized by the length to provide comparable results.

The advantage of this sliding window approach is that it is simple and computationally in-
expensive. However, it requires accurate annotations or images created under constrained
laboratory conditions, such as the striated NFI toolmarks, since local characteristics
on different parts of the toolmark may be compared against each other otherwise. In
particular slight variations in the angles can lead to accumulated length differences that
cannot be compensated, as shown in Figure 4.7, which is a problem in particular for
the manually annotated FORMS impression toolmarks. Therefore, to relax the Ąxed
step size between two local characteristics, a DTW (Dynamic Time Warping) [BC94]
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approach is proposed to allow more Ćexible matching. Using DTW, minor inaccuracies in
the annotation process, and the resulting changes in the length of the toolmark segments,
can be compensated. Figures 4.7 visualizes the advantages of the DTW approach.

4.2 Writer Retrieval

For writer retrieval and identiĄcation, the writing style of a handwritten page has to be
efficiently encoded to facilitate fast retrieval of similar handwritings, i.e., handwritings
by the same writer. Since the goal is to identify the writer independent of the content of
the handwritten text, it is crucial that this representation encodes just the writing style
and not the content of the written text. Therefore, other approaches for writer retrieval,
like Fiel and Sablatnig [FS13], utilize a similar uncoupling of local characteristics from
the global context, as proposed above for toolmarks, by using local descriptors like SIFT
to describe handwritten strokes and combining these features using an encoding like the
Fischer Vector. The idea is to remove the positional relations of the local characteristics
representing words on the handwritten page and utilize their distribution to encode the
writing style. Similar to other methods shown in Chapter 2, as for instance [CM18], the
methodology proposed utilizes CNNs to encode the local characteristics of the handwriting.
However, instead of using a network for classiĄcation, a methodology based on metric
learning is proposed, which utilizes a triplet network that learns a similarity measure
for image patches. Patches are extracted from the handwriting and mapped into an
embedding where the L2 distance deĄnes their similarity. The similarity measure is thus
learned directly from the handwriting, which represents the writing style. This mapping
can then be used like traditional features for image patches by encoding each image patch
using the learned feature descriptor. The global context of the handwriting is captured
by encoding these features for each document image using either the Vector of Locally
Aggregated Descriptors (VLAD), like in Christlein et al. [CGFM17], or a Fisher Vector,
like in Fiel and Sablatnig [FS13].

Encoding

TRIPLET 
LEARNING

Filtered Patches

Local Characteristics

Figure 4.8: Overview of the writer retrieval methodology. The local characteristics are
extracted from the handwritten page, Ąltered, and subsequently used to train a CNN
with a triplet loss. The distribution of the local characteristics of each handwritten page
is then encoded using VLAD or the Fischer Vector.

82



4.2. Writer Retrieval

An overview of the methodology proposed is given in Figure 4.8. In the following sections,
the methodology proposed is described in detail. First, the images are binarized and
local characteristics, i.e., image patches, are extracted. These patches are then presented
to the network, which learns a mapping based on these patches, minimizing intraclass
distances and maximizing interclass distances. The mapped representations obtained by
the network are then used to generate an encoding of the writing style. Whitening is
applied as a post-processing step to limit the impact of visual word co-occurrence. The
comparison of pages can then efficiently be performed by comparing the encodings of the
respective pages.

This section is divided as follows: Ąrst, the extraction of the local characteristics is
explained, and subsequently, the similarity measure learned using triplet learning. After
that, for the encoding of global context, the Fischer Vector and VLAD are presented,
and whitening of the data is described.

4.2.1 Extraction of Local Characteristics

The method takes a binarized image of a handwritten page as input. Binarization
is not necessary for the rest of the pipeline, but since some databases only provide
binarized images, this step was introduced using OtsuŠs method [Ots79]. Furthermore,
the background should not inĆuence the learning of the features, and binarization is
a simple way of removing the background. However, separating the handwriting from
the background is challenging for some documents like historical data and is not in the
scope of this work. Therefore, the methodology proposed assumes that the handwriting
is clearly separable.

In this work, two different approaches for extracting the local handwriting characteristics
are proposed. Firstly, the extraction of image patches randomly with a deĄned percentage
of handwriting present within. This threshold is set to 15% black pixels within each
extracted patch to Ąlter out patches containing only dots, punctuations, or individual
partial strokes but otherwise does not restrict the extraction. Secondly, the locations
of SIFT keypoints, which originate from the Harris Corner detector, are used as the
center of the patches. The advantage of random patches is that a Ąxed number of
patches can be set for extraction, and thus each image contains the same number of
patches. Additionally, this way, the extracted patches exhibit a more signiĄcant variance,
allowing the triplet network to see a more diverse selection of patches. The drawbacks
are that it can take longer to Ąnd the patches that contain enough information since
the random location may lie between lines or at the ending of a stroke. Furthermore,
if only a few words are present in the document image, the patches are extracted from
similar locations. Thus, the information is redundant, which may lead to performance
loss because unusual characteristics of a speciĄc writer are over-represented. When
using SIFT keypoint locations, the advantage is that previous methods, such as [FS12]
and [FS13], have shown that there is enough information around these locations for
a successful identiĄcation or retrieval, and further, these keypoints lie on or near the
strokes. They also show that even though the number of keypoints varies heavily, this
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Figure 4.9: Sample patches extracted at the SIFT keypoint locations.

has no negative inĆuence on the performance. The size of the patches deĄnes how much
context the triplet network utilizes. However, the general idea is that the patches should
represent the local characteristics of the writing style and not the written words or even
whole sentences. Thus, two different sizes are evaluated. One strategy extracts patches
showing whole characters and their transitions and another showing sub-character level
strokes; 64 × 64 pixels and 32 × 32 respectively. In Figure 4.9 sample images, patches
that have been extracted at the SIFT keypoint locations are shown. In this case, one to
three characters are shown depending on the handwriting size and the location.

Surrogate Classes

In [FS12] and [FS13] the SIFT features are Ąltered according to their size. The idea is to
ignore the features with small and large sizes since they are mostly located at the end of
a line, of a character, or between text lines. [CGFM17] use the SIFT features to Ąlter
the patches after the creation of the surrogate classes, i.e., the clustering. They use the
distance ratio of the two distances between the closest and second-closest cluster center.
This approach Ąlters out patches that lie between clusters and are thus not representative
of any particular class.

The methodology proposed adopts such an approach to Ąlter out patches in the training
step. However, a lower number of classes is used to get character-like clusters, e.g., 100
clusters. The goal is to Ąlter out patches with patterns that do not occur often and
therefore do not form a cluster. This Ąltering is restricted to the training step since
this might Ąlter out patches containing writer-speciĄc features during evaluation. The
reasoning is that the system should learn to distinguish between different writers within
these clusters. Clustering is performed using k-means, and patches with a distance ratio
of 0.9 or more between the nearest cluster and the second-nearest cluster are removed, as
proposed by Christlein et al. [CGFM17].
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4.2.2 Triplet Learning

Even though other approaches, like [FS15], have shown that using the output of the last
layer of a fully connected CNN trained for classiĄcation, e.g., with a Softmax layer and a
Mean Square Error loss function, work well in this work directly training an embedding
from triplets of patches is proposed. Similarly to toolmarks the triplet loss by [BJTM16]
described in Section 4.1.2 is used.

Two different CNN architectures are utilized for learning handwriting similarities in
this work. Firstly, a shallow architecture with just three convolutional layers and
one linear layer, as depicted in Table 4.3. This architecture is similar to the original
architectures proposed by Balntas and the TripNet proposed in Section 4.1.2. Batch
normalization is performed after each convolutional layer to decrease the dependency
on input normalization and initialization of the weights [IS15]. The total number of
layers, feature planes of the convolutional layers, and Ąlter sizes for the convolutional
and MaxPooling layers were determined experimentally. Similarly to [BJTM16] RectiĄed
Linear Units (ReLU) are used. Since it has shown no negative effects, Dropout with a
probability of 0.5 is used in the last layer to avoid potential overĄtting. A smooth output
is ensured by applying Tanh activation functions in the last layer.

Layer # Description

1 SpatialConvolution(7,7) → 32
2 SpatialBatchNormalization
3 ReLU
4 MaxPooling(3,3)

5 SpatialConvolution(5,5) → 64
6 SpatialBatchNormalization
7 ReLU
8 MaxPooling(3,3)

9 SpatialConvolution(5,5) → 64
10 SpatialBatchNormalization
11 ReLU
12 MaxPooling(3,3)

13 Dropout
14 Linear → nfeat
15 Tanh

Table 4.3: Architecture of the CNN branches

Secondly, a DenseNet architecture similar to the one proposed for the toolmarks in
Section 4.1.2 is utilized. This architecture uses a total number of 50 layers with a growth
rate of k = 12 and three blocks. 1×1 convolutions are used as bottleneck layers to
compress the number of channels, as proposed by Huang et al. [HLvW17].
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For both architectures, the output of the last layer determines the embedding dimension.
As in [CGFM17] it is set to 128. However, additionally embedding dimensions of 32, 64
and 256 are evaluated to investigate the inĆuence of this parameter.

4.2.3 Encoding Global Context

The patches extracted from the document image are mapped into the embedding learned
by the CNN. Their representations are then encoded to form a feature vector for each
document image. For this encoding of the global context, two methodologies based on
visual words are proposed, which encoded the occurrences of visual features. Firstly, the
Fisher Vector, which was proposed with SIFT features by Perronin et al. [PD07][PSM10]
as an improvement for the Bag Of Words (BOW) method, which has also been successfully
applied to writer retrieval and identiĄcation by Fiel and Sablatnig [FS13]. Secondly, the
VLAD encoding [JPD+12] a simpliĄed non-probabilistic version of the Fisher Vector,
which has also been successfully applied to writer retrieval and identiĄcation by Christlein
et al. [CBA15]. It outperforms the BOW methods and provides comparable results to
the Fisher Vector [JPD+12]. In this section, both methods are described in detail.

Generation of the Fisher Vector

The BOW method uses k-means for clustering the feature space, and when identifying a
new document image, an occurrence histogram of the nearest cluster center is generated.
In contrast to this, when following the method of Perronin et al. [PSM10], a Gaussian
Mixture Model (GMM) is used for clustering the feature space, and higher-order statistics
are exploited to generate a feature vector. This approach has the advantage that the
separation of the feature space is not as strict as when using k-means, which especially
affects features that lie nearly in the middle of two or more cluster centers. When only
counting the occurrences of the nearest cluster center, the fact that a speciĄc feature
point is also close to another center is ignored. The feature space can be described more
precisely using a GMM and higher-order statistics. Figure 4.10 shows the separation
of a simpliĄed feature space. The dashed lines represent the separation when applying
k-means, and the colors illustrate the separation when using a GMM. The location of
the features within a cluster does not have any inĆuence when counting the occurrences
of the nearest cluster center. However, if GMM statistics are used, the locations of the
features do matter.

After the GMMs are Ątted to the training data, the feature vector of a document
image can be generated. This feature vector, comprising the mapped image patches
X = ¶f(xt), t = 1 . . . T♢ where f is the mapping function learned by the CNN, is
computed by [FS13]:

Gk =
1√
wk

T�
t=1

P (k♣f(xt))(
xt − µk

σk

) (4.6)

where Gk is the feature vector for one speciĄc distribution k. The weights of the k-th
distribution are given by wk, and µk and σk are the means and the variance of the
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Figure 4.10: Separation of the feature space when using Gaussians (colors) for the Fisher
Vector, instead of strict borders when using k-means (dashed lines) [FS13].

particular distribution, respectively. The Ąnal feature vector F of ND-dimension for
each image is then a concatenation of all feature vectors for all distributions where N is
the number of distributions and D the dimension of the embedding.

VLAD Encoding

Similar to the BOW method, a k-means with k cluster centers is used to learn a vocabulary
¶µ1, · · · , µk♢. Additionally, the distance to cluster centers is encoded, similar to the
Fischer Vector. However, in contrast to the Fisher Vector, the cluster center is hard-
assigned as only the distance to the closest cluster center is considered and no higher
order statistics of the distribution are considered.

Every input feature f(xt) with dimension D is assigned to its nearest cluster center
NN(f(xt)). For each cluster, all the residuals between the cluster center and the assigned
features are accumulated:

vi =
�

f(xt):NN(f(xt))=i

f(xt) − µi (4.7)

The feature vector for a document can then be generated by concatenating all the k
vectors vi:

F = (vT
1 , · · · , vT

k )T (4.8)

Thus, a document image is represented by a kD-dimensional feature vector where k is
the number of clusters used for the vocabulary, and D is the dimension of the embedding.

87



4. Methodology

Whitening

Whitening of the data is applied to limit the impact of visual word co-occurrences as
proposed by [JC12]. To estimate the Covariance matrix as C = F × F

T , the encoded
features of the training database F = [F1♣ · · · ♣Fn] are used. Each vector Fi represents
the feature vector for an image in the training set after power-law normalization and
centering around the mean. The power-law normalization is applied to each feature
vector Fi = (v1, · · · , vDF

) with dimension DF by computing vi =
�♣vi♣ · sign(vi) for all

1 ⩽ i ⩽ DF followed by a re-normalization of Fi using the L2 norm.

Using Singular Value Decomposition (SVD) the covariance matrix C is then decom-

posed into the diagonal matrix containing the eigenvalues diag(λ
− 1

2

1 , · · · , λ
− 1

2

DF
) and the

eigenvectors V
T . To reduce the dimensionality only the D′

F ⩽ DF largest eigenvalues
λi♣1 ⩽ i ⩽ D′

F and corresponding eigenvectors V
T

D′

F

can be kept. Whitening is then

performed on the centered and power-law normalized feature vector X of an image as
follows [JC12]:

X̂ =
diag(λ

− 1

2

1 , · · · , λ
− 1

2

D′

F

)V T
D

′

F

X����diag(λ
− 1

2

1 , · · · , λ
− 1

2

D′

F

)V T
D

′

F

X

����
(4.9)

As noted by Jegou et al. [JC12] the re-normalization factor is crucial to achieving a
performance improvement (they report a performance increase of up to 10% on their
dataset).

Whitening is either used with one vocabulary or to jointly decorrelate multiple vocabular-
ies. For this, multiple feature vectors with a varying number of cluster centers k0, · · · , kN

are computed starting with a maximal number of clusters k0, which is then halved for
each following vocabulary. k0 is derived from the total number of cluster centers kΣ to
make the results comparable with the use of a single vocabulary:

k0 = kΣ
1 − q

1 − qN
(4.10)

kn = (kn − 1) ∗ q (4.11)

with q = 1/2.

4.3 Footwear Impressions

Similar to the retrieval of toolmarks, and handwritings, discussed in the previous sections,
footwear impressions can be compared by Ąnding matching local characteristics and
comparing them using a global context. These local characteristics can either be individual
characteristics or model characteristics. All shoes of the same model share the model
characteristics. An example of such characteristics is, for instance, a pattern of re-
occurring stars that is present on all shoe soles from the same model. However, these
patterns are generally not exactly the same for all the different sizes of a speciĄc shoe
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Figure 4.11: Real crime scene footwear impression(s) collected using a gelatin foil lifter.

model, and the same pattern may be present on other shoe models as well. Individual
characteristics are speciĄc to a shoe and stem either from production or wear. Examples
of this are cuts in the shoe sole from stepping onto small stones.

Therefore, like with the previous forensic domains discussed in this chapter, matching
these local characteristics is essential for comparing such forensic images. However,
in contrast to toolmarks, and handwriting samples discussed in this thesis, which are
captured under Ąxed conditions, the footwear impressions discussed in this section are
captured with various techniques and are therefore inherently visually distinct. Examples
of such techniques are Inkless Pads, Gelatin Lifters, Casting, etc., and several different
acquisition methods are discussed in Section 3.2.

Additionally, like the toolmark impressions discussed in Section 4.1, even in the case
of the Śhigh qualityŠ Inkless Pad samples, a separation of the footwear impression from
the background cannot be done as easily as for the handwriting samples discussed in
Section 4.2. Figure 4.11 demonstrates this in an example. The dust in the background
leads to an image in which the foreground, i.e., the impression, cannot clearly be separated
from the background. Furthermore, multiple impressions and blur make it hard to Ąnd
one clean impression in the image. Additionally, in contrast to the toolmark impressions
where it is reasonable to deĄne areas that are the background, i.e., the lock cylinder, and
areas that are the foreground, i.e., the toolmark, this distinction cannot be made for
footwear impressions since, as shown in Figure 4.11, the area of the footwear impression
is a blend of the impression pattern and pattern of the surface below. This issue is most
pronounced in the impressions captured using Gelatin lifters, the most common form
of impression seized by the Austrian Police. Like with toolmark impressions, multiple
impressions can overlap. However, for footwear impressions, the whole area of the
impression has to be considered due to the two-dimensional structure, and therefore
overlapping impressions are more difficult to address in this case than in the case of
toolmark impressions where just the edge is considered.
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The annotation of the footwear impressions is more time-consuming and cannot lead to
a precise identiĄcation of areas just belonging to the impression. Secondly, in contrast
to toolmarks and handwritings, the proposed methodology must be robust to varying
surfaces, i.e., background noise. Thirdly, the proposed similarity measure has to apply to
images captured with different acquisition techniques, from Śhigh-qualityŠ Inkless Pad
impressions to impressions captured using Gelatin Lifters at crime scenes.

Therefore, the methodology proposed focuses on a trainable model that does not rely
on explicitly modeling the global context. CNNs have shown a capability to model two-
dimensional structures. With enough training data, the model should be able to model
the local characteristics and the global context by itself and achieve a more accurate
similarity measure than a complex manually designed model that incorporates both
occurrences of local characteristics and their two-dimensional relative positions efficiently.
Like with toolmarks, the goal is to provide forensic experts with an automated system that
automatically searches through databases with tens of thousands of footwear impressions
and presents the experts with the most plausible matches. Finding impressions by the
same shoe requires Ąnding individual characteristics that are hard to identify in the
presence of noise. Furthermore, this would demand a time-consuming registration of
impressions to compare local characteristics in areas that have already been identiĄed
as similar. Therefore, the proposed methodology does not focus on these individual
characteristics but on higher-level matching structures, i.e., model characteristics. As
the goal of the methodology proposed is to provide the forensic experts with a list of
likely matching samples, such a detailed comparison is not essential but is an exciting
topic for future work.

The methodology proposed in this section is intended to show that an approach based
on metric learning based can be utilized to learn a similarity measure for footwear
impression images without explicitly modeling the global context if enough training
data is available. Therefore, following the comparison of metric learning approaches by
Musgrave et al. [MBL20], the commonly used ResNet [HZRS16] architecture is employed
in combination with the original triplet margin loss and data augmentation for rotation,
translation, and scale invariance. In this section, these pre-processing techniques are
explained, and subsequently, the triplet loss function and network architecture are
described.

4.3.1 Preprocessing

Since the images are trained without explicitly extracting local characteristics, standard
data augmentation techniques are employed. This pre-processing intends to aid a
similarity measure that matches similar footwear impressions regardless of captured
rotation, left or right shoe of a pair, the position of the impression in the images, and
minor differences in scale and aspect ratio due to the acquisition process. Even though
these augmentations are not intended to facilitate the matching of partial impressions,
random crops should ensure that the proposed methodology works even if small parts of
the impression are missing.
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The pre-processing consists of three steps: Ąrst, the images are resized to a Ąxed width
of 256 pixels. Then, a random Euclidean or affine transformation is applied, introducing
random rotations, translations, and scale. In the case of the affine transformations, a
random aspect ratio change is also performed within predeĄned bounds. Subsequently,
random horizontal Ćips with a probability of 0.5 are utilized for left/right invariance.
Finally, a random crop of size 227×227 is taken as the input for the neural network.
Since the impressions in the Impress dataset are upright, the height of the images is
always greater than their width. Therefore, the resize from the Ąrst step in combination
with the crop at the end assures that the random crops are overlapping but never contain
the whole impression.

Even though including these augmentations does impair the similarity measure from
distinguishing impressions from different shoe sizes, the increased Ćexibility and robustness
are preferred. Additionally, since the crops are chosen to include only parts of the footwear
impressions, the proposed methodology should apply to partial impressions to a certain
degree. Of course, these augmentations are only employed during training; Ąxed center
crops are used during evaluation.

4.3.2 Triplet Learning

As shown in Section 2.2 a signiĄcant number of metric learning losses have been developed
since the classical pair-based loss was proposed by Hadsell et al. [HCL06], as, for instance,
the SoftPN loss used in the methodology in Section 4.1 and Section 4.2. Nevertheless,
recent investigations into these advancements by Musgrave et al. [MBL20] and Kaya et
al. [KB19] show that the original triplet margin loss performs similar when paired with
modern network architectures. As such the loss function is deĄned as:

ℓmargin(T ) = max(0, m + d(xa, xp) − d(xa, xn)) (4.12)

The triplet T = ¶xa, xp, xm♢ is deĄned with an anchor xa, positive sample xp and negative
sample xn. The Euclidean distance is used as a distance metric since it performs slightly
better in preliminary experiments than the Cosine distance. Since the images are trained
without explicitly extracting local characteristics, complex triplet selection schemes, used,
for example, in Section 4.1, are not needed. Thus, a batch-based online triplet mining
strategy is used to simplify the training process. In contrast to the triplet architectures
used in the previous sections, the network is not explicitly split into three different
branches. Instead, each batch is forwarded through the network, the triplets for the loss
function are sampled from the embedded samples from a batch, and then the triplet loss
function is subsequently applied to these triplets. In this way, there is no need to sample
the triplets as inputs to the network explicitly, yet it has to be guaranteed that triplets
can be formed in each batch, i.e., positive and negative samples can be found for each
anchor. This is assured by selecting a number of k classes for each batch and drawing m
samples for each class for a total number of n samples in a batch.

Additionally, to remove uninformative samples, the multi-similarity mining strategy
proposed by Wang et al. [WHH+19] is employed. Similar to hard negative mining [SKP15]
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this restricts the training samples to informative, i.e., hard, samples. However, it is done
online during training for each batch and thus does not need separate forward passes to
select informative samples ahead of each training step. The positive and negative samples
are selected according to the relative similarity between the samples and an anchor xa.
In this formulation, negative pairs ¶xa, xn♢ are compared to the hardest positive pairs,
i.e., the lowest similarity with maximum distance, and are only selected if the distance
d(xa, xn) is smaller than this distance by a margin ϵ:

d(xa, xn) < max
xp∈XP

d(xa, xp) + ϵ (4.13)

with the set XP of all samples with the same label as the anchor xa. Similarly, positive
pairs are compared to the hardest negative pairs with the set XN of all samples which
have a different label as the anchor:

d(xa, xp) < min
xn∈XN

d(xa, xn) + ϵ (4.14)

For loss functions that do not deĄne a Ąxed margin, like the multi-similarity loss proposed
by [WHH+19], the parameter ϵ directly inĆuences which samples are considered in the
loss function. Since the triplet loss function in Equation 4.12 already deĄnes a margin m
for samples that will not contribute to the loss, setting ϵ ≤ m only removes samples that
are already outside the margin m. Using ϵ ≥ m restricts the samples even further.

The network architecture is split into two parts. The trunk with a Resnet18 [HZRS16]
architecture without the last fully connected layer that has been pre-trained on ImageNet
(with an error rate of 30.242), and a single layer fully connected MLP embedder that
maps the features computed by the trunk into a d-dimensional embedding. This way, the
trunk and the embedder can be trained with different learning rates which is beneĄcial
since the trunk is already pre-trained and the embedder is trained from scratch. The
Resnet18 architecture with 18 layers is shown in detail in Figure 4.12. The architecture
employs skip-connections, similar to the DenseNet utilized for toolmarks in Section 4.1.2.
However, the architecture is frequently used and pre-trained models on ImageNet are
available in commonly used frameworks like PyTorch3. Optimization is performed using
Adam since it performs well even compared to more modern approaches [SSH21].

4.4 Summary

In this chapter, the methodology for the retrieval of forensic images was presented.
The approach aims to help forensic experts retrieve the most relevant samples from a
database to reduce the manual comparisons needed while searching for matching forensic
samples. The methodology consists of a core trainable approach based on metric learning
adapted to forensic images of three domains: toolmark analysis, writer identiĄcation and

2https://pytorch.org/hub/pytorch_vision_resnet/
3https://pytorch.org/vision/main/models.html
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Figure 4.12: Comparison of different ResNet architectures [HZRS16].

retrieval, and footwear impression comparison. Metric learning enables an efficient search
for similar samples in an embedding space using the Euclidean distance. Furthermore,
this chapter presented a separation of the local characteristics from the global context
to incorporate domain-speciĄc constraints and utilize the available training data more
efficiently.

For toolmarks, this includes four different approaches for extracting local characteristics
from striated toolmark proĄles or the edges of toolmark impressions. The global context
is either modeled using a sliding window or a Ćexible DTW approach. Similarly, two
methods based on SIFT keypoint locations and random patches were shown for extracting
the local characteristics of handwritten documents. Since, for handwritings, the global
context requires modeling the distribution of these local characteristics, VLAD and Fisher
Vector were proposed to encode this distribution. In contrast, for footwear impressions, an
end-to-end-based methodology was presented, which does not require explicit modeling of
the global context nor explicit extraction of the local characteristics. The approach shown
does, however, uses data augmentation techniques to utilize the available data more
efficiently. The proposed core metric learning methodology utilizes either shallow CNN
architectures (similar to the PN-Net used as a local descriptor) or deeper ResNet-like
architectures based on skip connections. All methods presented use triplet-based loss
functions to learn the relationship between the training samples.
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CHAPTER 5
Evaluation

The methodology for comparing forensic images proposed is evaluated in this section.
The main goal of this chapter is to investigate if the proposed metric learning-based
approaches can be used to support the work of forensic experts. For this, the datasets
presented in Chapter 3 and publicly available datasets for each of the three forensic
images domains discussed, namely toolmarks, footwear impressions, and handwritings,
are utilized. As the use case for these methodologies is the retrieval of forensic images
by forensic experts, the evaluation in this chapter is approached in terms of information
retrieval. As such the problem is formulated as follows: a user expresses an information
need using a set of queries and retrieves relevant and non-relevant documents from a
document collection [MRS08]. For example, in the case of toolmarks, the information
need can be expressed as the search for a similar toolmark, i.e., the search for a toolmark
made by the same tool. This way, relevant and non-relevant documents are represented
by toolmarks made by the same or another tool, respectively, and this representation
works analogously for footwear impressions made by the same shoe and handwritings
made by the same author. The quality of the retrieved documents is deĄned by how
many relevant documents are retrieved. Ideally, the Ąrst results retrieved are the relevant
documents in the document collection for each information need.

Crucially, the retrieval is, if not stated otherwise, deĄned as an open-set problem with
distinct sets of labels for the training set and testing set. Open-set means the training set
is only used to learn valuable features to identify similar and dissimilar samples, but it is
not used to learn how to directly identify the labels of the samples as in classiĄcation
tasks. Requiring all labels to appear in the training set would pose several problems for
forensic images: Ąrstly, forensic experts would need to maintain a meticulously labeled
collection in which for each sample added to the collection, a label is identiĄed. This
labeling entails comparing each new sample either manually or semi-automatically to all
the samples currently present in the collection and identifying if it represents a new label
or if the label is already present. Secondly, it would require re-training the system each
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Figure 5.1: Visualization of the difference between open- and closed-set evaluation.

time a new label is identiĄed, and since there might only be one or a few samples per
label for forensic collections, new labels would be identiĄed regularly. Instead, using an
open-set problem deĄnition allows an evaluation of the performance, focused on assisting
forensic experts without additionally increasing their workload. The difference between
performing a closed-set and open-set evaluation is shown in an example in Figure 5.1.
In a closed-set evaluation, all the labels are used in both the training and testing sets.
However, the documents are split between the testing and training sets individually for
each label. Contrary to this, the labels are divided into training and testing sets in
an open-set evaluation. All the corresponding documents for each label are then put
either in the training set or the testing set. Therefore, for a closed-set evaluation, each
label must contain at least two different documents in the dataset to work with such an
evaluation scheme which may not be the case for forensic image datasets.

In this chapter, Ąrst, the different evaluation metrics used are described in detail in
Section 5.1. The general idea is to use metrics that faithfully capture the quality of
the retrieved results and metrics that can be intuitively explained to forensic experts.
Nevertheless, since the provided results must be comparable to other publications,
standard metrics used in the respective Ąelds are used when the results are related to the
state of the art. In the subsequent sections, the results are presented and discussed in
detail for each forensic domain discussed in this work, i.e., striated toolmarks, toolmarks
impressions, handwritings, and footwear impressions.

5.1 Metrics

Generally speaking, to assess the effectiveness of an information retrieval system, it is of
interest how many of the relevant documents in the collection are returned for a query
and what fraction of the returned results are relevant; which can be quantiĄed with recall
and precision, respectively [MRS08]:

precision =
number of relevant items retrieved

number of items retrieved
(5.1)
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recall =
number of relevant items retrieved

number of relative items
(5.2)

Since these metrics present a trade-off, the F measure, or F-Score, can be used as a
single value to capture this relationship. The balanced F1 measure that weights recall
and precision evenly is deĄned as [MRS08]:

F1 =
2 · precision · recall

precision · recall
(5.3)

These measures are set based, and as such, they are based on a set of a Ąxed number k
of retrieved documents that contains relevant and non-relevant items. In the forensic
context, the F1 score allows an assessment of how well a system can distinguish known
matches from known non-matches, i.e., determine if two DNA samples or Ąngerprints
match, and is similarly used in Section 5.2 for striated toolmarks to compare to the state
of the art.

However, such systems are designed with a Ąxed threshold and work fully automated
without incorporating forensic experts. In contrast to this, the methods proposed in
this thesis are not designed to give the forensics experts a binary ŞyesŤ or ŞnoŤ answer,
but instead a ranked list of results sorted by relevance. In order to evaluate such a
ranked retrieval, the measures presented above have to be extended. By varying the
number k of retrieved documents and calculating precision and recall for each k, the
ranked retrieval performance can be quantiĄed [MRS08]. The result is commonly plotted
with the precision on the y-axis and the recall on the x-axis [MRS08]. However, this
graph only shows the systemŠs effectiveness for a single query, i.e., information need. The
arithmetic mean of precision can be used to calculate such plots for a whole set of queries,
which is how the precision/recall plots in this thesis are generated.

Even though these precision/recall plots provide an informative assessment of the retrieval
performance, in order to compare results, a single number is often preferred. A simple
solution for this is to take a Ąxed k and calculate the precision at k [MRS08]. Similarly,
for local image similarities, a commonly used measure is the False Positive Rate at 95%
recall (FPR@95), which is, for instance, used in Section 5.3 to compare to the state of
the art; a deĄnition can be found in [MRS08]. The FPR95 allows an intuitive assessment
of the expected false positives for a system that correctly identiĄes nearly all the true
positives, i.e., 95%. A measure to capture the quality across the whole precision/recall
curve is the Mean Average Precision (MAP) which is calculated as follows [MRS08]:

MAP(Q) =
1

♣Q♣ ·
♣Q♣�
j=1

1

mj

mj�
k=1

precision(Rjk) (5.4)

with information needs qj ∈ Q, the set of all information needs Q, relevant documents�
d1, ...dmj

�
, and Rjk the minimal set of ranked retrieval results containing dk [MRS08].

In the example of toolmark images, qj can be formulated as ŞĄnd images with toolmarks
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made by the same tool as the supplied imageŤ and dk as Şimage with toolmarks made by
the same toolŤ. The retrieval results for each qi are ranked by similarity score. Each Rjk

then contains dk and all other images which are more similar to the supplied image than
dk. A perfect score of 1.0 is achieved when all dk are ranked at the top, and thus all Rjk

contain only relevant documents.

Even though the MAP is widely used and helps compare different methodologies [MRS08],
e.g., to the state of the art, it does not provide an intuitive understanding of the ranking
performance that forensic experts request. Such a measure that can be easily interpreted
is the top-k hard criterion, which is, for instance, commonly used to evaluate the
performance of writer retrieval methods [FKD+17], is deĄned as follows:

hard-k =

�
query k relevant items found in top-k results

number of queries
(5.5)

It simply states the probability that all retrieved documents are relevant if k documents
are retrieved. However, since this probability depends on the total number of relevant
documents in the document collection, it is only meaningful to compare the relative
performance of different methods on the same dataset. Similarly, the measure may not
be practical with unbalanced datasets since it does not capture how many of the relevant
documents are not retrieved. Therefore, multiple top-k scores have to be combined for
an in-depth assessment of the performance as some relevant items might be inherently
easier to retrieve than others. As a side note, the hard top-1 criterion is similar to the
accuracy computed when evaluating neural networks on classiĄcation tasks in which also
just the top-ranked result, i.e., the class with the highest log-likelihood, is taken as the
predicted label.

A similar criterion that is also used in the evaluations of writer retrieval publica-
tions [FKD+17] is the top-k soft criterion which, in contrast to the hard criterion,
captures the probability that at least one of the retrieved documents is relevant:

soft-k =

�
query relevant item found in top-k results

number of queries
(5.6)

The soft-k criterion provides an intuitive measure of how likely it is to Ąnd any relevant
item when manually inspecting the Ąrst k ranked documents. Since it might be enough
for forensic experts to Ąnd any matching item in the collection to start an investigation,
this is a reasonable simpliĄcation in the case of forensic images. However, since a number
k has to be selected, it provides only limited expressiveness, similarly to the top-k hard
criterion. Nevertheless, by varying k, the Cumulative Match Characteristic (CMC) can
be plotted, which is frequently used by publications in the Ąeld of footwear impression
retrieval like Kong et al. [KSRF19] and Kortylewski et al. [KAV15]. In the CMC, the
Cumulative Match Score (CMS), i.e., top-k soft criterion, is placed on the y-axis, and the
number of samples retrieved k is placed on the x-axis as a fraction of the whole collection.
It enables an intuitive understanding of how many samples must be retrieved to Ąnd
a relevant document with a certain probability. Moreover, it shows how probable it is
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to Ąnd a relevant document when a certain amount of documents is retrieved from the
collection.

In order to evaluate a retrieval system and calculate the metrics described above, for
each dataset which consists of multiple images, the queries, document collection, and
relevant and non-relevant documents for each query have to be selected. In this thesis, the
evaluation is done using a leave-one-out strategy. Each item in the dataset is taken once
as the query, i.e., information need. All other items in the dataset deĄne the retrievable
document collection for each query. The actual retrieval is done by computing the
similarity between the query and each document in this collection. The results are then
subsequently ranked by this measure. The relevance of a retrieved document is deĄned by
its label and the label of the query. If these labels match, the item is relevant; otherwise,
it is not relevant. The set of all information needs are all the images in the dataset, and
for each information need, the set of relevant documents is all the matching images in
the dataset except the current query image. Depending on the distance measure d, up
to N × N distance calculations must be performed for the evaluation. For symmetric
distance measures, this can be sped up by only computing d(A, B) and not d(B, A).

5.2 Striated Toolmarks

In this section, the methodology proposed in Section 4.1 is evaluated using striated tool-
marks. The evaluation is based on the NFI database of 300 striated screwdriver toolmarks
published by Baiker et al. [BKP+14] presented at the beginning of this section. Other
works on that data like [BKP+14, BJJK10] focus on how well an algorithm can identify
pairs of known matches or pairs of known non-matches and are based on approaches
that do not utilize machine learning and thus do not require the distinct separation of
training and testing data. Consequently, the published results can not directly be com-
pared to the deep-learning-based TripNet methodology proposed. With this in mind, a
curvature matching method is proposed as a baseline approach. This approach achieves a
similar performance as the methodology proposed by Baiker et al. [BKP+14]. It does not
require training data and can thus faithfully be compared with state-of-the-art methods.
Subsequently, the performance improvements achieved by the TripNet methodology are
investigated using this baseline. This comparison is made using the information retrieval
metrics described. Two different partitionings of the NFI database, namely NFIT and
SPLIT, are created to enable both a close-set and open-set evaluation with separate
training and testing sets. The impact of decoupling local characteristics is investigated
utilizing permuted proĄles and proĄle segments compared to modeling the global context
using full proĄles. Finally, the results are discussed in detail, and the advantages and
disadvantages of the proposed methodology are presented.

5.2.1 Dataset

The NFI dataset published by Baiker et al. [BKP+14] consists of 300 toolmarks from 50
different tools. For each tool, toolmarks were made with different angles of attack (α),
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i.e., α = 15◦, 30◦, 45◦, 60◦, and 75◦ are available. For 10 tools additional 5 toolmarks
each at α = 45◦ are provided. However, since a balanced dataset is preferred, these
additional 45◦ toolmarks are ignored in the NFIT and SPLIT partitionings described
below. All toolmarks are available as 2D images, 3D surfaces, or preprocessed 1D proĄles
extracted from the surfaces. For evaluating the baseline and TripNet, the proĄles and
the 2D images are used, respectively.

Since the 2D images are not preprocessed, as opposed to the 1D proĄles in the NFI
dataset, a rough manual alignment using translation, scale, and rotation is performed
by hand, as shown in an example in Figure 5.2. Further, to increase the number of
samples for training and testing TripNet, vertically Ćipped (reĆected along the central
horizontal axis) versions are added to the set of 2D images. Since the position of local
characteristics is a deĄning factor for a tool, these images are assigned a distinct set of
an additional 50 tools. This augmentation artiĄcially doubles the number of images to
400 and the number of tools to 100.

Figure 5.2: Manual alignment process of the 2D images in the NFIT dataset shown on
an example.

In order to allow a comparison with [BKP+14] the KM (Known Match) 15 vs. KNM
(Known Non-Match) and KM 15/30 vs. KNM partitionings presented there are evaluated.
These include all comparisons between all matching toolmarks with a difference in α
of 15◦, and 15◦ or 30◦ with all non-matching distances of α = 45◦, respectively. The
additional α = 45◦ toolmarks are not included in these sets.

For the training-based TripNet, two different partitioning of the NFI dataset, NFIT
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and SPLIT, are proposed to perform a closed-set and open-set evaluation, respectively.
The NFIT dataset is partitioned into training and testing: all toolmarks of a particular
α (including their Ćipped counterparts for TripNet) are put into the test set; all other
toolmarks into the training set. The naming of the partitioning reĆects the toolmarks in
the test set, e.g., NFIT 15 contains all toolmarks with α = 15◦ in the test set.

These NFIT partitionings allow assessing the performance of the method proposed for
Ąnding a matching tool in an annotated and trained database. However, this does not
capture use-cases where retraining the CNN for new tools is not desired or feasible.
Therefore, the whole dataset is additionally split into toolmark images from tools with
even and odd numbers, resulting in a training set with 24 tools and a testing set with 26
tools. The additional α = 45◦ images are omitted. The testing set is partitioned similarly
as above into the SPLIT 15, SPLIT 30, SPLIT 45, SPLIT 60, and SPLIT 75 datasets.

5.2.2 Elastic Shape Matching Baseline

The baseline is based on the elastic shape metric proposed by Srivastava et al. [SKJJ11].
This approach is publicly available1 and requires no parameter evaluation. For comparing
shapes of closed and open curves in R

n, the distance is expressed as a combination of
bending and stretching deformations. In contrast to other elastic shape metrics, the curve
is represented by the Square-Root-Velocity (SRV) function to reduce it to an L2 metric.
All curves are scaled to unit length in order to achieve scale invariance. These open
curves with unit lengths are then represented by points on a unit hypersphere in this
pre-shape-space L2(D,Rn). The distance between two curves is then deĄned by the length
of the minimizing geodesic between their point representations in pre-shape-space. Since
this pre-shape-space is not invariant to rotation and re-parameterization an additional
optimization step is performed afterwards to compute the distances in shape-space. The
methodology is described in detail in [SKJJ11].

This approach is directly applied to the NFI Toolmark proĄles after downsampling to 800
points, which corresponds to the minimal wavelength used by Baiker et al. [BKP+14].
The extensive preprocessing pipeline applied to the NFI proĄles is described in [BKP+14]
and includes cropping, stitching, alignment, global shape removal, and noise reduction.

In Table 5.1 the baseline is compared to the results published by Baiker et al. [BKP+14].
In order to allow a one-score comparison, the False Discovery Rate (FDR) and Negative
Predictive Value (NPV) given by Baiker et al. are converted into F1 scores. The two
methods perform the same for the KM 15 vs. KNM evaluation. However, for the dataset
containing both 15◦ and 30◦ comparisons, the baseline performs slightly worse with an
F1 score of 0.75 compared to 0.79 achieved by the method proposed by Baiker [BKP+14].
This difference suggests that the baseline is not suited as well for α = 30◦. Still, the
general trend that comparisons of samples with α = 15◦ work well, but the performance
decreases drastically for α > 15 can be observed for both approaches. The performance
decline of the baseline with increasing α difference is also shown in Figure 5.3. All

1http://ssamg.stat.fsu.edu/software
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Figure 5.3: Comparison of the soft-criteria scores achieved by the baseline approach for
α differences of 0◦ to 60◦.

comparisons were restricted to the given α difference for this experiment. In order
to allow a comparison with α differences of 0◦ the additional α = 45◦ toolmarks were
included; all images from the NFI toolmark database were used. However, these additional
α = 45◦ toolmarks are only available for a subset of just ten different tools, and as such,
the perfect scores achieved here are of limited relevance.

TripNet
Metric Baiker [BKP+14] Baseline Full ProĄle

KM 15 vs. KNM F1 0.96 0.96
KM 15/30 vs. KNM F1 0.79 0.75

NFIT 15 MAP 0.47 0.78
NFIT 30 MAP 0.69 0.95
NFIT 45 MAP 0.70 0.94
NFIT 60 MAP 0.56 0.84
NFIT 75 MAP 0.35 0.54

Table 5.1: Results for the baseline and TripNet in comparison with [BKP+14].
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For the NFIT datasets, the results are similarly dependent on the α difference of the
compared toolmarks. In the NFIT 45 dataset, which contains just comparisons with
α differences of 15◦ and 30◦, a MAP of 0.70 is achieved. With increasing α difference
the MAP drops to 0.47 for NFIT 15 and even 0.35 for NFIT 75 which both contain α
differences of 15◦ to 60◦. In Figure 5.5 the steep decline for a recall greater than 0.3
suggests that after correctly identifying the samples with similar α, the approach fails to
distinguish the remaining toolmarks.

Since this approach computes similarities without prior training, similar performance
is achieved on the SPLIT datasets as shown in Table 5.3. The slight improvements in
MAP are because only tools with odd numbers are in the testing set, and therefore the
total number of relevant and non-relevant images is reduced.

5.2.3 TripNet

In this section, the TripNet CNN described in Section 4.1.2 with the SoftPN loss [BPG+16]
is evaluated on striated toolmark images. Since the proposed methodology requires
separate training and testing sets, the evaluation is performed on the NFIT and SPLIT
partitionings described above. Similar to the processed 1D proĄles used for the baseline,
the 2D images are uniformly downscaled to a height of 800 pixels. The resulting resolution
is about 100 pixels per millimeter. The triplet creation is done online, i.e., not created
beforehand but during training. Min/max-normalization and mean pixel subtraction are
performed as a preprocessing step.

A distance calculation between two toolmark proĄles takes about 3s on an Intel i7-5500U
CPU for the baseline. Since NxN (9,000) computations are required, it takes 25h to
calculate all distances for the whole NFI Toolmark dataset. In contrast, the embedding
calculation for TripNet is done in 0.01ms once the toolmark images are in memory;
otherwise, it takes 1ms. All experiments for TripNet were performed using an NVIDIA
Titan X (Maxwell architecture).

For the extraction of local characteristics, three different strategies are evaluated, namely
full proĄles, permuted proĄles, proĄle segments, and patches, as deĄned in Section 4.1.1.
The similarity is computed for the full proĄles and permuted proĄles by calculating the
L2 distance of the embedding vectors returned by the TripNet. As uncoupling the local
characteristics requires explicitly modeling the global context, for the proĄle segments
and patches a simple slinging window, as explained in Section 4.1.3, is utilized. Training
of the TripNet is done using Stochastic Gradient Descent with a learning rate of 0.01,
weight decay of 10−4, and momentum of 0.9.

This section Ąrst presents the results achieved using full proĄles on the different NFIT
partitionings described above. It is shown in detail that the proposed methodology
performs signiĄcantly better than the baseline, especially for a bigger α difference.
Additionally, the impact of an α difference on the TripNet performance is explored.
Furthermore, the inĆuence of the embedding dimension is investigated. Subsequently,
an open-set evaluation is performed using the SPLIT partitionings using full proĄles,
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permuted proĄles, proĄle segments, and patches, demonstrating that uncoupling the local
characteristics improves the performance considerably on striated toolmarks from unseen
tools.

NFIT

The results attained on the NFIT datasets indicate that the basic TripNet with full proĄles
is better suited to handle α differences bigger than 15◦ than the baseline. The resulting
MAP of over 0.9 shown in Table 5.1 suggests that most of the matching toolmarks are
ranked at the top for NFIT 45 and NFIT 30. For NFIT 15 and NFIT 60 the MAP
declines slightly to 0.78 and 0.84. However, for NFIT 75, a MAP of only 0.54 is achieved,
even though the distribution of α differences is identical to NFIT 15. Degradation of
the toolmarks for greater α can explain this, which is also suggested in [BKP+14] and
indicated in Table 5.2. The same can be observed when comparing the result of NFIT 30
with NFIT 60. Table 5.2 Ąlters the results on each partitioning by α-differences to isolate
the α-difference of the retrieved results. This separation demonstrates that overall the
retrieval of toolmarks is more challenging for NFIT 15, NFIT 60, and NFIT 75 compared
to NFIT 30 and NFIT 45, even for an alpha difference of only 15◦. Nevertheless, even for
NFIT 15, a MAP of 0.79 can be achieved when only toolmark images with an α of 75◦

are considered for retrieval, i.e., an α-difference of 60◦.

α-difference −15◦ +15◦ −30◦ +30◦ −45◦ +45◦ −60◦ +60◦

NFIT 15 0.88 0.82 0.81 0.79
NFIT 30 0.99 0.97 0.95 0.94
NFIT 45 0.98 0.96 0.98 0.96
NFIT 60 0.92 0.88 0.86 0.85
NFIT 75 0.69 0.58 0.57 0.61

Table 5.2: Results in MAP achieved by the TripNet with full proĄles on the NFIT
datasets Ąltered by α-difference.

In Figure 5.4 the retrieval results are shown in detail as Precision/Recall plots emphasizing
that the method proposed works well for NFIT 30 and NFIT 45, not at all for NFIT 75,
and somewhere in between for NFIT 15 and NFIT 60.

Precision/Recall plots are compared in Figure 5.5 to investigate the impact of the
embedding dimension for NFIT 15. In the case of a dimension of 16, the network
performs worse than the baseline. The sharp drop at a recall of 0.05 suggests the network
has problems in distinguishing all toolmarks with an α difference of 15◦. Nevertheless,
the baseline approach is outperformed by all networks with an embedding dimension of
32 or greater. Increasing the embedding dimension to more than 64 does not further
improve results.
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Figure 5.4: Precision/Recall plot for TripNet with full proĄles comparing different
partitionings of the NFI Toolmark dataset.
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Figure 5.5: Precision/Recall plot for TripNet with full proĄles comparing different
embedding dimensions using NFIT 15.
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SPLIT

Proceeding with the SPLIT datasets, which allow an open-set evaluation of the perfor-
mance for striated toolmark from unseen tools, the TripNet with full proĄles performs
signiĄcantly worse than the baseline. Table 5.3 shows MAP of only 0.27 is achieved for
SPLIT 15 compared to 0.55 for the baseline. Even though the approach can successfully
separate toolmark images from different tools, it cannot generalize well to unseen tools
not present in the training set.

TripNet TripNet
Metric Baseline Full ProĄle Segments

SPLIT 15 MAP 0.55 0.27 0.56
SPLIT 30 MAP 0.75 0.35 0.75
SPLIT 45 MAP 0.75 0.31 0.77
SPLIT 60 MAP 0.61 0.23 0.72
SPLIT 75 MAP 0.41 0.16 0.44

Table 5.3: Results for the retrieval of toolmark images of unseen tools.

Figure 5.6 shows a Precision/Recall plot in which the different strategies for uncoupling
the local characteristics proposed in Section 4.1 are compared using the SPLIT 15
dataset. Since the available number of samples is relatively small, introducing random
permutations to the proĄles in order to extrapolate the training data already improves the
MAP from 0.27 to 0.36. As expected, the increased MAP of 9% shows that decoupling the
local characteristics of the toolmarks from their position during training is advantageous
since this artiĄcially increases the training set, and the CNN learns that not only the
presence but also the position of a local characteristic is essential. However, it still
performs worse than the baseline. Using randomly extracted 1×48 pixel (≈480 µm)
segments, and thus decoupling the local characteristics from the position on the proĄle
completely during training, leads to further improvements with a MAP of 0.56. Even
though the MAP is only slightly better than the baseline, the detailed Recall/Precision
plots show that the resulting similarity measure is still more distinctive. The results
Ąltered by α-difference in Table 5.4 indicate that for unseen tools, this method only works
well for differences of 15◦ with MAPs between 0.81 and 1.00. In case toolmarks with an
α of 75◦ are not considered, MAPs of at least 0.66 are achieved for α-differences of 30◦.
Nevertheless, comparisons including toolmarks with an α of 75◦ perform signiĄcantly
worse than all others, which is also observed in the previous section with the NFIT
75 dataset. Using patches instead of segments in order to improve robustness leads
to similar performance but does not offer measurable improvement in MAP, and the
Precision/Recall plot is slightly worse than with segments, as shown in Figure 5.6.

In Figure 5.7 the impact of the segment size on the performance is depicted using the
SPLIT 15 dataset. Overall, the performance is similar, with a MAP ranging from 0.52 to
0.56. The best performance is achieved with 1×48 pixel segments. Table 5.3 shows that
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Figure 5.6: Precision/Recall plot comparing the proposed TripNet approaches using the
SPLIT 15 dataset.

α-difference −15◦ +15◦ −30◦ +30◦ −45◦ +45◦ −60◦ +60◦

SPLIT 15 1.00 0.66 0.45 0.35
SPLIT 30 0.98 1.00 0.71 0.38
SPLIT 45 1.00 0.98 0.68 0.55
SPLIT 60 0.98 0.81 0.69 0.48
SPLIT 75 0.82 0.57 0.32 0.35

Table 5.4: Results in MAP achieved by the TripNet with Segments on the SPLIT datasets
Ąltered by α-difference.

this approach, using segments with 1×48 pixel, achieves at least the same performance
as the baseline and can lead to a performance increase of up to 11% MAP depending
on the dataset. Even though the results on the SPLIT datasets are not as promising
as on the NFIT datasets, an overall MAP of over 0.70 can be achieved for SPLIT 30,
SPLIT 45, and SPLIT 60, which only have a maximum α between the query and the
search images α-differences of 15◦ to 45◦. In Figure 5.8 the Precision/Recall plots for the
different datasets are compared in detail.

5.2.4 Discussion

As shown, a primary challenge for matching striated toolmarks is to handle differences
in angle of attack. This section evaluates two approaches, an elastic shape matching
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Figure 5.7: Precision/Recall plot comparing the effect of varying segment length using
the SPLIT 15 dataset.
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Figure 5.8: Precision/Recall plot comparing the performance of the TripNet with 1×48
segments on the SPLIT datasets.
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baseline, and a neural network-based TripNet. Even though a perfect score is achieved
by the baseline when comparing toolmarks made with the same α, it is not suited for
differences of more than 15◦. It can be seen in Table 5.1 by the performance drop from an
F1-Score of 0.96 to 0.75 from KM 15 vs. KNM to KM 15/30 vs. KNM that the baseline
approach does not work well for distinguishing toolmarks with an α difference of more
than 15◦. Further, due to the high computational demands of about 3s per comparison,
this approach is restricted to small toolmark databases in environments without time
constraints.

The TripNet handles these situations better. Even though the NFI Toolmark dataset is
fairly small, the performance achieved by TripNet is promising. As demonstrated, the
network can adapt to α differences of 15◦ to 60◦, achieving a MAP of 0.78 for the NFIT
15 partitioning. For α differences of 15◦ to 45◦ in the NFIT 30 partitioning, a MAP of
0.95 is achieved. Still, there is room for improvement, especially for the most challenging
NFIT 75 dataset. However, the results are still unsatisfactory for extreme cases like
NFIT 75.

Even though the performance of the TripNet with full proĄles for toolmarks of unseen tools
cannot compete with the above results, by using proĄle segments instead, a MAP of 0.75
can be achieved on the SPLIT 30 dataset with α differences of 15◦ to 45◦. Furthermore,
the baseline approach is outperformed by up to 9% MAP on this task, even though the
calculations are signiĄcantly faster; i.e., the computation of all distances in the SPLIT 15
dataset takes about 20s instead of several hours. However, when comparing Table 5.1 with
Table 5.3 the performance of TripNet for toolmarks of unseen tools still leaves room for
improvement. Since the dataset is relatively small, the proposed uncoupling of the local
characteristics from the global context by dividing the proĄles into segments improves
the performance considerably. However, this uncoupling introduces a handcrafted sliding
window approach for combining the segment representations in the embedding, which
is not advanced enough to capture additional higher-level information encoded in the
proĄles. Additionally, manual translation, rotation, and scale correction are essential for
the current network and dataset since the performance degrades signiĄcantly to a MAP
of just 0.42 for NFIT 15. This drop in performance does not occur when the preprocessed
1D proĄles are used, although this signiĄcantly impairs the network since no random
crops can be extracted during training. Therefore, the ability of the network to adapt to
variations in the data is severely limited. In this case, the MAP drops from 0.78 to 0.67.

5.3 Toolmark Impressions

The previous section evaluated the methodology proposed on striated toolmarks created
under laboratory conditions. It demonstrated that, especially for the most challenging
dataset partitionings, the decoupling of local characteristics, as proposed in Section 4.1,
can improve the performance signiĄcantly. In this section, the methodology proposed in
Section 4.1 is evaluated on impression toolmarks from real criminal cases. In contrast to
the striated toolmarks discussed in the previous section, the impression images contain
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toolmark impressions and the structure of the cylinder locks. Separating the toolmarks
in these images from the background is a challenging task that is not the focus of this
thesis. Therefore, the FORMS dataset contains manual annotation for the edges of the
toolmark impressions. The FORMS dataset used for the evaluation in this section is
discussed in detail in Section 3.1. Since impression marks can more reliably be identiĄed
than striation marks in these kinds of images, only impression marks are considered in
this dataset.

As shown in the previous section, the uncoupling of local characteristics can be beneĄcial,
and this section investigates the impact of increasing the complexity of the modeled
global context. Even though striated toolmarks replicate the same toolmark edge
as in the toolmark impression, modeling it as a sequence of two-dimensional local
characteristics, i.e., patches, along the annotated toolmark edge provides a more robust
representation for these data. In the previous section, a similar strategy was evaluated
using patches instead of proĄle segments which did not improve performance. However,
for striated toolmarks, the reasoning behind this was to reduce the noise by adding a
second dimension that redundantly encodes the same one-dimensional proĄle. In contrast,
for toolmark impressions, both dimensions in the patches contain information about the
local characteristic.

This section is divided as follows: Ąrstly, the matching and non-matching local char-
acteristics provided by the FORMS dataset described in Section 3.1 are used to train
the original PN-Net described in Section 4.1. The PN-Net allows for a comparison with
other similar datasets for local image similarity to estimate the complexity of comparing
local impression characteristics. After that, the same data is used to train the Deep
Network described in Section 4.1. Subsequently, the whole pipeline is evaluated using
the annotated FORMS toolmark images. For modeling the global context, the simple
sliding window approach, also used for striated toolmarks, and the more Ćexible DTW
are compared. Similar to the previous section, the metrics published in their papers are
used when compared with other methods. Otherwise, the information retrieval metrics
MAP and CMS are preferred. Finally, the results achieved and the limitations identiĄed
are discussed.

5.3.1 Local Image Similarity

In order to evaluate how well the proposed methodology can distinguish local char-
acteristics of impression toolmarks, the matching and non-matching patches provided
by the FORMS dataset described in detail in Section 3.1 are utilized. Since this is
the Ąrst dataset providing images patches of this kind, the evaluation closely follows
the one proposed by Balntas [BJTM16]. Therefore, instead of information retrieval
metrics, the set-based FPR@95 [MRS08] is calculated. Using the FPR@95 also allows a
comparison with results on other local image similarity datasets, like the Photo-Tourism
dataset [WB07], and thus an estimation of how challenging the task is.

The FORMS dataset provides three different partitionings for this kind of binary Şmatch-
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ingŤ and Şnon-matchingŤ problem deĄnition. The patches are extracted along the
annotated toolmark impression edges with a patch size of either 32 × 32, 64 × 64 or
128 × 128 pixels, which deĄnes how much area around the impression is visible. When not
speciĄed otherwise, the 64 × 64 patches are used since they provide enough information
about the toolmark edge without showing too much area around the edge.

Depending on the partitioning, how the patches are extracted and which are considered
matches differs. Firstly, for the FORMS-Locks dataset, patches are extracted along
the principle direction of the annotated polyline and are therefore oriented in the same
way. Secondly, ten randomly oriented patches are extracted for the FORMS-Locks-RR
partitioning for each of these patch locations. For both partitionings, patches on the
same location on the toolmark edge are deĄned as ŞmatchingŤ, which means matching
patches can be found in all images showing toolmarks made by the same tool. Assuming,
for example, a tool that has been used for two break-ins captured in the FORMS dataset.
As such, at least two lock cylinders with toolmarks have been collected for this tool. For
both these lock cylinders, there may be multiple toolmarks made with this tool, and each
lock cylinder has been captured under 11 different lighting settings. Therefore, a patch on
the polyline (i.e., toolmark edge) has at least 10 matching patches at the exact same pixel
location in the images captured under different lighting conditions. Additionally, for each
toolmark edge in the same image, there is a matching patch at the same distance from
the start of the toolmark edge that shows the same local characteristics. Furthermore,
each lock cylinder in the crime series has an additional matching patch for each toolmark
edge. The third partitioning FORMS-Locks-Lighting-RR explicitly isolates the inĆuence
of the different lighting conditions, and thus, ŞmatchingŤ patches are only those from the
same pixel location in another toolmark image under a different lighting condition. This
partitioning removes the inĆuence of human errors in the annotation process and restricts
the matching patchesŠ variability to lighting differences. ŞNon-matchingŤ patches are
extracted from the same toolmark edge at a different position to avoid trivial solutions
due to illumination differences and the structure of the cylinder lock. These patches are
expected to show other local characteristics since the local characteristics are assumed
to be independent. Yet, this strategy ensures that ŞhardŤ triplets are generated for
training. These three partitionings of the FORMS dataset allow an evaluation of how
well the local characteristics on the edge of the toolmark impression of the same tool
can be matched under varying orientations and vastly different lighting conditions. In
addition to the FORMS dataset, the baseline PN-Net is also evaluated on the Photo-Tour
dataset [WB07] to provide a reference.

The evaluation is conducted with two different CNN architectures. Firstly, the original
shallow triplet model PN-Net by Balntas [BJTM16], which is described in detail in
Section 4.1.2, is used as a baseline. For the PN-Net input images for the network are
32x32 grayscale image patches, and the embedding dimension is Ąxed to 128. On the
Photo-Tour dataset [WB07], which consists of matching and non-matching 32×32 images
patches extracted from 3D mapped tourist photos with three different subsets (Liberty,
Notredame, and Yosemite), they achieve a false positive rate at 95% recall (FPR95) of
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4-10%; depending on the subsets used for training and evaluation. Secondly, a deep neural
network based on the DenseNet [HLvW17] is used to show the impact of increasing the
number of parameters and using a more recent network architecture.

In order to train the PN-Net using the FORMS patches, they are downscaled to 32×32
(from 64×64) to use the same network architecture. The best results are achieved on
FORMS-Locks-Lighting-RR partitioning with an FPR95 of 31.68%, as shown in Table 5.5.
One interpretation for the remaining false positives is that many patches, mainly from
locks made out of shiny materials, are indistinguishable due to the limited dynamic range
of the images. Even though this result is still not as good as on the Photo-Tourism
dataset, it indicates that adapting to the various lighting conditions is the least challenging
problem. The results on the FORMS-Locks and FORMS-Locks-RR are worse, with an
FPR95 of 78.77% and 83.24%, respectively. However, the difference between these two
partitionings is only about 4-5%, which shows that the CNN does not simply learn to
distinguish different orientations of the patches, and the most challenging problem in the
dataset is the actual matching of patches from different toolmarks.

PN-Net DenseNet
FORMS-Locks 78.77% 70.7%
FORMS-Locks-RR 83.24% 83.9%
FORMS-Locks-Lighting-RR 31.68% 19.6%

Table 5.5: FPR95 achieved on the 64×64 FORMS patches downscaled to 32×32 by the
shallow PN-Net compared to the deep DenseNet.

As shown, the results provided by the PN-Net show room for improvement, and the
experiments suggest that a deeper network with more parameters might be able to
identify matching and non-matching local toolmark patches more accurately. For this,
the DenseNet architecture presented in Section 4.1.2 is used in a similar setup. Table 5.5
shows this leads to an improvement of the results for FORMS-Locks from 78.77% to
70.7% FPR95 but shows no improvement for FORMS-Locks-RR. The most signiĄcant
improvements are achieved on the FORMS-Locks-Lighting-RR partitioning with more
than 10%. However, it is crucial to utilize an early stopping strategy as the training
FPR95 plateaus after 4 million iterations, and the validation FRP95 increases then again
after this to about 34%. A DenseNet with a depth of 40 blocks was used for all these
experiments. Similar to the PN-Net setup, the 64×64 patches were downscaled to 32×32.

Using the 64×64 patches directly without downscaling does not improve the results.
For the FORMS-Locks-RR partitioning, this even increases the FRP95 to 87.1%. By
decreasing the depth of the network to 20 blocks to Ąght overĄtting, some performance
loss can be compensated, yet the overall performance stays the same at 83.8% FRP95.

An additional evaluation is performed with 96 × 96 crops taken from the center of the
128 × 128 FORMS-Locks-RR patches to investigate the inĆuence of the area visible in
the patches. In this experiment, the PN-Net achieves an FRP95 of 82.7%, compared to
83.24%, which is slightly better than the results on the 64×64 patches and implies that
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either the performance could be improved by using a network with more parameters or
that just the increased patch size is beneĄcial.

In summary, it can be noticed that the FPR95 is very high, i.e., above 70%, for the
FORMS-Locks and FORMS-Locks-RR partitionings, which suggests that training a
network with patches from different impression toolmarks made by the same tool is
not working as well as expected either due to the inherent visual difference of the
characteristics or due to inaccuracies in the annotation process. Further, even though the
FORMS-Locks-RR provides more samples to Ąght overĄtting, it performs noticeably worse,
suggesting that it is harder for the model to learn an invariant rotation representation of
the local characteristics. Even though the developed annotation tool allows for a precise
alignment of the polylines, a pixel-perfect match can not be achieved. In contrast, the
results on the FORMS-Locks-Lighting-RR partitioning are promising, especially with the
DenseNet model, which achieves an FPR95 of less than 20% even. Additionally, using
bigger 96 × 96 crops, which show an increased area around the impression edge, improves
the results slightly.

A Ąnal evaluation considering these insights is conducted in the following way: Ąrstly, the
bigger 128×128 patches are used to create a new FORMS-Locks-Lighting partitioning that
removes rotational invariance as a constraint since it has shown to hinder the performance
and is not required since the angle of the polylines can be used to calculate the rotation
for each patch in the matching process, as shown in Section 5.3.2. Furthermore, 96 × 96
center crops are downscaled to 64×64, and a DenseNet with a depth of 20 blocks is used.
An FPR95 of 7.36% can be achieved using this setup with continued improvement in
the validation FPR95 after more than 12 million training iterations, which supports
the notion that the model can learn to distinguish local characteristics of toolmark
impressions when trained with the FORMS-Locks-Lighting partitioning. Using the full
128 × 128 patches instead of 96 × 96 center crops leads to a slightly worse performance
of 9.5%. Re-introducing random rotations just for the training patches does lead to an
unstable training and overĄtting with a similar performance of 19.2% FPR95 as achieved
on the FORMS-Locks-Lighting-RR shown above.

For all PN-Net experiments, a batch size of 128 was used with an SGD optimizer with
weight decay of 10−4, learning rate of 0.1, learning rate decay of 10−6 and Nesterov
momentum of 0.9. For all experiments with the original PN-Net, the ratio loss lratio

was used as deĄned in Section 4.1.2. The DenseNet architectures utilize the simpler
margin loss lmargin. The data augmentation was limited to removing a mean pixel value
calculated over the entire training set. For the best performing DenseNet models, the rate
for the dropout layer was set to 0.5, the reduction to 0.5, 20 blocks with a growth rate of
20. The bottleneck layer was enabled, and no separate fully-connected feature layer at the
end was used. The batch size was adjusted to 32 to accommodate the increased memory
requirements of the DenseNet. Again, for the optimizer, SGD with weight decay of 10−4,
a learning rate of 0.1, a learning rate decay of 10−6, and Nesterov momentum of 0.9 were
used. With these options, the DenseNet has even fewer parameters than the shallow
PN-Net with 160k vs. 600k, respectively. Even though no separate fully-connected
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embedding layer is employed at the last layer of the DenseNet, and thus the embedding
dimension is dependent on the growth and reduction factors in the architecture, attention
has been given to ensuring the embedding dimension is kept below 128 from the original
PN-Net not to provide an unfair advantage.

5.3.2 Global Context

The previous section showed that both the shallow PN-Net and the deep DenseNet are
unable to reliably distinguish local toolmark characteristics from the FORMS-Locks and
FORMS-Locks-RR partitionings. However, by training on the Lighting* partitionings
and thus removing inaccuracies in the annotation process and focusing solely on the
different lighting conditions, FPR95 of 32% and less can be achieved. Consequently, the
DenseNet trained on the FORMS-Locks-Lighting partitioning, which achieves an FPR95
of 7.36%, is used for matching the full toolmark impressions. This network is used to
compute embeddings for each patch on the annotated toolmark edge. As described above,
the patch size is scaled down from 96×96 to 64×64 pixels, and patches are extracted
every 8 pixels, which provides for fairly dense sampling with overlap between patches
to compensate for some annotation inaccuracies and provide enough data points for
subsequent comparison. Since the experiments performed using the FORMS patches
showed that directly using the output of the DenseNet without an additional embedding
layer beneĄts performance, the embedding dimension is given by the architecture of the
DenseNet alone. This results in an embedding dimension of 80 for each patch for the
architecture used. Depending on the toolmark length, this yields, for example, a matrix
of 71×80.

As described in Section 4.1.3, two different approaches for modeling the global context
are compared, namely a simple sliding window methodology, which tries to Ąnd the best
match between the embedding matrices of two toolmark edges, and DTW, which allows
for Ćexible matching of the embedding vectors. The L2 distance is used to calculate the
similarity of the embedding vectors, as described in Section 4.1.3.

The evaluation is performed with all images and the corresponding annotated polylines
in the test set. Since the results achieved on the extracted patches show that the model
is able to adapt to the diverse lighting conditions, for this evaluation, only the images
captured with the Ąrst (Ş01Ť) lighting direction are used. This strategy represents a
typical use case for forensic experts, who do not capture multiple images from different
lighting conditions but instead use one Ąxed lighting setting to capture one image and
then search a database for a similar toolmark. As this is meant to represent the retrieval
process of forensic experts, the evaluation is performed as a closed-set evaluation of a
retrieval system. Because it provides an intuitive understanding of the performance
achieved, the CMS, as described in Section 5.1, is utilized.

For matching the toolmark impressions, a cumulative match score of about 80%, at
a retrieval rate of 20%, can be achieved. Figure 5.9 depicts the cumulative match
characteristic for both the approach using a Ąxed step size of 8 pixels and the DTW
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Figure 5.9: Cumulative match characteristic on the test set using either a Ąxed step size
or dynamic time warping. The data is retrieved ranked by similarity.

method. For the annotated FORMS data evaluated, the Ąxed sliding window approach
performs slightly better. These results indicate that the annotations are done precisely,
and thus, the increased Ćexibility of the DTW approach is not beneĄcial in this instance.
Nevertheless, the DTW approach provides comparable results and should therefore be
preferred for data that has not been annotated that carefully, as will most likely be the
case for data labeled by forensic experts in a time-constrained environment.

Another issue arises from poorly calibrated forensic microscopes. For all the experiments
presented, the assumption has been that resolution of the images is precisely the same,
which means that all images have the same dots per millimeter (dpmm). However, if
forensic microscopes are not calibrated regularly, the actual dpmm of the produced
images can change. Therefore, the following experiment with images with a larger and a
smaller dpmm value than the training images shows how well the proposed methodology
with DTW can handle such scaling errors. A scaling factor of 227/200 and its inverse
were used to determine how much the results are inĆuence by such changes. As shown in
Figure 5.10, the proposed methodology performs best when the dpmm used matches up
with the dpmm used to train the model. However, the performance drops for the Ąrst
few samples retrieved for both scale factors Śoriginal vs. smallerŠ and Śoriginal vs. bigger.Š
For the top-1 accuracy, this results in a difference of about 20%. Nevertheless, after that
initial drop, the performance is similar to the Śoriginal.Š For the experiment with the
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Figure 5.10: Cumulative match characteristic for bigger and smaller dpmm used in the
evaluation compared to the training set.

most signiĄcant scaling difference, Śsmaller vs. bigger,Š a 10% gap can be observed over
the whole CMS curve. This difference suggests that more minor errors in scaling can be
compensated by the proposed method, yet the best performance is achieved with regular
calibration of the microscopes used by the forensic experts.

5.3.3 Discussion

The evaluation conducted in this section shows that the methodology proposed can handle
toolmark impressions. The toolmark impressions differ signiĄcantly from the striated
toolmarks evaluated in the previous section, as they are from real criminal cases, and
the local characteristics are two-dimensional. Despite these differences, the methodology
utilized for striated toolmarks can successfully be applied to toolmark impressions with
only minor modiĄcations in the extraction of local characteristics. Furthermore, all
evaluations in this section were conducted as open-set evaluations, which demonstrates
that the proposed approach is able to encode local characteristics independently of the
sample tools in the training set.

The methodology proposed in this work is the Ąrst concerned with such data, according to
Baiker et al. [BHK+20], and although the performance achieved leaves room for improve-
ment, it is promising and shows that automated retrieval systems can provide valuable
support for the work of toolmarks experts. Even though DTW did not immediately lead
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to improved performance, modeling the global context in such a way provides a more
Ćexible approach.

5.4 Writer Retrieval

In this section, the methodology proposed in Section 4.2 is evaluated using two publicly
available datasets. In contrast to the other forensic domains considered in this thesis,
writer retrieval has been a focus of the computer vision community, and therefore there
are multiple public datasets available. As such, the evaluation is conducted as proposed
in previous publications and competitions like the ŞICDAR 2013 Competition on Writer
IdentiĄcationŤ [LGSP13] as an open-set evaluation with soft-k and hard-k as described
in Section 5.1. Additionally, the MAP is used as it also gained some support in recent
publications in this Ąeld, like [FKD+17], and provides a single expressive value to assess
the retrieval performance of the testes methodologies.

In contrast to the FORMS dataset evaluated in the previous section, the document
samples do not contain annotations for the local characteristics. Consequently, no
separate evaluation of the local characteristics and the global context is conducted.
Instead, two different approaches for encoding the handwriting style, i.e., the global
context, are evaluated, namely the Fischer Vector and the VLAD encoding.

This section is divided as follows: Ąrstly, the ICDAR 2013 and CVL datasets utilized
are presented. Secondly, a detailed parameter evaluation is given for the Fisher Vector
approach. Subsequently, the improved approach based on the VLAD encoding is presented.
For both approaches, strategies for clustering the feature space are investigated. Finally,
the results of both proposed methods are discussed and compared to the state of the art.

5.4.1 Datasets

Two public datasets are selected to evaluate the proposed writer retrieval methodology,
i.e., the ŞCVL DatabaseŤ and the ŞICDAR 2013Ť dataset. These datasets provide an
open-set evaluation with multiple handwritten pages per writer, and published results
by other publications allow a comparison with the state of the art. Furthermore, since
handling historic handwritings is not required in the forensic context, datasets with
modern handwritings are preferred. To make sure the proposed methodology cannot just
ŞreadŤ the handwriting but rather capture the style of the handwriting, both datasets
contain multiple languages. Furthermore, since English, German and Greek are included
in these datasets, it can be shown that the proposed methodology can handle different
languages and alphabets. Consequently, this allows an assessment of the performance for
automatically retrieving handwriting in criminal cases where handwritings in multiple
languages might have to be compared. The use of two different datasets allows training
on one dataset and evaluation on another, enabling an assessment of how well results
can be transferred from one dataset to another. This is additionally motivated by the
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reasoning that combining multiple datasets for training might improve the results due to
the more signiĄcant number of training samples.

CVL Dataset

The CVL dataset, also called ŞCVL DatabaseŤ, published by Kleber et al. [KFDS13]
contains Ąve different handwritten pages by 284 writers provided as 300dpi scanned
images. In addition to these three English and two German pages, two additional pages
in English are also available for 27 writers. However, as proposed by Kleber et al., only
the Ąrst Ąve pages of all writers are used to obtain an equally distributed dataset. Even
though the pages are supplied as color images, binarization using OtsuŠs method [Ots79]
is performed to enable a fair comparison with the state of the art, e.g., to [CBA15]. An
example page is shown in Figure 5.11.

Figure 5.11: Example page of the CVL Dataset [KFDS13]

ICDAR 2013

The second dataset used in this section is the dataset of the ŞICDAR 2013 Competition
on Writer IdentiĄcationŤ [LGSP13], short ICDAR 2013 dataset. In contrast to the CVL
dataset, it contains multiple alphabets, namely English and Greek, which allows an
assessment of how well the notion holds that different handwritings can be distinguished
by stroke characteristics instead of character level characteristics. The training set
consists of 400 pages written by 100 writers, whereas the evaluation set contains 1,000
pages written by 250 writers. Each author contributed four pages to the dataset, two in
English and two in Greek, and each page contains about 2-6 text lines. In Figure 5.12 an
exemplary page of the ICDAR 2013 dataset is shown.
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Figure 5.12: Example pages of the ICDAR2013 Dataset [LGSP13]. All four pages have
been written by the same writer, two in Greek and two in English.

5.4.2 Fischer Vector

The training of the local characteristics and the global context for these experiments is
done with two separate datasets. The triplet CNN is trained using the CVL Dataset, and
the Fischer Vector GMMs are constructed by taking the training dataset of the ICDAR13.
The reasoning behind this is that the number of training samples is expanded, and it can
be shown that the trained CNN is Ćexible enough to handle completely different data
that even has a different alphabet. For these experiments the shallow CNN architecture
described in Section 4.2.2 and the SoftPN loss described in Section 4.1.2 are utilized.

To investigate the impact of using a complex model for the global context, the Fisher
Vector is compared to the approach of taking the mean of the embedded patches as
a feature vector for a document image. Additionally, since Perronin proposed the
application of PCA to the SIFT features in [PSM10], also PCA to 32 dimensions is
applied to the embedded patches. In these experiments, a dimensionality of 64 and 128 is
used for the embedding. Figure 5.13 shows the results on the ICDAR 2013 test dataset.
It can be seen that the 64-dimensional features (solid lines) perform better than the
128-dimensional features (dashed lines). Further, whitening of the Fisher Vector boosts
the performance, but this gain is more pronounced with less than 20 cluster centers. The
dimension of the Fisher Vector after whitening is limited to 1,000; thus, a dimension
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Figure 5.13: Evaluation on the ICDAR13 test dataset with 64 (solid) and 128 (dashed)
dimensional embedding. Additional a PCA to 32 dimensions is also applied to the
features. The black lines are the mean average precision when taking the mean of the
embedded patches as feature vector for the page.

reduction is performed in the whitening step by using only the largest 1,000 eigenvalues
and corresponding eigenvectors. The best performance is achieved using 64-dimensional
features and 10 Gaussians. The application of PCA decreases the performance when a
low number of Gaussians is used.

If the embedding dimension is set to 128 and only a few Gaussians are used, the Fisher
VectorŠs performance is lower than the performance of the mean. However, with an
increasing number of Gaussians, the performance improves. Noticeable is that the MAP
of the naive approach of taking the mean is 70.3% and 68.8% with 64 respectively 128
dimensions. These results show that the features successfully encode the writing style
even without a complex model.

Further evaluations are carried out with an extended training set for the CNN to
investigate the impact of more diverse training data. This training set combines the
CVL Dataset and the ICDAR 2013 training set, and the embedding is learned on this
dataset, whereas the Ątting of the GMMs is done only on the ICDAR 2013 training set.
However, this strategy leads to a lower performance than using only the CVL dataset
to learn the embedding and the ICDAR 2013 training set for the GMMs. These results
might be the consequence of the goal of the neural network that the embedding learned
should cover the whole feature space. Thus, writers already form good clusters in the
feature space, and the Fisher Vector does not encode additional information. Following
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this argument, the datasets for learning the embedding and for clustering the Gaussians
should be disjunct. Another explanation is that the triplet network cannot create a
homogenous embedding space when using in-homogenous data samples.

The Ąrst step of the proposed methodology is to extract the patches from the document
image. As mentioned in Chapter 4 two possibilities of extraction are analyzed: Ąrstly,
using the SIFT keypoint location, and secondly, using random patches. Experiments show
that the extraction of random patches has a lower performance than when using patches
extracted at the location of the SIFT keypoints, as seen in Figure 5.14. Interestingly using
random patches with whitening leads to a performance decrease which contradicts other
Ąndings that whitening improves the performance. One possible explanation for this is
that by extracting patches randomly, local characteristics present in all handwritings
independent of the writer lead to dimensions of the feature vector that are very similar
and thus do not contribute to distinguishing the writing style of a page. Whitening
emphasizes these dimensions with low variance, which decreases performance. In contrast,
using similar SIFT locations for extracting the local characteristics leads to better features
that beneĄt from whitening. Because of the similarity of the patches, the CNN can learn
the similarity, respectively the dissimilarity, better on patches extracted at the SIFT
location in contrast to the random patches where the patches are uniformly distributed
apart from the threshold of the percentage of stroke pixels introduced. This normalization
helps to provide better samples for the triplet network to learn more distinctive features
that do not depend as much on the location of the extracted local characteristics.

Since taking only the mean embedding of the patches as feature vector already shows
good performance with a MAP of 70.3%, and the use of multiple vocabularies is motivated
by [JC12], the following is proposed: for each writer, this approach generates GMMs,
concatenates the resulting Fisher Vectors and uses this vector as its feature vector
for the image. In this way, Ąrstly, multiple vocabularies are created independently.
Secondly, since feature representations of the same writer may be scattered in the feature
space because the embedding is trained on a different dataset, each vocabulary also
encodes the distribution of a particular writer in this embedding. It can be assumed that
unknown writers follow similar distributions, and thus some vocabularies can give a decent
description of the writing style. When using multiple vocabularies, the dimensionality
increases linearly with the number of vocabularies, and a join dimensionality reduction
is applied to remove co-occurrences [JC12]. Table 5.6 shows the results when following
this scheme. When using only one Gaussian for each writer, the center of this Gaussian
coincides with the mean, but since the Fisher Vectors encode additional information,
a performance gain of 8.9% is achieved when also applying whitening. The higher the
number of centers per writer, the better the proposed methodŠs performance. However,
a maximum of 4 Gaussians for each of the 100 writers in the training set is used. The
resulting feature vector for 400 different Gaussians already has a dimensionality of 12,800.
Therefore, more Gaussians are not feasible anymore. Similar to the former evaluations,
the dimensionality is reduced to 1,000 dimensions in the whitening process since the
calculation of the SVD is very time and memory-consuming. When using 3 or 4 Gaussians
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Figure 5.14: Evaluation of both patch extraction methods on the ICDAR 2013 test
dataset using 64 dimensions.

for each writer, the proposed methodology achieves the best performance with a MAP of
81.4% after whitening.

centers without whitening with whitening
1 72.5 79.2
2 74.7 80.9
3 75.7 81.4
4 76.5 81.4

Table 5.6: Evaluation for increasing number of Gaussians used per writer using the 64
dimensional embedding.

5.4.3 VLAD Encoding

Since the method described in the previous section is not able to achieve state-of-the-art
results with a MAP of 81.4% on the ICDAR 2013 dataset, in this section, the Fischer
Vector encoding is replaced by VLAD as suggested by Christlein et al. [CGFM17]. Even
though the proposed method achieves a performance improvement of 14% MAP over
Fiel and SablatnigŠs [FS13] utilizing the Fischer Vector and SIFT features on the ICDAR
2013 dataset, the small performance difference compared to averaging the embedding
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vectors of 11% suggests that the Fischer Vector is not well suited for encoding the
learned embedding vectors. Furthermore, since the results in Section 5.3 suggest that
the DenseNet can improve the performance compared to a shallow network, it is utilized
for this evaluation. Similarly, as in the previous section, the SoftPN loss is used.

Additionally, in contrast to the evaluation conducted in the previous section, the ex-
periments conducted in this section are carried out exclusively on the ŞICDAR 2013
Competition on Writer IdentiĄcationŤ [LGSP13] dataset. The results in the previous sec-
tion show that training with homogenous data may not be beneĄcial for triplet networks.
Therefore, in this section, the ICDAR 2013 training set is used to learn the similarity for
the measure of the local characteristics and for creating the vocabularies for encoding
the global context. The ICDAR 2013 test set is utilized for evaluation only.

First, the patches on both datasets are extracted, resulting in about 640k and 2.1M
patches for the training and evaluation dataset, respectively. For the training of the
triplets Ąlter, the patches are Ąltered using the surrogate classes as described in Section 4.2.
This step reduces the number of patches to about 300k. These patches are then used to
generate 1.28M triplets for each training epoch. The evaluation with different vocabulary
sizes, i.e., the total number of VLAD cluster centers, is conducted to investigate the
inĆuence of this parameter. Additionally, a single VLAD vocabulary is compared to using
Ąve vocabularies with dynamic sizes derived as described in Section 4.2. As a feature
descriptor for each patch, the whitened output of the trained CNN is used. Both the
Euclidean and the cosine distance are evaluated since the network is designed to learn a
Euclidean metric, and whitened data usually has a good performance when using the
cosine distance.

Figure 5.15 shows the MAP on the evaluation dataset, with a varying total number of
clusters. Furthermore, multiple VLADs are compared against using a single vocabulary.
Additionally, the Euclidean distance and the cosine distance are used. For the training,
100 surrogate classes are used for Ąltering out patches as described above. This increases
the performance compared to taking all patches. The number of surrogate classes was
determined empirically by analyzing the results of 50, 100, 500, 1000, and 5000 classes.

The best performance of 86.1% MAP is achieved using 5 VLADs with a total number
of 100 cluster centers and the Euclidean distance. Multiple vocabularies outperform a
single one in every experiment, particularly when the total number of cluster centers
increases. However, this difference is modest for low total numbers of cluster centers.
The small individual vocabulary sizes can explain this. For instance, for a total number
of 50 centers, the sizes of the Ąve vocabularies are just 25, 12, 6, 3, and 1. Nonetheless,
combining whitening to decorrelate the multiple vocabularies is crucial for the performance.
Experiments with ten vocabularies, which were done additionally, did not improve the
results.

Further, the results show that the Euclidean distance performs better and is more robust
to changes in the total number of centers. Since this is not restricted to the usage of
multiple VLADs, it suggests that the Euclidean distance is better suited for the proposed
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Figure 5.15: Evaluation using the ICDAR13 test dataset with a varying number of
clusters and VLADs using cosine and Euclidean distance. In training, 100 surrogate
classes were used.

methodology. Additional experiments were conducted with different sizes of the last
linear layer of the network, i.e., the feature dimension in the embedding. When lowering
the dimension to 64 or 32, the performance drops slightly. Nevertheless, by increasing
the last linear layer to 256, the improvements are not signiĄcant enough to warrant the
doubling of the embedding dimension. These results show that a dimension of 128 is a
good trade-off between performance and feature descriptor size.

5.4.4 Comparison & Discussion

This thesis proposes a method for writer identiĄcation based on learning an embedding
representing the similarity of the handwriting of patches extracted from the document
images. The evaluation shows that the learned embedding is expressive enough that even
without a Fischer Vector or VLAD encoding, a MAP of 70.3% can be achieved on the
ICDAR 2013 dataset by averaging all embedding vectors of a handwritten page.

Nevertheless, by encoding learning embedding vectors the performance can be improved
further. Table 5.7 shows the comparison of the method proposed to two other approaches.
Christlein et al. [CBA15] have one of the best-performing methods on the ICDAR
2013 dataset. It can be seen that the method proposed based on the Fisher Vector is
outperformed by 6.5%. All methods exhibit a performance drop when using the Top 2
criterion. Since all writers have two pages in Greek and two pages in English in the
dataset, a document image written in the other language has to be found to achieve
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high Top 2 results. However, since the proposed method has a higher performance drop
than [CBA15] it can be concluded that the change of alphabet has a more substantial
inĆuence here. Nevertheless, this approach builds on Fiel and Sablatnig[FS13] who
propose the application of the Fisher Vector to SIFT features for generating the feature
vector of an image, and the method proposed achieves a 14.0% better MAP compared to
[FS13] which indicates that the learned embedding is well suited to encode the writing
style. The approach based on the VLAD encoding performs signiĄcantly better with
86.1%, but still slightly worse (2%) than [CBA15],

hard
MAP Top 1 Top 2 Top 3

Christlein et al. [CBA15] 88.0 99.4 81.0 61.8
Fiel and Sablatnig [FS13] 67.4 94.5 48.0 25.7
proposed Fisher Vector 81.4 95.7 70.8 47.4
proposed VLAD 86.1 98.9 77.9 56.4

Table 5.7: Comparison of the methods proposed to state-of-the Fischer Vector and VLAD
approaches on the ICDAR 2013 dataset.

5.5 Footwear Impressions

In this section, the methodology for the comparison of footwear impressions presented
in Section 4.3 is evaluated. As described in Section 4 modeling the global context is
not feasible for some data since it requires detailed annotations. Furthermore, as shown
in Section 2 in many applications an end-to-end based approaches can lead to vastly
improved performance compared to modeling the problem explicitly. The footwear
impression dataset Impress was designed to allow the training of neural networks since it
contains a sufficient number of different shoes and multiple images of footwear impressions
for each of those shoes. A detailed description of the dataset can be found in Section 3.2.2.
The evaluation in this section focuses on the high-quality Inkless Pad impressions, which
contain footwear impressions that are clearly separable from the background, and the
Wallpaper impressions representing more challenging samples. In contrast to other samples
provided by the Impress dataset, these impressions do not need manual preprocessing and
allow therefore training and evaluation without human interaction. Hence, these samples
are used for training exclusively. The ŚrealisticŠ impressions, primarily produced using
gel lifters, require manual annotation of the area where the footwear impression can be
found in the images since the methodology proposed was not designed to automate this
step. Therefore, an additional, smaller evaluation dataset was created by selecting diverse
samples from the ŞRealistic ImpressionsŤ provided by the Impress dataset. To provide a
comparison with the state of the art, the methodology proposed is also evaluated on the
FID-3002 dataset by Kortylewski et al. [KAV15].

2https://Ąd.dmi.unibas.ch/
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This section is divided as follows: Ąrst, the implementation details are presented. Secondly,
the results on the Inkless Pad and Wallpaper footwear impressions and the realistic
impressions from the Impress dataset are shown. The evaluations in these sections include
a comparison of two different data augmentation techniques and a preprocessing step
for the manually annotated data. Subsequently, a model trained just on the Inkless Pad
and Wallpaper impressions is evaluated on the FID-300 dataset and compared to other
approaches. Finally, the presented results are summarized.

5.5.1 Implementation Detail

In contrast to the previous sections, the network architecture used for the evaluation in this
section is a Resnet18 to show that in case enough data is available, the proposed metric
learning approach can be applied to other forensic domains in an end-to-end manner
without spending too much time on network architectures and parameters. As such, a
Resnet18 pre-trained on ImageNet (with an error rate of 30.24%3) is used. The images are
converted to RGB, if necessary, and normalized with the mean and standard deviation of
the ImageNet, as speciĄed by the pre-trained model. The embedding dimension of 64 is
ensured with an explicit fully-connected embedding layer that replaces the classiĄcation
layer in the Resnet. Other parameters are based on suggestions provided by the PyTorch
based metric learning Framework4 by Musgrave et al. [MBL20]. For each batch, 8 labels
with 4 samples each are sampled, and triplets are found directly in this batch. The
simpliĄed triplet loss function deĄned in Section 4.1.2 without anchor swap is used.
Triplets outside the margin of 0.1 are Ąltered out using MultiSimilarityMiner [WHH+19],
described in Section 4.3.2, which is achieved by setting epsilon to the same value as the
margin. Two independent Adam optimizers are utilized for the trunk (Resnet18) and
the fully-connected embedder to allow different learning rates. A higher learning rate
of 10−5 is used for the embedder since it is trained from scratch. For the pre-trained
Resnet18 trunk, a learning rate of 10−4 is used.

The random rotation is performed with the full range of -180 to 180 degrees for both
the affine and Euclidean transformation. In the affine case, a scaling factor is randomly
picked between 0.9 and 1.0 and for the Euclidean transform from 0.8 to 1.0. The random
aspect ratio change used in the affine transformation is done with a factor of 0.75 to 1.33,
and for the translation the bounds are set to 0.0 and 0.1.

As the ŞRealistic ImpressionsŤ are segmented using the alpha channel, an additional
preprocessing step ŞUI PreprocessingŤ is (optionally) added at the beginning, which crops
the actual footwear impressions using the alpha channel and places them centered on a
new canvas with white background. Without this step, it cannot be guaranteed that the
size of the impression is always the same since the resizing function resizes the smaller
edge of the image to 256 pixels. Impressions from the FID-300 dataset are pasted into a
586×586 pixel canvas and then treated the same way as the images from the Wallpaper
or Inkless Pad impressions.

3https://pytorch.org/hub/pytorch_vision_resnet/
4https://github.com/KevinMusgrave/pytorch-metric-learning
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Figure 5.16: CMS wallpaper samples (query) vs Inkless Pad samples (reference database).

The computation effort for computing embedding vectors using an Nvidia GTX TITAN X
GPU is about 0.5s per image. This time includes downscaling the image to 256×256 and
forwarding it through the trunk and the embedder. The comparison of the 64-dimensional
embedding vectors can be efficiently performed using the Faiss library5 and takes about
0.002s after adding a sample to the index.

5.5.2 Inkless & Wallpaper Impressions

For these experiments, the Wallpaper and Inkless Pad samples from the second acquisition
session in 2019 of the Impress dataset are used as the training set, including 231 pairs of
shoes. For each pair, typically 4 Inkless Pad samples (2 left and 2 right) and 6 Wallpaper
samples are available. The training is performed with either the Euclidean or affine
transformations as data augmentations. The main difference between these strategies
is that the affine transformation allows aspect ratio changes, leading to more diverse
distortions. Both trained models are used in the subsequent sections without further
Ąne-tuning.

The evaluation is performed using the samples from the Ąrst acquisition in 2018 with 69
pairs of shoes. As in the training set, 10 samples per pair are used, i.e., 6 Wallpaper and 4

5https://github.com/facebookresearch/faiss

127



5. Evaluation

Figure 5.17: Top-ranked Inkless Pad samples retrieved for two Wallpaper queries (blue).
Green borders indicate matching and gray non-matching samples.

Inkless Pad samples. These pairs of shoes are not part of the training set for an open-set
evaluation setup. Experiments showed that utilizing a leave-one-out strategy with all
samples in the whole dataset as queries and in the retrieval document collection results in
a non-informative CMS graph as the Ąrst retrieved results are almost always the matching
impressions of the same kind, i.e., Wallpaper or Inkless Pad. Therefore, for the results
shown in Figure 5.16 only the Wallpaper impressions are used as queries, and the Inkless
Pad samples are used as the retrievable document collection. As expected, the more
restrictive Euclidean augmentations perform signiĄcantly better in these experiments.
Figure 5.16 shows that for the model trained with affine transformations, the top-1
accuracy is almost 80% compared to about 50% for the Euclidean. Intuitively this makes
sense, as the aspect ratio can not change between the impressions since all the impressions
were made on a Ćat surface and captured using a Ćatbed scanner. In these experiments,
the more diverse augmentation enabled by the affine transformations has a negative
impact on the performance instead of improving it since the added robustness is not
required for this task.

Nevertheless, the results are promising for both models as the chance of retrieving a
matching sample out of 1,172 is more than 90% when just 100 samples are retrieved. These
results show that the methodology proposed can successfully compare footwear impressions
acquired under vastly different conditions, as described in Section 3.2. Figure 5.17 shows
an example in the top row in which all top-ranked results (from left to right) are matching
samples. However, the bottom row exempliĄes that the challenging ŞspecialŤ Wallpaper
impression can contain too much background structure, and thus the model fails to Ąnd
matching samples. Nevertheless, in this case, the Ąrst matching sample was found at
rank 26, which is still below 2.5% retrieved.

5.5.3 Realistic Impressions

For this evaluation, a small dataset was created containing one sample for each of the
ten ŞRealistic ImpressionsŤ from the Impress acquisition session 2018, namely newspaper,
cardboard, styrofoam, parquet, perforated metal plate, left + right overlapping, 2 Pairs
overlapping, smeared, and wet. These impressions are from the same shoe pairs used
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Figure 5.18: Realistic ŚNewspaperŠ impressions image with scale (top) which has been
manually annotated to just show the area of the impression (bottom).

for evaluation in the previous section and thus do not overlap with the training set.
Additionally, two Inkless Pad or wallpaper impressions were added for each of these ten
pairs. Impressions from left shoes were manually Ćipped to look the same as impressions
from right shoes.

Even though the resulting dataset with just 30 different samples from ten different pairs
of shoes allows only a rough quantitative estimation of the expected performance, it
enables a qualitative assessment of issues arising from the samplesŠ diversity. Figure 5.18
shows an example of the manual preprocessing step. Since these images have been
captured with different equipment, the provided scales were utilized to normalize the
imagesŠ resolutions.

As realistic impressions are used for this, and manual preprocessing was done using a UI
supplied to experts, the evaluation with this dataset represents the results that should be
expected when working with actual footwear impressions in the Ąeld. As an evaluation
metric in this section CMS, as deĄned in Section 5.1, is used to help communicate the
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Figure 5.19: CMS for expert data.

results to forensic experts. In order to perform an open-set evaluation, the Impress
dataset is split into training and testing sets as proposed in Section 3.2.2 by using the
images from the Ąrst acquisition session in September 2018 as the testing set and the
images from the second acquisition session in 2019 as the training set.

In Figure 5.19 the CMS shows a quantitative assessment of the performance of the
proposed methodology on diverse, realistic impressions. Compared to the CMS shown in
the previous section, the performance is noticeably worse. The top-1 accuracy drops from
about 80% to about 60%, and this performance difference can be observed over the whole
graph. However, this performance drop is expected since the samples evaluated contain
all the ŞRealistic ImpressionsŤ from the Impress dataset and are more diverse than the
samples evaluated in the previous section. Nevertheless, less than 10% of the samples have
to be retrieved in order to achieve a CMS of more than 80%. A one-to-one comparison
with the results in Figure 5.16 is not possible since the number of relevant samples differs.
By employing a different preprocessing strategy, which tries to compensate for the scaling
differences between the manually annotated impressions, and the impressions used for
training, the results can be improved, which is shown in Figure 5.19 as ŞUI Preprocessing.Ť
In these experiments the increased robustness of model trained with affine augmentations
is shown. The model performs signiĄcantly better and achieves an improvement in CMS
of up to 15%.
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Figure 5.20: Retrieval results for one shoe pair with the query sample framed in gray on
the left and the Ąrst seven results retrieved from left to right. A green border speciĄes a
matching and a red border non-matching sample.

A qualitative evaluation was performed to investigate which type of samples are retrieved
Ąrst, which matching samples can not be reliably retrieved, and to identify other issues.
This was facilitated by visualizing the Ąrst results retrieved for all 30 queries. The results
of this qualitative evaluation are shown using selected queries. Figure 5.20 shows the
retrieval results for the three samples of the pair of shoes depicted in Figure 5.18. This
example shows that, as expected, the matching samples visually most similar to the
query sample are retrieved Ąrst. In the Ąrst row, the query image is an Inkless Pad
impression, and the Ąrst sample retrieved is the matching Inkless Pad sample. The
ŞNewspaperŤ impression is retrieved in the third position. The query in the second row
shows similar retrieval results. In the last row, the ŞNewspaperŤ impression is used as a
query, which leads to a signiĄcantly worse ranking with the matching samples retrieved
on position three and seven. The methodology proposed uses a symmetric distance to
calculate distances, i.e., the L2 distance. Therefore, these results suggest that ŞRealistic
ImpressionsŤ from different pairs of shoes form clusters in the embedding space due
to other features in the images like background texture. Using k-reciprocal nearest
neighbors, as suggested to re-rank the results for person re-identiĄcation [ZZCL17] and
writer retrieval [RB21], might help to Ąlter out these non-matching samples in a separate
post-processing step to mitigate this issue.

In general, it can be noticed that the retrieval works best when the query sample is either
a Wallpaper or Inkless Pad impression, which is expected since these kinds of samples
are in the training set. Wet impressions and impressions produced by casting also work
well as queries since they are visually similar to Inkless Pad impressions. However, the
sample size of 30 queries investigated in these experiments is too small to make such
assumptions reliably. Nevertheless, these experiments show that even though the training
was conducted with just Wallpaper and Inkless Pad impressions, the learned similarity
measure is applicable to ŞRealistic ImpressionŤ without Ąne-tuning or other adjustments
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Figure 5.21: CMS for FID-300. Training either random affine or Euclidean transforma-
tions.

to the model.

5.5.4 FID-300

This FID-300 dataset [KAV15] provides 1,175 reference images with impressions clearly
separable from the background, similar to the Inkless Pad impressions of the Impress
dataset. For 300 of these shoe models challenging crime scene impressions, produced by
taking images or capturing them using gelatin lifters, were obtained additionally. Since
only one or two samples are available for each shoe model, this dataset is only used for
evaluation and not for training. In contrast to the Impress dataset, the FID-300 includes
partial impressions, which are not explicitly handled by the proposed methodology.

The experiments were performed by using the affine and Euclidean model trained on
the Wallpaper and Inkless Pad samples from the Impress dataset, as described above.
Except for the preprocessing step, no other changes were made to this model, and no
Ąne-tuning was performed. Figure 5.21 compares the performance of the two models on
the FID-300 dataset. Similar to the ŞRealistic Impressions,Ť the affine model performs
signiĄcantly better than the Euclidean. Affine augmentations appear to be beneĄcial
when the model is applied to crime-scene or crime-scene-like images.

In their publication, Kortylewski et al. [KV16] provide an extensive comparison to other
approaches using this dataset. Figure 5.22 extends this with the current state of the art by
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Kortylewski [KAV15]

Gueham [GBCN08]
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Figure 5.22: CMS for FID-300 compared to state-of-the art methods.

Kong et al. [KSRF17, KSRF19]. It shows that the methodology proposed is outperformed
by both CNN-based cross-correlation approaches by Kong et al. The current approach
by Kortylewski et al. [KV16] also performs better, with a performance uplift of about
10% CMS at 20% retrieved. However, the approaches by Kong et al. [KSRF17, KSRF19]
are not rotational and translational invariant. Therefore, in addition to N×N forward
passes through their siamese CNN model, all possible rotations and translations have to
be compared to Ąnd the best match. This extensive search increases the computational
effort considerably, and as such, it is not applicable for the use case considered in this
thesis. In contrast, the proposed methodology requires just N forward passes to compute
the embedding vector and an efficient nearest neighbor search in Euclidean space to Ąnd
matching samples. Similarly, Kortylewski et al. [KV16] need the reference the database to
train the active basis models, which are then compared with the query in the evaluation.
Figure 5.22 shows that compared to the other methods by Gueham et al. [GBCN08],
Dardi et al. [DCC09], and Tang et al. [TSKC11], the methodology proposed performs
signiĄcantly better.

5.5.5 Discussion

The results in this section show that by utilizing the Inkless and Wallpaper samples from
the Impress dataset, metric learning models can be trained that not only work with such
samples but also with more realistic impressions from the same dataset and with FID-300
samples. In contrast to other state-of-the-art approaches in this Ąeld, the proposed
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methodology allows an efficient search for similar embedding vectors in Euclidean space
using libraries like faiss.

Even though the results are promising, the performance difference to Kong et al. [KSRF19]
is signiĄcant. Still, the proposed method is faster and more Ćexible since it is rotationally
invariant and invariant (to some degree) to translations, scales, and aspect-ration changes.

Furthermore, this section showed that the Impress dataset provides enough samples
to train a model that can adapt to other datasets. However, since the images were
scaled down signiĄcantly, the samplesŠ high resolution could not be utilized, and as such
individual characteristics, only visible in these high-resolution images, are not considered
by the proposed methodology. It also showed that the ŚRealistic ImpressionsŠ still need
manual pre-processing, which is not ideal for including these samples in the training set.

5.6 Summary

This chapter evaluated the methodology proposed for comparing forensic images of the
domains discussed, namely, toolmarks, footwear impressions, and handwritings. The
evaluation was conducted using publicly available datasets and the FORMS and Impress
datasets presented in this thesis. First, the problem was deĄned as an information
retrieval task that requires an open-set evaluation with distinct labels for the training
and testing set. Subsequently, the metrics used during the evaluation were introduced,
including the MAP, which captures the quality over the whole precision/recall curve
using one value, and metrics that provide an intuitive understanding of the ranking
performance, like hard-k and CMS.

For striated toolmarks, the proposed methodology was evaluated on the NFI Toolmark
dataset that contains toolmarks created using screwdrivers at different angles of attack.
For this, a detailed evaluation was provided to compare the proposed TripNet with an
elastic shape matching baseline and the results published with the NFI Toolmark dataset.
Both an open-set and close-set evaluation were performed, and the approaches suggested
for extracting the local characteristics were compared.

For impression toolmarks, the evaluation was conducted on the FORMS datasets on
both the matching and non-matching local patches and the annotated toolmark images.
The evaluation compared the shallow PN-Net with the deep DenseNet on the three
partitionings provided by the FORMS dataset. The results showed that removing
the inaccuracies in the annotation process and focusing solely on the different lighting
conditions was beneĄcial and allowed the deep DenseNet to utilize its architectural
advantage.

In the case of handwritings, the open-set evaluation was performed using the ICDAR
2013 and CVL datasets. Both the extraction of local characteristics and the modeling of
the global context using VLAD and Fischer Vector encoding were evaluated in detail.

Finally, an evaluation of the end-to-end base methodology for footwear impression retrieval
was provided. An open-set evaluation was performed using Wallpaper and Inkless Pad
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impressions from the Impress dataset. Furthermore, manually preprocessed realistic
impressions were utilized to demonstrate the performance expected when working with
actual footwear impressions in the Ąeld. Additionally, the FID-300 dataset was used to
provide a comparison with the state of the art.
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CHAPTER 6
Conclusion

This thesis presents a methodology for learning a similarity measure for retrieving
forensic images. I analyze the challenges presented by these images on three selected
forensic image domains, toolmarks, footwear impressions, and handwritings, for which
law enforcement agencies, i.e., the Austrian Police, desire an automatic retrieval. To
allow fast retrieval, I propose using a metric-learning-based methodology that utilizes
shallow or deep CNNs with a triplet loss function to learn an embedding that allows to
implement a computationally efficient distance metric, and thus an efficient search for
similar images. Image features are described by local and global characteristics. Since
matching local characteristics is crucial for forensic images, the methodology focuses on
Ąnding local image similarities. As the global context is speciĄc to each forensic domain,
I propose different approaches for extracting local characteristics, like randomly selecting
patches, using prior information, and an end-to-end training strategy. For aggregating
the extracted local characteristics, i.e., modeling the global context, I propose different
methods that describe their positional relationship using a rigid (sliding window) or
Ćexible (DTW) structure, or encode their distribution by clustering the embedding space.
Furthermore, I propose an end-to-end CNN-based encoding for footwear impressions.

In order to train and evaluate the proposed metric-learning-based methodology, I created
two datasets with impression toolmarks and footwear impressions based on workĆows of
the Austrian Police to allow a realistic assessment of the expected performance. I designed
these datasets explicitly for the training and evaluation of learning-based approaches.
Therefore, they contain separate training and testing sets for an open-set evaluation and
multiple samples per tool or shoe to capture the variations among impressions created
by the same object. The diversity of the Impress footwear impression dataset allows
utilizing it in various evaluation schemes. Furthermore, the detailed description of the
datasetŠs creation shows how 4,000 forensic images can be captured efficiently using
a well-designed acquisition process. I employed similar techniques for a time-efficient
acquisition of 3,046 images of toolmark impressions from real criminal cases that make
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the FORMS dataset the Ąrst of its kind. This dataset is especially useful for investigating
local image similarity in forensic images since it contains manual annotations of matching
local areas. Both datasets are publicly available to encourage further research in these
Ąelds.

The evaluation shows that the methodology proposed allows fast retrieval of forensic
images even though it cannot always achieve state-of-the-art results. For striated tool-
marks, the proposed methodology can adapt to variances in the angle of attack between
15◦ and 60◦, achieving a MAP of 78% outperforming the elastic shape matching baseline
by 31%. Furthermore, by uncoupling the local characteristics from the global context,
the proposed methodology can be extended as a similarity measure for unseen tools
(open-set evaluation). Using this uncoupling of local characteristics, I show that the
proposed methodology can also be used for impression toolmarks. For comparing local
impression characteristics from different lighting directions, the embedding learned using
a DenseNet network architecture achieves an FPR95 of 19.6%, and for the retrieval of
toolmarks impressions in the FORMS dataset a cumulative match score of about 80% at a
retrieval rate of 20% is achieved. Likewise, the proposed embedding learned using patches
extracted from handwritten pages is expressive enough to achieve a MAP of 70.3% by just
averaging the embedding vectors. Encoding these vectors using Fischer Vector or VLAD
improves the MAP to 81.4% and 86.1%, respectively, which is slightly worse than the
methodology proposed by Christlein et al. [CBA15] using the VLAD encoding (88.0%)
and signiĄcantly better than the Fischer-Vector-based approach by Fiel and Sablatnig
(67.4%) [FS13]. In contrast to toolmarks and handwritings, for footwear impressions,
I propose a methodology that utilizes an end-to-end trained ResNet architecture with
a triplet loss function. This approach works well for Inkless Pad reference impressions
and the more diverse Wallpaper impressions achieving a top-1 accuracy of almost 80%.
For a small dataset with manually processed realistic footwear impressions, similar to
impressions from real criminal cases, less than 10% of the samples have to be retrieved
to achieve a CMS of more than 80%. However, on the publicly available footwear im-
pression dataset FID-300 the proposed approach is outperformed by the computationally
extensive approaches by Kong et al. [KSRF17, KSRF19] and Kortylewski et al. [KV16].
Nevertheless, the performance is better than other methods by Gueham et al. [GBCN08],
Dardi et al. [DCC09], and Tang et al. [TSKC11], and I trained the model only on Inkless
Pad and Wallpaper impressions. Furthermore, the method proposed is fast and Ćexible
since it is rotationally invariant and invariant (to some degree) to translations, scales,
and aspect-ratio changes. In contrast, Kong et al. [KSRF17, KSRF19] and Kortylewski
et al. [KV16] require a time-consuming template-matching-like dense search for the best
matching rotation and translation.

Research Questions

In Chapter 1, I deĄne the Ąrst of three research questions as ŞCan deep learning allow a
shared methodology for Ąnding image similarities in different forensic domains?Ť. Even
though I have to answer this question with ŞnoŤ, it was clear from the beginning of my
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research that it was meant to be more aspirational than an outcome of this research. As I
showed in Chapter 4, even though the underlying problem of Ąnding local characteristics
that in a global context describe forensic images is very similar, as soon as constraints
need to be deĄned to model the problem more accurately, these constraints need to Ąt the
speciĄc forensic domain. The constraints I propose for striated and impression toolmarks,
handwritings, and to a lesser degree, footwear impression have two closely connected
goals.

Firstly, I employ constraints to utilize the available training data more efficiently. The
two provided datasets show that acquiring training data, particularly in forensic domains,
is time-consuming. Likewise, the number of real forensic image samples from criminal
cases is limited by the number of such cases. Even though I would prefer a lot of serial
offenders committing burglaries in Vienna from a data perspective, this is gladly not the
case. Secondly, I try to incorporate my knowledge about the problem to prevent the
neural network from learning something wrong and nudge the network to learn something
right. For instance, for writer retrieval, the similarity of two handwritten documents
must be deĄned by the similarity of the writersŠ handwriting style and not by the written
text or the background. In this example, chopping up a page into unreadable patches is
a crude but effective way to achieve this goal. Nevertheless, in case a writer retrieval
dataset with hundreds of handwritten pages of the same text per writer is available, a
naive metric learning approach with complete pages might also work, which exempliĄes
that the underlying reason for these constraints is also an efficient utilization of the
available training data.

In contrast to these constraints that limit the sample space to make Ąnding a solution
easier, augmentations, like random rotations, are utilized. This expands the sample space
to Ąnd a more general solution that Ąts the unconstrained sample space of the real world
better. Therefore, constraints and augmentations are two approaches for circumventing
the problem of a training sample space that does not sufficiently capture the sample
space of the real world.

Besides these differences, the network architectures used throughout this thesis are
consistently either a shallow CNN or a ResNet (or ResNet-like) deep CNN and contain at
most one fully connected layer. Likewise, all loss functions I employ are some variant of
the triplet loss. Metric learning might still allow a shared methodology for Ąnding image
similarities in different forensic domains using an end-to-end approach given enough
training data. Nevertheless, for the data I consider in this work, the methodology proposed
has signiĄcant differences between toolmarks, handwritings, and footwear impressions.

However, having this lofty goal of a universal methodology always in the back of my
mind helped me to consistently think about the answer to the second research question,
which reads ŞWhat are the shared concepts of the examined forensic image modalities?Ť.
The most apparent similarity between all the forensic domains I consider in this thesis
is the emphasis on local characteristics. In contrast to tasks like object classiĄcation,
which requires a robust global analysis if the image shows a cat or a house, for forensic
images local characteristics are crucial to identify the individual characteristics of a tool,
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shoe, or writer. Of course, other characteristics can also be helpful. For instance, the
methodology for footwear impressions completely ignores such Ąne-grained individual
characteristics and focuses on model characteristics, similar to Ąnding out which of 147
different dog breeds is present in an image [DDS+09]. However, for footwear impressions,
this only makes sense since the proposed methodology already Ąlters the retrieved images
considerably, and as with all other forensic domains, the Ąnal decision is left to the
forensic expert.

Another common issue I identiĄed with forensic images is Ąnding and separating the
crucial parts that must be analyzed, e.g., the toolmark, footwear impression, which is
challenging due to the small scale of individual characteristics. In particular, footwear
impressions captured with gelatin lifters are often difficult to separate from the background
since the patterns are only made up of areas of dust and areas of missing dust, and any
dirt on the Ćoor or the shoe sole is also lifted. Even though this is not as problematic for
the handwritten documents I have considered, forensic evidence is generally not created
on purpose but as a side product of a criminal act, and therefore, its identiĄcation is
challenging. Since the primary source of forensic images is law enforcement agencies with
restrictive laws regarding sharing forensic evidence, particularly evidence that can be
used to identify a person, publishing such images is often not possible, which explains
the lack of such datasets. For instance, even though the Austrian Police has an extensive
collection of handwritten documents from criminal cases and handwritten documents
written by inmates, a publication of these documents is not possible. Similarly, for the
Impress dataset, I am legally not allowed to publish footwear impressions from real
criminal cases.

Furthermore, forensic experts have to defend their Ąndings in court, and it is ultimately
their decision alone if the forensic evidence in question matches or not. Therefore, the
goal is to help forensic experts identify similar forensic images more efficiently and not
provide a binary matching or non-matching decision. Thus, an algorithm that presents
visually similar results is more helpful and more readily accepted by forensic experts
than an algorithm that measurably provides accurate results but can not be understood
by the experts. In particular, these users often see machine-learning-based methods as
black boxes.

For the third research question - ŞHow can the characteristics in the images be represented
to enable an efficient search and comparison in databases?Ť- I propose different approaches
in Chapter 4. Generally, the proposed approaches for toolmarks, handwritings, and
footwear impressions, are based on metric learning. Therefore, on a local scale, a fast
comparison is guaranteed, and for footwear impressions, this extends to comparing the
whole image since I utilize an end-to-end trained model for these images. After the
initial time-consuming training of the model, during inference, each impression image is
only forwarded once through the network, and the Euclidean distance can be utilized to
search for similar impressions efficiently. This search is sped up further by using indexing
libraries like faiss1. Additionally, since I trained the model using augmentations, it is

1https://github.com/facebookresearch/faiss
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rotationally invariant and invariant to other minor translation, scaling, and aspect ratio
changes. This further speeds up the comparison since an embedding vector represent an
impression and all other augmented versions of this impression, and therefore, no deep
search using different conĄgurations, e.g., orientations, is needed. For toolmarks, this
works analogously but only on a local scale. The global context is compared similarly to a
template-matching approach by comparing all possible conĄgurations. Nevertheless, since
the toolmarks are annotated and thus represented by a line or poly-line, this constrained
search space can be probed efficiently. Finally, for writer retrieval, the distribution of the
local characteristics is encoded in one vector to allow a fast comparison of handwritten
documents. Therefore, my arguably unsatisfactory answer to this question is that it
can be done efficiently, but the ŞhowŤ depends on the domain. Selecting a core metric
learning methodology that allows a fast search already helps a lot since even if a dense
comparison of local characteristics is required, these comparisons are efficient. For the
global context, techniques like Fischer Vector and VLAD can be utilized, and in case
enough training data is available, an end-to-end approach can be used.

Future Work

For future work, various improvements can be investigated to increase the performance in
the respective forensic domains. For toolmark impressions, a fully automated approach
that automatically locates the toolmark impression edges reliably in the images would
simplify the workĆow of forensic experts signiĄcantly. Furthermore, even though DTW did
not immediately improve performance, it can be evaluated if the added Ćexibility improves
the performance in the Ąeld where the edges of the impressions might not be annotated
precisely. Generally, a more expressive global context model might better represent
higher-level information. For striated toolmarks, a new dataset with more samples would
help train such a model and provide a means for a detailed evaluation. For writer retrieval,
Ąrstly, the patches extracted can be examined based on the contained information to
improve the expressiveness of the extracted patches. Furthermore, variation in stroke
width and font height can be considered, improving performance when changing the
dataset. For footwear impressions, as a Ąrst step, all the ŞRealistic ImpressionsŤ can be
manually or automatically preprocessed to make them available for training. Training
with these images would probably improve the performance of samples from real criminal
cases used in the FID-300 dataset. As a second step, utilizing learned linear mappings
representing different kinds of impressions as used by Kong et al. [KSRF19] might also
improve the results on such data. Additionally, a way to handle partial impressions has
to be investigated, for instance, by dividing the impressions into multiple overlapping
areas. Registering the images similarly to the FORMS dataset would provide a Ćexible
way to divide the image into matching areas. This would also allow the training and
evaluation of local characteristics. Furthermore, it would allow training with aligned
impressions, improving the results on such preprocessed data by sacriĄcing Ćexibility. In
general, the Impress dataset can be utilized better, for example, by using the available
high-resolution images to compare individual characteristics of the footwear impressions.
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6. Conclusion

In addition to these domain-speciĄc improvements, an adaptation of the proposed
approach to allow a deĄnition of the constraints in the network architecture is an
extensive topic for future work. An example of this is the incorporation of the VLAD
encoding as a network layer, as shown by Arandjelovic et al. [AGT+16]. Furthermore,
this could, for instance, be done using attention mechanisms or by replacing the CNN
architecture with a transformer-based model like [DBK+20]. Similarly, machine-learning-
based methods that focus on explainability can be an extension of this work as well as a
user study analyzing the acceptance of the proposed methodology and user experience
for such a retrieval system.
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