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Abstract

The continuing evolution of micro- and nanotechnology puts ever-increasing pressure
on the involved manufacturing processes. In the context of this expanding complex-
ity, the experimental and empirical knowledge of process developers must be com-
plemented with physically-sound modeling and simulation. Historically, the focus of
simulations of fabrication processes has been on manufacturing steps which directly
impact the electrical characteristics of the final devices. In more recent decades,
however, increased attention has been placed on directly investigating the manufac-
tured device structure. The computational modeling of evolving surfaces during their
fabrication processes is the purview of topography simulation.

Topography simulation is composed of two main elements: A method for describ-
ing the advecting surfaces, and reactive transport models which determine the surface
advection velocity fields. The focus of this thesis is on the latter, building upon previ-
ous work which has already established the level-set (LS) method to treat the former.
Reactive transport can be directly modeled through a combination of reactor-scale
simulations, which determine the physical and chemical properties of the reactant
species, and first-principle simulations describing the interaction of such species with
the surface. However, these simulations are computationally very costly and complex.
Also, there is still substantial debate about the intricacies of the chemical phenomena
in many manufacturing processes, thus, this type of modeling might not be possible.

Instead, this thesis presents phenomenological models for reactive transport based
on first-order reversible Langmuir kinetics using a single effective particle. A particle
can either represent a specific chemical species or it can be an aggregate proxy of
multiple and often unknown reactants. Although several processes require the con-
sideration of multiple particles, the spirit of parsimony required for phenomenological
modeling motivates this thesis to explore the profound complexity already present in
reactive single-particle transport.

By reducing the physical and chemical complexity to a restricted number of pa-
rameters, not only can experimental surfaces be reproduced, but also insights into
the surface chemistry can be gained. To achieve this, this thesis presents an overview
of the existing approaches for reactant flux distribution calculations. A particular
focus is given on viewing the venerable but often misunderstood Knudsen diffusive
transport through a novel lens, which is the major methodological contribution of
this work. Then, these reactive transport models are applied to specific problems.
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The first novel contribution of this thesis with respect to applications is the novel
integration of a Knudsen diffusion-based model with the LS method for thermal
atomic layer processing (ALP) in high aspect ratio (AR) structures. This integration
permits a thorough analysis of the model parameters and the qualitative investigation
of a platform for three-dimensional (3D) integration of novel memories. In another
contribution, existing flux calculation approaches are evaluated for the process of
low-bias sulfur hexafluoride (SF6) plasma etching of silicon (Si). This enables new
interpretations and analyses, most notably the extraction of an empirical relationship
between experimentally-accessible measurements and surface-chemical properties. In
a final novel application, the capabilities of topography simulation are showcased in
the optimization of Si microcavity resonators through a custom robust automatic
calibration procedure.

In conclusion, it is shown that the final topography of a processed device carries
the fingerprint of the surface chemistry occurring during the manufacturing process.
This fundamental result is the enabler of direct modeling of experimentally processed
surfaces as well as inverse modeling: The extraction of chemical information from
experimental surfaces. In summary, topography simulation using phenomenological
single-particle reactive transport modeling is a powerful tool which is able to comple-
ment reactor-scale and first-principle calculations.



Kurzfassung

Die fortschreitende Entwicklung der Mikro- und Nanotechnologie erfordert einen im-
mer höheren Druck auf die betroffenen Herstellungsprozesse. Im Kontext dieser wach-
senden Komplexität muss das experimentelle und empirische Wissen der Prozess-
entwickler_innen durch physikalisch fundierte Modellierung und Simulation ergänzt
werden. Historisch lag der Fokus der Simulationen von Herstellungsprozessen auf
jenen Schritten, die sich direkt auf die elektrischen Eigenschaften der Halbleiter-
Bauelemente auswirken. In den letzten Jahrzehnten wurde jedoch verstärktes Inter-
esse auf die direkte Untersuchung der Struktur der hergestellten Bauelemente gelegt.
Die computergestützte Modellierung der sich verändernden Oberflächen während des
Herstellungsprozesses ist der Aufgabenbereich der Topographiesimulation.

Die Topographiesimulation besteht aus zwei Hauptelementen: Eine Methode zur
Beschreibung der sich bewegenden Oberflächen und reaktive Transportmodelle, welche
die Geschwindigkeitsfelder der Oberflächenadvektion bestimmen. Der Schwerpunkt
dieser Arbeit liegt auf letzterem, aufbauend auf früheren Arbeiten, die bereits die
"Level-Set"-Methode zur Behandlung des ersteren etabliert haben. Der reaktive Trans-
port kann durch eine Kombination aus Simulationen im Reaktormaßstab, welche
die physikalischen und chemischen Eigenschaften der reaktiven Spezies bestimmen,
und "First-Principles"-Simulationen, welche die Interaktion dieser Spezies mit der
Oberfläche beschreiben, direkt modelliert werden. Allerdings sind diese Simulatio-
nen sehr rechenintensiv und komplex. Außerdem gibt es immer noch umfangreiche
Diskussionen über die Besonderheiten der chemischen Phänomene in vielen Herstel-
lungsprozessen, sodass diese Art der Modellierung unter Umständen nicht möglich
ist.

Stattdessen werden in dieser Dissertation phänomenologische Modelle für den
reaktiven Transport auf Basis der reversiblen Langmuir-Kinetik erster Ordnung unter
Verwendung eines einzigen effektiven Partikels vorgestellt. Ein Partikel kann entweder
eine spezifische, chemische Spezies repräsentieren oder es kann ein aggregierter Er-
satz für mehrere und oft unbekannte Reaktanten sein. Obwohl mehrere Prozesse die
Berücksichtigung mehrerer Partikel erfordern, motiviert der für die phänomenologis-
che Modellierung erforderliche Sinn für Parsimonie diese Dissertation dazu, die tiefe
Komplexität zu erforschen, die bereits im reaktiven Einzelpartikeltransport vorhan-
den ist.

Indem die physikalische und chemische Komplexität auf eine begrenzte Anzahl
von Parametern reduziert wird, können nicht nur experimentelle Oberflächen repro-
duziert werden, sondern auch Einblicke in die Oberflächenchemie gewährt werden.
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Um dies zu erreichen, wird in dieser Dissertation ein Überblick über die bestehen-
den Methoden zur Berechnung der Verteilung von Reaktantenflüssen gegeben. Ein
besonderer Schwerpunkt liegt auf der Betrachtung des altbekannten, aber oft missver-
standenen Knudsen-Diffusionstransports durch eine neue Linse, was der wichtigste
methodische Beitrag dieser Arbeit ist. Dann werden diese reaktiven Transportmod-
elle auf spezifische Probleme angewandt.

Der erste neuartige Beitrag dieser Dissertation in Bezug auf Anwendungen ist
die neuartige Integration eines auf Knudsen-Diffusion basierenden Modells mit der
"Level-Set"-Methode für die thermische Atomlagenbearbeitung in Strukturen mit ho-
hem Aspektverhältnis. Diese Integration erlaubt eine gründliche Analyse der Modell-
parameter und die qualitative Untersuchung einer Plattform für die dreidimensionale
Integration von neuartigen Speichern. In einem weiteren Beitrag werden bestehende
Methoden zur Flusskalkulation für den Prozess des Schwefelhexafluorid-Plasmaätzens
von Silizium mit geringer Bias bewertet. Dies ermöglicht neue Interpretationen und
Analysen, insbesondere die Extraktion einer empirischen Beziehung zwischen experi-
mentell zugänglichen Messungen und oberflächenchemischen Eigenschaften. In einer
finalen, neuartigen Anwendung werden die Möglichkeiten der Topographiesimulation
bei der Optimierung von Si-Mikrokavitätenresonatoren durch ein eigenes robustes
automatisches Kalibrierungsverfahren demonstriert.

Abschließend wird gezeigt, dass die Endtopographie eines gefertigten Bauele-
ments den Fingerabdruck der Oberflächenchemie trägt, die während des Herstel-
lungsprozesses auftritt. Dieses fundamentale Ergebnis ermöglicht die direkte Mod-
ellierung von experimentell prozessierten Oberflächen ebenso wie die inverse Mod-
ellierung: die Extraktion von chemischen Informationen aus experimentellen Ober-
flächen. Zusammenfassend lässt sich sagen, dass die Topographiesimulation mit Hilfe
der phänomenologischen Modellierung des reaktiven Einzelteilchentransports ein leis-
tungsstarkes Instrument ist, das die Berechnungen im Reaktormaßstab und die "First-
Principles"-Berechnungen ergänzen.



Resumo

A evolução contínua da micro e nanotecnologia coloca uma pressão cada vez maior
sobre os processos de fabricação envolvidos. No contexto dessa complexidade em
expansão, o conhecimento experimental e empírico dos desenvolvedores de processos
deve ser complementado com modelagem e simulação fisicamente fundamentada. His-
toricamente, o foco das simulações de processos de fabricação incidiu sobre as etapas
de fabricação que impactam diretamente nas características elétricas dos dispositivos
finais. Em décadas mais recentes, no entanto, a maior atenção tem sido dada à inves-
tigação direta da estrutura dos dispositivos fabricados. A modelagem computacional
de superfícies em evolução durante os processos de fabricação é o âmbito da simulação
de topografia.

A simulação de topografia é composta de dois elementos principais: um método
para descrever as superfícies advectantes e modelos de transporte reativos que deter-
minam os campos de velocidade de advecção da superfície. O foco dessa tese é no
último, baseado em trabalhos anteriores que já estabeleceram o método de conjunto
de nível para tratar o primeiro. O transporte reativo pode ser modelado diretamente
através de uma combinação de simulações em escala de reator, que determinam as pro-
priedades físicas e químicas das espécies químicas reativas, e simulações de primeiros
princípios descrevendo a interação de tais espécies com a superfície. No entanto, es-
sas simulações são muito caras e complexas computacionalmente. Além disso, ainda
há um debate considerável sobre os meandros dos fenômenos químicos envolvidos
em muitos processos de fabricação, portanto, esse tipo de modelagem nem sempre é
possível.

Ao invés disso, essa tese apresenta modelos fenomenológicos para o transporte
reativo baseados em cinética de Langmuir reversível de primeira ordem, usando uma
única partícula efetiva. Uma partícula pode representar uma espécie química parti-
cular ou pode ser um substituto agregado de múltiplos reagentes, os quais por vezes
são desconhecidos. Embora diversos processos exijam a consideração de múltiplas
partículas, o espírito de parcimônia necessário para a modelagem fenomenológica
leva essa tese a explorar a profunda complexidade já presente no transporte reativo
de uma única partícula.

Reduzindo a complexidade física e química a um número restrito de parâmetros,
não apenas as superfícies experimentais podem ser reproduzidas, mas também é pos-
sível obter uma compreensão maior da química de superfície. Para conseguir isso,
esta tese apresenta uma visão geral das abordagens já existentes para cálculos de dis-
tribuição de fluxo de reagentes. Um enfoque particular é dado na análise do venerável,
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mas freqüentemente incompreendido, transporte difusivo de Knudsen através de uma
nova perspectiva, o que constitui a principal contribuição metodológica deste tra-
balho. Em seguida, esses modelos de transporte reativos são aplicados a problemas
específicos.

A primeira contribuição original dessa tese com relação a aplicações é a integração
inovadora de um modelo de difusão de Knudsen com o método de conjunto de nível
para processamento térmico de camadas atômicas em estruturas de alta relação de
aspecto. Essa integração permite uma análise completa dos parâmetros do modelo
e a investigação qualitativa de uma plataforma de integração tridimensional de no-
vas memórias. Em outra contribuição, as abordagens existentes para o cálculo do
fluxo são avaliadas para o processo de corrosão de silício com hexafluoreto de enx-
ofre em baixo viés de voltagem. Isso permite interpretações e análises originais, mais
notavelmente a extração de uma relação empírica entre as medidas experimental-
mente acessíveis e propriedades químicas de superfície. Em uma última contribuição
original, as capacidades de simulação topográfica são demonstradas na otimização
de microcavidades ressonadoras de silício através de um procedimento de calibração
automática robusto e individualizado.

Em conclusão, mostra-se que a topografia final de um dispositivo processado car-
rega a impressão digital da química de superfície que ocorre durante o processo de
fabricação. Esse resultado fundamental é o que permite a modelagem direta de su-
perfícies processadas experimentalmente, bem como a modelagem inversa: a extração
de informações químicas de superfícies experimentais. Em resumo, a simulação to-
pográfica usando a modelagem fenomenológica de transporte reativo por uma única
partícula é uma ferramenta poderosa que é capaz de complementar os cálculos em
escala de reator e de primeiros princípios.
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Chapter 1

Introduction

The modern world is brimming with micro- and nanoscale devices. Whether semi-
conducting logic [1] or memory devices [2] at the core of modern computing systems,
optical or optoelectronic devices in communications [3] and quantum science [4], or
microelectromechanical systems (MEMS) sensors in aviation [5], there is no facet of
society which has not been transformed by these advanced technologies. However,
the continuing advancement of micro- and nanotechnology requires ever more complex
manufacturing, with modern semiconductor fabrication facilities nowadays sometimes
requiring investments in the order of tens of billions of dollars [6].

With such enormous resources involved, the development of new technologies can-
not depend only on experimental pathfinding, since the experiments can be very com-
plex and costly, and the design space is too vast [7]. Therefore, simulation tools are
fundamental as a cost-saving and insight-producing measure. Over the decades, the
field of technology computer-aided design (TCAD) has emerged to address the issue
of development and application of computational models to simulate the fabrication
and operation of semiconductor devices and circuits [8].

TCAD contains several sub-fields which can be broadly gathered into three distinct
categories, as illustrated in Fig. 1.1. At the center is device TCAD which concerns
itself with simulating device operation [9]. Device TCAD concerns itself not only with
the simulation of current vs. voltage characteristics, but also includes, e.g., the sub-
fields of modeling of optoelectronic devices [10], quantum effects [11, 12], magnetic
devices [13], and the effects of radiation [14].

Multiple devices can be interconnected to form an electrical circuit, and its char-
acteristics can be simulated with circuit TCAD. The categories of device and circuit
TCAD are intrinsically linked, since, e.g., the electrical characteristics obtained from
device TCAD can be used to construct compact models which more efficiently enable
the simulation of connected devices [15]. Additionally, circuit TCAD encompasses
the modeling of the interconnects linking multiple devices [16] and the extraction of
parasitic parameters [17].

The third category is dedicated to modeling and simulation of the fabrication
processes of semiconductor devices. This category is called process TCAD, and this
thesis situates itself broadly within its scope. Both historically [18] and more re-
cently [19], these simulations have attracted major research and industrial attention.
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Figure 1.1: Illustration of the three main categories of TCAD including related sub-
fields.

This is because they stand at the beginning of the chain of TCAD investigations.
Process TCAD is a fundamental enabler of modern micro- and nanodevices, since
it not only provides physically realistic structures for device simulation, but also di-
rectly deals with the most costly aspect of the semiconductor value chain [20, 21]:
The manufacturing process.

There are several processes required for the manufacturing of a modern semi-
conductor device, all of them requiring attention from process TCAD. Historically,
substantial development attention has been placed on processes which directly im-
pact the electrical characteristics of the devices, such as dopant implantation [22] and
diffusion [23], as well as oxidation [24] and stress accumulation [25]. Since the desired
outcome is the study of electrical phenomena, comparatively little attention had been
paid to the precise shape of the devices.

More recently, however, precise control of the final shape of the processed device
has become a more salient issue [26]. The increased miniaturization of devices has
led to the development of non-planar structures such as fin field-effect transistors
(FinFETs) and gate-all-around (GAA) transistors which have decreased tolerances
and require more control of the fabrication processes [27]. Also, the MEMS and
nanoelectromechanical systems (NEMS) revolution involves systems where the shape
is at the forefront [28], and the emergence of superconductor electronics requires
high authority over the involved Josephson junctions [29]. Thus, the sub-field of
topography simulation has garnered increase importance, since it concerns itself with
the simulation of processes which dictate the final shape, i.e., the topography, of the
device.
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There are several processes which impact the final device structure. Centrally,
there are the complementary processes of deposition [30] and etching [31], i.e., the
addition and removal of material, respectively. These processes can be further de-
scribed according to the specificities of the involved reactor. For example, the depo-
sition of material in a vacuum reactor through physical processes is called physical
vapor deposition (PVD) [32], while the deposition exploiting chemical reactions is
named chemical vapor deposition (CVD) [33]. In etching, there is a broad distinc-
tion between liquid-phase reactors, named wet etching, and vapor- or plasma-phase
processes, called dry etching [7].

Etching and deposition are not the only processes which affect the structure. For
example, chemical-mechanical planarization (CMP) [34] and oxidation [35] have a
severe impact on the final shape. Additionally, there is the process of lithography,
i.e., the printing of patterns on photoresist material through light [36]. However,
due to its specialized nature, lithography modeling is often considered a separate
sub-field [37]. The simulation of the involved reactors is also a separate domain of
expertise [38].

Since the simulation of the reactors is not directly involved in conventional to-
pography simulation, two different geometrical scales can be naturally defined. The
reactor-scale involves the entire reactor, focusing on, e.g., the generation of active re-
actants, as well as their characteristics and distributions across the entire wafer [38].
Topography simulation operates, instead, at the feature-scale, where only a small
region of interest is investigated. Small regions are, for example, a single transis-
tor [39], an individual MEMS structure [40], or even somewhat larger structures such
as three-dimensional (3D) NAND channel holes [26]. These two regions are linked
by an abstract region of the feature-scale named the source plane, where the outputs
of a reactor-scale analysis, such as reactant species incoming angular distribution
functions, become fixed inputs for the topography simulation.

Topography simulation is composed of two major elements. First, it must be
able to robustly describe evolving surfaces. This is particularly challenging for the
aforementioned processing techniques since changes in the topology can occur. For
example, during etching, a layer might be completely pierced; or a hole might be
covered leaving an air-gap during deposition. These changes are exceedingly challeng-
ing to model using conventional explicit surface representations such as polyhedral
meshes [41]. Therefore, implicit surfaces and, crucially, the level-set (LS) method have
emerged as the standard surface representation and advection method, respectively,
for topography simulation [42].

In addition to the surface representation, the second major element is the deter-
mination of the surface advection velocity distribution. In other words, the physical
and chemical phenomena involved with the distribution of reactants, i.e., the reactive
transport, must be modeled. Reactive transport modeling entails the calculation of the
trajectories of particles through the simulation domain as well as their interaction with
the evolving surface. Such particles can directly represent the reactant species and the
respective chemical interactions. However, a particle can also be an aggregate of sev-
eral reactants into a single representation. This is often the case for processes involving
plasmas [43], since the involved chemistry is not only complex but also often unknown.
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For example, several polymerizing species can be aggregated into an effective particle
which represents the formation of the polymer protective film in reactive ion etching
(RIE).

Nonetheless, if a precise reactor model is available and the possible physical and
chemical reactions are known, the reactive transport can in principle be directly mod-
eled [44]. In practice, however, this is exceedingly difficult. Even for very established
processes, there is still a very active scientific debate over the involved surface phe-
nomena [45]. Additionally, the reactors, in particular those involving plasmas, are
exceptionally complex, therefore, predictive modeling is not always possible.

This motivates the development of phenomenological models. That is, mod-
els which attempt to capture the most essential phenomena known from physical-
chemical intuition [46]. Since these models are intrinsically simplified, they necessarily
involve parameters which must be calibrated to experimental data. Nevertheless, if
these models are properly justified, the extracted parameters can be meaningful and,
thus, shine light into the processing conditions. Therefore, in the spirit of Occam’s Ra-
zor [47], a phenomenological model must be constructed as parsimoniously as possible
to adequately capture reality. Phenomenological modeling is fundamentally different
to process emulation [48], where the geometric properties gathered from experiments
are directly described without involving physical insight. This direct description of
properties is also named geometrical modeling.

In this attitude of simplicity, a further subdivision are the so-called single-particle
models. In them, the entire physical and chemical complexity of the reactants is
abstracted into a single representative phenomenological species, whether representing
a chemical species or a phenomenological aggregate. Although for some processes a
larger number of phenomenological particle species are necessary even for the simplest
possible model [43], for several others a single-particle representation is sufficient. In
fact, from the point of view of phenomenological modeling, a simpler model with fewer
species is more desirable, since more information can be gained from the parameters.

The choice of a minimal number of species requires deep knowledge of the involved
processing step. In general, single-particle models are adequate for processes where
one chemical species is the limiting factor, even if different species might be involved
in the reaction. For example, low-bias plasma etching [49], atomic layer processing
(ALP) in the single-reactant limited regime [30], CVD [50], and PVD [51] are ideal
applications to phenomenological single-particle modeling.

1.1 Research Goals
The research goals of this thesis are, in summary, the development of sufficiently
accurate phenomenological single-particle reactive transport models for topography
simulation and their application to relevant etching and deposition processes. These
models must be robust enough to be accurate without resorting to reactor or first-
principle calculations. Simultaneously, the number of parameters should be kept as
low as possible to maximize their chemical interpretability.
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With robust and accurate models, direct modeling, i.e., the reproduction of ex-
perimental topographies, is possible. This enables the generation of physically-sound
device structures which are of great importance to device engineers. In addition,
a phenomenological model should enable inverse modeling: The extraction of use-
ful chemical information from experimental topographies. Finally, the application of
these models must be able to provide experimentally-actionable input to process de-
velopers, that is, phenomenological modeling must be demonstrated as a constituent
of a larger optimization effort.

Research Setting
The research presented in this thesis has been conducted within the scope of the
Christian Doppler Laboratory for High Performance TCAD at the Institute for Mi-
croelectronics, TU Wien. This Laboratory is a long-term collaboration pursuing
application-oriented basic research between the Institute for Microelectronics and
Silvaco Europe Ltd., a leading commercial provider of electronic design automation
(EDA) and TCAD tools, jointly funded by the Christian Doppler Association and
the involved company. The Laboratory is led by Prof. Josef Weinbub.

The research collaboration regarding low-bias sulfur hexafluoride (SF6) plasma
etching of silicon (Si) for microcavity resonators has been established in collaboration
with the experimental teams led by Prof. Ulrich Schmid of the Institute of Sensors
and Actuator Systems, TU Wien, and by Dr. Michael Trupke of the Vienna Center
for Quantum Science and Technology (VCQ) at the Faculty of Physics, University of
Vienna. The computational results in Chapter 6 were obtained using resources from
both the Vienna Scientific Cluster (VSC) and from the computing infrastructure of
the Institute for Microelectronics.

1.2 Outline
This thesis follows the didactic structure of first introducing concepts and then ex-
panding them into applications. Thus, the ordering of the chapters does not necessar-
ily follow their chronological order of development and original publication. Instead,
their arrangement is chosen to provide a more natural narrative for the reader.

Initially, Chapter 2 briefly reviews topography simulation and the basic cate-
gories of approaches to calculate the reactive transport. After this broad overview,
one specific approach to generate one-dimensional (1D) models, Knudsen diffusion,
is presented in Chapter 3 in its historic context with a focus on clarifying lingering
misconceptions. Knudsen diffusive transport is re-derived using a more modern for-
mulation including an analogy to radiative heat transfer to incorporate more physical
phenomena as well as two brief applications.

Then, attention is shifted to applying the presented models to specific etching
and deposition processes and to the adequate interpretation of the model parameters.
First, Chapter 4 presents an application of Knudsen diffusive transport models to the
thermal ALP, including its novel integration with LS based topography simulation.
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Chapter 5 investigates the process of low-bias SF6 plasma etching of Si, evaluating the
applicable approaches proposed in Chapter 2 and proposing a new empirical relation-
ship between experimental topographical measurements and the phenomenological
model parameters.

Finally, Chapter 6 culminates the thesis by performing an even deeper investiga-
tion of the low-bias SF6 plasma etching process in order to optimize an actual device:
Silicon microcavity resonators. The issue of requiring manual calibration is addressed
with a developed custom feature detection and automatic calibration procedure. Fi-
nally, the power of topography simulation is showcased in practice by exploring the
impact of different etch time regimes on parameters linked to device performance. The
concluding remarks and outlook for possible future research directions are discussed
in Chapter 7.



Chapter 2

Review of Reactive Transport
Models for Topography Simulation

The ultimate goal of topography simulation is to guide the development of semicon-
ductor devices through a physically realistic description of structures after etching
and deposition. To achieve this goal, an accurate topography simulation must pos-
sess two fundamental characteristics: A method for robustly representing the advect-
ing surfaces and realistic models describing the local surface speeds stemming from
the complex reactive transport of the involved reactants. This chapter presents a
review of these reactive transport models including their context within topography
simulation.

Firstly, a short overview of the chosen method for surface advection, the level-set
(LS) method, is presented. Particular attention is placed on the term linking the
topography simulation with reactive transport modeling: The velocity field v(8r, t).
Afterward, a review of Langmuir adsorption kinetics is given which is necessary for
connecting the particle fluxes with the local surface state. Finally, an overview of the
explored approaches to calculate the local particle fluxes is provided. Importantly, the
flux calculation and the chemical state of the surface might mutually interact which
is the source of complex reactive transport behavior. The interplay of these elements
in one iteration cycle of the topography simulation is visually represented in Fig. 2.1.
The evaluation and application of reactive transport models to specific etching and
deposition problems is discussed in subsequent chapters of this dissertation.

2.1 The Level-Set Method
The fundamental challenge of surface advection algorithms in semiconductor manu-
facturing is that the involved surfaces undergo very complex processes [41]. In parti-
cular, the surfaces can undergo changes in topology, such as the complete perforation
of a material layer after an etch step, which make explicit surface representations
exceedingly difficult [42]. Although cell-based representations can also handle such
topological changes [52], they lack sufficient information about the surface position
and are thus inaccurate in their calculations, e.g., curvatures and normals [42, 53].

7
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Figure 2.1: Flowchart depicting one iteration cycle of an LS based topography sim-
ulation. The two-headed arrow linking the flux calculation to Langmuir adsorption
kinetics indicates their mutual dependence in the calculation of the reactive transport.

Thus, the accurate LS method has emerged as a standard in topography simu-
lation for process technology computer-aided design (TCAD). It is widely imple-
mented in commercial simulators, such as Synopsys’ Sentaurus Topography [54], Sil-
vaco’s Victory Process [55], and the Florida object-oriented multipurpose simulator
(FLOOXS) [29, 56], as well as open-source tools like ViennaTS [57].

The LS method is based on an implicit surface representation. Unlike explicit
representations, where surface points and connecting elements are directly stored, in
this implicit representation a function φ(8r, t) is defined for all points in the domain.
In the LS method [58, 59], the surface S bounding a volume V is recovered from the
property φ(8r, t) = 0 for all points on S. That is, S is described by the zero level-set
of φ(8r, t), as long as φ(8r, t) > 0 on the outside of V and φ(8r, t) < 0 on its inside.
A common choice of φ(8r, t) for describing surfaces resulting from semiconductor pro-
cessing [60, 61] is that of the signed-distance function (SDF), that is, the distance d
between 8r and S with the necessary sign:

φ(8r, t) =

����
−d, 8r ∈ V

0, 8r ∈ S

d, 8r /∈ V

(2.1)

The evolution of the surface described in Eq. (2.1) is driven by a velocity field
8v(8r, t). The following Hamilton-Jacobi equation can then be derived for the evolution
of the surface [58, 62]:

∂φ(8r, t)
∂t

+ v(8r, t) |∇φ(8r, t)| = 0 (2.2)
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To obtain a numerical solution, Eq. (2.2) is conventionally discretized on a regular
rectangular grid with spacing Δx. The involved partial derivatives are then approx-
imated using finite difference schemes [63]. Additionally, it should be remarked that
there is a difference between fast marching and narrow band LS methods [42]. In the
former, the values of φ(8r, t) are stored in the entire domain, thus requiring the fast
marching method to propagate the values from the interface [64], whereas in the latter
only values near the surface are stored [65]. Both methods have found application
(e.g., fast marching and narrow band respectively in Silvaco’s Victory Process [55]
and ViennaTS [57]) and are used in this dissertation. Although developments in fast
marching methods are an area of activity for researchers of the Christian Doppler Lab-
oratory for High Performance TCAD [66, 67], a more detailed description is outside
the scope of the presented research.

Instead, the principal focus of this dissertation is the study of phenomenological
methods for the construction of the term v(8r, t). For a reactive transport model to
be useful for topography simulations, it should ultimately generate a velocity field,
i.e., etch or growth rates must be determined for the whole surface. It is noteworthy
that, for the method described by Eq. (2.2), only the normal component v(8r, t) of
the proper velocity field 8v(8r, t) is necessary. Therefore, it would be more accurate
to describe v(8r, t) as a speed field. However, for consistency with the established
literature, this dissertation will hitherto refer to v(8r, t) as the velocity field. When the
involved process results in material deposition, the convention is that v(8r, t) carries
a positive sign. Then, v(8r, t) can also be denoted as the growth rate GR(8r, t) =
v(8r, t). Etching processes result in an etch rate with a negative sign, i.e., the etch
rate ER(8r, t) = −v(8r, t).

2.2 Langmuir Adsorption Kinetics
The process of etching or deposition involves physical and chemical transformations
of the evolving surface. Thus, a crucial element in the overall simulation approach is
the choice of an adequate model for the interaction of the particles with the surface.
Additionally, such a reactive transport model must be connected with a velocity
field, as discussed in Section 2.1. In the context of phenomenological modeling, said
model should be as simple as possible to capture the relevant physical and chemical
processes, therefore, coarse approximations are permitted as long as the simulation
outcomes can be related to experiments.

The established approach for phenomenological modeling of surfaces builds upon
the seminal work by Irving Langmuir in 1918 [68]. The key idea behind Langmuir
adsorption kinetics is that impinging vapor species adsorb upon interacting with the
force fields stemming from the surface atoms. Importantly, such force fields are not
explicitly investigated, instead their properties are only phenomenologically described
regarding general and approximate properties of the reactant-surface system. These
forces are assumed to be very short in range, thus the impinging reactants adsorb
forming a film with at most one monolayer. If such forces are relatively weak, the re-
actant can thermally evaporate spontaneously, leading to a reversible kinetic behavior.
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This comparatively weak and reversible interaction is named physisorption (or phys-
ical adsorption), in contrast to chemisorption where the chemical bonds change more
permanently [69]. Due to large unknowns present in phenomenological modeling, the
limit between physisorption and chemisorption is often tenuous, however, insights
from Langmuir modeling are usually associated with the physisorption regime.

Langmuir adsorption kinetics starts by assuming that the surface has a homoge-
neous distribution of surface sites with area s0 which are available to interact with the
impinging reactants. These surface sites are allowed to be partially saturated by the
condensed vapor, leading to the fundamental concept of the surface coverage Θ: The
local ratio of occupied to available surface sites, so that Θ=0 for an unoccupied, or
clean, surface and Θ=1 for a fully-saturated site. From that, Langmuir postulates [68]
a simple relationship for competitive adsorption and desorption

1
s0

dΘ
dt

=
adsorption rate� �� �

Γimpβ0(1 − Θ) −
desorption rate� �� �

ΓevΘ , (2.3)

where Γimp is the local flux of impinging particles, whose calculation is discussed in
Section 2.3; Γev is the evaporation flux for a fully covered surface; and β0 is the clean
surface sticking coefficient, i.e., the probability of an impinging species to adsorb on
an unoccupied surface (Θ=0). From the steady-state limit of Eq. (2.3) the standard
Langmuir adsorption isotherm is recovered [69]. Although such limit is very often
assumed in applications for semiconductor processing [43], it fails in many applications
where the transient times are relevant, such as in atomic layer deposition (ALD). More
recent studies have suggested alternative forms for Langmuir adsorption, including a
second-order term in Θ [70, 71]. Thus, Eq. (2.3) can accurately be named first-order
reversible Langmuir kinetics.

There are two intrinsically empirical parameters in Eq. (2.3): Γev and β0. From
those, β0 carries the most physical and chemical significance. Firstly, it implicitly
considers the stoichiometry of the surface reaction. Although stoichiometric factors
can be explicitly written in a Langmuir-type equation, they are not always observed in
reality due to steric hindrance [68]. That is, the impinging species might effectively
be larger than the underlying surface sites, preventing further molecules to attach
even though stoichiometric considerations would otherwise permit. Additionally, β0
connects the surface state with the transport of reactants given by Γimp, since a
reactant which does not adsorb is free to propagate and perhaps impinge on a different
surface element. For these first-order kinetics, the adsorption probability, i.e., the full
sticking coefficient, is [30]

β = β0(1 − Θ) , (2.4)

and the reflection probability is then simply 1 − β.
Finally, this surface kinetics relationship brings additional insight into the reactive

transport calculation. Already from early experiments from Knudsen [72, 73] and
Langmuir [74], it has been observed that the molecules which do not adsorb are
reflected, however, they do not scatter away specularly. Instead, they follow a cosine
distribution, that is, their reflection direction is independent of the incoming path.
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This observation is interpreted as evidence of a very fast mechanism such that during
the reflection process the molecule thermalizes with the surface and loses information
about its previous state. In semiconductor processing, this cosine dependence usually
holds for uncharged reactants, while accelerated ions show specular reflections [75].

The Langmuir adsorption kinetics shown in Eq. (2.3) is valid for a single particle.
Due to its phenomenological nature, such model can be employed regardless if the
particle represents a well-defined chemical species or a phenomenological aggregate of
multiple reactants. This dissertation focuses on semiconductor processing steps which
can be effectively modeled using a single-particle. Nonetheless, it is notable that
the semiconductor process modeling community has developed and applied multiple-
particle variants of such models [43, 76, 77, 78]. La Magna et al. [43] propose, e.g., a
steady-state, first-order reversible Langmuir kinetics for the competing adsorption of
neutrals and polymers under ion bombardment for reactive ion etching (RIE).

Regardless of the number of involved chemical species, as discussed in Section 2.1
and Eq. (2.2), the final goal of describing the surface state is the determination of
a velocity field v(8r, t). However, Langmuir adsorption kinetics only evaluate small
changes in the surface structure of up to a monolayer. Thus, the construction of
a coverage-dependent velocity field v(Θ(8r), t) requires careful consideration as it in-
volves substantial approximations. In the LS method, the velocity field is assumed
to be constant as the surface advects while the Courant-Friedrichs-Lewy (CFL) con-
dition is satisfied. The CFL condition is necessary in order to guarantee numerical
stability [79], so after each CFL-limited advection step, the velocity field is recal-
culated. In summary, for fast marching LS methods, the surface advection step is
limited to a single grid spacing Δx, while for narrow band methods it is limited to
0.5 · Δx [53]. Therefore, a constructed v(Θ(8r), t) is only valid during an advection
step if the following conditions are met: i) Transport equilibrates much more quickly
than the surface advection speed, such that there are no changes in local impinging
fluxes Γimp(8r) during the advection step; and ii) Δx is small enough that changes
in the distribution Θ(8r) due to the evolving geometry are negligible. For example,
Yanguas-Gil [30] proposes the following form for the growth rate of chemical vapor
deposition (CVD) from a single impinging reactant

v(Θ(8r), t) = GR(Θ(8r), t) = Mm

ρ
Γimp(8r, t)β(Θ) , (2.5)

where Mm is the incorporated mass per impinging molecule and ρ is the film density.

2.3 Approaches to Calculate Local Fluxes
In Section 2.2, all terms of Langmuir adsorption kinetics in Eq. (2.3) are discussed
except for the local impinging particle flux Γimp(8r). Its calculation is the focus of
this section, where four classes of methods are presented: Constant flux, bottom-up
visibility calculation, top-down pseudo-particle tracking, and one-dimensional (1D)
models. In particular, the relationship mediated by the coverage-dependent reflection
given by Eq. (2.4) between the local fluxes and the surface state is explored, including
required approximations.
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At the heart of these flux calculation approaches are considerations of the flow
regime. This analysis requires defining two characteristic lengths of the transport pro-
cesses: The mean free path λ, given by the probability of particle-particle collisions;
and a representative length of the geometry d, e.g., the diameter if the geometry is a
cylinder. From those, the Knudsen number can be constructed as [30]:

Kn = λ

d
. (2.6)

Kn is a measure of the relative probability of a particle-particle collision to a particle-
geometry collision. Therefore, the molecular flow regime is achieved for high Knudsen
numbers, typically assumed to be Kn > 10 [80], i.e., a collision with the geometry
is at least ten times more likely than that with another particle. Many semiconduc-
tor processing techniques, particularly those involving gas- or plasma-phase, occur
in a high vacuum chamber and thus in the molecular flow regime. Therefore, this
regime is conventionally assumed for the flux calculation, although allowances for the
transitional flow regime (10−1 < Kn < 10) are discussed for the top-down and 1D
approaches.

All calculation methods of Γimp(8r) require a reference flux value Γsource which is
the reactant flux at an imaginary boundary between the feature-scale and the reactor-
scale called the source plane. Although Γsource can be experimentally inferred [43] or
calculated with detailed reactor models [38, 81], another approach is to normalize the
impinging flux to the source flux, i.e.,

Γ̂imp(8r) = Γimp(8r)
Γsource

. (2.7)

This is viable since Γsource is also, by definition, the local flux received by a fully
visible surface site (c.f. point 8r2 in Fig. 2.5). Therefore, instead of performing a
complex calculation of Γsource, Γ̂imp(8r) is calculated in its normalized form directly.
Then, rather than relying on a complex formula such as Eq. (2.5), the velocity field
can be calculated from the (etch or deposition) plane wafer rate PWR. An example
of such field is

v(8r, t) = Γ̂imp(8r, t) · PWR (2.8)
which can be advantageous since the PWR can be straightforwardly related to exper-
imental measurements. For instance, lithography masks often include a large exposed
test structure which is expected to receive the maximum amount of reactants Γ̂imp = 1
and be etched with the PWR.

Lastly, it is noteworthy that the incoming flux might be characterized not only
by its magnitude but also by an angular and energy distribution, particularly when
ion acceleration due to plasma interactions are involved. The bottom-up and top-
down methods, as discussed below, can take these distributions into account for the
local flux calculations. However, the focus of this dissertation is the study of thermal
processes, that is, those where there is no preferential incoming or reflection direction.
Nonetheless, Eq. (2.7) is always valid if Γsource is interpreted as the absolute value of
the flux, since a fully visible element will always receive Γsource regardless of the source
angular and energy distribution.
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2.3.1 Constant Flux
The most straightforward approach for the reactive transport calculation is the con-
stant flux approximation, illustrated in Fig. 2.2. In this approach, all exposed surface
elements receive the same Γsource, thus the velocity field is strictly a function of local
material properties. Although simple, this method still requires some computational
effort since only the exposed surfaces must be detected, disregarding, e.g., eventual
voids [82, 83].

This apparent simplicity can obfuscate the deeper physical assumptions necessary
for the application of this reactive transport approach. One situation which enables
this approach is the surface-controlled regime [84], which is commonly observed in
anisotropic wet etching [85, 86]. In it, there must be a large enough availability of
reactants such that all exposed surface sites become fully saturated. Thus, according
to Eq. (2.4), the sticking coefficient approaches zero (β → 0+). Additionally, any local
depletion due to the ongoing surface-chemical reactions is immediately replenished by
transported reactants. Thus, any anisotropy is strictly due to local surface-controlled
phenomena and the constant flux approach holds.

Accordingly, the velocity field is constructed with strictly local parameters. For
anisotropic wet etching, the most common surface-controlled phenomenon is the crys-
tallographic orientation dependence of the etch rate [85]. Thus, the velocities are a
function of the surface normal 8n, and the anisotropy is only due to local surface
properties, notably 8n, and not due to differences in flux, as long as the surface-
controlled regime is experimentally maintained. One approach for determining this
locally-varying velocity field for crystallographic orientation-dependent phenomena,
proposed by Toifl et al. [87], involves interpolating between the crystal directions 8mi

v(8n) = v0 +
$

i

αi�8n, 8mi�ωiH(�8n, 8mi�) . (2.9)

Figure 2.2: Illustration of constant flux approach to reactive transport calculation. All
exposed surface elements, regardless of involved material, receive the same impinging
flux Γimp equal to the source flux Γsource. Adapted from Aguinsky et al., Solid State
Electron. 191, (2022) p. 108262. [88], © The Authors, licensed under the CC BY 4.0
License, https://creativecommons.org/licenses/by/4.0/.

https://creativecommons.org/licenses/by/4.0/
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In Eq. (2.9), H is the Heaviside function, �·, ·� is the inner product, v0 is the
isotropic component of the velocity field, and αi and ωi are parameters which can
be constructed from considering the etch rates in the 8mi directions. An example of
Eq. (2.9), parameterized to the etching of sapphire from a mixture of sulfuric acid to
phosphoric acid on a 3:1 ratio (M3-1) at 503 K, is shown in Fig. 2.3. The effect of
applying this velocity field to an array of cones is shown in Fig. 2.4, highlighting the
strong profile variation strictly due to local properties.

However, surface saturation is not the only condition in which the constant flux
approximation is valid. In isotropic wet etching, it is commonly necessary to estab-
lish the transport-controlled regime, where the etching is limited by rate of reactant
transport. Otherwise, an oversupply of reactants can lead to more complex sur-
face phenomena and, thus, undesired anisotropy [84]. Therefore, there is a trade-off
which must be carefully balanced to achieve true isotropy: Excessive reactant supply
can lead to anisotropy from surface reactions, while insufficient supply can lead to
anisotropy due to a gradient in the flux distribution.

Figure 2.3: Parameterization of Eq. (2.9) to anisotropic wet etching of sapphire using
the M3-1 mixture [87]. Reprinted from Toifl et al., Semicond. Sci. Technol. 36,
(2021) p. 045013. [87], © The Authors, licensed under the CC BY 4.0 License,
https://creativecommons.org/licenses/by/4.0/.

Figure 2.4: Time evolution of an array of cones of sapphire under anisotropic wet
etching on the surface-restricted regime using the parameterization of the velocity
field from Fig. 2.3 [87]. Adapted from Toifl et al., Semicond. Sci. Technol. 36,
(2021) p. 045013. [87], © The Authors, licensed under the CC BY 4.0 License,
https://creativecommons.org/licenses/by/4.0/.

https://creativecommons.org/licenses/by/4.0/
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Therefore, achieving a truly isotropic wet etching process, wherein the constant
flux approximation must necessarily hold, is fairly complex. Either a surface-controlled
reaction with no spurious anisotropic component or a finely-balanced transport-
controlled regime must be constructed. However, if this is achieved, the topography
simulation becomes somewhat trivial, and the velocity field can be expressed as

v(8r, t) = ERmaterial , (2.10)

where ERmaterial represents the measurable isotropic etch rate of an exposed material.

2.3.2 Bottom-Up Visibility Calculation
Moving beyond the straightforward constant flux approach, the bottom-up calcula-
tion adds nuance to the reactive transport by incorporating visibility effects. This is
represented in Fig. 2.5, where a fully visible surface element (8r2) still receives Γsource,
while a partially obstructed element (8r1) receives a smaller flux due to reduced visi-
bility Γvis. Importantly, visibility is here defined as a continuous variable between 0
and Γsource, while exposure, as defined in Section 2.3.1, is strictly binary. Thus, the
visibility-dependent flux can be stated as an integral over the entire source plane [61]

Γvis(8r) =
�

source
Γsource(8r − 8r �)�8n, 8n ��d8r � , (2.11)

where 8r and 8n are the position and unit normal vector of the point where the flux
is evaluated, respectively; and 8r � and 8n � are the positions and normals at the source
plane over which the integral iterates. Since the flux calculation is performed at each
surface element independently, this method is denoted as bottom-up.

In Eq. (2.11), the source flux has an angular dependence on the outgoing direction
8r − 8r �, thus Γsource(8r − 8r �) must be constructed attentively so that the total integral
is correctly normalized. An isotropic source flux distribution has to follow a cosine
distribution, i.e. [89]

Γsource,isotropic(8r − 8r �) = Γsource
1
π

�(8r − 8r �), 8n ��
||8r − 8r �|| , (2.12)

so that a fully visible surface element receives a flux with magnitude Γsource. Ad-
ditionally, Eq. (2.11) enables more complex source flux distributions such as those
more vertically focused due to plasma-accelerated ions which can be modeled with a
κ-power cosine distribution

Γsource,focused(8r − 8r �) = Γsource
κ + 1

2π

�(8r − 8r �), 8n ��κ

||8r − 8r �|| . (2.13)

The largest challenge imposed by Eq. (2.11) is the solution of the involved inte-
gral. Nonetheless, the lack of reflections greatly simplifies this challenge, since each
surface position 8r only requires computing the contributions by the 8r � positions on
the source plane which has a constant and comparatively small number of elements.
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Figure 2.5: Illustration of the bottom-up visibility calculation showing the source
plane, the imaginary region where reactor phenomena is linked to the feature-scale,
and reflective boundary conditions. The surface element with coordinates 8r2 is fully
visible, therefore it receives Γsource, while the one at 8r1 receives a reduced flux due to
visibility Γvis. The arrows indicate rays which are cast from the surface to sample
the hemispherical visibility. Adapted from Aguinsky et al., Solid State Electron. 191,
(2022) p. 108262. [88], © The Authors, licensed under the CC BY 4.0 License,
https://creativecommons.org/licenses/by/4.0/.

Thus, this integral can be directly solved on the LS grid if a function which deter-
mines if 8r and 8r � are mutually exposed is available [82, 90]. More recently, ray-tracing
schemes have been developed by discretizing the hemisphere above each 8r and query-
ing for intersections with the source plane. For example, efficient ray-tracing kernels
can be used by extracting explicit meshes from the LS grid [91]. Additional perfor-
mance improvements have been achieved by adaptive sampling of the hemisphere [92]
and by restricting the number of surface elements wherein the flux is calculated [93].

This bottom-up approach has critical implications for the reactive transport mod-
eling. As previously stated, Eq. (2.11) does not include reflections, therefore, it can
only model processes with β = 1. This puts the bottom-up visibility calculation
in stark contrast to the constant flux approach which captures processes with near-
zero sticking coefficient. Thus, these two approaches can be understood as the two
extremes of reactive transport with constant sticking coefficient. There are several
physical processes which are commonly modeled with a sticking coefficient of unity,
most notably physical vapor deposition (PVD). In this category of processing tech-
niques, the material to be deposited is vaporized and transported to the feature, where
it physically interacts (i.e., without changes in its chemical composition) and forms a
film [32]. If these interactions are energetically favored and occur with high efficiency
without re-sputtering, then they can be adequately modeled with β = 1 [30, 94].
However, more complex phenomena in PVD such as grain boundary formation, might
require different values of β [51].

https://creativecommons.org/licenses/by/4.0/
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To overcome this limitation on β, it is possible to reformulate Eq. (2.11) to include
not only the direct visibility contributions, but also the effect of the indirect flux Γind
reflected by the entire geometry onto 8r as [90]

Γimp(8r) = Γvis(8r) + Γind(8r) =

β(8r)
�

source
Γsource(8r − 8r �)�8n, 8n ��d8r � +

�
geometry

(1 − β(8r �))Γrefl(8r, 8r �)�8n, 8n ��d8r �, (2.14)

where Γrefl is the reflected flux which is naturally itself a function of the impinging flux
at 8r �. That is, for each 8r, the integration variable 8r � iterates not only over the source
plane but also over the surface. Thus, Eq. (2.14) is a true integral equation, since
the local impinging flux depends on the distribution Γimp over the entire geometry.
This equation is exceedingly challenging to solve, since it scales with the square of
the number of surface sites, as each site must compute the contributions of the whole
geometry. It can be solved for arbitrary source and reflection distribution functions
iteratively over multiple bounces [41]. More commonly, Eq. (2.14) is solved under the
stricter approximations of constant β and isotropic source and reflection distributions,
in what is often named a radiosity approach [90, 95, 96, 97], discussed in more detail
in Section 2.3.4. Nonetheless, the quadratic dependence on the number of surface
elements imposes stringent performance limitations to this approach even on state-
of-the-art computing systems, since the entire radiosity matrix must be calculated,
stored and inverted.

2.3.3 Top-Down Pseudo-Particle Tracking
As discussed in the previous sections, the constant flux approach is valid in the β → 0+

regime. Furthermore, the bottom-up visibility calculation straightforwardly captures
β = 1. It is thus patently necessary to introduce a method which is able to capture
reactive transport for intermediate values of β, as well as more complex physical phe-
nomena beyond the constant sticking coefficient approximation. Although Eq. (2.14)
condenses the involved physical and chemical phenomena, its direct solution is unten-
able for the general case due to the computational complexity of the integral equation.

Therefore, a more computationally efficient approach is the Monte Carlo track-
ing of pseudo-particles sampling of this integral equation, as illustrated in Fig. 2.6.
These pseudo-particles are named as such because they should only be interpreted
as discrete samples of the continuum integral equation. They are not representations
of individual particles, e.g., chemical reactants or ions, and are, therefore, unable
to capture molecular-scale phenomena. This Monte Carlo method equally splits the
product of Γsource and the source plane area Asource (i.e., the total power, in anal-
ogy to radiative heat transfer [98]) among Npart pseudo-particles to achieve an initial
per-pseudo-particle flux payload [89]

Γpart,initial = Asource

Npart
Γsource . (2.15)
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Figure 2.6: Illustration of Monte Carlo tracking of pseudo-particles. They are gener-
ated in a top-down fashion from the source plane and carry a flux payload Γinc which
is accumulated at each surface element. Adapted from Aguinsky et al., Solid State
Electron. 191, (2022) p. 108262. [88], © The Authors, licensed under the CC BY 4.0
License, https://creativecommons.org/licenses/by/4.0/.

The pseudo-particles are then initialized with a uniform initial position in the
source plane and an initial direction 8t sampled from the Γsource(8t) distribution, e.g.,
Eq. (2.12) or Eq. (2.13) with 8t = 8r − 8r �. Each pseudo-particle is traced top-down
through the simulation domain until it interacts with the geometry and terminates.
Then, the pseudo-particle deposits its flux payload mediated by the local value of
β [41, 89, 99]. Therefore, each surface element accumulates its impinging flux as the
sum over all incident pseudo-particles, each carrying its own payload Γinc

Γimp(8r) =
$
inc

β(8r)Γinc . (2.16)

This formulation enables directly representing the effects of reactant reflections by
generating new pseudo-particles according to a reflection distribution. These reflected
pseudo-particle have their flux payload Γrefl reduced with respect to the incident
pseudo-particle according to

Γrefl = (1 − β(8r))Γinc . (2.17)

The new pseudo-particles have their initial direction sampled from the hemisphere
aligned with the local normal direction. This sampling can take several forms depend-
ing on the involved physical and chemical reactions. It is usually assumed that pseudo-
particles representing neutral species immediately thermalize and reflect isotropically,
sampling the hemisphere with a cosine distribution similar to Eq. (2.12). However,
accelerated ions can reflect specularly under certain conditions, thus requiring a dis-
tribution function depending on the incoming ray direction 8t [44, 75]. This process
of termination and generation repeats until the pseudo-particle leaves the simulation
domain or its payload drops below a threshold.

https://creativecommons.org/licenses/by/4.0/
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An initial approximation to be made to the top-down approach is assuming con-
stant sticking coefficient, similarly to the discussion in Section 2.3.1 and Section 2.3.2.
However, in contrast to the constant flux and bottom-up approaches, β can now take
any fixed value between the respective extremes of 0 and 1, including having dif-
ferent values for each involved material. In general, β as described in Eqs. (2.16)
and (2.17) is an arbitrary function of the position 8r, usually depending on the local
surface coverage Θ(8r) according to Eqs. (2.3) and (2.4) for single-reactant first-order
Langmuir kinetics. By assuming a constant and effective value for β, denoted as βeff ,
it is implicitly assumed that there is also a constant and effective value for Θ (Θeff)
across the geometry, i.e.,

βeff = β0(1 − Θeff) . (2.18)

Equation (2.18) has two important consequences. Firstly, it provides an upper
bound βeff ≤ β0. Also, it highlights that the constant sticking approximation is
better-suited for the low-coverage regime (i.e., the transport-controlled regime), since,
in this case, small relative variations ΔΘeff/Θeff have a lesser impact on the (1 − Θeff)
term.

The top-down methodology is also suited for more complex reactive transport
calculations beyond constant β for a single species. Multiple reactant species, each
represented by a different type of pseudo-particle, can be applied to model RIE, in-
cluding additional pseudo-particle information such as ion energy [44, 43, 78, 99, 100].
The Θ-dependence of β can be calculated, whether by performing a self-consistent
calculation of the steady-state Langmuir kinetics [96], or by explicitly solving the
time-dependence of Θ [101, 102]. The calculation of the particle trajectory, which
is necessary for the ray-tracing algorithms, enables modeling beyond the molecular
flow regime. By providing the mean free path λ of the involved reactor conditions, a
probability of a scattering event can be calculated from a given trajectory. Therefore,
particle-particle collisions and the transitional flow regime can also be modeled with
this methodology [103].

One significant challenge of this Monte Carlo approach is the control of conver-
gence. Although it does not require the quadratic computational effort of the direct
solution of Eq. (2.14), the number of pseudo-particles necessary might still be sub-
stantial. There is no guaranteed convergence by analyzing only the Npart, since, e.g.,
a geometry involving a deep trench might require substantial oversampling to achieve
adequate results. Additionally, the inherently random nature of the Monte Carlo pro-
cess might lead to the introduction of numerical noise to the geometry which might
cause problems in further analysis steps. It is important to note that such noise
is only numerical and not related to the physically discrete nature of the involved
reactants. That is, the pseudo-particles are to be interpreted strictly as a means
of sampling an integral equation such as Eq. (2.14) and not as a representation of
individual molecules or ions.
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2.3.4 One-Dimensional Models

The flux calculation approaches hitherto discussed can be computationally challenging
for arbitrary three-dimensional (3D) geometries, even with relatively simple surface
kinetics such as the constant β approximation. However, in many situations encoun-
tered in semiconductor fabrication, symmetry considerations and approximations can
be made to reduce the dimensionality of the problem from 3D to 1D, particularly for
structures involving high aspect ratios (ARs) and a preferential transport direction.
The AR is defined as the ratio between two critical dimensions (CDs): Depth L to
width d (c.f. Fig. 2.7)

AR = L

d
. (2.19)

For example, trenches and vias necessary for innovative back end of line (BEOL)
processing [104] as well as modern 3D NAND memories [105] require increasingly
higher ARs. Although such structures can have intricate shapes, it is often more
useful to focus on phenomena due to the high AR itself. Thus, the complex structure
under investigation is replaced by a simpler equivalent geometry with well-defined
CDs, as illustrated in Fig. 2.7. Therefore, 1D models with faster performance and
additional physical insight can be constructed.

The key approximation behind all 1D models is the assumption that all reactants
have an isotropic source distribution and also reflect isotropically (e.g., Eq. (2.12)).
This greatly simplifies Eq. (2.14) which takes the form of an integral equation over
the whole structure area A� [106]

Γimp(8r) = Γvis(8r) +
�

A�
(1 − β(8r �))Γimp(8r �)�(8r − 8r �), 8n ���(8r � − 8r), 8n�

π||8r − 8r �||4 dA� (2.20)

and is named the radiosity equation, highlighting that the problem is entirely analo-
gous to diffuse radiative heat transfer [98]. This equation can be directly solved using
finite elements for arbitrary geometries at great computational cost [97]. However,
the problem can be simplified by identifying the view factor in Eq. (2.20), which is
the fraction of energy dFdA�−dA leaving one differential surface dA� and arriving in dA
separated by a distance t, as follows [98]

dFdA�−dA = �(8r − 8r �), 8n ���(8r � − 8r), 8n�
π||8r − 8r �||4 dA� = cos θ cos θ�

πt2 dA� . (2.21)
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Figure 2.7: Illustration of flux calculation approach using 1D models. The complex
3D structure is mapped to an equivalent geometry with well-defined CDs d and L
so that a 1D flux function can be constructed. Adapted from Aguinsky et al., Solid
State Electron. 191, (2022) p. 108262. [88], © The Authors, licensed under the CC
BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.

In Eq. (2.21), θ are the angles between each surface normal and the line connect-
ing the surface elements. Thus, pre-calculated tables of view factors [107] can be
used to map common high AR structures to 1D line equations over the preferential
transport direction z. This enabled Manstetten et al. to construct an 1D framework
which calculates the flux for several convex high AR structures under the constant
β approximation [108]. Kokkoris et al. created similar equations for long cylindrical
holes and trenches, while also enabling locally-varying β(8r) though a self-consistent
calculation [106].

These 1D radiosity approaches are valuable due to their computational efficiency.
However, they still require a costly matrix inversion step for the calculation of the lo-
cal fluxes which might be performed several times in the self-consistent calculation for
varying β(8r). Additionally, these approaches do not enable an intuitive understanding
of the effects of the reactive transport parameters without performing the simulations.
This motivates another type of 1D model where, instead of directly calculating the
integral equation, the reactive transport process is approximated with an 1D diffu-
sion equation [30]. This diffusive transport approach is, however, not only based on
conventional molecule-molecule (Fickian) diffusion. Instead, the main drivers of the
diffusive process are the molecule-geometry interactions in a process called Knudsen
diffusion, which is explored in detail in Chapter 3, including an approach to model
the transitional flow regime.

https://creativecommons.org/licenses/by/4.0/




Chapter 3

Knudsen Diffusive Transport

Recently, increased research attention has been placed on the development of one-
dimensional (1D) diffusion-based reactive transport models due to their applicability
in atomic layer deposition (ALD) [109, 110, 111], following their introduction to aid
the design of chemical vapor deposition (CVD) reactors in 1999 [50]. These models
have as advantages their relatively straightforward implementation and the ability to
provide physically meaningful insight. These diffusive transport approaches are based
on Knudsen diffusion, that is, the diffusivity stems from molecule-geometry collisions
instead of the conventional molecule-molecule interactions. Since its inception in
the early 20th century by Martin Knudsen [72], the development of the theory of
Knudsen diffusion has been littered with misconceptions [112], requiring corrections
calculated by Smoluchowski [113] and Clausing [114, 115]. Nonetheless, many of these
misconceptions persist to this day, possibly due to the well-established status of the
theory which is often applied without critical examination.

This chapter presents a more rigorous discussion of Knudsen diffusive processes
based on the excellent but often-overlooked work by Pollard and Present [116, 117].
First, some properties of ideal gases, stemming from the kinetic theory of gases, are
reviewed. Then, the equations of Knudsen diffusion are reformulated in a more mod-
ern manner, including their analogy to radiative heat transfer and the role of the
view factor. The classical result of the diffusivity coefficient in long cylinders is re-
covered, while problems originating from attempting to derive the commonly-used
hydraulic diameter approximation for rectangular trenches [109, 110] are discussed.
An approach to capture the transitional flow for intermediate Knudsen numbers, the
Bosanquet approximation, is also reviewed. Finally, the original research contribu-
tions of this dissertation are presented.

Own contributions: A novel extension to Knudsen diffusion, including the
role of the direct flux, is derived, following the work presented at the IWCN
2019 [118] and ALE 2019 [119] conferences. Additionally, two unpublished ap-
plications of Knudsen diffusion to problems in semiconductor processing are dis-
cussed: Aspect ratio (AR) dependent reactive ion etching (RIE) in the neutral-
limited regime and heteroepitaxial growth of 3C-SiC on Si micro-pillars.
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3.1 Properties of Ideal Gases
In this section, the properties of ideal gases, that is, the fundamental results of the
kinetic theory of gases, are shortly reviewed. They are the foundation of diffusive
transport processes and must be carefully considered for a thorough discussion of
reactive transport. All definitions follow Present [117], including the necessary adap-
tations in the labeling of variables for consistency.

Ideal gases, also named perfect gases, are a useful abstraction of real gas behavior
under reasonable hypotheses. It is assumed that the gas is composed of molecules,
defined as the smallest discrete quantity of a certain substance with defined chemical
properties. This definition of molecule encompasses monoatomic gases (e.g., noble
gases) and is used instead of "particle" throughout this chapter for consistency with
the literature. The number of molecules must be large enough such that meaning-
ful statistical information can be extracted from their average properties. These
molecules are assumed to be separated from each other by a distance much greater
than its molecular diameter, and they propagate on a straight line throughout a con-
tainer with fixed volume. Upon colliding with each other or with the walls of the
container, the molecules scatter perfectly elastically.

In essence, the assumptions of the kinetic theory of gases hold for systems with
low density and without particle acceleration due to, e.g., plasma sheath acceleration.
Therefore, in the context of semiconductor processing the ideal gas approximation is
well-suited for systems involving gas-phase neutral particles in a vacuum chamber,
such as low pressure CVD or ALD. In such situations, the ideal gas law can be derived:

p = nkBT , (3.1)

where p represents the pressure, n the number density or concentration of molecules,
T the temperature, and kB Boltzmann constant.

Due to the large number of involved molecules, the properties of an ideal gas
system can be more precisely studied by analyzing their statistical behavior. The
most crucial statistical property of a gas is the distribution function of molecular
velocities f ∗(8v). If the container carrying the ideal gas is stationary, then trivially all
components of the velocity are zero on average, i.e., v̄x = v̄y = v̄z = 0. Thus, it is
often more useful to focus on the distribution function of the molecular speed v which
can be obtained by integrating f ∗(8v) over the solid angle Ω:

f(v) =
� 4π

0
f ∗(8v)dΩ (3.2)

It can be shown that, assuming that the velocities are isotropic and the velocity com-
ponent in any direction is independent of any other direction, the speed distribution
function of an ideal gas composed of molecules of mass m takes the form of

f(v) =
�

m

2πkBT

� 3
2

e
− mv2

2kBT . (3.3)
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Equation (3.3) is the Maxwell-Boltzmann distribution. The fundamental statistical
property extracted from Eq. (3.2) is the average speed v̄, also called thermal speed:

v̄ =
� ∞

0
vf(v)dv =

�
8kBT

πm

� 1
2

(3.4)

Two additional speeds can be computed from the distribution, notably the root-mean
squared velocity vrms and the most probable speed vm. Their values differ from v̄ only
by fixed constants.

As discussed in Chapter 2, the reactive transport models are intrinsically tied to
the local impinging flux Γimp at the container wall. The Γimp can be directly calculated
for ideal gases by considering its definition: The number of striking molecules per unit
area per time. This is shown in Fig. 3.1 for an area dA of the container wall, aligned
with the xy-plane without loss of generality. The number of molecules dN which strike
dA during a time interval dt with velocities in the neighborhood of 8v are contained in
the oblique cylinder with base dA and height vzdt. Therefore, dN can be calculated
as the product of the number of molecules per unit volume nf ∗(8v)dvdΩ with the
cylinder volume vzdtdA. The differential flux then reads

dΓimp = dN

dAdt
= nvzf ∗(8v)dvdΩ = nvf(v) cos θ dv sin θ

dθdφ

4π
. (3.5)

The impinging flux is then obtained after integrating over all possible values and
directions of 8v, i.e., over the hemisphere above xy (0 < θ < π/2), obtaining

Γimp = 1
4π

� ∞

0
vf(v)dv

� 2π

0

� π
2

0
cos θ sin θ dθ dφ = 1

4nv̄ . (3.6)

Figure 3.1: Illustration of the oblique cylinder containing the molecules striking area
dA of the container wall during time dt. After integration over all velocities in the
hemisphere aligned with +z, the Hertz-Knudsen equation is obtained.
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By using Eqs. (3.1) and (3.4), the impinging flux can be summarized as

Γimp = 1
4nv̄ = p√

2πmkBT
. (3.7)

The relationship in Eq. (3.7) between the gas properties and the local flux is a fun-
damental result of surface science and is named the Hertz-Knudsen equation.

Additionally, the kinetic theory of gases enables a direct calculation of the mean
free path λ of an ideal gas. Assuming that a gas is composed of spherical molecules
with a fixed diameter d, the average distance between collisions for a single gas
molecules can be calculated as

λ = 1√
2nπd2

= kBT√
2πd2

. (3.8)

The assumption of fixed d is called the "billiard ball" or hard-sphere approxima-
tion. Although in reality the physical diameter of molecules is not clearly defined
due to their inherent quantum chemical nature, the hard-sphere diameter is defined
empirically from measurements of viscosity [120]. Notably, the calculation of Γimp
can be performed assuming a finite λ, that is, that the molecules might collide with
each other before impacting the wall. This calculation yields the same result as in
Eq. (3.6), further strengthening the Hertz-Knudsen equation.

Finally, the first indications of diffusive transport behavior can be directly encoun-
tered by assuming that the concentration n is not constant, but instead it follows a
gradient in the z direction. In this situation, n can be approximated via a first-order
Taylor expansion at an arbitrary z = 0 plane:

n(z) = n(0) + z
dn

dz

&&&&&
z=0

(3.9)

A similar calculation to that shown in Fig. 3.1 can be performed at the z = 0 plane
which is not part of the container wall. However, unlike Eq. (3.6), the calculation
cannot be restricted to the hemisphere aligned with +z. Instead, the net flux crossing
the plane Γcross(z=0) is the difference between the flux coming from the hemisphere
below Γz− and the hemisphere above Γz+ . The sign convention is that a positive
Γcross is interpreted as a net flow in the +z direction. After performing the involved
integral, it can be shown that:

Γcross(z = 0) = Γz− − Γz+ = −1
3 v̄λ

dn

dz
(3.10)

Equation (3.10) has the shape of a diffusion equation with diffusivity

Dself = 1
3 v̄λ . (3.11)

These equations represent the phenomenon of self-diffusion, that is, the diffusion of
one gas through another with the same properties. For example, this is the expected
behavior of the diffusion of isotopic tracer molecules through an inert gas composed
of molecules with similar weights and diameters.
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3.2 Knudsen Diffusion
The transport properties of ideal gases discussed in Section 3.1 are mostly due to the
presence of molecule-molecule interactions which are described by the mean free path
λ. In the context of semiconductor processing, it is often more important to focus on
the interactions of a molecule with the geometry, particularly when the high Knud-
sen number (Kn) regime is involved. Notwithstanding, the kinetic theory of gases
still provides useful insights into this regime, since it can be applied to construct
a diffusion-type equation where the transport is driven by molecule-geometry inter-
actions. This phenomenon is called Knudsen diffusion [112] in honor of its original
proponent [72]. Although Knudsen did indeed obtain the correct expression for the
diffusivity for long cylinders, it was later shown by Smoluchowski [113] that his results
were incorrect for arbitrary cross-sections. Later, Clausing [114, 115] extended the
approach to model tubes of arbitrary length, and Pollard and Present [116] rigorously
re-introduced the effects of self-diffusion within Knudsen diffusion.

This section focuses on re-evaluating some of these classical results using a modern
formulation, inspired by the derivation by Present [117] and including an analogy with
the radiosity method through the view factor. Ultimately, the goal is to apply insights
from the kinetic theory of gases and develop approximate one-dimensional models for
reactant transport in semiconductor processing, as discussed in Section 2.3.4. It is
thus necessary to be careful with all involved approximations so that the resulting
models are physically meaningful.

Firstly, the fundamental approximation of Knudsen diffusivity processes is the
presence of a preferential transport direction denoted as z. Thus, the impinging flux
on all surfaces on any plane of constant z = z0 is the same. Additionally, as is the case
with radiosity models, a cosine re-emission distribution is assumed which is a well-
established result for uncharged molecules [73]. The molecular flow regime is assumed
(Kn >> 1), although Section 3.4 discusses approaches to recover the transitional flow
regime. The features are assumed to have high ARs in z, so that the visibility effects
due to the direct flux Γvis are negligible. Finally, the molecule-surface interaction is
assumed to follow Langmuir kinetics, as discussed in Section 2.2, however, the involved
sticking coefficients are assumed to be low (β << 1). Therefore, Knudsen diffusive
approaches are well-suited for semiconductor processing of high AR features in the
high vacuum regime for reactant chemistries involving low β, such as low pressure
CVD [50] and ALD [109, 110, 111].

Similarly to the calculation of self-diffusion in Eq. (3.10), the main idea behind
Knudsen diffusion is the calculation of the net flux Γcross(z) through a cross-section
of a long (in z) feature with area Across(z), as illustrated in Fig. 3.2. The same sign
convention of positive sign for a net flux in the +z direction is applied, thus the
Γcross(z) is the difference between the number of molecules per time unit N− crossing
Across(z) from z� < z to the number of molecules N+ crossing from z� > z:

Γcross(z) = N− − N+

Across(z) (3.12)
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Figure 3.2: Calculation of Knudsen diffusion through a long feature. The net flux
through the cross-section Γcross(z) is the difference between the number of molecules
per time unit N− coming from surface elements dA� with coordinates z� < z to those
N+ coming from z� > z divided by the cross-sectional area Across(z).

There are two key insights behind Knudsen diffusion. First, from the molecular
flow hypothesis, it is assumed that the molecules crossing Across(z) have as origin
points reflections through the geometry. Therefore, the number of molecules dN+

coming from a surface element dA� and arriving at the cross-section at a distance s
can be written as

dN+ = (1 − β(z�))Γimp(z�)
�

Across

cos θ� cos θ

πs2 dA dA� , (3.13)

where θ represents the angles between t and the surface normals. Equation (3.13)
is analogous to the radiosity formulation of Eq. (2.20) without direct visibility con-
tributions. However, instead of accumulating the flux at each surface element, it is
calculated at the cross-section, which is not a part of the surface. By using the ap-
proximation β << 1, the Hertz-Knudsen equation from Eq. (3.7), and the definition
of the differential-finite view factor [98] as

FdA�−A =
�

Across

cos θ� cos θ

πs2 dA , (3.14)
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then the number of incoming molecules can be written as

N+ = 1
4 v̄

� ∞

z
n(z�)FdA�−A(z� − z)dA� . (3.15)

It is important to note that the Hertz-Knudsen equation only states a linear rela-
tionship between the concentration and the impinging flux on the surface. It is not
valid for Γcross, since by definition it is a net flux and not an impinging flux on the
container wall. The formulation in Eq. (3.15) is useful since it enables the use of
standard, pre-calculated tables where the view factors are written as a function of
z� − z for several geometries [107]. Attention must be placed on the correct use of
the chain rule to transform the integration variable from dA� to dz� when considering
any particular geometry.

To this point, the derivation has not veered far from the radiosity approach. This
leads to the second key insight: To avoid the occurrence of an integral equation in
n alike that in Γimp in Eq. (2.20), the concentration is approximated via a Taylor
expansion around z, similarly to Eq. (3.9):

n(z�) = n(z) + (z� − z)dn

dz
+ (z� − z)2 d2n

dz2 + ... (3.16)

Thus, after performing the change of variables z� − z → z�, Eq. (3.15) reads:

N+ = 1
4 v̄n(z)

� ∞

0
FdA�−A(z�)dA� + 1

4 v̄
dn

dz

� ∞

0
z�FdA�−A(z�)dA� + ... (3.17)

By analogy, the equation for N− reads:

N− = 1
4 v̄n(z)

� 0

−∞
FdA�−A(z�)dA� + 1

4 v̄
dn

dz

� 0

−∞
z�FdA�−A(z�)dA� + ... (3.18)

Most view factor tables implicitly assume a strictly positive axial distance z�. How-
ever, from the interpretation of the view factor as the mutual visibility between two
surfaces, it is clear that it must be symmetric in z�, so the property

FdA�−A(z�) = FdA�−A(−z�) (3.19)

must hold. This can be imposed without loss of generality by imposing the absolute
value function over the odd exponents of z� on the expressions from the view factor
tables [107]. Therefore, Eq. (3.18) can be simplified by reversing the integration
bounds and by changing the sign of the integration variable z� → −z�:

N− = 1
4 v̄n(z)

� ∞

0
FdA�−A(−z�)dA� + 1

4 v̄
dn

dz

� ∞

0
(−z�)FdA�−A(−z�)dA� + ... =

+ 1
4 v̄n(z)

� ∞

0
FdA�−A(z�)dA� − 1

4 v̄
dn

dz

� ∞

0
z�FdA�−A(z�)dA� + ... (3.20)

When combining the results of Eqs. (3.17) and (3.20) into Eq. (3.12), all terms
containing the even-order terms of the Taylor expansion (n, d2n/dz2, ...) cancel out.
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Thus, after truncating the expansion on the first-order term, the following diffusion
equation is obtained

Γcross(z) = −DKn(z)dn

dz
, (3.21)

where the Knudsen diffusivity DKn(z) for a long feature is

DKn(z) = v̄

2Across(z)

� ∞

0
z�FdA�−A(z�)dA� . (3.22)

Although Eq. (3.22) still requires the calculation of an integral, it does not depend
on n. Therefore, it is not an integral equation. Save for the dependence on v̄ which can
be straightforwardly calculated using Eq. (3.4), DKn is a strictly geometric property
similar to the W transmission quantity proposed by Clausing [114, 115]. As an
example, the classical result of Knudsen diffusion in a long cylinder can be recovered
by considering the geometry represented in Fig. 3.3.

Figure 3.3 shows the coordinate system for the calculation of the view factor
inside a long cylinder between a lateral area element and a circular disk at the base,
separated by the axial distance z�. From the cylinder geometry, it is evident that
Across = πd2/4 and dA� = πd dz�. The view factor in this configuration has been
calculated [107, 121, 122] and takes the form

FdA�−A(z�) =

�
z�
d

�2
+ 1

2 �
z�
d

�2
+ 1

−
&&&&&z�

d

&&&&& . (3.23)

After replacing these terms in Eq. (3.22) and performing the integration, the standard
result for the diffusivity is recovered:

DKn = 1
3 v̄d (3.24)

Figure 3.3: View factor calculation inside a long cylinder with diameter d. The
cylindrical element dA� is separated by z� from a circular disk of area Across at the
end of a long cylinder.
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Equation (3.24) is remarkable for its clear analogy with the self-diffusion coeffi-
cient from Eq. (3.11). From an intuitive perspective, it appears as if Knudsen diffusion
simply corresponds to self-diffusion after replacing the mean free path λ by a charac-
teristic geometric length d. However, Section 3.3 discusses issues which arise if this
analogy is fully assumed at face value without a more careful consideration of the
geometry.

To correctly model the reactive transport inside the feature, Eq. (3.21) is not
sufficient. The intent behind the original development of the theory was to capture
the flow between two reservoirs of constant pressure connected by a tube [112]. No
attention is placed on the state of the surface inside this tube, particularly since the
approximation of very low β is imposed. However, for semiconductor processing ap-
plications, the goal is to achieve an accurate description of the surface through which
Knudsen transport takes place. Accordingly, a surface advection velocity function
can be constructed from surface-chemical information. A fuller description of the
chemical phenomena is achieved by imposing conservation of mass in the presence
adsorption losses at the sidewalls [50, 123]:

∂n(z, t)
∂t

+ ∂Γcross(z, t)
∂z

= −s̄β(z)Γimp(z) (3.25)

From the discussion in Section 2.2, it is usually assumed that transport equilibrates
much more quickly than the surface kinetics. This is also named the frozen surface ap-
proximation [124], and it means that the first term in Eq. (3.25) is zero (i.e., a steady-
state condition in n), even if the surface kinetics have not equilibrated (dΘ/dt �= 0).
This steady-state conservation of mass is illustrated in Fig. 3.4. The right-hand side
of Eq. (3.25) represents the volumetric losses due to adsorption, where s̄ is the specific
surface area, i.e., the surface area per unit volume. For a cylinder, s̄ = 4/d.

After replacing the previously calculated results for a cylinder and the Hertz-
Knudsen Eq. (3.7) into Eq. (3.25), the following ordinary differential equation (ODE)
is obtained:

−Dkn
d2n

dz2 = −s̄β(z)Γimp(z) =⇒ 1
3 v̄d

d2n

dz2 = 4
d

β(z)1
4 v̄n(z) (3.26)

This equation can be further simplified by assuming constant β and by performing
the change of variables z → εL, with L being the length of the cylinder. Then,

d2n

dε2 = 3β
L2

d2 n(ε) = h2
T n(ε) , (3.27)

where h2
T is the Thiele modulus, also called the second Damköhler number [50, 124],

which is the ratio of the reaction rate to the transport rate. By identifying the AR
from Eq. (2.19), h2

T takes the form

h2
T = 3β(AR)2 . (3.28)

For many semiconductor processing techniques, the goal is to achieve conformality,
that is, a uniform distribution of growth or etch rates throughout the geometry.
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Figure 3.4: Illustration of steady-state conservation of mass in a cylinder leading to
a 1D diffusion equation including the two required boundary conditions.

From Eq. (3.27), this means having a value h2
T << 1. A dimensionality analysis in

Eq. (3.28) exposes the challenge of achieving good conformality in high AR structures.
There is a quadratic dependence on the AR which can only be combatted with linear
improvements in β. The issue of non-ideal conformality in atomic layer processing
(ALP) is the subject of Chapter 4.

Equation (3.26) is an ODE of the second degree. Therefore, it requires two bound-
ary conditions (BCs). First, as discussed in Section 2.3, it is always assumed that
there is a constant distribution of reactants in the region of the reactor neighboring
the feature, i.e., the source plane, which for a long feature is defined as the plane z=0
at the top. This means that the reactor is efficient enough to maintain a constant
impinging flux Γimp(z=0)=Γsource. In the context of the Hertz-Knudsen equation, this
is equivalent to maintaining a constant concentration (n0) at the top:

n(0) = n0 (3.29)

The second BC is defined at the bottom (z=L). This BC must also have a different
treatment than in the classical case of a tube connecting two reservoirs with fixed
pressures. This situation would yield a BC similar to Eq. (3.29). Instead, the BC at
z=L is that the flux must match the losses due to adsorption, thus preserving the
mass balance. This is achieved through a Robin BC which takes the form [30]:

Γcross(L) = β(L)Γimp(L) =⇒ −DKn
dn

dz

&&&&&
z=L

= β(L)1
4 v̄n(L) (3.30)
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Under the approximation of constant β and the aforementioned BCs, the ODE
from Eq. (3.26) has an exact solution [50] which can be written in terms of the
normalized flux normalization Γ̂imp(z) following the convention from Eq. (2.7):

Γ̂imp(z) = Γimp(z)
Γsource

= n(z)
n0

=
3
√

β sinh
�√

3β(L−z)
d

�
+ 4

√
3 cosh

�√
3β(L−z)

d

�
3
√

β sinh
�√

3βL

d

�
+ 4

√
3 cosh

�√
3βL

d

� (3.31)

3.3 Approximations for Long Rectangular Trenches
From the beginning of the development of the theory of Knudsen diffusion, there has
been controversy about its proper application to tubes with non-cylindrical cross-
sections [112]. Smoluchowski [113] provided a correction to the calculation method
originally proposed by Knudsen [72] which eventually led to the development of tables
of transmission probabilities W for rectangular tubes of different widths w to heights
h [112]. These tubes are defined by the structural ratio

X = w

h
(3.32)

which is, in essence, the AR in the plane perpendicular to the preferential trans-
port direction. However, the nomenclature X is preferred since AR is conventionally
reserved for relating to the depth of the feature (c.f. Fig. 2.7).

As the semiconductor processing community started applying Knudsen diffusion
models to deposition processes in rectangular trenches, simplified expressions were
sought [50]. In general, these models attempt to use the results obtained for a long
cylinder, discussed in Section 3.2, but assuming an equivalent diameter dequiv. This
is conventionally performed in analogy to continuum fluid dynamics through the use
of the hydraulic diameter approximation [109]:

dequiv = 2
1
w

+ 1
h

= h ghd(X) (3.33)

That is, the equivalent diameter is found by identifying a characteristic length (h)
and multiplying it by a geometric factor determined solely by the structural ratio X:

ghd(X) = 2
1 + 1

X

(3.34)

Equation (3.34) claims that a square hole (X=1) is equivalent to the inscribed cylinder
(d=h), and that an infinitely wide trench has an equivalent diameter twice as large
as its opening, i.e., limX→∞ ghd(X) = 2.

The approximation in Eq. (3.33) is further justified by Monte Carlo simulations
for square holes [125]. This eventually led to Cremers et al. proposing a mapping be-
tween several three-dimensional (3D) structures to equivalent cylinders through a pur-
portedly structure-independent parameter: The equivalent aspect ratio (EAR) [110].
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That is, all studies of conformality in different structures, such as square holes or wide
trenches, can be related to an equivalent cylinder with AR as conventionally defined
in Eq. (2.19). They propose, among others

EAR(square hole) = L

h
= L

h ghd(1) , (3.35)

EAR(infinitely wide trench) = L

2h
= L

h ghd(∞) . (3.36)

These definitions, however, are still questionable. Already from the work of Smolu-
chowski [113], it is known that the transport properties in a square hole differ from a
cylinder by a fixed factor [112].

A more rigorous definition of the geometric factor gvf(X) for long square holes
can be obtained by using the expression for DKn involving the view factors. After
introducing Across=wh in Eq. (3.22) and identifying the characteristic length as h:

DKn = 1
3 v̄h · 3

2
1

wh2

� ∞

0
z�FdA�−A(z�, X)dA�� �� �

gvf(X)

(3.37)

For clarity, it is useful to calculate the contributions of each individual trench wall
separately. This is shown in Fig. 3.5 for the exchange between a surface element dA�

on one of the walls with width w to the rectangle at the end of the trench. The view
factor has been calculated in terms of Z = z�/w and X and takes the form [107]:

FdA�−A(Z, X) =

1
π

arctan 1
Z

+ Z

2 ln
 Z2

�
Z2 + 1

X2 + 1
�

(Z2 + 1)
�
Z2 + 1

X2

�
 − Z�

Z2 + 1
X2

arctan 1�
Z2 + 1

X2

 (3.38)

Figure 3.5: View factor calculation for one wall of a long rectangular trench with
height h and width w. The rectangular strip dA� on the trench wall is separated by
z� from a rectangle of area Across at the end of the long trench.
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The expression for gvf(X) is then obtained by combining the two contributions
from the walls aligned with w with those from the two walls aligned with h. The latter
have view factors equivalent to Eq. (3.38) but with the role of w and h reversed, i.e.,
X → 1/X. After performing the necessary substitutions to obtain integrals over a
variable Z:

gvf(X) = 3
�

X2
� ∞

0
ZFdA�−A(Z, X)dZ + 1

X

� ∞

0
ZFdA�−A(Z,

1
X

)dZ
�

(3.39)

The integral resulting from inserting the view factor from Eq. (3.38) into Eq. (3.39)
does not have a closed-form solution. Nonetheless, it can be solved numerically
with a program such as Mathematica [126]. For the case of a square hole, a value
gvf(1) ≈ 1.11495 is obtained which is numerically equivalent to the ratio of trans-
mission probabilities Wsquare/Wcylinder ≈ 1.11495 calculated using Smoluchowski’s ex-
pression [112]. Thus, it is clear that the EAR for a square proposed by Eq. (3.35) is
incorrect, albeit only by a factor of approximately 10 %.

A larger problem occurs when attempting to recover the wide trench limit. As
it can be intuited from the first term on Eq. (3.39), gvf(X) diverges on the infinite
width limit X → ∞. This is represented in Fig. 3.6, where numerical calculations
of both forms of the geometric factor, gvf(X) and ghd(X), are compared. Figure 3.6
demonstrates that the hydraulic diameter approximation consistently underestimates
the more rigorous gvf(X). Additionally, it indicates that the divergence of gvf(X)
occurs very slowly, as even for rather extreme values of X > 100, gvf remains in the
same order of magnitude as ghd.

0 50 100 150 200

1

2

3

4

5

G
eo
m
et
ric
Fa
ct
or

Figure 3.6: Comparison of the geometric factor from the hydraulic diameter approxi-
mation ghd(X) to that from the rigorous view factor gvf(X) calculation as a function
of the rectangular structural ratio X (c.f. Fig. 3.5).
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Therefore, it must be concluded that Knudsen diffusion is not strictly defined
for very wide trenches. However, in practice it remains a useful model in the limit
w → ∞. In this situation, the molecule-molecule collisions, and, therefore, the mean-
free path λ, can no longer be neglected. A rough analogy is that, as w increases, X
does not increase asymptotically. Instead, it is bounded by λ, that is,

lim
w→∞ X ≈ λ

h
= Kn (3.40)

which can be identified as the definition of the Knudsen number in Eq. (2.6). Thus,
assuming a pressure regime resulting in Kn ≈ 100, the hydraulic diameter approxima-
tion is only wrong by a factor of approximately 2. Since there are large uncertainties
in the involved parameters, particularly the sticking coefficient, such a factor can be
neglected in many cases. However, unlike the claim in [110], results from different
geometries cannot be directly compared without careful consideration.

Finally, it is noteworthy that gvf(X) only applies to the dependency on d for the
calculation on the diffusivity DKn. The conservation of mass in Eq. (3.25) also involves
d in the adsorption loss term in its right-hand side through the specific surface ratio
s̄ = 4/d. For a rectangular trench

s̄ = 2(h + w)
hw

= 4
h ghd(X) . (3.41)

Therefore, the hydraulic diameter approximation must be applied to the right-hand
side of Eq. (3.25). This is likely the source of the lingering confusion, since Eq. (3.41)
has been correctly applied since the first applications of Knudsen diffusion in semi-
conductor processing [50].

3.4 Transitional Flow
The theory of Knudsen diffusion presented so far has focused on the molecular flow
regime. However, as it has already been discussed for Eq. (3.40), the presence of
molecule-molecule collisions affects the transport properties even for high Kn. These
issues become even more salient in the transitional flow regime (approximately 10−1 <
Kn < 10), as the molecule-molecule collisions become roughly as likely as molecule-
geometry interactions.

A rigorous examination of the problem of diffusion in long cylindrical tubes was
performed by Pollard and Present [116]. They perform an integration procedure sim-
ilar in concept to that presented in Eq. (3.22), but including an additional integration
over the s between the cross-sectional area and the surface element (c.f. Fig. 3.2).
This additional integral captures an attenuation of the number of incoming molecules
due to molecule-molecule collisions through an e−s/λds term. They obtain a general
expression for the combined diffusion coefficient

DKn+self−diffusion = 1
3 v̄λ



1 − 6

8
λ

d
+ 12

π

λ

d
Q(d/λ)

�
. (3.42)
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In Eq. (3.42), Q(d/L) is an integral which must be calculated numerically. Q(d/L)
has the key property of recovering both the self-diffusivity from Eq. (3.11) in the limit
λ >> d, as well as the standard Knudsen diffusivity from Eq. (3.24) after calculating
the limit d >> λ.

However, Eq. (3.42) is valid only for the combination of Knudsen with self-
diffusion. For the issue of mutual diffusion, that is, the diffusion of two gases of
different characteristics, mean free path approximations like Eq. (3.8) fail [117]. To
address that issue, the Chapman-Enskog theory of diffusion was developed [120] which
has as a fundamental result the following diffusivity DAB between two "billiard ball"
molecules A and B

DAB = 3
8

�
πkBT

2m∗
1

nπd2
AB

, (3.43)

with m∗ = mAmB/(mA + mB) being the reduced mass, dAB the average molecular
diameter (dA + dB)/2, and n the total concentration nA + nB.

In order to capture a combined diffusivity D stemming from an arbitrary gas-phase
diffusivity Dgas and the Knudsen diffusivity DKn in a more general manner, Bosanquet
proposed an interpolation formula. This work is usually attributed to a British mili-
tary technical report from 1944 [127], which is not easily available to the public. It was
re-introduced to the scientific community at large by Pollard and Present [116]. The
Bosanquet formula is not rigorously derived, instead, it is based on the intuition that
the combined frequency of the total scattering events (i.e., both molecule-molecule
and molecule-geometry collisions) is the sum of the individual frequencies of each type
of collision. From that insight, each collision frequency is identified as approximately
the inverse of the respective diffusion coefficient. Therefore, Bosanquet interpolation
formula for the combined diffusivity D is

1
D

≈ 1
Dgas

+ 1
DKn

. (3.44)

Equation (3.44) is an interpolation formula since it naturally recovers the limits
Dgas >> DKn and vice-versa. Notably, Pollard and Present [116] achieve excellent
agreement between their formula in Eq. (3.42) and Eq. (3.44) using the standard
self-diffusion and Knudsen diffusivity formulas.

3.5 Extended Knudsen Diffusion
The standard Knudsen diffusion calculation discussed in Section 3.2 requires substan-
tial approximations. Namely, the sticking coefficients are assumed to be low, and the
features are assumed to be long, such that the diffusion process can be approximated
by the diffusivity of infinite cylinders or trenches. Therefore, local contributions to the
flux due to visibility of the source (c.f. Section 2.3.2) are neglected. Although Clausing
has calculated corrections in transmission probabilities for short cylinders [114, 115],
the issue of direct source flux contributions remains unaddressed.
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The hitherto discussed formulation of Knudsen diffusivity including the view fac-
tors enables an extended calculation overcoming these limitations for short cylinders
and including the direct flux in a straightforward manner. In essence, the mass bal-
ance procedure follows the same derivation that Eq. (3.15), however, the preferential
transport direction z is no longer assumed to extend from −∞ to ∞. Instead, the
same mass balance integrals to calculate Γcross from Eq. (3.12) are now restricted to
the range 0 to L, as illustrated in Fig. 3.7. This restriction now enables considering
the contributions due to the direct flux from the source area Asource.

In contrast to the bottom-up approach discussed in Section 2.3.2, the direct flux
is not computed at each surface element. Instead, it is accumulated at the entire
cross-section through the N− element of the net flux balance in Eq. (3.12). It now
reads

N− = ΓsourceAsourceFsource−cross(0 − z)+� z

0
(1 − β(z�))Γimp(z�)FdA�−A(z� − z)dA� . (3.45)

Figure 3.7: Calculation of extended Knudsen diffusion through an arbitrary feature.
The geometry is now restricted from z varying between 0 and L and the direct flux
contributions from Asource are incorporated.
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In Eq. (3.45), Fsource−cross is the finite-finite view factor between Asource and Across [98].
This element is not multiplied by a sticking coefficient since it is assumed that the
source is fully emitting (i.e., βsource = 0). Similarly, the N+ term must consider the
flux due to reflections from the bottom area Abottom:

N+ =

(1−β(L))Γimp(L)AbottomFbottom−cross(L−z)+
� L

z
(1−β(z�))Γimp(z�)FdA�−A(z�−z)dA�

(3.46)

Just as in Section 3.2, in order to avoid an integral equation, a Taylor expansion
of the concentration similar to Eq. (3.16) is required. There are, however, subtle
differences. The lack of infinite dimensions means that even-order terms do not
cancel from symmetry considerations. Instead, all terms above the first derivative are
directly truncated, and the term involving n(z) cannot be disregarded.

For simplicity, similar considerations to those made in Eq. (3.31) are made. First,
a constant value of β is assumed. Also, all terms are normalized with respect to
Γsource, therefore, the Taylor expansion can be performed over Γ̂imp(z) instead of n,
as they are equivalent after normalization (c.f. Eq. (3.7)). Additionally, in a similar
vein to Eq. (2.7), a normalized cross-sectional flux is defined as:

Γ̂cross(z) = Γcross(z)
Γsource

(3.47)

With all these considerations, Eqs. (3.45) and (3.46) are combined with the net
flux from Eqs. (3.12) and (3.47) to obtain

Γ̂cross(z) =
Asource

Across(z)Fsource−cross(0 − z) − (1 − β) Abottom

Across(z)Fbottom−cross(L − z)Γ̂imp(z)

+ (1 − β) 1
Across(z)


� z

0
FdA�−A(z� − z)−

� L

z
FdA�−A(z� − z)dA�

�
Γ̂imp(z)

+(1−β) 1
Across(z)


� z

0
(z� − z)FdA�−A(z� − z)−

� L

z
(z� − z)FdA�−A(z� − z)dA�

�
dΓ̂imp(z)

dz

− (1 − β) Abottom

Across(z)(L − z)Fbottom−cross(L − z)dΓ̂imp(z)
dz

. (3.48)

Using the same conventions, the steady-state conservation of mass can be written as:

dΓ̂cross

dz
= −s̄βΓ̂imp(z) (3.49)

The BCs are then equivalent to those from Eqs. (3.29) and (3.30):

Γ̂imp(0) = 1 (3.50)

Γ̂cross(L) = βΓ̂imp(L) (3.51)
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It is important to note that, instead of a second-order ODE in n, the extended
Knudsen diffusion is a system of coupled first-order ODEs for Γ̂imp and Γ̂cross. Al-
though it is indeed not an integral equation, it still requires the pre-computation of
several integrals which might have fairly complex forms. This, in combination with
the complexity of Eq. (3.48), makes the use of numerical methods necessary.

To investigate the consequences of this extended calculation, it is evaluated for
a finite cylinder of constant diameter. The same differential-finite view factor from
Eq. (3.23) is used, as well as the disk to parallel coaxial disk view factor, necessary
for the terms involving both Asource and Abottom [107, 128]

Fdisk−disk = 1
2

	
R −

√
R2 − 4

�
, (3.52)

where

R =
2 d2

z� 2 + 4
d2

z� 2

, (3.53)

such that both disks are separated by z� and have equal diameters d. The resulting
ODEs after computing the involved integrals in Eq. (3.48) have a closed-form ex-
pression, however, they are omitted for brevity. The numerical solution of the ODE
system is computed using Mathematica [126]. It is compared to both the solution of
the standard Knudsen diffusion from Eq. (3.31) and that obtained with a radiosity
framework [108], shown in Fig. 3.8.

In Fig. 3.8, it can be seen that the extended Knudsen diffusion follows very closely
the curve obtained using the radiosity framework. Since the latter evaluates the
integral equation and has been validated with a Monte Carlo simulation [108], it
can be considered the exact result for a cylinder. For cylinders with low β, all flux
calculations yield very similar results which is expected from the characteristics of
Knudsen diffusion discussed so far. Interestingly, qualitatively similar results among
all calculations are also obtained for the lowest AR cylinder, even though the standard
Knudsen diffusion has been constructed for long cylinders. This is evidence that, for
relatively short cylinders, the important physical phenomena are captured by the
boundary conditions instead of the diffusivity.

In the situation of high AR and high β, standard Knudsen diffusion deviates more
notably from both extended Knudsen diffusion and the radiosity framework. This
is due to the lack of direct flux in standard Knudsen diffusion, thus the exponential
decline of Eq. (3.31) is the only dominating factor. Naturally, in situations of higher
β, attention must be placed on the role of the direct flux. A methodology to partially
recover the effects of the direct flux while still using the standard Knudsen diffusion
is discussed in Section 3.6.2.
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Figure 3.8: Comparison of normalized impinging flux Γ̂imp calculated using extended
Knudsen diffusion to that using standard Knudsen and the radiosity framework [108]
as a function of the axial distance z in arbitrary units. Calculations were performed
for a finite cylinder of diameter d = 1 a.u. for multiple values of constant sticking
coefficient β and aspect ratio AR.

Nonetheless, the success of the extended Knudsen diffusion should be carefully
interpreted. The qualitative agreement shown in Fig. 3.8 is an indication of the small
relative error between the extended diffusive calculations and the exact radiosity
framework. However, since Γ̂imp is already normalized to Γsource, it is in fact more
useful to focus on the absolute error in Γ̂imp to obtain the deviation in units of Γsource.
This is shown in Fig. 3.9 for the case of a cylinder of d = 1 a.u. and AR = 100.
There, it can be seen that the error is more pronounced at the top of the cylinder
for higher values of β. Such error is likely a consequence of the boundary condition
in Eqs. (3.29) and (3.50) imposing maximum flux at the top. For higher values of β,
the reduction in flux due to the 90° inclination of the cylinder wall with respect to
the source plane is an important factor which is not captured.

Additionally, the difference in absolute error between the standard and extended
Knudsen diffusion is minimal. This is more apparent when one of the results from
Fig. 3.8 is evaluated without the logarithmic scale. This is shown in Fig. 3.10 for the
cylinder with AR = 100 and β = 1 %. In this linear plot, it is clear that all curves
are very similar qualitatively. Therefore, the standard Knudsen approach is more
than adequate for many applications, as long as the phenomenological parameters
are sufficiently adjusted.
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Figure 3.9: Axial length (z) distribution of the absolute error of extended and stan-
dard Knudsen diffusion compared to the exact radiosity framework [108] for a finite
cylinder with d = 1 a.u. and AR = 100 for multiple values of β.

Figure 3.10: Linear scale comparison of extended Knudsen diffusion to standard
Knudsen and the radiosity framework [108]. Calculations were performed for a finite
cylinder with d = 1 a.u., AR = 100, and β = 1 %.
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3.6 Applications
In this section, two hitherto unpublished applications of Knudsen diffusive transport
are presented. Both of them are direct applications of the standard Knudsen diffusion
derived in Section 3.2 under the approximation of constant β. Section 3.6.1 presents
an analysis of AR dependent phenomena in RIE through a direct integration of Γ̂imp,
while Section 3.6.2 presents a variation of standard Knudsen diffusivity including the
direct flux more directly than the presentation in Section 3.5. The latter is applied
to model heteroepitaxial growth of cubic silicon carbide (3C-SiC) on silicon (Si).

3.6.1 Aspect Ratio Dependent Reactive Ion Etching
RIE is a plasma processing technique which enables etching of high AR structures [129].
This is achieved through the combination of at least two different reactants: Neutrals
and ions. It is known since the groundbreaking work by Coburn and Winters [130]
that the combined etch rate due to both neutrals, such as chlorine gas (Cl2), and
ions, like argon (Ar+), is much higher than their individual contributions. Since the
ions are vertically accelerated due to the plasma sheath, this enables a considerable
vertical etch and, thus, the etching of high AR structures.

However, since there is a nonzero lateral component due to the neutrals which are
not vertically accelerated, additional chemical reactions were developed to passivate
the sidewalls [131]. For example, fluorocarbon containing plasmas naturally deposit
a CxFy polymer layer which protects the surface from etching. The reactor is then
fine-tuned so that the neutrals are unable to strip the polymer layer by themselves.
Instead, only the bottom has the protective polymers removed, since it is affected by
both neutrals and ions. This increased selectivity due to sidewall passivation enables
even higher ARs. Therefore, ever more complex modeling flux models, with a precise
description of the three involved reactant species, are required to accurately reproduce
experimental topographies [43, 132].

The further development of RIE requires tremendous engineering effort to over-
come its grand challenges [133]. From those many challenges, one crucial issue which
must be addressed is that of aspect ratio dependent etching (ARDE): An observed
reduction in etch rates as the AR increases. This phenomenon can have multiple
overlapping causes [134], such as ion shading, bulk or surface diffusion, or even elec-
tric charge effects. However, the cause which has received the most research attention
has been the restricted transport of neutral species towards the bottom of the fea-
ture [129].

This situation of restricted neutral transport is an ideal candidate for investigation
of the so far discussed Knudsen diffusivity, so much so that it is usually named
"Knudsen transport" in the literature [134]. In order to reduce the complex RIE
problem to a single representative particle, a few assumptions about the process must
be made. Firstly, it is assumed that the ion transport is perfectly vertical. That is,
it does not affect vertical sidewalls and the ion flux at the bottom is independent of
the AR. This vertical ion transport also completely removes any possible passivation
layers at the bottom.
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Thus, both the sidewall and the bottom may have different chemical compositions
which are approximately represented by the respective constant sticking coefficients
βwall and βbottom. This assumption means that the sidewalls are uniformly coated
with an infinitesimally thin protective film and the bulk material at the bottom is
fully exposed. Since there are now two involved sticking coefficients, the ODE and
necessary BCs for Γ̂imp(z) in a cylinder with diameter d, first presented in Section 3.2,
now take the form:

d2Γ̂imp

dz2 = 3
d

βwallΓ̂imp(z) (3.54)

Γ̂imp(0) = 1 (3.55)

dΓ̂imp

dz

&&&&&&
z=L

= 3
4d

βbottomΓ̂imp(L) (3.56)

Equation (3.54) has the exact solution:
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3βwall
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�
(3.57)

Since Eq. (3.57) is numerically unstable in the limit βwall → 0, due to it approaching
0/0, an exact solution can be directly obtained from Eq. (3.54) for βwall = 0:

Γ̂imp,βwall=0 = 4d + 3βbottom(L − z)
4d + 3βbottomL

(3.58)

The empirical observation of ARDE is that, as the AR increases, the etch rate
decreases. However, in many cases what is measured is not the instantaneous etch
rate. Instead, the etch time tetch and plane wafer etch rate PWR are usually well-
defined, leading to an expected ideal etch depth Lideal = tetch ·PWR. The observation
is then of a reduced etch depth LARDE due to ARDE which can in turn be empirically
related to etch rates. Nonetheless, the derived Eqs. (3.57) and (3.58) enable the
direct calculation of LARDE which, additionally to providing insight into the ARDE
phenomenon, also enables the single-step simulation of topographies through Boolean
operations [48].

Since the RIE is assumed to be limited by a single species, LARDE can be calculated
from the impinging flux at the bottom of the feature L at each time step and the
definition of PWR from Eq. (2.8):

LARDE =
� tetch

0
v(z=L, t)dt =

� tetch

0
Γ̂imp(L) · PWR dt =

� Lideal

0
Γ̂imp(L)dL (3.59)

Equation (3.59) has the following solution for the nonzero βwall case

LARDE = 8d

4βbottom + 4
√

3βwall
A

�
arctan

�
Ae

Lideal
√

(3βwall)
d

�
− arctan A

�
, (3.60)
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where

A =

"##! 16βwall − 3β2
bottom

16βwall + 3β2
bottom − 8βbottom

√
3βwall

. (3.61)

For the zero βwall case, the expression takes the simpler form

LARDE,βwall=0 = 4d

3βbottom
ln

�
1 + 3Lidealβbottom

4d

�
. (3.62)

With these expressions having been derived, it is now possible to precisely evaluate
the impact of the restricted neutral impact with the increase of AR. To that end, a
measure of etch depth attenuation due to ARDE is defined as LARDE/Lideal. Both
the attenuation and the achieved AR can be calculated for varying values of Lideal,
representing the effect of increasing the tetch. These results are shown in Fig. 3.11 for
a cylinder of diameter d = 1 a.u. and βbottom = 1 %.

In Fig. 3.11, it can be seen that the attenuation is very sensitive to βwall. In fact,
for all positive values of βwall, it can be seen that the AR reaches a finite value. This
is an indication that the interactions between the neutral etchants and the polymer
film, here described βwall, must be very carefully engineered to enable higher ARs. If
this is not carefully considered, the standard approaches of increasing reactor pressure
and tetch to overcome ARDE [129] will be fruitless.
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Figure 3.11: Etch depth attenuation due to ARDE as a function of AR calculated
using Knudsen diffusivity for a cylinder with d = 1 a.u. and βbottom = 1 %.
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Notably, by calculating the limit Lideal → ∞ for LARDE in Eq. (3.60) and dividing
it by d, an expression for the maximum achievable AR which does not depend on d
can be obtained. This limit is plotted in Fig. 3.12, where the interplay between βwall
and βbottom can be evaluated. Although a βwall far below 0.01 % is strictly necessary
for enabling features with AR above 100, engineering effort must also be put at the
interaction between the reactant and the exposed bottom surface. Nonetheless, the
limit calculation of the maximum achievable AR diverges for βwall = 0 but not for
βbottom = 0, therefore, the ultimate enabler of very high AR is the control over the
interactions with the sidewall material.
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Figure 3.12: Maximum achievable AR in RIE restricted by neutral transport as a
function of βwall for different values of βbottom.

3.6.2 Heteroepitaxial Growth of 3C-SiC on Si
3C-SiC is a promising material for power electronic applications, in particular in the
600−1200 V range [135]. Although the 4H-SiC allotrope has found more widespread
commercial application [136], it is usually applied to a higher voltage range. To
enable the further development and implementation of 3C-SiCs technology, the open
scientific question of growing high-quality 3C-SiC substrates must be addressed. This
material cannot be heteroepitaxially grown on a standard plane Si wafer without large
defects due to the large lattice mismatch, even for comparatively more compatible
Si(111) wafers [137].

To bridge this gap and enable highly crystalline 3C-SiC within the framework
of well-established Si wafer technology, a methodology involving micro-pillars has
been proposed by Kreiliger et al. [138]. In their methodology, hexagonal arrays of
micro-pillars are etched on a Si(111) wafer using deep reactive ion etching (DRIE).
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Then, 3C-SiC is heteroepitaxially grown on top of these micro-pillars using a low-
pressure CVD reactor with ethylene (C2H4) and trichlorosilane (TCS) as reactants.
By carefully engineering the dimensions and spacing of the micro-pillars, defects can
be minimized, since the growing crystals coalesce into a continuous layer in a manner
which is more favored by the lattice structure.

As there is a large degree of required optimization of the involved geometry, in
particular with respect to the interaction between the shape of the micro-pillar and
the crystal-direction dependent growth of 3C-SiC, topography simulation can play a
helpful role. Previously, a detailed phase-field approach to model growth and coales-
cence has been proposed [139]. This model involves effects which are commonly not
integrated within level-set (LS) based topography simulation, notably surface diffu-
sion. However, the impinging reactant fluxes are modeled by assuming a combination
of vertical and isotropic components. This is unusual for CVD processes since, as
discussed in Chapter 2, the reactants are assumed to be isotropically distributed if
no acceleration mechanism, such as a plasma sheath, is present [30].

This motivates the development of a simple reactive transport model in order to
model this growth process with the LS method. Similarly to the case of anisotropic
wet etching described in Section 2.3.1 and to LS modeling of solid phase epitaxial re-
growth (SPER) [140], a crystallographic-orientation dependent (i.e., surface normal 8n
dependent) velocity field vcrystal(8n) can be built via interpolation of calibrated growth
rates Rm for each involved crystal plane m [87, 141]. However, since a low-pressure
CVD reactor is inherently transport-controlled, the growth rate must be modulated
by a local impinging flux

v(8r, t) = Γ̂imp(8r) · vcrystal(8n(8r)) , (3.63)

where vcrystal(8n(8r)) is given by Eq. (2.9). The development and calibration of vcrystal(8n)
was performed by the colleague Alexander Toifl of the Christian Doppler Laboratory
for High Performance Technology Computer-Aided Design (HPTCAD), while the
development of the local impinging flux model is the focus of this thesis.

From a visual analysis of the reported growth profiles in [139], it can be noted
that the majority of the growth occurs at the top of the pillar, however, with some in-
filtration present below the maximum lateral extent. This indicates that the involved
reactants have a high but not 100 % sticking coefficient β, since there is growth in
regions not directly visible to the reactor. Therefore, the direct flux must be taken
into account in combination with the infiltration process which can be interpreted as
Knudsen diffusion. To efficiently model this combination of factors without recurring
to the complex calculations from, e.g., Section 3.5, the impinging flux can be divided
into a sum of two components. One is due to the direct flux Γ̂direct which can be
calculated using the bottom-up approach discussed in Section 2.3.2 and the efficient
algorithms present in Silvaco’s Victory Process [55], and the other is the Knudsen
flux Γ̂Kn. These components are combined via

Γ̂imp = B · Γ̂direct + (1 − B) · Γ̂Kn , (3.64)



48

where B is a model parameter which dictates the relative strength of the direct flux
component. B can be interpreted as a rough approximation to β, assuming a single
effective particle.

The evaluation of Γ̂Kn for evolving micro-pillars poses a specific set of problems.
The central issue is that it is not straightforward to map from the dynamically evolv-
ing micro-pillar to an equivalent cylinder, which is the reference for the Knudsen
diffusion equations derived so far. Although an EAR has been proposed for square
pillars [110], its value is not rigorously calculated. Instead, the calculation of Γ̂Kn
for the involved micro-pillars is done by directly considering the Thiele modulus h2

T

from Eq. (3.27) as a model parameter. Since h2
T represents the ratio of the reaction

rate to the transport rate [50, 124], this is a considerably coarse approximation. In
essence, it is assumed that the transport rate is constant as the pillars coalesce, that
is, the increased constriction due to coalescence is disregarded. Also, both reactants
are jointly approximated by a single effective particle with a fixed reaction rate. This
leads to the modeling ODE:

d2Γ̂Kn

dz2 = h2
T Γ̂Kn(z) (3.65)

To evaluate Eq. (3.65), two BCs are necessary. Instead of setting the reactor sup-
ply boundary condition at a fixed plane z=0, a boundary plane z0 is dynamically
extracted from the simulated topography. The z0 plane is defined as that for which
the maximum lateral (x,y) extent is achieved. That is, only below the z0 plane the
Knudsen diffusion processes takes place, as it is the region where multiple particle-
geometry interactions are more likely to happen due to constriction. The reactor
efficiency boundary condition then becomes

Γ̂Kn(z≥z0) = 1 . (3.66)

Additionally, unlike Section 3.6.1, the flux near the bottom of the micro-pillar is of
little importance, since no growth is experimentally observed there. Thus, to obtain
a simpler expression which captures the essentials of the exponential behavior from
Fig. 3.10, a simpler "bottomless" BC is employed

lim
z→−∞ Γ̂Kn(z) = 0 (3.67)

Therefore, the Knudsen flux has a straightforward exact solution:

Γ̂Kn =
1, z ≥ z0

ehT (z−z0), z < z0
(3.68)

This model has been implemented within Victory Process [55] and calibrated to
the reported profiles from Masullo et al. [139]. The calibrated parameters are reported
in Tab. 3.1. The results of the simulated topography after 60 min, including the time
evolution of the facets and the comparison to the experimentally measured profiles,
are shown in Fig. 3.13.
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Thiele modulus Direct flux component Crystal growth rates [µm/h]
hT B R100 R110 R111 R11̄1

0.5 0.7 5.10 9.78 6.00 3.36

Table 3.1: Parameters for the heteroepitaxial growth model of 3C-SiC on Si micro-
pillars calibrated to experimental data from [139].

Figure 3.13: a) Results of 3D growth simulation using the LS method after 60 min.
b) Cross-section of the evolving 3C-SiC crystal and comparison to experimentally
measured facets by Masullo et al. [139].

Figure 3.13 shows good agreement between the model combining both direct and
Knudsen flux with the reported experiment, even after the use of rather coarse approx-
imations. This is evidence that either the surface diffusion is not a critical determinant
of the final profile, or that this process is effectively captured by the crystallographic
growth rates Rm and the interpolation procedure. The discrepancy seen on the right-
hand side of Fig. 3.13.b) is likely due to the use of a single boundary plane z0 at an
excessively high position, as z0 is determined by the shape on the left-hand side of
the image. Therefore, the flux is artificially restricted on the right-hand side. This
can be alleviated by extracting a separate value of z0 for each (x,y), or by a more ac-
curate calculation approach such as the top-down tracking discussed in Section 2.3.3.
Nonetheless, the success of the simulation means that it can be used for exploring dif-
ferent micro-pillar geometries. This is shown in Fig. 3.14 for simulated crystals after
30 min growth on four initial geometries, highlighting a path for future optimization.
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Figure 3.14: Simulated 3C-SiC crystals after 30 min growth for different initial Si
micro-pillar geometries.



Chapter 4

Modeling of Thermal Atomic Layer
Processing

From the many existing thin-film processing techniques, a certain class of methods has
recently garnered increased attention: Thermal atomic layer processing (ALP) [129].
These methods are defined by their use of self-limiting — that is, a reaction which
stops occurring after saturating the available surface sites — and thermodynamically
favored surface-chemical behavior to achieve a very high degree of control of film
quality and conformality. Such self-limiting reactions can be employed to enable con-
trollable film growth, in what is called thermal atomic layer deposition (ALD) [142],
or to precisely remove material through atomic layer etching (ALE) [143].

Due to its isotropic nature, thermal ALP is a key technology for three-dimensional
(3D) integration [143], since it enables control over the materials at the sidewalls of
high aspect ratio (AR) structures. To support the further development of these meth-
ods and to understand the impact of the processing conditions on the 3D structures,
accurate modeling is required. Since the processes involve uncharged thus isotropi-
cally reflecting species, and the structures typically have high AR, thermal ALP is
a great candidate for Knudsen diffusion-type modeling. In addition, these processes
are commonly limited by a single reactant, therefore, single-particle models can be
applied where the particle represents said chemical species. However, unlike the equa-
tions derived in Chapter 3, the constant sticking probability approximation cannot be
used. As the methods themselves exploit self-limiting surface reactions, the models
must include a more complete description of Langmuir surface kinetics including the
coverage-dependent sticking coefficient β(Θ) presented in Section 2.2.

Own contributions: An integration of the aforementioned reactive transport
model with level-set (LS) based topography simulation as well as its application
are presented. This model is calibrated to reported experiments in order to
derive physically meaningful insight from its parameters. Lastly, the model is
applied to investigate non-idealities in a potential platform for 3D integration
of novel memories. This work has been partially published at the SISPAD 2022
conference [144] and in a follow-up journal article currently under review [145].

51
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4.1 Thermal Atomic Layer Deposition and
Etching

ALP is a class of processing techniques which is defined by its high degree of authority
over quality aspects of the processed structure [129]. The two main subcategories
within ALP are the growth and etching procedures, respectively named ALD [142]
and ALE [143]. The defining aspect of ALP techniques is that they divide the growth
or etch reaction into at least two self-limiting reaction steps. Since each reaction is
individually self-limiting and the surface evolution only occurs from the combination
of reactions, excellent control over the conformality and thickness can be achieved.
Similar self-limiting behavior is observed in the aluminum oxidation in Josephson
junctions [29].

What defines thermal ALP in particular is that the involved reactions are thermo-
dynamically favored by the reactor pressure and temperature [143, 146]. In contrast,
plasma-assisted methods include an external electric field to generate neutral and ion
species with differing chemical properties. In directional ALE, one of the reaction
steps involves accelerated ions which modify the surface through their kinetic energy
instead of a chemical reaction [129]. Plasma-assisted ALD instead takes advantage
of highly chemically reactive but unstable neutral species which would otherwise not
be possible in the same reactor temperature [147].

One crucial advantage of thermal ALP is that these techniques a higher degree of
conformality in comparison to other processing methods such as conventional chemical
vapor deposition (CVD) [110]. Conformality is the ability to uniformly modify a
surface with a high degree of independence from the AR, so that the entire structure
is grown or etched at the same rate. This is necessary for high AR structures such
as dynamic random-access memory (DRAM) capacitors [148] or 3D NAND memory
channel holes [149].

Should a given reactor setup and involved chemistry yield an ideal self-limiting
reaction, then perfect conformality is in principle always achievable by adapting the
reactor pulse time tp until saturation is reached. Having determined the required
tp, the process is then determined straightforwardly by two parameters. The first
parameter for ALD is the growth per cycle (GPC), or, equivalently, the etch per
cycle (EPC) for ALE. These parameters are regularly measured and are usually fixed
by the reactor and chemical setup [129]. Since they are in essence fixed, control over
final grown or etched thickness is achieved by the second parameter: The number of
cycles Ncycles.

In practice, however, this ideal behavior is not always observed for two main
motives [110]. Firstly, the chemical reactions might not be perfectly self-limiting,
thus an increase in tp might not necessarily lead to saturation. Also, the reactant
transport might be severely constricted, leading to regions where there is insufficient
supply, i.e., the processing regime is transport-controlled. These two phenomena,
namely chemical reactions and transport, are intrinsically linked and must be jointly
considered in a reactive transport model, as first discussed in Chapter 2.
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Before moving into describing the developed reactive transport model, it is im-
portant to briefly review the involved chemical reactions. The ALD of aluminum
oxide (Al2O3) from water (H2O) and trimethylaluminum (TMA), or Al(CH3)3, has
emerged as a model system [142, 146]. Although this process has found application
in DRAM [148], more importantly it has become the paradigmatic system for ALD
due to its near-ideal surface chemistry. An idealization of this process is illustrated
in Fig. 4.1, showing an initial OH-terminated surface which reacts with the TMA
pulse. This reaction is illustrated as being ideally self-limiting and irreversible, so the
TMA does not interact with a methyl-terminated surface and does not desorb as the
reactor is purged. Similarly, the H2O reacts irreversibly with the methyl-terminated
surface only.

This idealized process can be represented by the following chemical reactions [142]:

AlOH∗ + Al(CH3)3 → AlOAl(CH3)∗
2 + CH4, and (4.1)

AlCH∗
3 + H2O → AlOH∗ + CH4, (4.2)

where the superscript ∗ indicates a surface species. Although Eqs. (4.1) and (4.2)
are useful for a cursory understanding of the processes, in reality there is still uncer-
tainty about the details of the surface reactions including the involved stoichiometric
factors [150].

For ALE, the involved chemistries are considerably more complex. It is substan-
tially more challenging to find thermodynamically favored reactions which have as a
product a volatilized surface species [143]. Usually, one of the reaction steps in fact
deposits on the surface, changing its chemical composition. Then, the following reac-
tions undergo a complex chemical process leading to a volatile etch product. There
are a plethora of proposed methods to achieve this complex feat [143]. Similarly to
ALD, Al2O3 can be used as the basis for an illustrative ALE process.

Figure 4.1: Illustration of ALD of Al2O3 from TMA and H2O. Adapted from Cremers
et al., Appl. Phys. Rev. 6, (2019) p. 021302. [110], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.
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Lee and George [151] propose the thermal ALE of Al2O3 from fluorination and
ligand-exchange using tin(ii) acetylacetonate (Sn(acac)2) and hydrogen fluoride (HF).
As an initial conditioning step, HF gas is introduced, converting the top layer of
Al2O3 to aluminum fluoride (AlF3). The ALE cycle then properly begins with the
introduction of Sn(acac)2 which then causes the following ligand-exchange

Al2O3|2AlF∗
3 + 6Sn(acac)2 → Al2O3|xSnF(acac)∗ + 2Al(acac)3 + (6 − x)SnF(acac) ,

(4.3)

where the | indicate a different surface species over a certain substrate and x is a
temperature-dependent stoichiometric factor. The second ALE reaction is obtained
by re-introducing HF which volatilizes any remaining tin-based compounds and again
converts the top layer to AlF3:

Al2O3|xSnF(acac)∗ + 6HF → 2AlF∗
3 + xSnF(acac) + H2O (4.4)

In summary, thermal ALP processes involve rich and complex chemical behavior.
This complexity has only been briefly explored as this is an active field of research.
For example, super-cycle combinations of ALD and ALE can be used to enable area-
selective deposition (ASD) by exploiting differences in nucleation delays for each
underlying material [152]. Nonetheless, all crucial chemical phenomena occur at the
surface, thus a phenomenological approach, such as the first-order Langmuir surface
kinetics introduced in Section 2.2, can provide valuable insight.

4.2 Reactive Transport in Atomic Layer
Processing

As introduced in Section 4.1, there exists a wealth of complex chemistry in ALP. In
order to develop a model which might be applied to real high AR structures, this
complexity must be encapsulated in a simpler phenomenological model, since the un-
derlying quantum chemical reality cannot be modeled at such large scale [153, 154].
To illustrate the construction of phenomenological first-order Langmuir surface kinet-
ics, the H2O step of the ALD of Al2O3 is taken as an example. Figure 4.2 depicts the
three reaction pathways considered by such a model: An incoming H2O molecule can
either adsorb or reflect upon interacting with the surface, mediated by the coverage-
dependent sticking coefficient β(Θ) from Eq. (2.4). In addition, an already adsorbed
molecule is allowed to spontaneously desorb given a fixed evaporation flux Γev.

Under the additional assumption that the H2O supply is the only limiting factor
(i.e., ΘTMA(8r)=1), the state of the surface is fully determined by the distribution of
the H2O coverage ΘH2O(8r) given by Eq. (2.3). That is, the particle involved in the
reactive transport is the limiting chemical reactant. The complex chemical behavior
is then condensed into two phenomenological parameters: β0 and Γev. The challenge
with solving Eq. (2.3) is that it depends on the impinging water flux Γimp which itself
depends on the surface state according to β(Θ).
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Figure 4.2: Reaction pathways modeled by first-order Langmuir kinetics of the H2O
step of the ALD of Al2O3. Reprinted from Aguinsky et al., arXiv: 2210.00749,
(2022) [145], © The Authors, licensed under the CC BY-NC-ND 4.0 License, https:
//creativecommons.org/licenses/by-nc-nd/4.0/.

To break this loop, Eq. (2.3) is discretized using the forward Euler method up to
the pulse time tp, obtaining

Θn+1
H2O(8r) = Θn

H2O(8r) + hts0Γn
imp,H2O(β(Θn

H2O), 8r)β0(1 − Θn
H2O(8r)) − hts0ΓevΘn

H2O(8r) ,

(4.5)

where n is a time integration index going from 0 to Nt total steps, such that the time
step length is ht = tp/(Nt + 1). The initial condition is Θ0

H2O(8r) = 0. Assuming that
the Γimp,H2O is normalized to Γsource according to Eq. (2.7), a simple estimation for
the stability of Eq. (4.5) is:

ht <
1

s0 (β0Γsource + Γev) (4.6)

The surface site area s0 can be calculated from the stoichiometric ratio between
the number of deposited atoms present in the reactant formula to those in the film
formula breactant/bfilm, the film mass density ρ, the film molar mass M , the GPC, and
Avogadro’s constant N0 as [109]

s0 = bA

bfilm

M

N0 · GPC · ρ
. (4.7)

For the H2O step of the ALD of Al2O3, bH2O/bAl2O3 = 1/3, and the remaining factors
can be experimentally measured and are usually reported. It is important to note
that Eq. (4.7) is only an approximation to the surface site area, since, e.g., the effects
of steric hindrance [68] are not included.

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


56

Although the discretization from Eq. (4.5) solves the issue of the coupling between
reactant transport and surface chemistry, it does so at the cost of performing the
transport calculation Nt times per advection step. In topography simulations of
conventional processes such as reactive ion etching (RIE), the involved Langmuir
equations are assumed to be on the steady-state [41, 43], thus only a single transport
calculation is required per advection step. Therefore, the use of an accurate top-
down pseudo-particle tracking approach to Γimp, presented in Section 2.3.3, can be
exceedingly demanding for computational resources. Nonetheless, the use of Monte
Carlo pseudo-particle tracking has been reported for ALD [101, 155].

To avoid this large computational cost and, therefore, to enable more efficient
investigations of the effect of the parameters an one-dimensional (1D) diffusive model
can be used. The approach of combining Knudsen diffusion and Langmuir kinetics has
been first introduced for ALD by Yanguas-Gil and Elam [30, 111, 124]. However, their
approach assumes irreversible adsorption, i.e., Γev=0. According to the formulation
of Chapter 3, the diffusive reactive transport ordinary differential equation (ODE) in
the preferential transport direction z ∈ [0, L] can be written as follows:

D
d2Γimp

dz2 = s̄β0(1 − Θ(z)) v̄

4Γimp(z) (4.8)

Γimp(0) = Γsource (4.9)

D
dΓimp

dz

&&&&&
z=L

= −β0(1 − Θ(L)) v̄

4Γimp(L) (4.10)

The formulation in Eq. (4.8), differently than that from [124], enables more ver-
satility in the calculation of D. The diffusivity can be calculated not only via the
standard Knudsen diffusivity from Eq. (3.24), but it can also include the geometric
factors for rectangular trenches discussed in Section 3.3, as well as transitional flow
through the Bosanquet interpolation formula from Eq. (3.44). The thermal speed v̄
is calculated using the reactor temperature and reactant molar mass using Eq. (3.4).
The source flux Γsource is inferred from the reactant partial pressure using the Hertz-
Knudsen relationship from Eq. (3.7).

Equations (4.8) to (4.10) require a numerical solution. They are solved using a
central finite differences scheme by dividing the z domain in Nz + 1 slices of size
hz = L/(Nz + 1) and index k. The following tridiagonal equation system is obtained:

Γk+1 −


2 + h2

z

3
v̄2

D2 β0 (1 − Θk)
�

Γk + Γk−1 = 0 (4.11)

Γ0 = Γsource (4.12)

−


2 +

�
h2

z

3
v̄2

D2 + hz

2
v̄

D

�
β0 (1 − ΘNz)

�
ΓNz + 2ΓNz−1 = 0 (4.13)

This tridiagonal system is solved using the general banded matrix solver from LA-
PACK [156] with the OpenBLAS library [157].
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The crucial assumption behind phenomenological modeling is that the model pa-
rameters, namely β0 and Γev, are strongly correlated to the reactor conditions. There-
fore, before moving to the parameter investigations with support of experimental data
in Section 4.4, it is important to investigate the effects of the model parameters over
conformality. To quantify conformality, two calculations are performed for each pair
of parameters. First, the saturation coverage Θsat is calculated at z=L as the steady-
state convergence (dΘ/dt = 0) of Eq. (4.5). Then, a second calculation is performed,
now to calculate the required tp to achieve 95% of Θsat. A region of the parame-
ter space is shown in Fig. 4.3, calculated with standard Knudsen diffusivity for a
cylinder with d = 1 µm and L = 100 µm, and a fictitious reactor chemistry with
s0 = 2 · 10−19 m−2 and Γsource = 1024 m−2s−1.

Figure 4.3 indicates that the required tp is mostly impacted by the β0 parameter, as
the gradient varies little across the y axis. Instead, the impact of Γev is on restricting
the maximum achievable Θsat, as seen in the upper left-hand side of the figure. That
is, Γev severely limits the maximum AR which can be conformally processed by an
ALP reactor configuration, even for values as low as one millionth of Γsource.

Figure 4.3: Investigation of phenomenological model parameters (β0 and Γev) on the
required tp to reach 95 % of Θsat for a cylinder with d = 1 µm and L = 100 µm and
a fictitious chemistry with s0 = 2 · 10−19 m−2 and Γsource = 1024 m−2s−1. Reprinted
from Aguinsky et al., arXiv: 2210.00749, (2022) [145], © The Authors, licensed under
the CC BY-NC-ND 4.0 License, https://creativecommons.org/licenses/by-nc-
nd/4.0/.
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4.3 Integration with the Level-Set Method
Ultimately, the reactive transport model presented in Section 4.2 must be integrated
within a topography simulator to evaluate the experimental quantities of interest,
especially the film thicknesses, as well as to enable simulations of device operation.
To achieve this integration in a LS based topography simulator, a velocity field v(8r, t)
must be constructed, as discussed in Section 2.2. However, unlike the growth rate
proposed for conventional CVD [30] in Eq. (2.5), a velocity field for ALP requires a
careful consideration of the involved time scales.

As conventional CVD is a steady-state process, the actual reactor operation time
can directly be used in the solution of the LS equation in Eq. (2.2). In ALP, the pulse
time tp does not play the same role due to the self-limiting nature of the reactions.
Instead, the changes in profile are controlled by the Ncycles and the involved GPC or
EPC. Thus, to maintain unit consistency in Eq. (2.2), an artificial time t∗ for the
calculation of the evolution of the topography is defined as

t∗ = Ncycles

C
, (4.14)

where C is a numerical constant. For the reasons discussed below, it has been observed
that choosing C such that t∗ ≈ 1 is sufficient. Under the assumption that the reactive
transport is limited by a single species, the factor limiting the conformality is the
coverage distribution of said species. Therefore, the velocity field is constructed from
Θ(z) calculated using Eqs. (4.5) and (4.11) as

v(8r, t) = v(z, t) = C · Θ(z) ·
GPC, or

−EPC .
(4.15)

This is in contrast to the modeling of aluminum oxidation, where the self-limiting
nature is directly captured by the LS method [29]. Instead, Eq. (4.15) delegates the
self-limiting aspects of the calculation to Θ(z), while the surface advection proceeds
normally for the duration of t∗.

Effectively, the introduction of t∗ in Eq. (4.14) means that multiple, but not all,
ALP cycles are bundled in a single LS advection time step. LS based simulation treats
v(8r, t) as constant only during a single advection step which is limited to at most one
grid spacing Δx according to the Courant-Friedrichs-Lewy (CFL) condition [59, 79].
That is, the actual bundling of cycles is given by Δx/max |v(8r, t)| and not t∗, as the
inputs d and L of the calculation of v(8r, t) are updated after each advection step.
Notwithstanding, Δx must be carefully chosen so that variations in the distribution
of Γimp(8r) are minimal during the advection step.

The calculation of Γimp(8r) presented in Section 4.2 is performed on Nz slices which
might not necessarily correspond to the required z coordinates for the solution of the
LS equation. This is addressed by storing the values of Θ at each k slice as a look-up
table. Then, the values are linearly interpolated for the z coordinate of each evolving
surface point 8r. Since the presented model does not require any modifications to the
LS method, it has been implemented using the Python interface of ViennaLS [158]
as well as the user-facing Open Model Library of Silvaco’s Victory Process [55].
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4.4 Atomic Layer Deposition of Al2O3 from TMA
and Water

To validate the proposed reactive transport model and, furthermore, to extract chem-
ical insight from its parameters, experimental topographies must be considered. As
previously discussed, the ALD of Al2O3 from H2O and TMA, represented in Eqs. (4.1)
and (4.2), has emerged as a paradigmatic system due to its near-ideal chemical char-
acteristics [142, 146]. Therefore, there are multiple experimental studies reported for
this process. Ultimately, the goal is to simulate film deposition profiles in trenches,
as illustrated in Fig. 4.4, and thus calibrate and analyze the model parameters with
support from reported experimental data.

In addition to the investigations of the surface chemistry of this ALD process [159],
there has been increased attention in deliberately exploring the reactive transport in
the transport-controlled regime. Gao et al. developed a silicon (Si)-based lateral high
AR structure tailored for film conformality analyses [160] which was quickly adopted
by several research groups. By suspending a polycrystalline Si membrane over an
array of pillars, a lateral trench with very high AR is obtained. Since the involved
transport processes are isotropic, this lateral cavity is equivalent to the vertical trench
with initial opening d represented in Fig. 4.4. In addition, since this membrane
can be peeled off using adhesive tape, the film thickness analyses can proceed with
conventional optical profilometry instead of costly and complex electron micrography.

Figure 4.4: Illustration of simulated transport-controlled ALD of Al2O3 thickness
distribution in the z direction in a Si trench with initial opening d and length L.
Reprinted from Aguinsky et al., arXiv: 2210.00749, (2022) [145], © The Authors,
licensed under the CC BY-NC-ND 4.0 License, https://creativecommons.org/
licenses/by-nc-nd/4.0/.
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The following Sections 4.4.1 and 4.4.2 compare the proposed model to reported
experimental film thickness for the H2O-limited [161] and TMA-limited [109, 161, 162]
regimes, respectively, in similar lateral high AR trenches (d = 0.5 µm, except where
noted, and L > 1000 µm). For each regime, the reactive transport is modeled with
a single particle which is assumed to be the limiting chemical species. All relevant
physical parameters are taken directly from the original publications. However, some
physical parameters are not reported, thus they are estimated as follows. For Arts et
al. [161], the H2O pulse time is estimated to be 0.1 s and the TMA pulse time to be
0.4 s. In Ylilammi et al. [109], the unreported TMA partial pressure is estimated to
be 325 mTorr. Finally, for Yim et al. [162] the TMA partial pressure is assumed to be
160 mTorr. These assumptions are reasonable since they fall well within the range of
possible values in the reported reactor conditions, as well as that they mostly impact
the experimentally reported penetration depth.

Only Knudsen diffusion is considered, except where otherwise indicated. To use
the standard Knudsen diffusivity equation from Eq. (3.24) in Eq. (4.11), the simu-
lated geometry must be mapped to an equivalent long cylinder. To that end, the
hydraulic diameter approximation from Eq. (3.33) is applied. However, from the dis-
cussion in Section 3.3, it must be remarked that this approximation is not rigorously
justified. Thus, the calibrations discussed in the following are only valid for similar
geometries and reactor conditions. Fortunately, even though the experimental re-
sults are obtained from several research groups, they all use very similar trenches and
operate in similar vacuum conditions. Therefore, the use of the hydraulic diameter
approximation is justified.

4.4.1 Temperature dependence of the H2O step
Due to its inherent complexity, the metal-organic TMA has received more research
attention. Also, its higher molar mass naturally causes a lower thermal speed and,
therefore, it is usually the transport-limiting species. Recently, however, Arts et al. re-
ported an experiment to investigate the sticking probability of H2O using a simplified
Knudsen diffusion method by deliberately engineering an H2O-limited regime [161].
In addition to their estimates of β0, they also report different Al2O3 film thickness
profiles for three calibrated substrate temperatures: 150 ◦C, 220 ◦C, and 310 ◦C. These
profiles are reproduced with the proposed reactive transport model integrated with
LS based topography simulation, shown in Fig. 4.5. The calibrated parameters are
manually obtained, and they are shown in Tab. 4.1.

The simulated thickness profiles from Fig. 4.5 show good agreement with experi-
mental data. It is important to note that such agreement was not possible by assuming
irreversible reactions (i.e., Γev=0) which is strong evidence that reversibility plays a
key role. The estimated values of β0 are generally consistent with those estimated
in the original publication which is expected since their methodology is also based
on Knudsen diffusion and first-order Langmuir kinetics. However, their approach
assumes irreversible reactions and only considers the slope of the thickness curve at
50% height. This is likely the reason for the discrepancy for the value of β0 at 150 ◦C,
since it is the configuration with a higher calibrated value of Γev.
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Figure 4.5: Comparison of simulated Al2O3 thicknesses in the H2O-limited regime to
experimental profiles reported by Arts et al. [161]. Reprinted from Aguinsky et al.,
arXiv: 2210.00749, (2022) [145], © The Authors, licensed under the CC BY-NC-ND
4.0 License, https://creativecommons.org/licenses/by-nc-nd/4.0/.

Parameter 150 ◦C 220 ◦C 310 ◦C
Γev (m−2s−1) 6.5 · 1019 5.5 · 1019 3.5 · 1019

β0 5.0 · 10−5 1.2 · 10−4 1.9 · 10−4

β0, estimated range from [161]
1.4 · 10−5

−
2.3 · 10−5

0.8 · 10−4

−
2.0 · 10−4

0.9 · 10−4

−
2.5 · 10−4

Table 4.1: Phenomenological model parameters for the H2O step of ALD of Al2O3 cal-
ibrated to reported experimental profiles by Arts et al. [161], including their estimates
for β0.

Since the parameters were extracted for three different temperatures, it is possible
to perform an indicative Arrhenius analysis. This is present in Fig. 4.6, where the
increase in β0 and decrease of Γev with higher T is made clear. This is evidence that,
as temperature increases, permanent adsorption becomes more thermodynamically
favorable. In addition, the fitted activation energy EA = 0.178 eV of β0 can be inter-
preted as the reaction activation energy for a pristine surface. The fitted value is lower
than what is suggested by first-principle studies [163], however, it is consistent with
recent experimental studies. Sperling et al. report an experimental analysis using in
situ infrared spectroscopy, extracting an activation energy of (0.166 ± 0.020) eV for a
two-stage reaction [159].
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Figure 4.6: Arrhenius analysis of model parameters for H2O step including the fitted
activation energies EA. Reprinted from Aguinsky et al., arXiv: 2210.00749, (2022)
[145], © The Authors, licensed under the CC BY-NC-ND 4.0 License, https://
creativecommons.org/licenses/by-nc-nd/4.0/.

Having obtained an Arrhenius expression of the form Ae
−EA
kBT for both model pa-

rameters, they can now be expressed in terms of a single physical variable: T . There-
fore, the parameter analysis from Fig. 4.3 reduces from three to two dimensions which
is shown in Fig. 4.7. As expected from a more thermodynamically favored reaction,
the Θsat increases and the required tp to reach 95 % of Θsat decreases with tempera-
ture. In practice, however, Θsat is not always experimentally accessible. Alternatively,
the step coverage SC, defined as the ratio of film thickness at z=L to that of a fully
exposed plane, is commonly measured.

The proposed reactive transport model enables the estimation of the saturation
step coverage from the steady-state limit of Eq. (4.5) as

SCsat = Θsat(z = 0)
Θsat(z = L) . (4.16)

This quantity is also calculated in Fig. 4.7 and, interestingly, it is almost constant
and near unity through the entire T range. This is an indication that, even though
low temperatures enable conformal films according to the SC metric, the film quality
might be low. The low Θsat is an indication of possible defects such as voids and
vacancies which is supported by the experimental observation that film deposited at
lower temperatures require more energy to crystallize [164].

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Figure 4.7: Effect of temperature T on the conformality metrics tp, Θsat, and SCsat
using the Arrhenius fit from Fig. 4.6. Reprinted from Aguinsky et al., arXiv:
2210.00749, (2022) [145], © The Authors, licensed under the CC BY-NC-ND 4.0
License, https://creativecommons.org/licenses/by-nc-nd/4.0/.

4.4.2 Geometric analysis of the TMA step

As previously indicated, the TMA step has received more research attention, there-
fore, multiple research groups report TMA-limited Al2O3 profiles using similar lateral
high AR structures [109, 161, 162]. However, as shown in Fig. 4.7, film quality tends
to increase with temperature, therefore, the TMA-limited studies all fall in a re-
stricted reactor temperature range (275 ◦C for [161] and 300 ◦C for [109, 162]). These
temperatures are all near the upper stability limit of TMA of ≈ 300 ◦C [146]. Thus,
to investigate the robustness of the model parameters with respect to reactor tem-
perature, all reported profiles are reproduced with the same parameters which are
shown in Tab. 4.2. The comparison of the experimental profiles to simulation is given
in Fig. 4.8.

The original publications provide their own estimates of β0, also condensed in
Tab. 4.2. The reported values are broadly consistent with the estimate using the
proposed reactive transport model which is expected since all methods consider similar
diffusive transport processes. However, both Arts et al. [161] and Yim et al. [162]
assume irreversible reactions, whereas Ylilammi et al. consider reversible kinetics
albeit with a different calculation methodology for the Knudsen diffusive process [109,
165]. This leads to Ylilammi et al. achieving the more similar estimate of β0.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Γev (m−2s−1) β0 β0 from [109] β0 from [161] β0 from [162]
3.0 · 1019 7.5 · 10−3 5.7 · 10−3 (0.5−2.0) · 10−3 4.0 · 10−3

Table 4.2: Calibrated phenomenological model parameters for the TMA step of ALD
of Al2O3 to multiple reported experimental profiles [109, 161, 162], including the
estimates of β0 from the original publications.

Figure 4.8: Comparison of simulated Al2O3 thicknesses in the TMA-limited regime us-
ing the parameters from Tab. 4.2 to experimental profiles in different reactors reported
by Ylilammi et al. [109], Yim et al. [162], and Arts et al. [161]. Reprinted from Aguin-
sky et al., arXiv: 2210.00749, (2022) [145], © The Authors, licensed under the CC BY-
NC-ND 4.0 License, https://creativecommons.org/licenses/by-nc-nd/4.0/.

Figure 4.8 shows that a single parameter set is sufficient to adequately simulate
the experimental profiles obtained from separate research groups using different ALD
reactors. This strongly supports the hypothesis that not only the phenomenological
model adequately captures the most relevant chemical aspects, but also that the
model parameters are fixed by the chemical and reactor conditions, most importantly
the reactor T . Furthermore, the larger deviation with respect to the simulation is that
for the profile reported by Arts et al. [161] which was obtained using a slightly lower
reactor temperature of 275 ◦C. This indicates that a similar temperature dependence
of β0 could be present, however, more data would be required to evaluate this claim.
The secondary peaks in the experimental data from Yim et al. are reported to be
spurious interactions of the measurement technique with the remaining sustaining
pillars [162] and are, therefore, disregarded.

https://creativecommons.org/licenses/by-nc-nd/4.0/
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Yim et al. report additional experiments where the Ncycles is varied between
250 and 1000 cycles. The simulated geometries, obtained with the same parameters
from Tab. 4.2, are compared to the experimental profile in Fig. 4.9. The lowest
number of cycles shows good qualitative agreement. The penetration depth is slightly
underestimated which could simply indicate that the estimate for the partial pressure
should be adjusted. However, for Ncycles = 1000 the disagreement is more pronounced
also in the profile slope.

This is likely due to the lateral structure being over 40 % constricted in this case,
since the same 100 nm growth also occurs on the removed membrane. Therefore, the
approximation that the entire geometry can be modeled by a single representative
trench width d fails. Additionally, this severe constriction changes the Knudsen num-
ber which, as discussed for Eq. (3.40), affects the validity of the hydraulic diameter
approximation.

Figure 4.9: Comparison of deposited Al2O3 film thickness profiles with varying num-
ber of ALD cycles reported by Yim et al. [162] to simulations using the parameters
from Tab. 4.2.
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Additionally, Yim et al. report profiles obtained with lateral high AR structures
with different trench openings [162]. These trenches are simulated with the parame-
ters from Tab. 4.2 and shown in Fig. 4.10 with the label "Knudsen". The simulation
shows good agreement for the trench with d = 0.5 µm, however, the trench with
d = 0.1 µm shows a slight deviation. This is due to the trench becoming completely
constricted, similarly to the discussion for Fig. 4.9.

The simulation for the largest trench with d = 2.0 µm also deviates from the
experimental data. As the width increases, the Knudsen number decreases according
to Eq. (2.6), and is estimated to be Kn ≈ 8.9 in this case. Therefore, the flow is
in the transitional regime and the impact of molecule-molecule collisions cannot be
disregarded. To improve accuracy, the Bosanquet interpolation formula [116] from
Eq. (3.44) is applied, with Dgas calculated from Chapman-Enskog diffusivity [120]
using the hard-sphere molecule diameters [109] dTMA = 591 pm for TMA and dN2 =
374 pm for nitrogen gas (N2), the carrier gas. The simulation with improved accuracy
is also shown in Fig. 4.10 with label "Bosanquet".

Figure 4.10: Comparison of deposited Al2O3 thickness in lateral trenches with differ-
ent initial openings d reported by Yim et al. [162] to simulation. The lines labeled
"Knudsen" assume pure Knudsen diffusion, while the lines labeled "Bosanquet" also
include gas-phase diffusivity through the Bosanquet interpolation formula. Reprinted
from Aguinsky et al., arXiv: 2210.00749, (2022) [145], © The Authors, licensed under
the CC BY-NC-ND 4.0 License, https://creativecommons.org/licenses/by-nc-
nd/4.0/.

https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
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4.5 Atomic Layer Processing for Novel 3D
Memory Technologies

One key technology which can be unlocked by the continuing development of thermal
ALP is the 3D integration of novel memories [143]. The ongoing success of 3D NAND
flash memory demonstrates that it is possible to create a charge storage structure —
whether a charge trap or a floating gate — in a vertical 3D stack without relying on
planar technology [105]. This stacking has enormously increased the density of mem-
ory technology, therefore, similar ideas can be applied to novel memory technologies
such as resistive random-access memory (ReRAM) [166]. To enable the patterning of
these sophisticated material stacks at the sidewalls of a high AR structure, conformal-
ity in thermal ALP will have to be taken to its limits. Topography modeling can be
an invaluable tool in this development by providing insight into the reactive transport
issues limiting conformality, as well as enabling the investigation and simulation of
devices with realistic shapes.

To aid the development of new 3D memory technologies, Fischer et al. from Lam
Research have developed a 3D NAND-like test structure and used it to investigate
thermal ALD and ALE [149]. These structures are oxide-nitride (ON) stacks with
either 76 or 98 ON pairs, to a maximum height of 4 µm or 5 µm respectively. After
the ON deposition, a cylindrical hole is etched using RIE [26]. This hole is then used
as the basis for the thermal ALP experiments. Afterward, the samples are cleaved
and subsequently imaged with transmission electron micrography (TEM).

The material chosen to be investigated on the test structure is hafnium ox-
ide (HfO2) which is a promising material for novel memory technologies [166]. It
was deposited using thermal ALD from H2O and an undisclosed hafnium-based
reactant [149], achieving a SC of 85 %. To simulate the reported thickness pro-
file, the hafnium reactant is taken to be the limiting species and is assumed to be
tetrakis(ethylmethylamino)hafnium (TEMAH), with the necessary parameters taken
from [167]. The calibrated parameters are shown in Tab. 4.3, and the simulated
geometry is compared to the experimental data in Fig. 4.11.

Having demonstrated ALD of the investigated HfO2, the next step in the develop-
ment of thermal ALP is the establishment of an etching method. Fischer et al. pro-
pose thermal ALE of HfO2 from dimethylaluminum chloride (DMAC) and HF [149],
following a similar ligand-exchange reaction to that from Eqs. (4.3) and (4.4). They
thoroughly investigate the necessary DMAC dosing by exploring two different reac-
tors: Low-pressure and high-pressure. Several reactor conditions were investigated,
extracting an EPC profile from TEM measurements for each experiment.

Γev (m−2s−1) β0

3.5 · 1022 7.0 · 10−3

Table 4.3: Calibrated model parameters for ALD of HfO2 for the hafnium step to
experimental data from Fischer et al. [149].
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Figure 4.11: Comparison of simulated topography using parameters from Tab. 4.3 to
ALD of HfO2 in a 3D NAND-like test structure reported by Fischer et al. [149].

The low-pressure reactor experiments were performed at 250 ◦C and had no back-
ground gas for a process pressure of 30 mTorr for both the DMAC and the HF steps.
Two HF dose configurations were investigated by varying the pulse time: A low dose
of 5 s and a high dose of 30 s. The DMAC dose was varied by changing its pulse time
between 5 s and 90 s.

The high-pressure experiments performed etching at 350 ◦C using N2 as a carrier
gas for a total process pressure of 1 Torr. The DMAC partial pressure was kept as
48 mTorr, thus its dose was varied by changing the pulse time between 3 s and 90 s.
Two sets of experiments varying the HF dose were also performed. The low HF dose
was achieved with a partial pressure of 150 mTorr for a pulse time of 2 s. The high
HF dose had a partial pressure of 400 mTorr for 60 s. It was observed by the authors
of the original publication that there is a decline in EPC for comparatively lower
DMAC doses. They conclude that a substantially large dose is necessary to enable
thermal ALE.

Nonetheless, reactive transport modeling can be used to further characterize and
fine-tune this process. This is achieved by applying the model described in Section 4.2
assuming the DMAC is the limiting reactant. It has been reported that the HF dose
has only a very slight impact in the EPC profile [149], therefore, it is reasonable
to assume that the process is DMAC-limited. The effects of HF are captured by a
global reduction in the maximum EPC which is extracted from each experiment. The
simulated EPC profiles are obtained by dividing the etch depth at each z position
by Ncycles = 20 and are shown in Fig. 4.12 in comparison to experimental data from
Fischer et al. [149]. The calibrated parameters are in Tab. 4.4, including s0.



Chapter 4. Modeling of Thermal Atomic Layer Processing 69

Given the complex fluorination and ligand-exchange chemical process, s0 cannot
be calculated using the "billiard ball" approximation from Eq. (4.7). Instead, it is
taken as an additional model parameter. For the high-pressure reactor, the flow is
clearly not in the molecular flow regime. Thus, the Bosanquet interpolation formula
is used with dN2 = 374 pm [109] and the DMAC radius estimated from its liquid
density to be dDMAC = 748 pm.

Figure 4.12: Comparison of simulated ALE using parameters from Tab. 4.4 to DMAC-
limited ALE of HfO2 in a 3D NAND-like test structure reported by Fischer et al. [149].
Both a low-pressure (30 mTorr) and a high-pressure (1 Torr) reactor conditions are
simulated, including different doses of HF and DMAC.

Reactor condition Γev (m−2s−1) β0 s0 (m−2)
Low pressure, 250 ◦C 2.5 · 1017 6.0 · 10−4

7.0 · 10−21
High pressure, 350 ◦C 1.0 · 1018 5.0 · 10−3

Table 4.4: Calibrated model parameters for DMAC-limited ALE of HfO2 to experi-
mental data from Fischer et al. [149].
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Due to the comparatively higher noise of TEM data in comparison to the optical
profilometry reported in Section 4.4, the calibrated simulations in Fig. 4.12 demon-
strate only qualitative agreement. Nonetheless, the parameters reported in Tab. 4.4
already enable a preliminary analysis. They enable a first estimation of β0 for DMAC
which has not been hitherto reported. Additionally, the increase in β0 with increasing
temperature is an indication of Arrhenius-like behavior similar to Fig. 4.6. However,
further experimental studies with a more detailed description of the temperature
range are required to substantiate this hypothesis. Surprisingly, unlike the analysis
in Section 4.4.1, the evaporation flux also appears to increase with temperature, an
unexpected behavior which warrants further investigation.

Even though the obtained results are qualitative in nature, they already show
a path for the investigation of device performance. The entire 3D NAND-like stack
from [149] has been simulated using Silvaco’s Victory Process [55], shown in Fig. 4.13.
Both the ON deposition and the RIE are assumed to be ideal and are thus geomet-
rically modeled. The thermal ALP of HfO2 is modeled with the presented reactive
transport model implemented in the Open Model Library. For the ALD step, the
parameters from Tab. 4.3 are used. From the multiple reported thermal ALE con-
ditions, the low-pressure, high HF dose, and the 12 s DMAC dose are assumed with
parameters from Tab. 4.4. The simulation shows a clear tapering of the HfO2 film
thickness. Although the test structure itself is not a physically operable device, this
simulation shows a path for optimization of device performance. Device engineers
can, for example, use this tapering information to obtain realistic insights into the
novel memory performance in the presence of non-ideal thermal ALP.
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Figure 4.13: Cross-section of simulated thermal ALP of HfO2 inside 3D NAND-like
test structure [149] showing different film thickness at three different regions of the
full stack (top, middle, and bottom).





Chapter 5

Modeling of Low-Bias SF6 Plasma
Etching of Si

Conventionally, plasma etching techniques exploit the presence of a plasma sheath
which vertically accelerates ions, to enable high aspect ratio (AR) structures [131].
Nevertheless, there are many situations which do not involve high AR features, in-
stead requiring isotropic or near-isotropic etching conditions. This is the case in, for
example, optical devices such as microlenses [49] or microcavity resonators [168], for
on-chip cooling microchannels [169], or for microelectromechanical systems (MEMS)
membranes [170]. In these situations, plasma etching is still an invaluable tool as
long as the electric field between the plasma and the wafer, i.e., the voltage bias, is
kept low [31]. The plasma is then employed as a low-temperature source of etchants,
leading to etch characteristics similar to those obtained by isotropic wet etching [171].

Low-bias plasma etching offers several advantages with respect to isotropic wet
etching. Its results are usually more controllable, reproducible, and uniform [49], as
well as leading to better surface cleanliness which is key for optical applications [168].
However, it is known that the shape of features resulting from low-bias plasma etching
is not the same as those from ideal isotropic wet etching [171]. Therefore, the devel-
opment of this technology requires a deep understanding of the mechanisms leading
to non-ideal isotropy. This is particularly necessary for optical applications, where
exact control over the shape is paramount.

To bridge this gap, this chapter presents a modeling study of low-bias plasma
etching of silicon (Si) from the most established gas source: sulfur hexafluoride
(SF6) [45, 172]. The underlying plasma complexity is condensed into a single particle
aggregating etchants with similar properties, i.e., "neutrals" [43, 134]. This work used
measurements obtained from a collaboration with experimentalist colleagues from the
University of Vienna and TU Wien to evaluate the reactant flux modeling approaches
from Section 2.3. Having determined the most suitable approach, the reactive trans-
port process is interpreted with respect to the involved phenomenological model and
applied to experimental data reported in the literature [49, 171]. The issue of reactor
loading is addressed, and several reported trenches are reproduced with the model.
Finally, a phenomenological relationship between the most critical model parameter,
the Si sticking coefficient, and a measurable degree of isotropy is proposed.
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Own contributions: The evaluation of the flux models in the context of to-
pography simulation of low-bias SF6 plasma etching of Si are conducted, as well
as the interpretations and analyses of these simulations. The most important
analysis is the developed empirical relationship between a phenomenological
parameter and experimental topographies. This work has been originally pre-
sented at the EUROSOI-ULIS 2021 conference [173] and as an invited research
article [88]. The analyses stemming from the experimental collaboration has
been originally published in [174] and is discussed in further detail in Chapter 6.

5.1 Low-Bias Etching of Si from SF6 Plasma

To avoid the issues arising from wet etching, a vapor-phase, plasma-less, process can
be used to obtain isotropic etch characteristics. This process has been studied since
the 1960s after the synthesis of xenon difluoride (XeF2) [175] which is the most studied
etchant [170] even though other reactants such as fluorine gas (F2) have also been
investigated [176]. Their widespread adoption has been hindered by the complexity
of the involved equipment and chemicals. For instance, XeF2 reacts with water vapor
and forms hydrogen fluoride (HF) [177]. The latter spontaneously etches silica (SiO2),
which is a common masking material in complementary metal-oxide-semiconductor
(CMOS) processing, leading to selectivity challenges. This complexity has led to
vapor-phase processes being restricted to niche applications [171].

Therefore, low-bias plasma etching processes have emerged as the main CMOS-
compatible alternatives to isotropic wet etching. After the investigation of the etch
characteristics of several fluorinated gases, SF6 has emerged as the preferred process
due to its inert handling characteristics and higher etch rates [172]. In fact, this
anomalous high etch rate is an active field of research [45, 178], and it is thought
that the sulfur atoms play an active role in catalyzing the etch reaction. However,
this increased reaction probability and etch rate themselves play a role in limiting the
achievable isotropy. A more efficient reaction likely increases the sticking coefficient
β and, as discussed in Section 2.3.1, an ideally isotropic reaction has β → 0+.

Low-bias plasma etching of SF6 then stands in a very challenging intersection of
technological trade-offs. The industrially-established status of SF6 etching technol-
ogy, notably with inductively couple plasma (ICP) reactors, makes it very desirable
to achieve isotropic etch characteristics. Simultaneously, the selfsame qualities which
have made it an established process thwart the desired etch characteristics. Nonethe-
less, this process has been shown to lead to structures with desired traits, even though
the etching process is not perfectly isotropic. Originally, the process was introduced
for Si microlens fabrication [49], where the lower isotropy of a masked etch step is
mitigated by a second, maskless, etch step. More recently, this process has been re-
fined by controlling the roughness of the final surface [179, 180], ultimately leading
to high-finesse optical microcavity resonators [168].
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Nonetheless, the challenge of controlling the isotropy, and thus the precise final
shape of the structure, remains. Increased attention has been placed on experimen-
tally investigating and quantifying the isotropy in a masked etch step [171, 181].
Additional insight to this open question can be brought by accurate topography sim-
ulation, which will be discussed in the subsequent sections. To obtain physically
meaningful simulations, they must be compared and calibrated to relevant experi-
mental data. The ICP reactor setups used in the experiments are shown in Tab. 5.1.

The evaluation of the reactive transport models, discussed in Section 5.2, is done
with respect to experimental data obtained from collaboration partners from the Uni-
versity of Vienna and TU Wien, originally described by Wachter et al. in [168]. This
two-step (first step with a photoresist mask, second step maskless) etching process is
described in more detail in Section 6.1. The remaining analyses in this chapter are
performed in comparison to single-step (with photoresist) etched profiles reported by
Larsen et al. [49] and Panduranga et al. [171].

Parameter Wachter
et al. 2019 [168]

Panduranga
et al. 2019 [171]

Larsen
et al. 2005 [49]

Pressure (mTorr) - 30 10
Flow rate (sccm) 100 50 200
Coil power (kW) 2 2 3
Table power (W) 15 0 0

Chuck temperature (◦C) 30 20 20

Table 5.1: Reported ICP reactor configurations of experiments to which the topog-
raphy simulation is compared.

5.2 Evaluation of Flux Modeling Approaches
Previously, a feature-scale model of SF6 etching of Si has been proposed [182]. This
model achieved good agreement with experiments by including a very accurate model
for the ion energy and angular distribution functions. However, this description of
the angular distribution functions is more relevant for high-bias applications since it
plays a key role in determining the anisotropy. Additionally, said model is strictly two-
dimensional (2D), therefore unable to differentiate between trenches and cylindrical
holes which, as discussed in Chapter 3, can significantly impact the final geometry.

Thus, a fully three-dimensional (3D) model is necessary. In the context of phe-
nomenological modeling, the goal is to determine the simplest possible model which is
able to satisfactorily reproduce the experimental topographies. Then, having deter-
mined the suitable phenomenological model, it is possible to interpret it with respect
to the physical processes and the involved parameters. To that end, the following
approaches to calculate the local fluxes, first introduced in Section 2.3, are evaluated
in comparison to experimental data: Constant flux, bottom-up visibility calculation,
and top-down pseudo-particle tracking.
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In all cases, only a single particle is considered. However, unlike the discussion in
Chapter 4, this particle is not interpreted as representing a distinct chemical species.
There is still debate about the precise mechanism of etching [45], although some
recent first-principle studies highlight the role of SF5

+ and SFn (n ≤ 6) radicals [183].
Instead, the particle is assumed to be an aggregate of etchants with similar properties,
in what is conventionally named as "neutrals" [43, 134].

For the top-down approach, constant and effective sticking coefficient βeff approx-
imation from Eq. (2.18) is assumed. Since the etching process is nearly isotropic, the
resulting features do not involve high AR. Therefore, no approximate one-dimensional
(1D) model is available for evaluation. For the calculation of the surface evolution,
these approaches are integrated with level-set (LS) based topography simulators: Sil-
vaco’s Victory Process [55] and the open-source simulator ViennaTS [57].

The calibration and evaluation of the flux modeling approaches are done with
respect to 3D optical profilometer data of etched microcavities provided by collabo-
ration partners from the University of Vienna and TU Wien, first reported in [168]. In
their experiment, multiple cavities with different initial photoresist cylindrical open-
ings d were simultaneously etched in a two-step process under the reactor conditions
reported in Tab. 5.1 under "Wachter et al. 2019". The first etch step was performed
with the photoresist mask present for an etch time of 320 s. Afterward, the photoresist
was removed using acetone. Then, a second etch step was performed for 48 min. The
resulting microcavities were characterized with a white light profilometer after clean-
ing and polishing. The optical device, its manufacturing and subsequent analyses are
presented in more detail in Chapter 6.

For the evaluation of the flux modeling approaches, three representative cavi-
ties are chosen, with d values of 12.4 µm, 34 µm, and 52 µm. That is, they are the
smallest, intermediate, and largest cavities available from the 100 cavities etched on
the same chip. The calibrations are performed using the normalized flux convention
from Eq. (2.7), i.e., the main calibration parameters are the plane-wafer etch rate
PWRSi/resist for each individual material and each etch step. The top-down approach
has as additional parameters the material-dependent constant sticking coefficients
βSi/resist. For the top-down approach, the parameters are automatically calibrated
with the methodology described in Section 6.2 and are shown in Tab. 5.2. To obtain
the clearest possible comparison for the bottom-up and constant flux approaches,
the first step PWRSi is manually adjusted to obtain the best possible fit, requiring
a different value for each microcavity reported in Tab. 5.3. The second step PWRSi
and PWRresist values from Tab. 5.2 are used in all simulations. A cross-section of the
simulated topographies in comparison to the profilometer data is shown in Fig. 5.1.

Implicitly, the bottom-up and constant flux approaches assume the phenomeno-
logical surface models of β = 1 and β → 0+, respectively, as discussed in Section 2.3.
As can be seen in Tab. 5.3, these flux approaches require a different fitted value of
PWRSi for each d. This is an indication that the implied phenomenological surface
models do not capture the underlying physical reality since, in principle, there is no
physical explanation for starkly differing PWRs in features on the same chip.
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Parameter Calibrated value
First etch step PWRSi 2.15 µm min−1

Second etch step PWRSi 0.66 µm min−1

PWRresist 0.21 µm min−1

βSi 7.5 %
βresist 6.1 %

Table 5.2: Parameters for top-down simulation of SF6 etching of Si microcavities
automatically calibrated to experimental data.

d Constant flux, first step PWRSi Bottom-up, first step PWRSi

12.4 µm 1.45 µm min−1 23 µm min−1

34.0 µm 1.94 µm min−1 6.0 µm min−1

52.0 µm 2.09 µm min−1 3.6 µm min−1

Table 5.3: First step plane-wafer Si etch rates PWRSi for each initial photoresist
opening diameter d manually calibrated to experimental data.

Instead, it is more physically sound to introduce an additional parameter, a vari-
able βSi, than relying on multiple PWRs. Additionally, it can be seen in Fig. 5.1
that the bottom-up model does not capture the correct local etch rates at the side-
walls, leading to the incorrect curvature. The constant flux model fails by simulating
an unrealistically flat bottom, as it applies the same etch rate to all exposed sur-
faces. Therefore, the area below the initial opening remains perfectly flat which is
not observed in the experiment.

From this analysis as well as the observation of the better fit in Fig. 5.1, it can
be concluded that the top-down pseudo-particle tracking approach is the best-suited
phenomenological model for low-bias SF6 etching of Si. The necessity of different
PWRs for each etch step is evidence of the effect of reactor loading, which is further
discussed in Section 5.3. In addition, the suitability of the constant sticking approx-
imation is a strong indication that the etching regime is transport-controlled and,
thus, the surface coverage of the reactants is low, as in the discussion of Eq. (2.18).
It is important to note, however, that βSi is not identical to the clean-surface β0, the
latter being reported to be in the range between 0.57 [181] and 0.7 [45]. Instead, β0
provides an upper bound of the possible values of βSi:

βSi ≤ β0 (5.1)



78

Figure 5.1: Comparison of cross-sections of simulated surfaces using the best param-
eters for each of flux modeling approaches to optical profilometry measurements of
fabricated Si microcavities with different initial openings d. Adapted from Aguinsky
et al., Solid State Electron. 191, (2022) p. 108262. [88], © The Authors, licensed
under the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.

One key strength of topography simulations is that they enable the exploration of
states which are not available experimentally. The state of the microcavity with initial
d = 12.4 µm is shown in Fig. 5.2 for the three proposed flux modeling approaches after
the initial etch step but before photoresist removal. Although in principle available,
this state was not experimentally recorded due to resource constraints, as it would re-
quire electron microscopy. For the top-down simulation, the parameters from Tab. 5.2
are used, while for the bottom-up and constant flux simulations the values of PWRSi
are adjusted to yield the same microcavity depth. This highlights the success of the
top-down approach and the limitations of the others. The bottom-up approach is
unable to capture the undercut which is a known experimental feature [171], leading
to an unrealistically bulbous structure. Also, the perfectly flat bottom of the con-
stant flux approach is again featured. Finally, the simulations indicate the presence of
photoresist tapering, which is a direction of interest for further process optimization.

https://creativecommons.org/licenses/by/4.0/
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Figure 5.2: Simulated microcavity with initial photoresist opening d = 12.4 µm after
the first etch step. Adapted from Aguinsky et al., Solid State Electron. 191, (2022)
p. 108262. [88], © The Authors, licensed under the CC BY 4.0 License, https:
//creativecommons.org/licenses/by/4.0/.

5.3 Reactor Loading Effect
As already seen in Tab. 5.2, there appears to be a reduction in the PWRSi for the
second etch step. This is a strong indication of the presence of the reactor loading
effect, that is, a reduction in the etch rate due to an increase in the exposed wafer
surface [46, 131]. With more exposed Si, which is the case for the second etch step
after photoresist removal, the same number of reactants are spread across a larger
area, leading to lower etch rates. This effect is different from AR dependence due to
Knudsen transport, discussed in Section 3.6.1, since it does not depend on charac-
teristics of the etched feature. The reactor loading effect, often just named "loading
effect", is also distinct from microloading [184] which is a variation on etch rates due
to the local density of features, even if the total exposed area is equal.

In principle, reactor loading can be modeled if the total exposed wafer area is
known [46]. However, this information is not always accessible, and, additionally,
such models still require fitting coefficients. Instead, the approach taken is to treat
the PWRs, thus the loading effect, as a model parameter not only for each reactor
condition but also for each photoresist or hardmask configuration. At the core of this
approach is the approximation that the exposed area is constant during the etch step
which is valid for low photoresist or hardmask etch rates.

This effect has been experimentally investigated by Panduranga et al. [171]. In
their work, they attempt to deliberately construct a regime with lower etch rates
by placing the individual chips over a larger and unmasked silicon carrier wafer.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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They investigate two distinct situations: A low loading regime, by placing the chips
directly over the stainless steel carrier plate, and a high loading regime with chips on
the silicon carrier wafer. To quantify the etch depth, the chips are initially patterned
with a hardmask (chromium-on-oxide) containing cylindrical holes with d = 500 µm.
Then, the etching proceeds on an ICP reactor with the conditions reported in Tab. 5.1.
The final shape of the surface is measured with a mechanical profilometer.

The original authors assume that there are no limitations due to visibility, thus
they calculate the PWRs from the etch depths at the center. However, since visibility
effects often play a subtle role, the simulation considers the entire geometry. The
PWRSi is manually adjusted for each of the reported regimes to encounter the best
fit to the reported experimental depths. The resulting parameters are disclosed in
Tab. 5.4 and the time evolution of the etch depth at the center of the cylindrical
opening is shown in Fig. 5.3. The good agreement is evidence that the approach of
modeling the loading effect through treating the PWR as a fitting parameter is valid.
In comparison to the original work, the values are within the range of reported etch
rates for the high loading regime (between 2.07 and 2.47 µm min−1).

Low loading PWRSi High loading PWRSi

4.92 µm min−1 2.40 µm min−1

Table 5.4: Plane-wafer etch rates for the low and high reactor loading regimes cali-
brated to experimental etch depths reported in [171].

Figure 5.3: Time evolution of simulated etch depths in the low and high reactor
loading regimes compared to experimental data reported by Panduranga et al. [171].
Adapted from Aguinsky et al., Solid State Electron. 191, (2022) p. 108262. [88], ©
The Authors, licensed under the CC BY 4.0 License, https://creativecommons.
org/licenses/by/4.0/.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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5.4 Etching on Trenches

As previously indicated, 3D simulations are necessary to differentiate between cylin-
drical holes and rectangular trenches. Since they have the same cross-section, they
are identical from the point of view of a 2D model, even though they might have sub-
stantially different particle fluxes distributions. Section 3.3 discusses this challenge in
the context of Knudsen transport, highlighting that problems can arise if the mapping
between trenches and cylinders is performed haphazardly. However, the top-down ap-
proach on a 3D simulation domain, shown in Section 5.2 to be the most suitable for
low-bias SF6 plasma etching of Si, handles this issue natively. While cylindrical holes
can be directly simulated, long rectangular trenches require restricting the simulation
domain to small lateral section and applying reflective boundary conditions to obtain
an infinite trench.

Therefore, the same 3D top-down approach, first evaluated for a cavity with cylin-
drical symmetry, can be applied to etched trenches reported in the literature. In their
seminal work proposing two-step low-bias SF6 etching of Si in the context of microlens
fabrication, Larsen et al. report scanning electron micrography (SEM) characteriza-
tions of multiple trenches after the first, masked, etch step [49]. These trenches were
obtained using different initial photoresist openings (d) and etch times (t), as the
original intent was to thoroughly describe the first etch step. The employed reactor
conditions are given in Tab. 5.1. The etching on the trenches is simulated starting
from an initial geometry consisting of the reported photoresist height (1.5 µm) and
opening d over a Si slab of 140 µm × 40 µm and reflective boundary conditions. All
trenches are simulated with the same parameter set, shown in Tab. 5.5, obtaining the
cross-sectional fits in Fig. 5.4.

Figure 5.4 shows excellent agreement between the simulation and the experimental
data for trenches with t < 610 s. The likely source of the discrepancy for larger etch
times is the reported photoresist bending in those scenarios [49]. Effectively, the
photoresist opening is increased by approximately 1 µm which is not captured by
the simulation thus leading to a slight underestimation of the etch rates. This is
supported by this discrepancy being smaller for the trench with d = 62 µm, since
the effective increase in the opening is small in comparison to d. Nonetheless, the
remarkable agreement for widely different trenches and etch times strongly support
the top-down approach for this process.

Parameter Calibrated value
PWRSi 7.80 µm min−1

PWRresist 0.00 µm min−1

βSi 35 %
βresist 6.1 %

Table 5.5: Top-down model parameters manually calibrated to etched trench SEM
profiles reported by Larsen et al. [49].
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Figure 5.4: Comparison of simulated trenches to reported SEM profiles from Larsen
et al. [49]. Trenches have different initial photoresist openings d and etch times t.
Adapted from Aguinsky et al., Solid State Electron. 191, (2022) p. 108262. [88], ©
The Authors, licensed under the CC BY 4.0 License, https://creativecommons.
org/licenses/by/4.0/.

This is further supported by calibrating the simulation to trenches characteristics
reported by Panduranga et al. [171]. Other than the different hardmask initial open-
ing geometry, the experimental configuration is the same as that reported for the high
loading regime in Section 5.3 and Tab. 5.1. The simulations are performed using the
same parameter set for all reported trenches with different initial hardmask open-
ings d. The hardmask height (0.39 µm) is considered, as well as reflective boundary
conditions to capture an infinite trench geometry.

The parameters are manually calibrated to the reported values of two geometric
quantities of interest — the undercut H and the etch depth V — for different etch
times [171] and are stated in Tab. 5.6. As an illustration, a comparison between a
simulated geometry and a SEM image is shown in Fig. 5.5 for the trench with d =
8 µm, including a representation of H and V . The time evolution of these geometrical
quantities during etching is shown in Fig. 5.6. Due to the use of a mechanical stylus
profilometer in the measurement of the undercut, there is substantial noise in the
reported values. This leads to challenges in the calibration procedure which instead
focuses on the etch depth and describes the evolution of the undercut qualitatively.

Parameter Calibrated value
PWRSi 2.40 µm min−1

PWRhardmask 0.00 µm min−1

βSi 50 %
βhardmask 5 %

Table 5.6: Top-down model parameters calibrated to experimental trench undercut
and etch depth reported by Panduranga et al. [171].
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Figure 5.5: a) SEM image of etched trench with initial hardmask opening d = 8 µm.
Reprinted with permission from Panduranga et al., J. Vac. Sci. Technol. B 37, (2019)
p. 021302. [171], © American Vacuum Society. b) Simulation of the same trench
showing two geometric quantities of interest: The undercut H and the etch depth
V . Adapted from Aguinsky et al., Solid State Electron. 191, (2022) p. 108262. [88],
© The Authors, licensed under the CC BY 4.0 License, https://creativecommons.
org/licenses/by/4.0/.

In summary, the good agreement shown in Figs. 5.4 to 5.6 is strong evidence of the
suitability of the top-down approach. Only two parameters are required per material
and etch step to achieve this agreement even for different geometries and etch times:
The PWR and βeff . The former can be initially estimated from the etch depths of large
features and usually falls in known ranges [185, 186]. However, as discussed in Sec-
tion 5.3, attention must be placed to correctly consider the reactor loading effect. It is
in the sticking coefficient that the particularities of each reactor configuration express
themselves, since substantially different values are reported in Tabs. 5.2, 5.5, and 5.6.
Nonetheless, this quantity is fixed for each reactor condition. This is supported by
recent experimental studies which connect βSi and related quantities, like the reaction
probability, to plasma properties. Most notably, βSi appears to be strongly connected
the fluorine radical density but has only minor variations with temperature [45, 181].
Therefore, the sticking coefficient can be taken as a phenomenological proxy of the
reactor setup.

https://creativecommons.org/licenses/by/4.0/
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Figure 5.6: Time evolution of simulated trench undercut and etch depth compared to
experimental data reported by Panduranga et al. [171]. Adapted from Aguinsky et
al., Solid State Electron. 191, (2022) p. 108262. [88], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.

5.5 Relationship between Degree of Isotropy and
Sticking Coefficient

As discussed in Section 5.4, the phenomenological parameters are remarkably repre-
sentative of the reactor conditions. From all parameters in the context of low-bias
SF6 etching of Si, the most crucial is the constant effective sticking coefficient of
the fluorine reactant on silicon (βSi). Therefore, it is important to investigate how
this parameter relates to experimentally-accessible geometric quantities of interest of
etched features. If such a relationship can be clearly established, an "inverse model-
ing" connection can be obtained: Given experimental measurements of features, the
model parameters can be estimated. Thus, information about the surface chemistry
can be inferred from the experimental topography.

To that end, it is necessary to define an empirically-accessible metric which can
then be linked to βSi. Based on the undercut H and the etch depth V shown in
Fig. 5.5.b), the degree of isotropy I can be defined as [171]:

I = H

V
(5.2)

The definition in Eq. (5.2) is analogous to the step coverage defined for atomic layer
deposition (ALD) in Section 4.4. Fundamentally, the concept of isotropy in etching
is equivalent to conformality in deposition [129]. An ideally isotropic etching process
leads to I=1, while a perfectly vertical process, like the one presented in Section 3.6.1,
leads to I=0. In several cases, however, an intermediate value of I is required.

https://creativecommons.org/licenses/by/4.0/
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This is often the case in, e.g., laser cavity and other optical applications. As shown
in Figs. 5.1 and 5.2, an ideally isotropic process leads to a perfectly flat region below
the original opening, which is an undesirable feature for optical applications [187].

For the exploration of the relationship between βSi and I, several topography
simulations are performed. The experimental setup from Panduranga et al. [171] is
considered for a trench with d = 12 µm. All parameters except for βSi are thus taken
from the calibrated values in Tab. 5.6. As it is considered a proxy for alternative
reactor conditions, βSi is varied between 1 % and 100 %. For each value of βSi, the
etch is performed for 1 h and the degree of isotropy is extracted every 30 s. Therefore,
reactors with different loading conditions and PWRs can also be captured by adjusting
the timescale. This analysis is plotted in Fig. 5.7, additionally including the contour
map of I for a different trench with d = 60 µm.

From comparing the I contour lines from the trenches with 12 µm and 60 µm
openings in Fig. 5.7, it can be noted that there is only a very limited impact of
varying d. Similar remarks are made in the original publication [171]. Additionally,
the etch time does not appear to impact the degree isotropy after a certain saturation
period. Therefore, it can be concluded that I is fundamentally a function of βSi and,
subsequently, defined by the reactor condition.

Figure 5.7: Heat map of the simulated degree of isotropy (I) as a function of the
sticking coefficient βSi and etch time for a trench with d = 12 µm. The simulation
parameters are taken from Tab. 5.6. The gray dashed line shows the I contour lines
for a trench with d = 60 µm. Adapted from Aguinsky et al., Solid State Electron.
191, (2022) p. 108262. [88], © The Authors, licensed under the CC BY 4.0 License,
https://creativecommons.org/licenses/by/4.0/.
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An empirical relationship can now be constructed between I and βSi. This is done
by fixing the etch times to 5, 10, and 50 min in Fig. 5.7. This relationship, shown in
Fig. 5.8, is the sought inverse connection between experimental topographies and the
model parameters. Since the degree of isotropy is an empirically measurable property,
its value can be used in Fig. 5.8 to provide an estimate of the sticking coefficient. This
is not only useful as a starting point for calibrations of topography simulations, but
also enables process developers to make inferences about the state of the reactor from
topography measurements.

Figure 5.8: Empirical relationship between the degree of isotropy I and silicon sticking
coefficient βSi for multiple etch times. The line marked "Larsen 2005" shows the range
of values of I extracted from the reported profiles [49] and the calibrated βSi from
Tab. 5.5. The point label "Cavity" denotes the value of I after the first etch step and
calibrated βSi for the cavity presented in Section 5.2. Adapted from Aguinsky et al.,
Solid State Electron. 191, (2022) p. 108262. [88], © The Authors, licensed under the
CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.
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The empirical relationship in Fig. 5.8 is further examined by applying it to situ-
ations with different reactor configurations and feature geometries, that is, the other
experiments and calibrations presented in this chapter. The line marked "Larsen
2005" shows the range of I extracted from the reported SEM profiles [49] as well as
the manually calibrated βSi from Tab. 5.5. The wide range of I is partly due to the
previously discussed photoresist bending phenomenon. In addition, the cavities pre-
sented in Section 5.2 have their values of βSi and I after the first etch step presented
with the label "Cavity". In both of these situations, good agreement is shown be-
tween the calibrated values and those expected from the empirical relationship. For
the etched cavities, the somewhat larger deviation is in part explained by the fact that
the geometries are different. Specifically, they are holes with cylindrical symmetry
which are not entirely equivalent to long trenches, as discussed in Section 3.3.

Nevertheless, this examination shows that the empirical relationship shown in
Fig. 5.8 is powerful and complementary to automatic calibration processes. It can
also be applied to fine-tune etching processes by interpreting βSi as a proxy variable
to the reaction probability of fluorine radicals with silicon. Recent studies have shown
that the reaction rates decrease with an increase of plasma flux of fluorine radicals
Γsource,F [45, 181]. For example, if the measured degree of isotropy is too low for
a certain application, a process developer should consider adjusting the process in
order to increase Γsource,F and thus reduce βSi. To further optimize this process, the
development of an explicit mapping between Γsource,F and I through experimentally-
grounded topography simulation is an appealing area of future research.





Chapter 6

Optimization of Silicon
Microcavity Resonators

The final technical chapter of this thesis focuses on an application of topography
simulation to the optimization of a fabrication process. As previously discussed in
Chapter 5, the top-down single-particle flux modeling approach with constant stick-
ing coefficient βeff is adequate for low-bias sulfur hexafluoride (SF6) plasma etching of
silicon (Si). Therefore, attention can now be placed on the optimization of an actual
device component manufactured using this process: Silicon microcavity resonators.
These components are under active investigation by experimental collaboration part-
ners at the University of Vienna and TU Wien [168, 188], and they can be further
optimized by achieving a higher degree of control of the microcavity shape.

Optical resonators are a fundamental component of modern light-based devices
with diverse applications [189]. The resonator quality strongly depends on the ex-
act shape of the involved microcavities [187]. Therefore, their optimization requires
achieving fine control over the geometry which subsequently involves a large effort in
understanding their manufacturing. Conventionally, microcavities are manufactured
in Si wafers using isotropic wet etching [190, 191]. More recently, low-bias SF6 plasma
etching has been introduced as an alternative to this method due to its improved con-
trollability, uniformity, and reproducibility [49]. Even though many advances have
been made to reduce surface roughness [180] and improve mirror alignment [168], the
challenge of precisely controlling the shape of the cavity still remains.

Topography simulation is an invaluable tool to tackle the issue of shape control.
It is able to not only precisely reproduce the experimental geometries, but also en-
ables a detailed investigation of alternative process recipes without having to perform
multiple costly experiments. This chapter presents a simulation-driven optimization
of the process parameters, namely the etch times, based on a robust calibration pro-
cedure. First, the fabrication and characterization of the experimental microcavity,
performed by the collaboration partners, is briefly reviewed. Then, a robust novel
calibration procedure is discussed, with particular focus on the critical feature detec-
tion algorithm. Finally, having obtained a calibrated simulation, the extraction and
optimization of the microcavity parameters is presented.

89



90

Own contributions: The development of the custom feature detection algo-
rithm, its integration with an automatic calibration procedure, and also the
computational study of the optimization of optical and process parameters are
novel contributions. These results have been originally published as a journal
article [174].

6.1 Silicon Microcavity Resonators
Optical resonators are invaluable components with applications in diverse fields of
science and technology. They enable a strong coupling between matter and light,
thus finding use in, e.g., laser physics [192, 193], spectroscopy [194, 195], and in
fundamental quantum science [196, 197]. There are several mirror configurations
which enable optical resonators [168, 187], but in general they involve at least one
cavity. For instance, a plano-concave (PC) resonator requires one cavity and one
plane mirror, while a concave-concave (CC) configuration requires two cavities. In all
cases, a very precise control of the shapes of the cavities is crucial, since geometric
quantities, such as the radius of curvature (ROC ), directly impact the quality metrics
of the resonator [187].

Advanced micro- and nanomachining techniques of Si lend themselves to the
development of very high quality optical resonators based on silicon microcavities.
Since the desired structures have spherical or parabolic shapes, i.e., broadly isotropic
shapes, the initial research efforts were driven by conventional isotropic wet etching
of Si [190, 191]. However, as discussed in Chapter 5, low-bias plasma etching using
SF6 gas can have several advantages regarding controllability, reproducibility, and
uniformity [49]. In addition, as shown in Section 5.2, an ideally isotropic process can
lead to perfectly flat regions which are detrimental to optical device performance,
since in this case the ROC is infinite.

A two-step low-bias inductively couple plasma (ICP) etching of Si has thus been
proposed by Larsen et al. as a dry alternative to wet etching configurations for silicon
microlens mold fabrication [49]. This fabrication process is illustrated in Fig. 6.1.
After cylindrical openings are lithographically patterned on the photoresist, a first
etch step is performed. The photoresist is then removed, and a second etch step is
executed. This second maskless step is proposed to improve the quality of the final
structure, a claim which is evaluated in Section 6.4. One significant trade-off of this
approach is the increase in surface roughness [179] which is typical of dry etching
processes. However, this roughness can be mitigated by a series of oxidation and
oxide removal steps [180]. Additionally, SF6 etching enables the use of deep reactive
ion etching (DRIE) techniques to create alignment structures which are crucial to
enable high quality CC resonators [168].

This two-step etching process is employed by the experimental collaboration part-
ners from the University of Vienna and TU Wien, first described by Wachter et al.
in [168]. A moderately doped, n-type Si(100) wafer is used as a substrate. Three
layers of AZ6624 photoresist are added to achieve a masking layer thickness of 9 µm.
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Figure 6.1: Illustration of the two etch steps of the fabrication process of Si mi-
crocavities. Adapted from Aguinsky et al., J. Micromech. Microeng. 31, (2021)
p. 125003. [174], © The Authors, licensed under the CC BY 4.0 License, https:
//creativecommons.org/licenses/by/4.0/.

The resist is then lithographically patterned with an array of 100 cylindrical holes
with diameters d homogeneously increasing between 12.4 µm and 52 µm. Both etch
steps are performed in the same ICP reactor using SF6 gas at a flow rate of 100 sccm,
a coil power of 2 kW, and a table power of 15 W. The first etch step is performed for
320 s, and the second is performed for 48 min. Between the etch steps, the photoresist
is completely striped using acetone. A polishing step, consisting of wet oxidation of Si
to a thickness of 2 µm followed by oxide removal using a solution of hydrogen fluoride
(HF), is performed twice.

From the 100 fabricated microcavities, three representative initial diameters are
selected for analysis: The smallest (12.4 µm), the largest (52 µm), and an intermediate
value (34 µm). After the polishing procedure, their topographies are measured using
a white light profilometer. Since there are steep angles near the edges, there is some
lost information due to reflection. To partially recover this information, an additional
tilted profilometer measurement is performed. All of these measurements are realized
by the collaboration partners.

Then, these measurements were processed and tilt-corrected using the open-source
tool Gwyddion [198]. Both profilometer measurements are combined into a single co-
ordinate list for each microcavity after matching the cavity centers to the same (x, y)
position. In order to reproduce these measurements and to explore the process pa-
rameter space, topography simulations using the level-set (LS) method are performed.

https://creativecommons.org/licenses/by/4.0/
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This physical simulation focuses on the most important aspects of the fabrication pro-
cesses, namely the two etch steps. The simulation assumes as the starting point an
ideal lithography process, illustrated in Fig. 6.2.a). The etch steps are both physically
modeled with the top-down flux modeling approach, described in Section 2.3.3 and
evaluated in Section 5.2, while the photoresist removal is assumed to be ideal and,
thus, performed geometrically. The final state of the surface after both etch steps is
shown in Fig. 6.2.b).

The topography simulation attempts to follow the physical process as closely as
possible. The initial state of the geometry is a photoresist including an ideal cylindri-
cal hole and a thickness of 9 µm placed on top of a 160 µm×160 µm slab of Si. The etch
times are taken directly from the experimental data. Since the mask removal step is
assumed to be ideal, after the first etch step the photoresist is geometrically removed.
Any noise present in the simulation is strictly numerical due to the finite number
of Monte Carlo samples and does not represent the physical surface roughness. The
slight additional etching resulting from oxidation and oxide removal in the polishing
procedure is captured by artificially increasing the etch rate for the second etch step.
The simulations are performed using the topography simulator ViennaTS [57]. At the
end of a simulation run, the LS surface is converted to a triangle mesh using the VTK
format [199] which is then used for calibration and parameter analyses presented in
the following sections.

Figure 6.2: a) Initial state of the simulation domain including patterned photoresist.
b) Final state of the simulation after two etch steps. Adapted from Aguinsky et al.,
J. Micromech. Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.
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6.2 Automatic Calibration and Feature Detection
Algorithm

As already evaluated in Section 5.2, the best-suited flux modeling approach is the top-
down pseudo-particle tracking from Section 2.3.3 using constant and effective sticking
coefficient (βeff). The normalized flux convention from Eqs. (2.7) and (2.8) is applied,
therefore, there are two key parameters per involved material: the plane-wafer etch
rate (PWR) and βeff . As seen in Fig. 6.1, the materials involved in the etching
process are Si and the photoresist (res). Additionally, as discussed in Section 5.3, the
reactor loading effect might play a role after the removal of the photoresist, thus the
PWRSi can take different values for each etch step. In summary, there are five model
parameters: βSi, βres, PWRres, the first etch step PWRSi, and the second step PWRSi.

Some of these parameters, most notably the second etch step PWRSi and PWRres,
are in principle experimentally accessible. However, their values were not recorded,
therefore, all five parameters must be calibrated to the experimental topographies.
This number of free parameters is relatively high, as the only experimental data are
the state of the cavities at the end of processing. Therefore, a robust calibration pro-
cedure is required to extract physically meaningful parameters values. In particular,
the challenge of comparing disparate geometrical data — the simulated topography
and the profilometer data — must be addressed. The algorithm which achieves this
calibration is represented in Fig. 6.3.

The role of the topography simulator, which ingests the parameters and produces
a simulated mirror microcavity, is shown in Fig. 6.3.a) through c). However, as
discussed in Section 6.1, the simulated microcavity is outputted as a triangle mesh,
while the experimentally characterized microcavity is described by a coordinate list.
Furthermore, the coordinate systems used by both representations is not the same.
Therefore, to meaningfully compare both surfaces and evaluate if the parameters
are correct, feature detection is required. At the heart of the custom developed
feature detection algorithm is the circular Hough transform [200], implemented in
the OpenCV library [201]. This method is used to determine the center of the cavity
and its maximum opening diameter O, therefore, delimiting the area of interest. It is
very robust, being able to operate on incomplete experimental data, shown in Fig. 6.4.

Having extracted not only the value O of the microcavity opening but also the
position of its center, the indeterminacy of the coordinate systems is resolved, since
they can be matched at the microcavity minima. Therefore, the microcavity maxi-
mum depth h is also determined. To further simplify the structures in the presence
of radial symmetry, all the data points are projected into their radial coordinate,
thus reducing the data set from a three-dimensional (3D) to a two-dimensional (2D)
problem. This is done instead of a simple cross-section to maximize the use of the ex-
perimental data, as the tilted profilometry measurement is not available for the entire
microcavity. A functional description of the microcavity shape is then extracted via a
sixth-order polynomial fit poly(x) over this 2D data set. Figure 6.3.e) summarizes the
outputs of the feature detection procedure: The maximum opening O, the maximum
depth h, and the polynomial shape representation poly(x).
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Figure 6.3: Flowchart representation of the automatic parameter calibration algo-
rithm. Reprinted from Aguinsky et al., J. Micromech. Microeng. 31, (2021) p.
125003. [174], © The Authors, licensed under the CC BY 4.0 License, https:
//creativecommons.org/licenses/by/4.0/.
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Figure 6.4: Microcavity opening extraction using the circular Hough transform on
incomplete experimental data. The microcavity has been removed in a preprocessing
step, therefore, the experimental data shows only the flat regions.

These outputs are by themselves not sufficient for the calibration algorithm. They
must be combined into a cost function which is minimized during the calibration
procedure, shown in Fig. 6.3.g). It is defined as the Euclidean norm of a vector of
residuals which is itself constructed for each microcavity to be evaluated as� |hexp − hsim|

1
Nx

%
x |polyexp(x) − polysim(x)|

�
, (6.1)

where Nx is the number of samples of x taken homogeneously from the region delim-
ited by the microcavity opening O, and the subscripts exp and sim refer to experi-
mental and simulation data, respectively. The opening O is not considered directly
since it is already implicitly taken into account by the entry involving poly(x). As this
calibration procedure can be simultaneously performed on m multiple microcavities,
the total vector of residuals has 2m entries.

The determination of the minimum of the cost function and, thus, the calibrated
parameters, is performed with a global optimizer from the SciPy library [202], shown
in Fig. 6.3.h). From the multiple available global optimizers, the generalized simu-
lated annealing (GSA) algorithm is used [203]. Since the top-down pseudo-particle
tracking is a Monte Carlo method, the simulated surfaces possess some noise which
can propagate to the evaluated cost function. Therefore, local explorations of the pa-
rameter space should be avoided, as differences in Monte Carlo noise between similar
simulations might lead to a fruitless search. The GSA algorithm, being stochastic
in nature, performing comparatively large jumps in parameters, and not conducting
local searches, is the most suited algorithm from those available within SciPy.
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The calibration is performed over m = 3 experimental microcavities with initial
photoresist opening diameters of 12.4 µm, 34 µm, and 52 µm. The simulation domain
is 160 µm × 160 µm with a grid spacing Δx = 0.5 µm. Reflective boundary conditions
are used. Approximately 6.1 million pseudo-particles are used per LS advection time
step, that is, 120 pseudo-particles per source plane grid point. The calibration proce-
dure is performed on a dual-socket compute node equipped with dual Intel Xeon Gold
6248 processors, for a total of 40 physical computing cores. Since each cavity can be
simulated independently, each simulation is assigned 13 threads to homogeneously
distribute the workload, since the topography simulation in Fig. 6.3.b) is the most
resource-intensive operation. The remaining steps are single-threaded. Although the
precise runtime varies greatly depending on the parameter bounds, a typical GSA
run requires approximately 60 h to converge to an optimized set of parameters.

After successfully applying the GSA algorithm, a comparison of the simulated sur-
faces using the calibrated parameters to the experimental data is shown in Fig. 6.5,
showing excellent agreement. The automatically calibrated parameters are shown in
Tab. 6.1. The calibrated values of PWRSi/res and βSi/res are consistent with those re-
ported in the literature [45, 171, 185, 186]. The reduction in PWRSi of approximately
70 % in the second etch step is a consequence of the reactor loading effect, as discussed
in Section 5.3, and is consistent with other reported experiments [46, 131, 204]. The
ratio of the first step PWRSi to PWRres, that is, the observed photoresist selectivity of
approximately 10 to 1, is in line with reported data from the literature [186, 205, 206].
This is remarkable evidence that the automatic calibration procedure is very effective,
as it can obtain physically meaningful parameters even without direct measurements.

Figure 6.5: Comparison of calibrated simulation results to experimental profilometry
data for microcavities with different initial photoresist openings d. The entire 3D ge-
ometry is considered by projecting into the radial coordinate. Adapted from Aguinsky
et al., J. Micromech. Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed
under the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.
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Parameter Calibrated value
First etch step PWRSi 2.15 µm min−1

Second etch step PWRSi 0.66 µm min−1

PWRres 0.21 µm min−1

βSi 7.5 %
βres 6.1 %

Cost function 0.367 µm

Table 6.1: Model parameters obtained using automatic calibration

6.3 Optical Parameter Extraction
The feature detection procedure described in Section 6.2 is sufficient for determining
a thorough description of a single cavity. However, to understand the impact of the
quality of the microcavity on the assembled resonator, the entire device must be
considered. Through Gaussian beam analysis of an assembled resonator [187], optical
parameters can be extracted in a rough approximation of a device simulation, as they
are representative of possible device performance. For simplicity, a PC resonator is
considered, which is shown in Fig. 6.6 together with the extraction procedure of such
parameters.

The starting point of the optical parameter extraction procedure is the feature
detection algorithm, first presented in Section 6.2. Having obtained the maximum
cavity opening O and having projected the data onto the radial coordinate, a repre-
sentative ROC is extracted by fitting a parabola y = ax2 + c to the central 50 % of
the maximum opening. This restriction is necessary to have an accurate parabolic fit,
since the shape might deviate from an ideal parabola if the entire cavity is considered.
Thus, the estimate of the ROC is given by:

ROC = 1
2|a| (6.2)

With the ROC having been determined, the next step is the extraction of the
Gaussian beam waist size wM . In a PC resonator, the expression for wM at the
concave mirror is [187]

wM =

"###!λ

π

"##!L × (ROC)
1 − L

ROC

, (6.3)

where L is the resonator length and λ is the light wavelength applied to the resonator.
From further infrared laser analysis of assembled resonators [168], the relevant wave-
length is 1.55 µm and L has a fixed ratio to the ROC , i.e., L/(ROC ) = 0.75.

The waist wM has the Gaussian interpretation of being one standard deviation σ
of the beam intensity relative to its center of symmetry. Therefore, a region of interest
where the majority of the beam can be found can be defined as 6wM , which is equiva-
lent to 3σ. This represents an active resonator area large enough such that the max-
imum achievable finesse (a measure of resonator losses) is larger than 107 [189, 207].
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Figure 6.6: Illustration of procedure to extract optical parameters from simulated
microcavities in a PC resonator configuration. 1) The feature detection algorithm
from Section 6.2 is employed do determine the cavity opening O. 2) The radius of
curvature (ROC ) is extracted. 3) The Gaussian beam waist wM and 4) the poly-
nomial description of the cavity are determined. Adapted from Aguinsky et al., J.
Micromech. Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.

Now, a functional polynomial description of the resonator can again be extracted.
However, in contrast to the polynomial description of Section 6.2 where the entire
microcavity is considered, the sixth-order even polynomial fit is restricted to the
region inside the smallest of either O or 6wM .

With these parameters available, attention must now be placed on interpreting
them in order to optimize the quality of the resonators. As previously indicated, to
achieve a finesse above the state of the art [168], the resonator must be able to capture
the majority of the beam. Thus, the first design criterion is having an opening large
enough to capture three standard deviations of the beam intensity, i.e., O > 6wM .

The second criterion comes from the insight that the best resonator performance
is obtained from a parabolic cavity shape. Since the shapes have been functionally
described via sixth-order polynomial of the form a2x

2 + a4x
4 + a6x

6, the same fits
can be used to quantify how closely the shape resembles a parabola. That is, the
polynomial fit is taken as a measure of the deviation of the profile from an ideal
parabola. This is done through the following measure of parabolicity P :

P = |a2|�
a2

2 + a2
4 + a2

6

(6.4)

Therefore, a measure of parabolicity error can be defined as:

�P = 1 − P (6.5)

Although �P is identically 0 for an ideally parabolic structure, it is more useful to
analyze it in terms of a maximum error threshold. A maximum parabolicity error of
10−6 suffices for resonators with finesse larger than 106 [207].
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Finally, a resonator must be as compact as possible, such that the beams become
concentrated and the likelihood of spurious interactions is reduced. This is achieved
through a cavity which is not only highly parabolic but which is also characterized by a
sharp parabola. Alternatively, this can be interpreted through Eq. (6.2) as minimizing
the ROC . Therefore, the three optimization design criteria are, in summary:

��
O > 6wM ,
�P < 10−6, and
min (ROC).

(6.6)

6.4 Optimization of Process Parameters

As discussed in Section 5.4, the model parameters tend to be stable with respect
to the reactor configuration. Therefore, the calibrated simulation can be used to
investigate different processing parameters in the same reactor configuration. That
is, variations of the etch times can be computationally investigated without requiring
further fabrication runs. In this section, the effect on the geometrical and optical
parameters of changing the first etch time, i.e., the etch time with photoresist present
(tresist), as well as of varying the cumulative etch time (tetch), is investigated.

Firstly, it is fundamental to determine if the process inputs, i.e., the etch time, and
the process outputs, i.e., the geometric quantities of interest, scale with a representa-
tive feature dimension. In this case, the representative scaling dimension is the initial
photoresist opening d. This is crucial for further process optimization, since it ad-
dresses the issue of generalizability of the design guidelines to different feature scales.
That is, if the resulting shape follows a consistent scaling behavior, the optimized
etch times can be applied to different photoresist configurations by considering the
d scaling. Otherwise, other geometric scales such as, e.g., the photoresist thickness,
might also play a role and should be considered. The determination of the scaling
behavior is performed through a scale analysis, shown in Fig. 6.7. In it, both the
main processing input, the tresist, and the key output, the ROC , are divided by the
respective d for each of the three simulated cavities.

Figure 6.7 shows that the scaled evolutions of the ROC for the three studied
cavities follow very similar curves which is evidence that d truly is the key physical
scale. This enables further analyses to focus on a single cavity, since the results from
the others can in principle be recovered via scaling. The same scaling behavior is
plotted in Fig. 6.8 on logarithmic axes. In this plot, the microcavities with d = 34 µm
and d = 52 µm have a closer agreement than that with d = 12.4 µm. Although this
is an indication that other geometrical sizes, such as the photoresist thickness, could
be affecting the smallest cavity, this should not be overemphasized. The logarithmic
scale can exaggerate the effect of other phenomena, such as the impact of the Monte
Carlo noise or the intrinsic accuracy of the feature detection algorithm. Therefore,
the conclusion that the process follows a single scaling behavior remains valid.
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Figure 6.7: Scaling behavior of the ROC for simulated cavities during the first etch
step. Both the input (tresist) and the output (ROC ) are scaled according to the
initial photoresist opening diameter d. Adapted from Aguinsky et al., J. Micromech.
Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed under the CC BY
4.0 License, https://creativecommons.org/licenses/by/4.0/.

Figure 6.8: Scaling behavior of the ROC from Fig. 6.7 on logarithmic axes.

https://creativecommons.org/licenses/by/4.0/
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With the demonstrated scaling behavior of the characteristics of the microcavity,
the time evolution of the geometric parameters h, O, and ROC can be investigated
for a single microcavity with initial photoresist opening d = 12.4 µm for different
simulated values of tresist. This is depicted in Fig. 6.9 which also includes the same
extracted parameters from the experimental cavity etched with tresist = 320 s and
tetch = 3200 s, under the label "Experiment". Good agreement is shown between the
values extracted from simulated and experimental topographies which is a sign of the
power of topography simulation in aiding the design process: If a similar analysis
would be performed strictly experimentally, each point in the plot would require a
separate costly experiment. The noise in the extracted geometric parameters is a
consequence of the top-down approach being a Monte Carlo method.

In Fig. 6.9.a), it can be remarked that the first etch step is directly responsible
for determining the h of the cavity, as it remains stable during the second step. The
opening O, however, shown in Fig. 6.9.b), is defined by both etch steps. Nonetheless,
it can be noted that the rate of change of O is determined by the length of tresist.
Finally, the ROC in Fig. 6.9.c) shows a competitive behavior between both etch
steps. That is, the ROC has its lowest value defined by the first etch step, reaching a
minimum at tresist = 1000 s, while the second etch step slowly increases it. According
to the criteria in Eq. (6.6), the ROC should be kept to a minimum, thus, the second
etch step should not be longer than necessary to reach the other optimization targets.

Figure 6.9: Time evolution of geometric parameters during simulated etching of a mi-
crocavity with 12.4 µm initial photoresist opening. a) Maximum depth (h). b) Maxi-
mum opening (O). c) Radius of curvature (ROC ). The blue line shows the evolution
during the first etch step. The same parameters are extracted from the manufactured
microcavity and shown with label "Experiment". Adapted from Aguinsky et al., J.
Micromech. Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.

https://creativecommons.org/licenses/by/4.0/
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The remaining optimization design criteria from Eq. (6.6), namely those involving
wM and �P , can now be appreciated. The etch time evolution of these optical pa-
rameters is shown in Fig. 6.10 for the same simulated microcavity with d = 12.4 µm.
In Fig. 6.10.a), it can be seen that the tetch necessary to reach the design criterion
O > 6wM is greatly reduced with increased tresist. In fact, it is already fulfilled dur-
ing the first etch step at a time of approximately tresist = 600 s. In combination
with the observed reduction in ROC in Fig. 6.9.c), it appears that tresist should be
increased by a factor of approximately 2 to improve microcavity quality. Attention
must be placed, however, on further processing issues which might arise such as loss
of photoresist structural integrity [171] or photoresist hardening [185, 208].

So far, the discussion has focused on the effect of the first etch step. It is in
observing Fig. 6.10.b) that the necessity of the second etch step becomes abundantly
clear. Except for the extreme values of tresist, the quality of the cavity after the
first step is very poor when analyzed through the lens of the parabolicity error from
Eq. (6.5). As already motivated when this process was originally introduced [49], the
second etch step is essentially isotropic, since there are no visibility effects from the
masking layer. This is crucial to converge the feature shape into a parabola. However,
this realization exposes a trade-off when considered in conjunction with Fig. 6.9: The
second etch step is necessary to improve �P , however, it negatively impacts the ROC .

Figure 6.10: Etch time evolution of a) beam waist (wM) and b) parabolicity error
(�P ) for a simulated microcavity with d = 12.4 µm. The arrows in a) indicate the
etch times when the criterion O > 6wM is achieved. Adapted from Aguinsky et al.,
J. Micromech. Microeng. 31, (2021) p. 125003. [174], © The Authors, licensed under
the CC BY 4.0 License, https://creativecommons.org/licenses/by/4.0/.
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In conclusion, having achieved an accurate calibration to an experimentally man-
ufactured cavity, the process could be efficiently explored via simulation. To improve
the resonator quality, the first etch time should be increased as much as possible, ide-
ally by a factor of 2, while keeping in mind possibly arising issues such as photoresist
instability. Although the second etch time is necessary in the context of reducing
�P , it should not be arbitrarily increased. As soon as �P crosses below a specified
threshold, the etching should be stopped such as to not negatively impact the ROC
or increase costs. The analysis from Fig. 6.10 indicates that the second etch step can
be reduced by up to 50 %, leading to a cumulative tetch reduction of 35 % when also
considering the increase in tresist. Finally, the scale analysis from Fig. 6.7 shows that
there is room to further minimize the ROC by reducing the photoresist diameter d.
However, this exploration should be performed carefully, since Fig. 6.8 indicates that
a change of scaling regime could take place at excessively low values of d.





Chapter 7

Conclusion and Outlook

This thesis has thoroughly addressed the issue of phenomenological models for re-
active single-particle transport in topography simulation. At a first glance, these
models might appear to be straightforward, thus not warranting an in-depth investi-
gation. However, as discussed in detail throughout this work, the correct application
of single-particle modeling requires very careful consideration and deep knowledge
of the involved processing technique to obtain both a reproduction of experimental
surfaces and useful chemical insights.

The fundamental constituents of modern topography simulation were introduced:
The LS method, and reactive transport models, as well as their interface through
the surface advection velocity field. The fundamental phenomenological model at the
core of reactive single-particle transport, first-order reversible Langmuir kinetics, was
reviewed and discussed with respect to the underlying chemical and physical assump-
tions. However, a full description of the Langmuir kinetics is incomplete without
a discussion of the calculation method for the local reactant fluxes. Therefore, an
overview of the four main approaches to calculate the local fluxes was given, namely:
Constant flux, bottom-up visibility calculation, top-down pseudo-particle tracking,
and 1D models.

From the category of 1D models, Knudsen diffusive transport was chosen to merit
a more in-depth examination due to its comparatively simple implementation, abil-
ity to provide direct physical insights, and, importantly, abundance of historical and
contemporary misconceptions. To address this issue, Knudsen diffusivity was re-
formulated in a new and more modern fashion using an analogy to radiative heat
transfer. First, the well-established expression of Knudsen diffusivity in a long cylin-
der is recovered. Then, the issue at the heart of the misconceptions was addressed:
How to handle geometries with lateral cross-sections different from a cylinder. Par-
ticularly, the divergence of the mathematical formulation of Knudsen diffusivity for
an infinitely wide trench is discussed. In conclusion, it is shown that 3D geometries
are not completely equivalent to their 2D cross-sections. Although commonly used
mappings, such as the hydraulic diameter approximation, attempt to simplify the
involved geometries into an EAR, the underlying 3D complexity often resists such
coarse simplifications.
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With a firmer understanding of Knudsen diffusive transport processes, this 1D
model was then applied to thermal ALP. Since these processing techniques exploit
the self-limiting nature of the surface reactions, the first-order irreversible Langmuir
kinetics had to be integrated with the diffusive transport model, showing the pro-
found relationship between reactant transport and surface reactions. Additionally,
the novel integration of this reactive transport model with the LS method through
the introduction of an artificial time unit was shown.

After manual calibration of parameters to reported experimental data of ALD
of Al2O3, the temperature dependence of the phenomenological parameters is deter-
mined. From this analysis, the importance of the reversibility of the H2O reaction,
particularly at low temperatures, is demonstrated. Additionally, an activation energy
comparable with recent direct experimental studies is extracted. By reproducing mul-
tiple reactors in the TMA-limited regime, remarkable parameter stability is achieved.
This is evidence that the phenomenological parameters are strongly linked to the
reactor parameters, most importantly the substrate temperature. Thus, the parame-
ters can be interpreted as a proxy of the reactor setup. Finally, a qualitative analysis
of both ALD and ALE of HfO2 is performed. Due to its efficient integration into
a commercial simulator, a path for future investigations of device performance is
highlighted.

Attention is then placed on the process of low-bias SF6 plasma etching of Si. Even
though this process is employed due to its near-isotropic etch characteristics, the final
surfaces are known to be different from those obtained from ideal isotropic etching.
To accurately reproduce these surfaces using topography simulation, the available
flux calculation approaches were evaluated. The top-down pseudo-particle tracking
approach using a constant effective sticking coefficient was shown to be sufficient to
reproduce the experimental surfaces. Moreover, by reproducing multiple geometries
reported in the literature using the same surface model and flux calculation approach,
the phenomenological model parameters again appear to serve as a proxy of the
reactor configuration.

Through a series of computational experiments, a novel empirical relationship
was then constructed between an experimentally-accessible quantity of interest and
the model parameters. Thus, information about the phenomenological model and,
consequently, the surface chemistry and the state of the reactor, can be directly
extracted from experimental topography measurements. This information can be used
not only for accelerating calibration procedures but also to optimize the reactor setup
by interpreting the parameters as, for example, surrogate variables of the fluorine
radical density.

Finally, the capabilities of topography simulation are showcased by exploring the
optimization of the fabrication process of silicon microcavity resonators. In order to
move away from manual parameter calibration, a more robust automatic calibration
procedure was introduced, including a custom feature detection algorithm. With that
procedure, the entire phenomenological parameter set was calibrated using only the
final state of the surface. Having achieved a calibrated simulation, the etch times
and photoresist opening diameter of the involved two-step etching process were com-
putationally investigated to optimize parameters indicative of device performance.
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An increase in the first step etch time, ideally by doubling it, appears to positively
impact the resonator quality. Simultaneously, the second etch time can be signif-
icantly reduced, leading to a reduction in overall etch time and, consequently, a
reduction in cost and complexity.

In summary, it can be concluded that the final topography of a processed device
possesses substantial information about the involved surface-chemical phenomena.
Therefore, both direct modeling of experimental topographies and inverse modeling
to gather information about the surface chemistry are possible. This strongly sup-
ports the applicability of first-order reversible Langmuir kinetics to a wide range of
semiconductor processing applications. Through the judicious use of approximations,
by paying careful attention to the calibration procedure, and by choosing the correct
flux calculation approach, reactor-scale or first-principle simulations can either be
complemented, or even completely bypassed in a few cases, using phenomenological
modeling of reactive single-particle transport in topography simulation.

For future research, a natural extension of this work is the combination of the most
physically rich flux calculation approach, the top-down pseudo-particle tracking, with
first-order reversible Langmuir kinetics without the constant effective sticking coeffi-
cient approximation. For self-limiting reactions, a similar pulse time integration ap-
proach to that employed for thermal ALP can be employed to handle variable sticking
coefficients. Nevertheless, for processes in the steady-state, a different self-consistent
methodology for the calculation of the sticking coefficients will be necessary. This
will require substantial computational resources, but the possible gains in accuracy
and insight are very attractive. Additionally, as already hinted in the examination
of aspect ratio dependent RIE, an increased number of phenomenological particle
species will be necessary for certain processes.

In addition, the realization that the final surfaces carry the fingerprint of the
surface chemical processes imposes additional pressure on the calibration method.
The here-presented automated calibration procedure shows the tremendous promise
of this approach, however, it had to be manually tailored to the application. To move
beyond these custom solutions, recent advances in computer vision and artificial intel-
ligence could be leveraged to create a truly general automatic calibration procedure
and earnestly close the loop between experiment and simulation.
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