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Abstract

Trust in robots and their trustworthiness has been studied and promoted in the
literature on human-robot interaction (HRI) as an essential factor for how willing
people are to interact, collaborate, and engage with them. Robots, deliberately
designed to have apparent agency (in terms of both appearance and behavior),
have motivated ongoing research on trust in HRI to go beyond an understand-
ing of trust as mere reliance to that of interpersonal trust. While much work
has focused on either identifying the various factors influencing human trust in
robots or proposing which principles should guide the development and design
of trustworthy robots, understanding how the concept of interpersonal trust in
HRI is meaningful and useful for analyzing and studying trust in HRI is very often
left unquestioned. However, speaking about and providing empirical evidence
for interpersonal trust in the context of HRI, similarly to the way it has been char-
acterized in relationships between people, requires that the trust-vulnerability
relation is both identified and tested. To this date, no thorough and systematic
investigation has been undertaken to show how an emphasis on vulnerability as
a precondition of trust can help advance current understanding, analysis, and
studies on interpersonal trust in HRI.

Using the philosophical method of conceptual analysis, I show that vulnerabil-
ity stands as a precondition to the concept of trust. I argue that the inclusion of
such a conceptual relation for our analysis and studies of trust in HRI must adapt
an event approach: trust emerges from the interactions between humans and
robots that occur in specific spatio-temporal situations. With this theoretical out-
set, I developed and conducted three empirical studies to explore either human
experience of vulnerability or the vulnerabilities of robots in relation to trust in HRI.
The human-centered online HRI studies revolve around the everyday life context
of getting assistance from a robot in shopping for clothes. In the first online HRI
study, we compare through the use of an interactive online survey three different
interaction scenarios, each of which contained a subtle trust violation instance
(relating to the theme of economy, privacy, and transparency respectively) and
found that people do feel vulnerable in such situations to the degree that it corre-
lates with their trust ratings. We conclude that the trust-vulnerability relation is
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present andmeasurable in the ordinary, mundane and familiar situation of clothes
shopping. In the follow-up online HRI study, we zoomed in on the privacy-related
scenario and gained additional and deeper insights into people’s motivations and
reasoning by adding follow-up interviews to the iterated interactive online survey.
We found that the experience of vulnerability that people felt was only slightly
correlated to whether they would consider interacting or engaging again with
the imperfect robot that posed a mild privacy breach. Among other things, we
discussed and concluded that focusing on the trust-vulnerability relation sheds
light on how the privacy paradox is also present when studying interpersonal
trust in HRI, and that the reasons people had for trusting the imperfect robot
were related to expectation of either utility or entertainment values. Taking a
robot-centered perspective, I conducted several expert interviews to explore in
which way robots could be considered vulnerable. By discussing how the concept
of vulnerability could foster a new way of thinking about the shortcomings of
robots, and by focusing on the identification of malicious humans as a challenge
for robots, I conclude that interpersonal trust in HRI also needs to consider to
what extent it needs to be mutual for discussions about ethical concerns and
design considerations.

With my dissertation I contribute with fundamental knowledge about how
to conceptualize interpersonal trust in HRI, what kind of conceptual knowledge
needs to be considered and applied to guide empirical HRI studies on the trust
topic or the development of trustworthy robots, and how the trust-vulnerability
relation can be empirically studied through interaction scenarios between humans
and robots in the everyday life situation of clothes shopping. As such, the work I
undertook and presented in my dissertation can help advance future research
on interpersonal trust in HRI by: (i) drawing attention to the importance of the
trust-vulnerability relation for studies on trust in HRI, (ii) providing first steps
to explore empirically the trust-vulnerability relation from both a human- and
robot-centered perspective, (iii) and discussing what value interpersonal trust in
HRI might have in supporting successful HRI in more commercial domains of
application.
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CHAPTER 1
Introduction

“Visions of technology, whether overly
optimistic or anxiously dystopian,
consistently award new technologies the
capacity to transform.”

Sturken et al. (2004, p. 3)

Section 1.2 and 1.3 of this chapter are based on discussions with Anna Do-
brosovestnova (TU Wien). Some of the perspectives on the potential challenges
related to the deployment of robots into society have already been published
as Dobrosovestnova and Hannibal (2020a), Dobrosovestnova and Hannibal
(2020b), and Dobrosovestnova et al. (2022).

In this introductory chapter, I aim to show that the development of industrial
and service robots is no exception from previous sociological diagnoses of
late modernity of questioning trust because of the growing sense of risk and
uncertainty resulting from scientific and technological progress. I show that
although the introduction of robots more widely into society and everyday life has
brought us closer to the long-standing vision of a more robot-supported society,
the potential of robot coworkers and companions requires us to reflect more
critically on issues of trust in human-robot interaction. In the second half, I will
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1. INTRODUCTION

then shift the focus of the chapter towards a short overview of recent studies
in human-robot interaction that have been focusing on two different strands to
ensure human trust in robots and to develop trustworthy robots. From this general
contextualization, I will then present my research objectives, methodology, and
main contributions, and provide a overview of my dissertation.

1.1 Trust in Late Modernity
As Misztal (1996) very well observed, trust serves as an important backdrop for
a sense of harmony and social order that only gets questioned in unruly times or
when big changes in society are happening. She writes:

“[...] it can be said that in ‘settled’ or ‘normal’ periods the issue of trust,
even in the context of a culture with a low level of coherence and
unity of values, is not perceived as a social problem. In transitional
periods, in contrast, the role of trust as the basis for negotiations and
dialogues becomes more important and more visible” (pp. 62-63).

What this quote makes very clear is that trust is mainly of public concern only
when people believe that it is under pressure or even threatened, which happens
when society is undergoing major change or transformations. The unsettled or
transitional moments can be caused by various social, economic, technological,
political, scientific, and environmental crises, and there are plenty of examples
throughout the history ofmankind. In timeswhen big change and transformations
of society take place, people are often left vulnerable because they have to find
new ways of organizing individual and collective life that are often arranged and
established by reformed institutions and new practices. In such moments of
social crises, either an erosion or explosion of trust can result from the increasing
sense of risk and uncertainty because it forces people to reevaluate their idea of a
good, safe, and meaningful life in light of the past, present, and future (Möllering,
2006).

A basic analysis of late modernity1 through the work by contemporary soci-
ologists Luhmann (1979), Giddens (1990) and Beck (1992) is very useful to our

1Whether life in a highly globalized, fast-moving, and uncertain society have to be considered
a completely new area of modernity or merely as a specific phase of the modern era, is something
that sociologists disagree about. Against those who have argued that people currently live in
a post-modern age (or in post-modernity) as society is not a continuation of modernity but a
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understanding of how the topicality of trust in society today is closely related
to more critical views on how scientific progress and technological innovation
have changed our lives and created new challenges. We live in a time, they argue,
where old and new relations had to be negotiated and where trust came under a
lot of pressure because it was being questioned.

1.1.1 Luhmann and System Trust

The work on trust by Luhmann (1979), is in many ways a primer for a contem-
porary understanding of trust from a sociological perspective. In his influential
writing, Luhmann not only provides the first theoretical and systematic account
of trust, but also points towards ways in which trust could be properly evaluated.
Drawing on the work of various philosophical and sociological thinkers, Luhmann
mainly elaborates and expands upon the functional approach to the integration
between social subsystems and symbolic legitimation that was first taken up by
the American sociologist Parsons (Misztal, 1996). His aim was to suggest that
trust is important to any system2 as it could serve as an antidote to problems
of late modernity, in which the experience of complexity and contingency were
increasing and intensifying due to new forms of mass communication. Central
to his treatment of trust is the idea that its main function is to reduce uncertainty
in social life by encouraging people to follow a risk-taking rationality as a replace-
ment for dangerous behavior. Luhmann (1979) states that trust in the form of
interpersonal relationships, as characteristic for life in modernity, was slowly
being substituted by trust in systems that promised to perform and maintain
fundamental conditions for life despite the increase in choices and opportunities.
This kind of trust is not motivated by an emotional response to the request of
others, but rather arises from an exercise of self-presentation that serves to

fundamental break from it, there are sociologists who have rather suggested that we live in late
modernity (and sometimes also called high or liquid modernity) despite the major social change
that has occurred since the 1960’s in the developed part of the world. It was mainly in the work of
Giddens (1990) that this concept was first introduced and is by now acknowledge as one of the
dominant sociological theories of modernity.

2To develop his system theory, Luhmann adapted to notion of autopoiesis from biology to
identify the elements of a system that are reproduced by the elements of the system itself.
While biological systems, he argued, reproduce themselves on the basis of life, social systems
reproduce themselves through communication and psychic systems. Social systems are in this
sense non-physical substances made up by elements of meaning, which appear in the different
sub-types of societies, organizations and interactions (Seidl, 2004).
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reflect a high level of control and ability to set boundaries. The idea of “system
trust” that Luhman presents rests upon the strong belief people have in each
other to trust in systems that are based on symbols of unity, which are used
and considered meaningful to people through reflexivity. The consideration of
“trust in trust” by Luhmann (1979) then expresses how trust is closely related to
the notion of confidence, as it supports the functioning of the society because
people will strongly assume that others act and behave according to the logic of
the system.

1.1.2 Giddens and Unstable Trust

In contrast, in the work of Giddens (1990) we are being alerted to how trust in
authority cannot be automatically presumed in late modernity, but increasingly
has to be actively earned and invested. Based on earlier criticisms of scientific
rationality and technological determinism (see e.g., Ellul (1980); Horkheimer and
Adorno (1972)), Giddens argued that modern life had moved into a second, re-
flexive age of modernity characterized by an increasing sense of unpredictability,
unfamiliarity and unprecedented risks caused by modern science and technol-
ogy. Moreover, he recognized that modernity involves not only the destruction
of traditional orders, but also reconstitutes them at a new global level. With
the widespread use of telecommunication and the development of the internet
together with personal computers, the new developments in late modernity have
set in motion the global transformation of modern life where people are no longer
limited by the spatial and temporal boundaries of traditional society. This accel-
erating processes of “time-space distanciation” puts trust under great pressure,
Giddens (1990) explains, because the mediation of social relations through tech-
nology dissolves local contexts of interaction and knowledge exchange. People
are no longer basing their trust on face-to-face encounters with other people,
but rather blindly trust in abstract systems and faceless commitment emerging
from the process of globalization. Trust in these anonymous and often distant
systems then comes down to their credentials and legitimacy, which are demon-
strated by professional codes of practice, qualifications, accreditation, licensing,
performance and reputation. Especially, expert systems used in late modernity to
manage and reduce natural and technological risks are causingmuch anxiety and
doubt because the views of experts as the only legitimate pathway to knowledge
and truth has been shaken.
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1.1.3 Beck and False Trust

According to Beck (1992), what is central to understanding life in late modernity is
the shift from concerns of natural to manufactured risks resulting from scientific
knowledge and technocratic decisions, as well as a heightened sensitivity to
the social and political responsibility needed to deal with such risk events. In
what he refers to as the “risk society”, risks are an unanticipated consequence of
accumulated knowledge and unmatched success by humans to unveil, colonize,
manipulate, harness and transform the powers of nature for their own benefit.
Gradually blurring the boundary between natural and technological risks, Beck
(1992) also sees this change as a new attitude towards risk as partly socially
constructed. In late modernity, human activity is the main source of the changes
we see in our environment and the risks that follow are usually not restricted
to a single location and point in time. In a risk society, people have to live with
the all-pervasive awareness of low probability but high consequence risks that
threaten their life and well-being despite efforts to manage and regulate these
risks so they do not get out of control. As such, trust is very much needed in late
modernity, Beck states, because it is getting harder to predict the consequences
of manufactured risk and who is to be held accountable in cases in which a
preventable catastrophe is unleashed. However, the perception and evaluation
of risk is no longer decided solely by experts but also in perspective to growing
reflexivity of individuals who are slowly losing trust in expert systems to reduce
and mitigate human-made and global risks and sense of uncertainty. According
to Beck (1992), trust in late modernity between science (through the institutions
and practices put in place to provide its authority or legitimacy) and the general
public is fragile and weakened because people no longer consider the knowledge
claims made by experts about risk assessments and predictions assuring, when
trying to cope with their fears of being harmed.

1.2 A Robot-Supported Society
What Luhmann, Giddens, and Beck have in common in their sociological diag-
noses of society is that they all identify scientific and technological progress
as a source of great change in late modernity, by transforming both social re-
lations and structures. While they were not specifically focusing on the new
advancements in AI and robotics, they did live to witness some of the changes
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that such developments would have on the organization and arrangement of
society. Since developments in AI and robotics are posing unique challenges
to society and forcing their own questioning of trust, a sociological diagnosis
of late modernity with a focus on the trust topic can help us contextualize why
the search for stability has been a concern after people started to envision such
technology as an integrated part of society and everyday life more generally.

Today, we live in a time where the idea of a “robotic society” (Weiss et al.,
2011) is being entertained regularly. Not only from the plethora of catchy media
headlines reporting or commenting on the most recent developments in AI and
robotics, but also from the steady stream of movies and series depicting our
possible co-existence with robots. As Richardson (2015) observed when she
conducted an ethnographic study among roboticists in the US and Japan in
the 1980’s, the distinction between facts and fiction is illusory when it comes
to robots. With her research, she was able to show that “the fictional aspects
were weaved into the factual aspects of the robotic science and practices” (p.
113). Richardson explained that this is understandable, because “prior to their
work as robotic scientists, they had related to robots as cultural objects before
technological ones” (p. 115). This distinction between robots as either cultural
or technological object is one I will be tracing for the short historical account of
how in late modernity, we have been able to welcome robots at work and in our
homes.

1.2.1 Robots in Narratives

The idea of artificial, intelligent, and autonomous workers who serve or take over
tedious work dates back to ancient times. As Nocks (2008) writes in her detailed
account of robot developments through history:

“The first incarnation of the robot was not a machine in our sense of
the term, but it was a clear expression of the idea of manufacturing
machines to replace humans in laborious tasks” (pp. 3-4).

What we mean by robots today first appeared as cultural objects with sym-
bolic meaning in grand narratives about Gods and human fortune in both Greek
mythology and Jewish folklore. For instance, Homer writes about the Greek god
Hephaestus creating several statues that are able to come to life. Much later, the
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legend of the Golem tells the story of a artificial human-like clay statue intended
to serve as a defender of the Jewish community from anti-Semitic attacks, ac-
cusations, and pogroms (Nocks, 2008). In the 19th and 20th century, we also
find fictional narratives in which robots as artificial beings become a method of
social critic. The story about the self-learning and speaking Frankenstein monster
by Shelley (2012) teaches us about the consequences of social exclusion. The
Czech play Rossum’s Universal Robots (R.U.R.) by Čapek (2004) is a comment to
the possible danger of industrialization that fosters a view on human workers as
a mere means of production and exploitation, forced to do difficult, monotonous
and dangerous work. This play also brought the word ’robot’ to our language for
the first time, and still symbolizes a classical dystopian narrative about violent
conflicts between rebellious humanoid workers and their creator. In several short
stories, Asimov (1995) presents a more nuanced perspective on what future
co-existence between humans and robots might look like. Asimov developed
robot characters with sophisticated personalities, and came up with the Three
Laws of Robotics as a way to explore some of the moral dimensions of possible
robot team members or companions.

Myths and stories like these represent how humans have always been imag-
ining the possibility of creating artificial and human-like figures that would pur-
posefully be developed to lift the burden of work in the role of servants, or even
as a new forms of co-workers helping in various tasks. However, it is only in
the modern age that it is has been possible to realize robots as actual workable
machines good enough to take over human labor, given refined innovation and
progress in science and technology.

1.2.2 Robots for Production

Resulting from efforts to create integrated circuitry and electronic computers, as
well as advancing automation throughout the 1930 and 1940’s, the first industrial
robot was developed by George Devol in 19543. Together with Joseph Engelberger,
he founded the first commercial robotics company in 1961. Their first Unimate
#001 robot prototype was sold to General Motors (GM), and operated as a die
castingmachine in their factory. Various car companies in Europe also recognized
the great potential of industrial robots, and by the 1970’s, they could be seen

3Automation played a key role during the second World War, where it was applied in fighter
airplanes, landing crafts, warships, and tanks (Westerlund, 2000).
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at BMW, Volvo, Mercedes Benz, British Leyland, and Fiat carrying out simple
manufacturing tasks (Westerlund, 2000).

The generation of industrial robots developed during the 1970’s performed
very well at a number of industrial tasks, as long as the parts being manipu-
lated were positioned in exactly the right place, and the parameters were under
automatic control. While able to deal with monotonous and repetitive tasks in
production, they were rather primitive, with no external capacity to sense and
react to their environment in any significant way. Their control systems consisted
of Programmable Logic Controllers (PLC) or were programmed by an operator
by means of a teach box. They were typically programmed by recording each
task as a series of points in space, and simply replayed whenever the task was
to be performed. Because each robot had its own running program that was
dedicated to a specific task, they were lacking any self-adaptive behavior. Fur-
thermore, these robots were bolted to the floor or to a tabletop, making them
completely immobile. As such, these industrial robots were in fact too slow and
crude to effectively compete with human labor in assembly (Gasparetto and
Scalera, 2019).

Determined to make these robots able to perform more complex tasks and
manage more unstructured, constantly changing environments, billions of dollars
were invested in the 1980’s into robotics companies in the US and Japan to
such an extent that robotics was celebrated as the “next industrial revolution”
(Vincent, 1999, p. xv). During this time, much progress in robotics was achieved as
robot engineers and manufacturers shifted their focus towards electric actuators,
incorporating advanced sensors, improving robot controls and synchronization,
as well as implementing rudimentary machine vision systems to detect and
followmoving objects. Moreover, robots were alsomade far more versatile as the
development of programming languages and better control interfaces enabled
higher levels of adaptive and self-programming capabilities (Gasparetto and
Scalera, 2019). This new generation of industrial robots was much more suitable
for complex tasks and was considered capable of some low-level “intelligence”
as they used “the data coming from vision or perception systems to locate the
objects and guide the joint movements according to the task to be performed,
taking into account the possibility of small changes in the position of the objects”
(Gasparetto and Scalera, 2019, p. 31).

Despite the hype and willingness to buy industrial robots, many robotics
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companies had difficulties meeting the demand because their products were still
too expensive for most potential buyers and there was also a lack of knowledge
about how to implement such robots effectively. Consequently, a lot of the
robotics companies vanished or left the field in themiddle of the 1980’s and only by
the beginning of the 1990’s newhope in roboticswas regainedwith the prospect of
improving their robots throughmajor advancements in the software development
(Vincent, 1999). Since the turn of the 21st century, efforts in developing industrial
robots have been directed to refine the design of innovative kinematic structures
and enable them to acquire “high-level ’intelligent’ capabilities (such as performing
advanced computations, logical reasoning, deep learning, complex strategies,
collaborative behavior)” (Gasparetto and Scalera, 2019, p. 33).

1.2.3 Robots for Communication

While much of the research on developing industrial robots was dedicated to
improving their ability to solve more complex tasks required for the assembly
line, other researchers were focusing on ensuring that robots could navigate in
human environments and interact intelligently with people. With the reduced
cost of computer hardware, interest in making robots commercially available
motivated the development of robots to serve the general public in the role of
assistants, peers, and companions4.

The goal of developing robots that could potentially do more than “dirty,
dangerous, and dull” (Takayama et al., 2008) work required a more “intuitive”
interaction between robots and humans, as many people outside factories would
have very little knowledge about how they functioned. This led to a strong interest
and focus on building human-like communication channels into robots. This was
mainly done through the implementation of basic social principles adapted from
work on human-human interaction in developmental psychology (Dautenhahn,
1995). The central idea was that robots should now imitate and learn through
social cues and be able to adjust their behavior also through a form of emo-
tional intelligence. Drawing on concepts of embodied and situated awareness in
robotics by Brooks (1999), Breazeal and Scassellati (2002) developed the socially
intelligent robot KISMET that was capable of responding to its human interac-

4I find it helpful to provide some specific examples of robots that have been developed for
communication by considering the most widely known robots in the current HRI literature, though
my own personal selection is not an exhaustive list.
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tion partner with different types of facial expressions and simple vocal cues
to indicate an emotion (e.g., sadness, happiness, disgust, tiredness, calmness,
interest, surprise, fear, and anger). Equipped with a motivation and behavioral
system, KISMET was able to learn from interacting and communicating with
humans. Similarly, the socially intelligent robot LEONARDO was the first robot
to demonstrate the implementation of a computational model that utilized the
basic principle of “Theory of Mind” to recognize and account for the different
perceptions and intentions of people in collaborative tasks and social game-play
(Brooks et al., 2004). Resulting from their ambitious research project starting
back in 1986 with their series of bipedal humanoid robots (P1, P2, and P3), the
world famous ASIMO robot developed by Honda was presented to the public in
2000. It was the first bipedal walking robot capable of recognizing faces and
speech, and able to help people with service tasks such as handing over a tray,
pushing a cart, and pouring a drink (Hirose and Ogawa, 2007). Socially intelli-
gent robots were also considered as tools to provide therapy for children on the
Autism Spectrum (Dautenhahn et al., 2009) or to help post-stroke patients with
rehabilitation exercises (Matarić et al., 2007).

For more commercial use, robots were first presented as products for the
entertainmentmarket and they were not equipped with any advanced AI. As Stone
(2005) explain, simple toy robots (e.g., FURBY by Tiger Electronics, MINDSTORMS
by Lego, and AIBO by Sony) became very popular among younger and older
children, who were fast in adopting them for play and educational purposes. With
their interest in using robots for healthcare, Wada et al. (2005) developed and
promoted in 2004 the PARO robot as a form of companionship robot specifically
to the elderly in Japan, although it was later also tested and deployed in various
retirement homes in Europe (e.g., Germany, Italy and Denmark). Aiming to develop
more advanced commercial robots that were able to utilize AI advancements,
the NAO Robot developed by Aldebaran Robotics in 2008 (acquired by Softbank
Robotics in 2015) was developed for educational purpose as a method to get
school children more engaged in STEM subjects (Bertel and Hannibal, 2015). In
2014 the very same commercial robot company issued the PEPPER robot, which
was mainly intended for consumer service or support in smaller retail businesses,
as well as for domestic use.
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1.3 Trust Demand

In light of recent developments in AI and robotics that make robots increasingly
capable, it is important to ask if these advancements are also contributing to
increasing questioning of trust in late modernity, as they add to the growing sense
of risk and uncertainty that eventually renders people more vulnerable. There is
good reason to believe this is the case, and that this relates to two different but
interrelated consequences of introducing robots into society and everyday life
more broadly. First, the application of robots for both manual and emotional labor
leading to increasing replacement of human workers. Secondly, the prospect of
more regular encounters with robots in care and service has given rise to worries
about whether they could eventually substitute human contact.

1.3.1 Replacing Human Workers

In the early days, the automation of production with industrial robots was met
with optimism as the economy became more efficient and expanded, while peo-
ple benefited correspondingly from better pay. Moreover, automation of work
also led to new industries where far more people were hired than lost their jobs.
However, this changed when new scientific and technological advancements
improved the capacities of industrial robots, enabling larger-scale production
with a smaller work force – a trend we see continuing today. From the mid-1970’s,
industrial robots become competitive enough to start outweighing the costs of
human workers performing the same task. Consequently, the gap between pay
and productivity began to increase: hourly compensation fell and stagnated while
productivity kept rising. For the average factory worker, this was alarming, and
soon the attitude towards automation became a source of worry and pessimism.
As human workers lagged further and further behind, the social impact of indus-
trial robots upon the labor market started to show in the 1990’s as the fear of
unemployment came to overshadow the benefit of automatization. Predictions
of mass unemployment were also based on rapid changes in the organization of
work given new forms of information- and telecommunication in office jobs and
service industries. Both blue-collar and white-collar workers were at high risk of
losing their jobs because employers simply considered their replacement the best
strategy to reduce costs and improve profit performance through lean production
and streamlined management. These drastic changes created a polarization and
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social disintegration of society: many of the less advantaged were left to their
own devices in adapting to the new order established by a labor market that now
demanded increasingly skilled workers to look after or work alongside robots
(Rifkin, 1995).

Although many technological issues still stand in the way of developing fully
functional robot assistants, there are now also many discussion about whether
they will become advanced and versatile enough to take over work that was
previously reserved for humans because of their mental and social capabilities.
That is, with the ability to socially interact with people, robots could also take over
emotional labor and consequently may have the potential to one day replace care
givers, teachers, therapists and sales assistants. Not yet capable of providing
adequate physical support, and still struggling with basic social skills for truly
long-term care, support and service, such robots are currently marketed as mere
supplement to various existing care and service work. They are mainly used to
entertain and keep people company when their carers are too busy or tired to
meet their emotional needs. Outsourcing emotional labor to robots has been
envisioned as a way to ensure the comfort of sick or elderly people given a
shortage of work force and the continuous demand of higher productivity with
less time and resources. Because the attitude towards using robots for such
work often differs between management and employees, many people have
started to feel worried and unsure about what impact robots might have on their
employment or work conditions (Tuisku et al., 2019): managers tend to have a very
positive view on the introduction of socially intelligent robots, which they see as
a new and innovative development that could modernize and renew their centers,
facilities or businesses. As managers are mainly in charge of the organization of
the workplace, their interest in bringing robots into their workforce has increased
in connection with attempts to address increasing labor costs and a shortage of
workers willing to do care and service work. Especially in the health and eldercare
sector, it is sometimes even argued that technological solutions are required
to address “demographic pressures in countries like Japan, Germany, and the
USA to ensure the ability to care for a rapidly expanding population of aged or
otherwise vulnerable persons, economic pressures upon individuals, private or
public institutions to reduce the costs of care, social pressures to reduce growing
institutional failures to provide quality human care, and recognition of the need
to reduce the often-overwhelming physical and psychological burdens placed
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upon individual caregivers” (Vallor, 2011, p. 252). In the various service sectors,
robots have mainly been introduced to increase profit by reducing the cost of
labor and to increase customer satisfaction. In addition, the agenda to have fully
autonomous robot-driven services receives much public attention through media
coverage due to their promise of being the future of hospitality..

When people feel at risk and uncertain about whether their labor will continue
to be needed as automation and robots continue to advance, they may feel like
they can no longer take for granted a social order that ensures a basic income
for living. This also means that in order not to lose “the race against the machine”
(Brynjolfsson and McAfee, 2011, p.21), people are forced to not only reconsider
their understanding of work, but also to consider how they can keep up with a
demanding labormarket that is quickly adopting faster and cheaper technological
solutions. While the workers deemed redundant in the future high-tech workforce
face unemployment, those still left will have to increasingly ask themselves if
they can trust their new robot co-workers or so-called “co-bots” (Fast-Berglund
and Romero, 2019). Since trust is crucial for successful collaboration, a robot-
supported society where people are working alongside or together with robots
has to ensure that people are willing to trust robots to carry out the required task
on a daily basis, without fearing that their willingness to join forces could result
in loosing their own job.

1.3.2 Substituting Human Contact

Beside worries that it may only be a matter of time before there will no longer be
any work left for humans, there have also been concerns about whether advance-
ments in robotics could have a serious impact on interpersonal relationships
and access to sufficient human contact. This can be problematic, especially
when the deployment of robots for emotional labor means that both children and
elderly people are left with robot companions instead of the care or attention of
their parents, friends or care givers. The possibility of robot companions that can
offer friendship and companionship in a robot-supported society has raised the
both social and ethical concern that “we will view robotic contact as a substitute
for human contact and we will lose out on important human and social goods”
(Danaher, 2019, p. 8).

Since the 1990’s, Turkle (2011) has been studying how children and elderly
people respond and relate to robots developed to keep them company. She
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refers to “the robotic moment” as a form of mind-shift where people express
being at ease with the idea of substituting human connection with the comfort of
robots. After observing and talking to children interacting with both simple robot
toys and more sophisticated robots as if they were real creatures that could be
befriended, she realized how quickly they get attached to robots and call for their
attention. Turkle argues that these robot companions are problematic because
they offer children the comfort of friendship without the need for reciprocity that
regular contact with other people requires. She worries that allowing children to
substitute human contact with the company of robots will lead to social deskilling
or unauthentic friendship that will eventually make them addicted to “shallow,
utilitarian and pleasure-seeking interactions” (Danaher, 2019, 20).

Interested in how the substitution of human contact affects the elderly, Turkle
(2011) reports on how people in eldercare homes grow an attachment to robots
that can provide emotional comfort. Again, she paints a gloomy picture in which
the elderly left with a companion robot become isolated rather than cared for.
They turn to robots, she explains, because they seem to listen and never get
tired or impatient with them. Over time, robots that are only intended as tools to
fill in the gaps when care givers are busy become their escape from emotional
distress when feeling lonely. Others have also expressed great concerns that the
replacement of care and service workers risk that people may no longer receive
the human contact they need in order to develop properly as human beings and
maintain their well-being. The work of Sharkey and Sharkey (2010) has been
leading more philosophical discussions about the ethical issues of developing
robot nannies. They argue that the lack of human contact could have significant
psychological consequences for children and affect their well-being because
robots are not capable of meeting their emotional needs. Sparrow and Sparrow
(2006) even argue that the replacement of care workers is ethically misguided
because human touch is essential to caring for the elderly. Their worries focus
on how the elderly deprived from such contact are at risk of being objectified and
becoming even more isolated from other people than they may already be.

Expecting this tendency to continue, there are growing concerns about the risk
and uncertainties of what the consequences might be of replacing “the human
touch” of care and service workers with the cold hands of machines. From the
examples in the ethical debates, children and elderlymight end up over-trusting so-
called robot companions on the basis of forming strong emotional attachments
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regardless of whether the employment of these robots is by their own choice or
as a consequence of human staff having too little time and resources. In this
sense, one of the problematic aspect of substituting human contact with robots
for the purpose of caring or providing service to children and elderly is that the
kind of trust needed to ensure reciprocal and caring social relationships goes
beyond what they are considered capable off. How willing people are in opening
up their homes and hearts to robots from this point of view might suggest that
the affective dimension of trust in meeting ones own emotional needs is the
primary motivation when interaction with other humans is unattainable. Thus,
anxieties and worries about using robots for care and as service workers relate
to whether people would and even should trust these robots enough to share
their personal life with them despite the fact that they are incapable of doing their
intended job properly and to an acceptable standard, because robots may never
be good enough for truly long-term care, support and service..

1.3.3 Are People Left Vulnerable?

Substituting human contact with that of robot co-workers and companions re-
sulting from the replacement of workers for both manual and emotional labor
have led to warnings about the potential ethical consequences of developing
robot co-workers and companions.

The ethical concerns related to having robot co-workers in the workplace tend
to focus on the basic question of whether people will be able to thrive among their
new kinds of colleagues, and what kind of expectations people can have in terms
of their conduct as part of a team. From their analysis of whether the introduction
of robots into the workplace is to be considered a threat or an opportunity, Smids
et al. (2020) discussed some problems that cause ethical concerns and if they
could potentially have a negative impact on the human experience of meaningful
work. Having robot co-workers, they argue, is problematic if they take over too
many or the most challenging tasks: for instance, people may no longer find any
purpose in their work, people may face reduced chances for social interaction at
work or experience substantial change to their team dynamic, robots could make
the acquired skills and competences that people use for their work obsolete,
robots might keep people from developing their self-esteem or receiving social
recognition from doing their work well, robots may deprive people from exercising
their own judgment or autonomy when carrying out their work. Smids et al. (2020)
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also discuss how the workplace itself will change along with the increasing use of
robot co-workers, so that people might no longer feel like their work environment
is optimal for their own needs and comfort – the infrastructure required for robots
to navigate and operate well in a human workplace environment is considerable
and comes with many constraints (e.g., people might like to personalize their
office with ornaments that would be considered obstacles for robots or they
might be required to have a certain lighting that that is straining to human eyes,
but ensures that the robot is able to properly carry out its task). Beside these
more general ethical concerns, the question asked by Nyholm and Smids (2020)
about whether robot co-workers have the potential to be good colleagues is also
important to this discussion. As they explain, for most people, satisfying and
meaningful work consists not only of getting the job done successfully, but also in
working together with good colleagues in a team. If robot co-workers developed
to work alongside people cannot live up to the ideal of a good colleague, Nyholm
and Smids (2020) argue, it is very likely that people will struggle on both social
and psychological levels. Interestingly, reliability and trustworthiness were listed
among the 10 different common sense criteria that they suggested are essential
for a basic understanding of a good colleague. While they find it very plausible
that robot co-workers could live up to the criterion of being a reliable colleague
in terms of their task performance, the aspect of trustworthiness is much more
challenging. In line with more pessimistic arguments for why robot co-workers
cannot be trusted similarly to how people trust each others in teams, Nyholm and
Smids (2020) agree that trustworthiness is a much more demanding (though
overlapping) criterion. However, they are more optimistic about this possibility
since the growing interest in empirically studying the acceptance of robot co-
workers’ work practices has helped shed new light on this question (see e.g., the
work by Weiss et al., 2021).

Ethical concerns about the development of robot companions have gained
much more attention in the philosophical literature because the challenge to be
addressed no longer consists of simply ensuring mechanical and bodily safety,
but ensuring that no harm is being done to people looking for entertainment,
comfort or even friendship in their interactionwith robots. Especially the extensive
and deliberate use of the anthropomorphic design strategy to make companion
robots more socially capable has lead to major worries about the possible danger
of deception. Sharkey and Sharkey (2021) lay out two arguments for why the
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development of robot companions involves deception regardless of developer
intentions, and why it is problematic to both the individual and society. First
of all, as Sharkey and Sharkey (2021) argue, robot companions can deceive
people by making them believe that they have emotions. The negative impact
of this emotional deception on people stems from their attachment to robot
companions that they believe care for them, or that they believe are capable of
caring for others. Children and the elderly are particularly in danger of emotional
deception by robot companions, because they are often in much need of care and
not always able to understand what is behind the appearance, making it harder for
them to protect themselves from neglect or exploitation. Secondly, Sharkey and
Sharkey (2021) argue that the development of robot companions could have a
harmful impact on society when they are delegated tasks or decisions which they
are not qualified for because people overestimate their capabilities. From this
point, Sharkey and Sharkey (2021) assert that it is much more likely that people
will misplace trust in robot companions when they are left with a false impression
about their abilities or competences. Accordingly, they call for a deliberation
about who is ultimately responsible for wrongful deception in the development
and deployment of robot companions by also holding the people behind the
production of robots more accountable. In contrast, from his categorization
of three different high-level forms of robot deception, Danaher (2020) states
that there is something morally wrong in developing robot companions that use
various superficial social or communicative cues to hide or cover up capacities
they in fact posses. He even considers this form of robot deception a type of
betrayal, because robots misleading or concealing their capabilities can severely
undermine the relationships people hope to establish when they place their trust
in them as companions. The ways in which robot deception as betrayal can be
dealt with on a practical and legal level is an ethical concern that Danaher (2020)
thinks is important to address in the pursuit of integrating robot companions in
the everyday life of people5.

From this brief presentation of some of the most pressing ethical concerns
related to the development and more widespread use of robot co-workers and
companions, it is clear that their introduction will instigate many new questions
about how to evaluate or asses on a societal level whether they will eventually be

5For more comprehensive and detailed discussion about the ethical and legal aspects of
robot deception see e.g., Matthias (2015); Sætra (2021).
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an advantage or a disadvantage. While the benefits of robot co-workers and com-
panions motivate further research in robotics, the strongest opponents in ethical
debates claim that people are becoming increasingly vulnerable in the hands of
machines. People finding themselves working alongside more and more robot
co-workers are asked to place their trust in them in order to be successful at work
or find their work meaningful, while people looking towards robot companions
for support and care have to trust in them being aware of the potential of harmful
deception. Will technological and scientific advancements lead to people being
able to trust in their future robot co-workers and companions or consider them
trustworthy? Our vision of a fully robot-supported society might come at too high
a risk, with too much uncertainty of the long-term consequences. Given these
concerns, efforts to strengthen trust in robots and their trustworthiness as a
strategy for better diffusion of robots in society and everyday life are not only
indicated, but also urgent.

1.4 Trust in Human-Robot Interaction

Research on trust in human-robot interaction (HRI) has started to emerge as a
reply to these specific concerns of whether we can or should trust our new robot
co-workers or companions. The practical value of studying trust in HRI rests on
the assumption that people will in the long-term perspective be more likely to
accept, interact, collaborate, and engage with robots that they trust or consider
trustworthy. Yet, trust is not easy to achieve and maintain. It can be very fragile
and, when violated, recovery can take a long time. Sometimes, the loss of trust
will never be regained (Baier, 1986).

Previous work on trust in automated systems (Hoffman et al., 2013; Lee and
See, 2004; Parasuraman and Riley, 1997) has been the primary to guide HRI
studies on human trust in robots and the design of trustworthy robots, whether
in dyadic interactions or in teams. However, the physical embodiment of robots
and their usage for a wider range of tasks in more unstructured environments
means that the factors relevant to studying trust in HRI pose additional and new
challenges (Desai et al., 2009; Kessler et al., 2017).

Aswith regular human-human interaction, trust in HRI can be very complicated,
and the avoidance of inappropriate levels of trust is argued as essential for
ensuring that people do not have negative experiences in their collaboration,
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interaction and engagement with robots. Well-calibrated trust is important for
co-existence with robot co-workers and companions (Lewis et al., 2018).

1.4.1 Appropriate Level of Trust

Kok and Soh (2020) rightfully point out that it is very important to pay careful
attention to the distinction between the notion of trust and that of trustworthiness.
They characterize the distinction as lying between trust as either a property
of the human or the robot6. In their view, trust is a human property because
it is dependent on human attitude towards robots, while trustworthiness is a
property of robot that is independent of such attitude because it is determined
by more general standards. Consequently, it is possible to end up trusting an
untrustworthy robot or not trusting a trustworthy robot because these two notions
are conceptually self-sufficient. To give a concrete example, people might be in
a situation where they have to trust a service robot to help them find their way
through a busy airport in time for take-off. If people trust the robot, which then
turns out to be untrustworthy, they might head in the wrong direction. If people
do not trust the robot, which turns out to be trustworthy, they might get lost. In
both cases, they could miss their flight.

Taking this potential discrepancy into account is of great importance because
trusting an untrustworthy robot can lead to over-trust (and eventuallymisuse), and
not trusting a trustworthy robot can lead to under-trust (and eventually disuse).
Both directions of inappropriate level of trust are problematic because they result
in unhealthy trust relations between humans and robots (Kok and Soh, 2020).
From this perspective, any concerns about whether people are left vulnerable
when interacting, collaborating, and engaging with their future robot co-workers
and companions depends to a large extent on whether or not they only trust in
trustworthy robots. As such, trust is not merely to be maximized, but first of all be
appropriate or well-calibrated. Current research on trust in HRI ultimately serves
this goal of striking the right balance by either determining what factors influence
human trust in robots, or by improving the technical aspects of what goes into
developing trustworthy robots.

6I rather consider it a distinction between trust as an attitude and trustworthiness as a
property, no matter the kind of agent in question. This is a point I will return to and elaborate on
in chapter 2.
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From their meta-analysis of various empirical studies on trust in HRI, Hancock
et al. (2011) and later Hancock et al. (2020) categorize the factors that influence
or regulate trust between humans and robots into those that are mainly human-
related, robot-related, and environmental or contextual. While it can be discussed
if this specific division is the most accurate one or not, their meta-analysis does
help showing that there are many different antecedents and factors to consider
when studying or evaluating trust in HRI.

1.4.2 Trust in Robots

It would take an extensive review to make an exhaustive list of all the factors so
far studied in trust in HRI. For now, it is relevant to gain a sense of the broad scope
of factors that have been studied empirically using different methodologies and
measurements.

The main focus has been on identifying the various factors influencing the
willingness of people to trust robots given their performance. Studies include
questions about reliability (Desai et al., 2012), capability (Xie et al., 2019), timing
and magnitude of errors (Rossi et al., 2017), error types (Flook et al., 2019), failure
and feedback (Desai et al., 2013), behavior style (van den Brule et al., 2014),
approach to risk (Bridgwater et al., 2020), and vulnerability expression (Sebo et al.,
2018).

Another major strand in current HRI research is concerned with how the
physical appearance of robots plays a role in the way people would consider
trusting robots. Studies have been looking into aspects of anthropomorphism
(Natarajan and Gombolay, 2020), forms (Schaefer et al., 2012), embodiment (Reig
et al., 2019; van Maris et al., 2017), lifelike impression (Haring et al., 2013), robot
gaze (Stanton and Stevens, 2017), gender (Bryant et al., 2020), and expressive
communication (Hamacher et al., 2016).

Other factors that have been considered when exploring human trust in robots
concern framing (Cameron et al., 2015; Washburn et al., 2019), time (Kaplan
et al., 2021), transparency (Sanders et al., 2014), sense of control (Ullman and
Malle, 2017), prior experience Sanders et al. (2017), personality (Salem et al.,
2015b), interaction scenarios (Hannibal et al., 2021), adaptability (Fischer et al.,
2018), conformity (Salomons et al., 2018), social engineering (Aroyo et al., 2018),
fault justification (Correia et al., 2018), intergroup bias (Deligianis et al., 2017),
explainability (Zhu and Williams, 2020), and use choice (Sanders et al., 2019).
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1.4.3 Trustworthy Robots

When aiming to develop trustworthy robots, the challenge is to figure out how
estimation of trust during HRI can be used to help guiding actions or decisions
of robots for safe interaction and collaboration. This work requires developing a
model of trust for robots that can also be implemented.

By using human trust as a latent variable to develop trustworthy robots, dif-
ferent strategies have been proposed which take on a probabilistic graphical
approach (Xu and Dudek, 2015), a Theory of Mind approach (Vinanzi et al., 2019),
a relational-trust approach (Ono et al., 2015), contextual approach (Abate et al.,
2020), amutual trust approach (Wang et al., 2014), a Bayesian inference approach
(Fooladi Mahani et al., 2020; Guo et al., 2020), a case-based reasoning approach
(Floyd et al., 2015), and a trust-seeking approach (Xu and Dudek, 2016).

These different models of trust for robots are intended to solve different
challenges. Here, the focus has so far been on motion planning (Chen et al.,
2018; Spencer et al., 2016), collaboration (Sadrfaridpour et al., 2016), explanation
generation (Edmonds et al., 2019; Wagner and Robinette, 2021), handover (Walker
et al., 2015), long-term interaction (De Visser et al., 2020), andmulti-task settings
(Soh et al., 2020).

1.5 PhD Project

After this broader contextualization of why research into trust in HRI can be con-
sideredmore urgent than ever and how it has been picked up in recent work, I now
shift the focus towards an account of how my PhD project has been developed
and organized to engage and contribute new insights to such discussions.

1.5.1 Research Context

My PhD project was mainly located in the Trust Robots Doctoral College at TU
Wien, which was co-lead by Prof. Markus Vincze and Prof. Sabine Köszegi. The
aim of the TRDC was to provide a comprehensive analysis of trust in the applica-
tion context of AI and autonomous robots. Unique to this doctoral college, the
organizers invited early-stage researchers with various disciplinary backgrounds
to join the college to share and learn from an interdisciplinary research collab-
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oration on “trusting robots – trust in robots”7. After submitting my application,
I was one of the selected 10 PhD candidates, and I was encouraged from the
start to draw on my disciplinary background in philosophy and sociology when
developing my PhD project. With some experience already working on issues
in HRI from these two perspectives, I did not hesitate to take up this special
opportunity because it was also important to my own development as an inde-
pendent early-stage researcher. I wanted to to be part of this doctoral college
because it gave me a research context where I could engage with research on
trust in HRI without neglecting my knowledge and skills gained from my training
as a philosopher and experience with sociological theory and methods. With the
support and guidance by my main supervisor (Dr. Astrid Weiss), I found my own
and unique way of bringing the insights from philosophy and sociology on the
topic of trust into dialogue with discussions in the HRI community about how it
is possible to understand, analyze, and study trust in HRI.

My PhD project was also closely connected to the Human Behaviour and Ma-
chine Intelligence (HUMAINT) projectwithin the Joint ResearchCentre (JRC) at the
EU Commission, which is still running. Overall, the HUMAINT project aims to ex-
plore the potential impact of machine intelligence on human behavior through an
multidisciplinary understanding of human cognitive and socio-emotional capabil-
ities and decision making. The HUMAINT project has a core team of experienced
researchers and also establish a community of experts to support the project
with their expertise in cognitive science, machine learning, human-computer
interaction, and economics8. My own role as an expert in the HUMAINT project
related specifically to the collaborative work I undertook with Dr. Astrid Weiss
(TU Wien) and Dr. Vicky Charisi (JRC) where we through a series of online studies
studied trust in HRI with a focus on the aspects of vulnerability and benevolence.
This was a great opportunity for me to use again my disciplinary background in
philosophy and my experience with more human-centered HRI research to, which
was the valuable contribution I brought into our research collaboration.

Mentioning the research context is important tome, because it helps clarifying
why my PhD project should be considered a hybrid between research in HRI
and Philosophy. By hybrid, I simply mean that it might seem very theory-heavy

7More information about the TRDC can be found on the website (accessed on May 16th,
2022): http://trustrobots.acin.tuwien.ac.at

8More information about the HUMAINT project can be found on the website (accessed on
May 16th, 2022): https://ec.europa.eu/jrc/communities/en/community/humaint
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compared to a standard HRI dissertation while also atypical as a philosophy
dissertation due to the added empirical work. I believe that this will shine through
when reading the dissertation, as some chapters are purely theoretical (i.e., 2
and 3), while others are mainly reporting results from studies (i.e., 4, 5, and 6).
While working on my PhD project, as well as while writing up this dissertation,
I was always reflecting how to present such work that is in-between, which
does not come without serious challenges. However, after presenting the aim
and approach of my PhD project in the following sections, I hope that it will be
apparent why such hybrid format is necessary for my dissertation. Better still, I
might manage to show that it is exactly because of its hybrid format that my PhD
project adds new perspectives and valuable insights into current discussions on
trust in HRI. As such, I hope not only to contribute to the research field of HRI by
suggesting how to demarcate the phenomenon of trust, but also to spark interest
into the topic of trust in HRI among those coming from the field of philosophy by
challenging their application of the concept of (interpersonal) trust to the case of
robots that appear to have agency.

1.5.2 Research Aim

Trust in HRI is not easy to understand or achieve without diving into heavy theoret-
ical and methodological debates. It requires not only a sensitivity to the nuances
in the concept of trust, but also an awareness about the many ways it can be
studied empirically as it unfolds in the interactions between humans and robots.
Deliberately developing and designing robots with apparent agency adds an extra
layer of complexity to our understanding, analysis, and studies on trust in HRI. The
general aim of my PhD project was to bring the many important insights from the
fields of philosophy and sociology into current research on trust in HRI in order to
improve the way interpersonal trust between humans and robots is understood,
analyzed, and studied. More specifically, I aimed to show how a focus on the
specific relation between trust and vulnerability is paramount for the advancement
of research on trust in HRI, because it enables us to better grasp and evaluate to
what extent the phenomenon of trust in interactions between humans is similar to,
or differs from, the way trust plays out between people and robots. By suggesting
vulnerability as a necessary and active precondition of trust in HRI, I strive to lay
the groundwork for the inclusion of uncomfortable experiences, emotions and
encounters that will undoubtedly follow a stronger diffusion of robots into human
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everyday life. While I put much effort into presenting the theoretical perspectives
required in order to bring serious attention to the trust-vulnerability relation, it was
also crucial for my aim that my investigation into this relation for the context of
HRI be supported by empirical work to provide some tangible evidence. My aim is
to show that the work I present in this dissertation required a recursive exchange
between a theoretical perspective and empirical work, which pushed my PhD
project forward and places it firmly as a novel and highly relevant contribution to
audience hailing from both HRI and Philosophy.

After a lengthy and careful identification of potential research gaps in the
current literature on trust in HRI, my particular focus on the relation between trust
and vulnerability has turned out to be rather unexplored terrain. However, my aim
was not only to fill in this research gap, but also to show why my investigation
into this trust-vulnerability relation in fact facilitates deeper understanding, better
analysis, andmore careful studies of trust inHRI.With a fewexceptions (Martelaro
et al., 2016; Sebo et al., 2019; Traeger et al., 2020), very little knowledge has so far
been provided to the HRI community about how the interplay between trust and
vulnerability as one of its preconditions actually influences our understanding,
analysis, and studies of trust in HRI. With my PhD project and this dissertation, I
hope to show how I have gained some of this important knowledge.

1.5.3 Research Questions

With my PhD project, I set out to address the following research question (RQ),
which also serves as an anchor to my investigation into the topic of trust for HRI:

RQ:How can an investigation into the relation between trust and vulner-
ability advance current understanding and analysis of trust in human-
robot interaction?

In order to provide an adequate answer, it is helpful to break down the general
research question into several sub-questions, which either serve to unpack the
central aspects, or point to some of the underlying challenges at hand:

(1) How has trust been conceptualized in current HRI research?

To ensure that my PhD project is situated in cutting-edge discussions on trust
in HRI, it is important to first gain an overview of how the concept of trust has
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been considered and studied so far. This requires not only an understanding
of the various conceptual components and relationships that exist within this
concept, but also insights connected to the usage of trust in the context of HRI
specifically. Drawing mainly on the vast philosophical literature on trust, I will dive
into how the usage of the concept of trust in the context of HRI is both supported
by our current conceptual knowledge, and simultaneously challenges it. Hence,
with this first sub-question, I aim to understand how and to what extent the trust
concept has been understood and explained both outside and inside the HRI
context to evaluate how the discussion is currently framed, and whether it needs
some re-framing. In chapter 2, I present the work I undertook to address this
sub-question.

(2)What is the conceptual relationship between trust and vulnerability?

With my second sub-question, I shift the attention to the conceptual structure
of trust and present how exactly it relates to the notion of vulnerability. This
work will consist of a basic introduction to the nature and epistemology of trust,
and proceed to discussing how it can be useful for application in the HRI con-
text. My investigation into the trust-vulnerability conceptual relation is important
because it is my intention to unfold and explain in more detail the remarkable
position of vulnerability with regards to the concept of trust. I will mainly draw
on literature from sociology and philosophy of technology to explain how the
notion of vulnerability has been considered outside the field of HRI, and which
conceptualization would be useful for guiding empirical studies on trust in HRI.
In chapter 3, I present the work I undertook to address this sub-question.

(3)What are the relevant differences between the vulnerability of hu-
mans and robots?

For empirical studies on trust in HRI to start including the notion of vulnerability
as a crucial conceptual aspect, it is necessary to be very clear about whether
the meaning is consistently the same, or whether it changes when dealing with
either the human or the robot side of the interaction. Although I explore the trust-
vulnerability conceptual relation on a theoretical level, it has to be interpreted and
used differently when conducting empirical work, because the vulnerabilities of
humans and robots cannot be studied with the samemethods. Consequently, the
results and conclusions that can be drawn about the vulnerabilities of humans and
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robots will vary substantially and are in principle going in two different directions,
even though the notion of vulnerability is a joint starting point for the empirical
work. I present the work I undertook to address this sub-question in the chapters
4,5, and 6.

(4) How can vulnerability be studied empirically in relation to trust in
HRI?

Given that humans and robots are on an ontological level of very different kinds,
an account of how the application of vulnerability is to be considered also needs
further exploration for methodological discussions and the choice of methods.
With my fourth sub-question, I point to the fact that a useful operationalization
of vulnerability will need to be provided to support empirical studies on human
vulnerability for trust in HRI. When talking about robots as being potentially
vulnerable, the challenge is to ensure that the vulnerability notion even makes
sense in such a context at all, whichwould also be part of what the empirical study
itself aims to explore. I present the work I undertook to address this sub-question
in the chapters 4,5, and 6.

(5) Assuming the design of trustworthy robots to be desirable, how can
a focus on vulnerability for trust in HRI contribute to this aim?

With theoretical perspectives to direct our attention to the trust-vulnerability con-
ceptual relation, and empirical work to explore how it can be studied in the context
of HRI, the last and fifth sub-question aims to guide the discussion towards a
reflection on how this knowledge can be used for the design and development of
robots that people will trust or consider trustworthy. Understanding the potential
and limitations of the knowledge gained in assisting engineers in their develop-
ment practice requires a deeper discussion about the transfer and integration
of knowledge, which I consider by drawing on my interest in the philosophy of
science. In chapter 7, I present the work I undertook to address this sub-question.

1.5.4 Research Approach

My PhD project has been strongly theory-driven, using amultidisciplinary method-
ology which provides an approach to the understanding, analysis, and study of
trust in HRI that is rather unusual for a PhD in this field of research. This specific
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choice of research approach was motivated by my observation that there is cur-
rently a lack of deeper theoretical knowledge about the concept of trust within
the HRI community, and that much work so far tends to neglect the inclusion of
more philosophical and sociological perspectives.

While empirical studies on trust in HRI often begin in theoretical perspectives,
the results are hardly ever fed back into the discussions from which they stem
(e.g., philosophy, sociology, economics, psychology, and cognitive science). I
have chosen a theory-driven rather than data-driven research approach because
the very abstract nature of trust forces a clear and well-developed theoretical
understanding to guide empirical work. Throughout my PhD project, I have gained
a rich understanding of the theoretical assumptions and underlying commitments
of the various concepts of trust used in current HRI research before conducting
my own empirical work. At the same time, I made it a priority to ensure that any
findings from the empirical work are always connected to the broader discussions
about how to study or investigate the phenomenon of trust as it unfolds in the
interactions between humans and robots.

My PhD project is multidisciplinary at its core, as I have been working in the
intersection of philosophy, sociology, and computer science. Mymulti-disciplinary
approach to the study of trust in HRI was beneficial because it allowed me to
reduce the potential challenges with collaborative efforts across disciplines (that
often surface in mixed-disciplinary HRI teams) by clarifying and addressing the
various subtle differences in shared terminology, and supporting decisions about
which methodological assumptions to accept (or reject). Throughout the process
of developing my PhD project and writing up this dissertation, I continuously
informed myself about various disciplinary perspectives on how to understand
and study trust in HRI and complemented my research with them. Bringing
together knowledge and theories from different disciplines provides not only a
chance to understand, analyze, and study trust in HRI in a way that is sensitive
to the multiple issues and dimensions of this matter, but also enables a more
integrative stance when considering the development of trustworthy robots. Even
though research in HRI is interdisciplinary by definition, much of the work tends to
rely on more cognitive or psychological perspectives when it comes to the topic
of trust in HRI. I will show that perspectives and methods from philosophy and
sociology enrich current discussions on both a theoretical and methodological
level.
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1.6 Methodology and Methods

In my PhD project, I made use of amethodology that brings together methodology
and methods from different disciplines. From the start, I planned to make use
of conceptual analysis taken from philosophy (used for the chapters 2 and 3)
together with expert interviews that originate from sociology (used for chapter
6), and experimental study design from the field of HRI (used for the chapters 4
and 5). In this sense, my project is also multidisciplinary on the methodological
level, as I went beyond disciplinary borders for the choice of my methods (see
e.g., Fig 1.1).

Figure 1.1: The multidisciplinary methodology that I planned for my PhD project
to address my overall research question.

However, I had to make significant changes to my methodology and choice
of methods due to the global COVID-19 outbreak in March, 2020. As part of
the HUMAINT project, together with the rest of the team, I had already planned
and prepared the experimental study, and we also managed to run an in-person
technical pilot that we conducted in our laboratory located in Seville. Though
we were aware of the risk that the COVID-19 outbreak could turn into a global
pandemic at that time, we hoped to be able to carry out our studies unless it was
no longer permitted or caused any risk of harm to our participants. However,
exactly in the week we were supposed to conduct our in-person experimental
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study, countries all around Europe went into full lockdown, and we had to stop our
plans with immediate effect. We first thought, as did many, that we could simply
postpone our experimental study by twoweeks. Without any improvement in sight
with the situation of the COVID-19 outbreak, and equipped only with home-office
resources, we were forced to discuss over several meetings what alternative
plan we might be able to use. In the end, it required a complete redesign as we
decided to transfer the planned experimental design into an online study by using
instead the format of an interactive survey (see e.g., Fig 1.2).

Figure 1.2: The multidisciplinary methodology that I actually used for my PhD
project to address my overall research question.

Without any experiencemaking online surveys, I had to figure out in record time
how to ensure that our online study could be designed in away thatmade it similar
enough to our planned experimental study design. Using the basic methodology
and methods of experimental study design, I developed in collaboration with Dr.
AstridWeiss and Dr. Vicky Charisi from theHUMAINT project our interactive online
survey that we ended up using for the online study, and the follow-up version (see
more detailed explanation in the chapters 4 and 5). Without knowing that the
initial lockdown would be followed by many more, in the summer of 2020, with
the support of my supervisor, I started planning for an in-person experimental
HRI study in collaboration with the HRI team lead by Prof. Young at the University
of Manitoba, Canada. Again, after having put much effort into the preparations
, we were forced to cancel all our plans because traveling to Canada was not
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possible within the time frame needed to include this work as part of my PhD
project. Furthermore, all the expert interviews (with the exception of the very first
one) that I conducted for my PhD project took place online (see chapter 6 for
further details). While in-person interviews are the most ideal way of conducting
data collection, I believe that the online format was a reasonable alternative in a
time where there was no other option. Luckily, the effort I put into the conceptual
analysis was not effected by the global COVID-19 outbreak in any significant way.

To ensure that the methods I planned and used for my PhD project are familiar
to those who belong mainly to only one of the disciplines I bring together, in the
following section, I will provide a brief explanation of the basic idea behind each
of them.

1.6.1 Conceptual Analysis

Careful conceptual analysis is rare within the field of HRI because lexical or
borrowed definitions are often considered sufficient. The lack of careful con-
ceptual analysis is problematic because it hinders adequate understanding of
the specific phenomenon in question as well as possible explorations of how
best to study it given our current scientific theories and methods. Despite recent
discussions in philosophy about whether philosophical questions are merely
conceptual ones (Williamson, 2007), conceptual analysis is by many considered
one of the most predominant and defining methods in philosophy today. This
method gained influence mainly in the analytic tradition of philosophy that de-
veloped in the 20th and 21th century. Today, it is characterized as the “linguistic
turn” because it was heavily promoted by those members of the Vienna Circle
that adhered to logical positivism, later also known as logical empiricism (Glock,
2008). Roughly, the goal of conceptual analysis is to provide an answer to the
question of the structure “what is X?” by stating the individually necessary and
sufficient conditions for the given phenomenon denoted by X. By asking this kind
of question, as explained by Knobe and Nichols (2008), the philosophical method
of conceptual analysis “attempts to identify precisely the meaning of a concept
used to capture the phenomenon in question by breaking the concept into its
essential components, which themselves typically involve further concepts. In an
attempt to determine the meaning of a philosophically important concept, one
often considers whether the concept applies in various possible cases” (p. 4).
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In my PhD project, I used this philosophical method of conceptual analysis
to explore the notions of trust and vulnerability to guide the empirical work (as
presented in 4, 5, and 6). Specifically, I made use of the variation of conceptual
analysis that aims to be constructive and to provide “explicit relation among
terms or concepts of a language within our conceptual theory of that language”
(Kosterec, 2016, pp. 221-22). Using a constructive conceptual analysis broadens
our knowledge about how various concepts relate, either by postulating new
relations, or by affirming that some already known relations are present within
new regions of a specific language or discourse. As a result, it is possible to
introduce new terms or concepts into language usage that were previously lacking
in the initial and explicit conceptual theory. Though many philosophers learn to
use the method of constructive conceptual analysis indirectly by reading and
writing philosophical texts on various topics, the guideline proposed by Kosterec
(2016) consisting of six basic steps to take for a good analysis: (1) specify the
initial conceptual background CB, (2) formulate the conceptual problem P, (3)
state the new conceptual relation R, (4) formulate tests T of the conceptual
relation R within CB, (5) elaborate the new relation R by tests T respecting CB,
and (6) if the relation R succeeds in tests, declare it a part of CB.

As (Bennett, 2017) argues, it is important to keep inmind that serious problems
can arise when using the philosophical method of conceptual analysis exclusively
because it is essentially operating on the descriptive level of analysis. Thus, any
normative proposals to change or improve current concepts needs to be guided
by considerations external to the specific conceptual theory as it is expressed
in any given language (Thomasson, 2015). In my PhD project, I have included
theoretical perspectives on trust and vulnerability from both philosophy and
sociology discussions to ensure that my constructive conceptual analysis would
be able to support my empirical work on trust in HRI.

1.6.2 Experimental Study

For the empirical work I planned and did undertake (with some modification) to
examine human experience of vulnerability as a precondition for trust in HRI, I
used the methodology and methods of an experimental study. As Bartneck et al.
(2020) write in their introductory textbook into HRI research, it has become a
very established practice in the HRI community to conduct experimental studies.
The primary unit of analysis in such studies is the interaction between humans
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and robots. The results of experimental HRI studies are often used to gain either
knowledge about the required functionality and design of robots (robot-centered),
or to understand the attitudes or behaviors of people towards robots (human-
centered) for successful HRI. I used the style of a human-centered experimental
study for my PhD project, which was also exploratory in nature, as research
into the vulnerability of humans as a precondition for trust in HRI has not yet
been carried out. As such, my experimental human-centered HRI study aimed
to gain fundamental knowledge about whether the vulnerability of humans as a
precondition for trust was also of relevance in the context of trust in HRI.

On a very practical level, I planned to use a between-subjects design for my
experimental study, and I required at least 30 participants for each experimental
condition9. Moreover, the target population of my experimental human-centered
HRI study is that of the general public, since I connect my understanding of
human vulnerability to the discussions of vulnerability as part of the human
condition. Consequently, the sample of participants consisted of people that
were diverse in terms of gender, nationality, age, educational level and type, as
well as familiarity with robots. Ideally, the population sample for my experimental
study would have to also be collected randomly in the sense that all members of
the target population have an equal chance of being included in the participant
sample (Hesse-Biber, 2010), though our actual sample poll tended to be more
representative of the special groups of university students, researchers, and
people from the more Western part of the world. It is also important to mention
that I used only a single and short interaction between the human participant and
the robot for my experimental HRI study design, even though this decision also
lends itself to problems with the novelty effect10 (Belpaeme, 2020). However, by
acknowledging this methodological limitation, I can be transparent about how
this physiological effect might influence the results and do my best to take this
into account when analyzing and interpreting the data I collected .

For the data collection and analysis, I used themethodology ofmixed-methods
as establishedwithin the social sciences in the late 1980’s to early 1990’s (Creswell
and Creswell, 2018; Hesse-Biber, 2010), which has also gained some popularity

9I decided on this specific number of participants because it is recommended in the HRI
community to have a minimum of 25 participants per condition (Bartneck et al., 2020).

10According to Belpaeme (2020), the novelty effect in the current HRI literature is used to
explain the possibility of finding either too positive or too negative effects in the results because
participants are new or unfamiliar with the robot, the study setting, or interaction design.
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for experimental studies in the HRI community (Bartneck et al., 2020). Mixed-
methods is considered pragmatic in terms of its methodology because the un-
derlying worldview argues that quantitative methods (rooted in a positivist world-
view) and qualitative methods (from a constructivist or transformative worldview)
are complementary and provide a more complete understanding of a research
problem than either of them separately. More precisely, I used a convergentmixed-
methods design methodology, “in which the researcher converges or merges
quantitative and qualitative data in order to provide a comprehensive analysis
of the research problem” (Creswell and Creswell, 2018, p. 52). By using ques-
tionnaires, open-ended questions and semi-structured interviews, I collected and
analyzed both forms of data more or less in parallel, so that the interpretation
of the overall result has integrated important findings from various datasets.
With this choice of design, the rigor and credibility of my experimental human-
centered HRI study was ensured by the method of triangulation, as the validity of
the results and findings was always cross-checked against the different datasets
(Hesse-Biber, 2010).

Given that I was not able to in fact carry outmy planned in-person experimental
HRI study, I will point out the important changes that we have made to the
methodology and methods so far. First of all, I used the format of an interactive
online survey instead of having people come into the laboratory to interact with
the robot. I addressed this challenge with my new study design by having a
module in the interactive online survey in which the participants had to click
their way through an interaction scenario with the PEPPER robot (see a more
detailed description of the structure and components in the chapters 4 and
5). Secondly, we decided for our follow-up online study to complement our
interactive online survey with a collection of semi-structured interviews with
some of the participants (see chapter 5 for a more detailed description). Thus,
while the studies conducted for my PhD project are not officially regular in-person
experimental HRI studies, many of the overall methodological assumptions and
decision for the choice of methods are very similar to what I have described
in this section. I also provide further explanations in the discussion section of
the chapters 4 and 5 on how our development and use of the interactive online
survey proves a very promising alternative for data collection along the lines of an
experimental study when in-person meetings are either very limited or impossible.
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1.6.3 Expert Interviews

The empirical work that focused on exploring the vulnerabilities of robots was
informed and supported by the methodology and method of interviewing experts
with state-of-the-art knowledge about the technical challenges of developing
robots. An expert interview is a method used for qualitative research in soci-
ology used to gather and utilize expert knowledge (Meuser and Nagel, 2009).
Though expert interviews are widely and commonly used within sociology, it is
only recently that a strong methodological foundation of this method has been
discussed and established, as part of discussions within sociology of knowledge
(Bogner et al., 2009). While expert interviews are mainly considered a very effec-
tive method for gathering more specific information about a particular subject
matter or domain, careful reflections are required when using this method be-
cause “issues of what constitutes an expert, the differences between the various
forms of expert interviews and their role in research design” (Bogner et al., 2009,
p. 1) quickly arise.

Differently fromearly approacheswithin sociology of knowledge to themethod
of an expert interview, I take into account for my own PhD project that the expert
knowledge that can be collected cannot be reduced or purely defined by the
practice of specific professions with which it might be associated (i.e., expert
knowledge on robots may not be limited to the knowledge an engineer in robotics
has). Therefore, I interpret experts as people who have privileged access to
information and play an active role in structuring and defining the relevant issues
or problems. Thus, what makes someone an expert is that their practice and
experience clearly address a demarcated range of problems within a specific
domain, which others find meaningful and can guide their actions by (Meuser
and Nagel, 2009). In more precise terms, I conducted interviews according to
the methodology of “systematic expert interview” (Bogner and Menz, 2009; Flick,
2009) because the purpose was to obtain systematic and complete information
on “objective” matters about trust in HRI. That is, providing an individual portrait
of the expert and their knowledge is not the primary object of interest. The
focus is rather on the function of experts as informants who provide information
about the problems or questions being investigated, by presenting “facts” and
elaborations drawn from their specialized knowledge. For this reason, data
collected by means of systematic expert interviews always has to be comparable
to the specific subject matter or domain, which in the case of my PhD project
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was the topic of trust.

The pool of experts selected for my PhD project was based on purposive
sampling, where a potential expert for interviewing is chosen according to their
domain expertise as it relates to the specific research question. As such, “expert”
is to be conceptualized inmy PhD project as a relational term, insofar as the selec-
tion of persons to be interviewed depends on the question at hand and the domain
being investigated. Additionally, I asked the experts interviewed whether they
could suggest other relevant experts for consideration, thus extending and supple-
menting my purposive sample strategy with that of snowball sampling (Biernacki
and Waldorf, 1981; Handcock and Gile, 2011; Miller and Brewer, 2003). Snowball
sampling is particularly beneficial for interviewing experts, as this strategy can
help overcome the difficulty of gaining access to wider circles of experts more
effectively, and has the potential of ensuring a saturation principle is reached. The
data collection for my PhD project rested on the use of semi-structured interviews.
Ensuring that my interviews with experts were semi-structured was important to
ensure a systematic exploration, because the topic of robot vulnerabilities is still
rather uncharted and scarce in the current HRI literature, therefore requiring a
more exploratory approach as a start.

I analyzed the data collected from the expert interviews using the six-step
procedure provided by Meuser and Nagel (2009): (1) transcription (audio record
the interview and thereafter transcribe only the thematically relevant passages. I
focused on the thematic units rather than prosodic and paralinguistic elements),
(2) Paraphrasing (paraphrase the conversation as it unfolds and account for
the opinion of the interviewee according to the intended meaning), (3) Coding
(order the phrased passages thematically while keeping as close to the text as
possible and adopting the terminology of the interviewee. The amount of codes
for sorting the passages will depend on howmany topics will be addressed by the
interviewee), (4) Comparison (go beyond the individual interviews by comparing
the thematic passages with each other. To ensure soundness, completeness,
and validity, each category for the different passages might be revised during
this process), (5) Conceptualization (condense and formulate the commonly
shared knowledge among the interviewees as it has been categorized through
the process of coding and comparison. The result will be statements referring
to structures of expert knowledge as the common and different features of the
interviews are elaborated and conceptualized according to the theoretical knowl-
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edge base), and (6) Generalization (contextualize and frame the empirical general
findings through theoretical perspectives where themeaning structures emerging
from the interviews will be connected and will form topologies and theories. This
reconstructive process enables previous loose ends and unconnected findings
to be brought into new light).

1.6.4 Research Ethics

I planned and didmy best to ensure the protection and integrity of the participants
taking part inmy empirical work formy PhD project by following the four-fold strat-
egy suggested by Flick (2009): (1) ensure voluntary consent by the participants
in advance, based on sufficient and adequate information about the research
project and its aim, (2) avoid causing any unnecessary harm to the participants
in the process of collecting data, (3) do justice to the participants when analyzing
and interpreting the collected data, and (4) guarantee the confidentiality and
anonymity of all the participants when writing down and presenting the results
and findings.

On a practical level, it is important to mention that there was no official ethics
board at TU Wien that was in charge of providing a standardized procedure for
ethical approval of my empirical work at the time when I was conducting my two
online studies and expert interviews. Only since 2020 has TU Wien been testing
a concept of a Research Ethics Committee (Pilot REC) based on peer review to
ensure a future procedure for basic standards of research ethics. However, I did
my best to compensate for the lack of ethical approval of my empirical work. I
was in contact with Dr. Marjo Rauhala about my expert interview. Because Marjo
supports all researchers at TU Wien on a daily basis with the identification of
questions regarding research ethics in the role as the leader of the service unit of
Responsible Research Practices11, I received some feedback on both my project
description and consent form so they would live up to basic standards for good
research practice. For guidance about how to follow the EU regulations of GDPR,
I was in contact with Assoc. Prof. Peter Purgathofer, who has the role of Data
Protection Coordinator at the Faculty of Informatics, TU Wien. This information
was also provided on the consent forms that the experts were asked to sign as

11For more information about the service unit of Responsible Research Practices at TU Wien,
I suggest visiting their website: https://www.tuwien.at/en/research/rti-support/
responsible-research-practices
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preparation for their interviews (see e.g., Figure C.3 in appendix C). Additionally, I
was able to get ethical approval for the online study and its follow-up version from
the ethics board at the EU commission, as this empirical work was conducted
as part of the the HUMAINT project. At the very beginning, we discussed with
and asked the PI of the HUMAINT project whether a separate ethical approval
was necessary, but our slight changes to the consent forms were considered
acceptable, as the original approval also covered research with children that
normally requires even stricter procedure.

Overall, we were able to impose all four principles of ethical research when
conducting my online study and the follow-up version. This was partly ensured
through the information provided on the consent forms we developed for our
interactive online survey (see e.g., Figure A.1 in appendix A). We also provided
more detailed information about the project aim and what they as participants
were asked to do for their participation in our online study, though only after
consent was provided. We made sure to provide this basic information earlier
for our follow-up and improved online study (see e.g., Figure B.1 in appendix A).
For conducting my expert interviews, I provided all expert with a PDF file with the
project description that they were going to be interviewed for (see e.g., Figure
C.2 in appendix C), which was attached to the email invitation (see e.g., Figure
C.1 in appendix C). Given the nature of the expert interview, I left out principle 4
for the informed consent of the experts, as it stated in the consent that I could
use the name, professional title and affiliation for the purpose of quotations (see
e.g., Figure C.3 in appendix C).

I would also like to mention that I obtained an official certificate on research
ethics as part of my preparation for the planned in-person experimental study
with the HRI team at the University of Manitoba, Canada. It was a requirement
from the side of the university that all members of the project team must prove
that they completed the course “Tri-Council Policy Statement: Ethical Conduct for
Research Involving Humans” (TCPS 2)12 as instructed by the Interagency Advisory
Panel on Research Ethics in Canada13. Because the TCPS 2 course consisted
of multiple tests on how to navigate research ethics involving human subjects, I

12The content and structure of the TCPS 2 course can be found on the following website:
https://tcps2core.ca/welcome. Back in June 2020 I took the course “TCPS 2: CORE-2018”,
which has now been updated to the new version of “TCPS 2: CORE-2022”.

13Visit the website of the Interagency Advisory Panel on Research Ethics for more information:
https://ethics.gc.ca/eng/home.html
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received some training that I now also consider a very important part of my path
towards becoming a responsible HRI research even though this was not required
for obtaining my PhD project at TU Wien.

1.7 Main Contributions
With my PhD project I contribute mainly to the research field of HRI by closing
a gap in discussions and studies on trust in HRI that currently overlook the
importance of vulnerability, though I also provide some input to current discussion
on trust for research in philosophy and sociology. My contributions to these
discussions relate to improvements on both a theoretical and methodological
level, as well as considerations about how this knowledge gained can be of
benefit to the engineering practice specifically. While I present in chapter 8 an
account of how my work contributes to current discussions about trust in HRI
by answering my overall research question and sub-questions, I will highlight
already in the following sections some of the main contributions.

1.7.1 Theoretical Refinement

From the work on my PhD project mainly presented in the chapters 2 and 3, I
achieve several theoretical contributions through my careful conceptual analysis:

• I account for and emphasize vulnerability as a necessary and active pre-
condition of trust, where risk and uncertainty are the two others. This work
requires a deep understanding of how the various concepts that make up
the rich notion of (interpersonal) trust relate to each other.

• From this analysis, I provide a theoretical account of how to conceptualize
the relation between trust and vulnerability beyond characterizations that
take it to be exclusively a matter of properties. As an alternative, I present
my event approach for trust in HRI, which focuses on how to identify and
evaluate whether trust between humans and robots emerges from the
interaction where both parties play an important role in establishing trust
(be it in a positive or negative reinforcement).

• Zooming in on the very specific trust-vulnerability relation, I also provide a
definition of trust that includes the preconditions of vulnerability as it has not
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been considered in research on trust in HRI so far. Moreover, this working
definition can support hypothesis generation when aiming to empirically
study trust in HRI.

1.7.2 Empirical Anchors

My empirical work for this PhD project is going to be presented in the chapters 4,
5, and 6. Though each study contains several interesting contributions, I list for
now only the main ones for each of them:

• In the online study where we investigate human experience of vulnerability
for trust in HRI through different interaction scenarios , wewere able to show
that there is a relationship between the very ordinary, mundane, and familiar
situation of clothes shopping with the help of a robot and the experience by
people of feeling vulnerable given their expression of discomfort during the
interaction. From a discussion of our results, we argue that such findings
provides interesting input to current methodological discussion about how
to study trust in HRI in situations that are closer to the everyday lives of
people.

• By further investigating human experience of vulnerability for trust in HRI
within the privacy scenario specifically as presented in our follow-up online
study, we also found that although some people did report that they felt
vulnerable in the time of the interaction they also did consider interacting
or engaging with the same robot again in a real-life situation despite having
their trust violated through a mild privacy breach. Their motivation for
trusting the imperfect robotwas basedmainly on their expectation of gaining
utility or entertainment value, which we concluded suggests that the trust
people place in the robot within this specific privacy scenario is based
on a lower opinion of the interaction benefit that is commonly higher for
interpersonal trust between humans when considering the philosophical
literature.

• Aiming to explore the vulnerabilities of robots through expert interviewswith
leading roboticists, I identified and discussed that successful (or positive)
trust in HRI is not only about how well robots function, navigate, and behave
in a dynamic world. The development of strategies for how robots cope
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with malicious people turns out to be important for trust in HRI, as mutual
recognition of the others vulnerability is essential for trust to play a role in
the bettering of interaction, collaboration or engagement between humans
and robot.

1.7.3 Potential Alliance

In chapter 7, I discuss how the accumulation of all the things I learned from my
PhD project gave rise to a multitude of meta-reflections. Following the same
structure, I will provide a short description here of how the different points for
discussion add to the list of my contributions:

• To find a good way to infuse my theoretical perspectives on trust in HRI
into the HRI community, I initiated and organized together with some col-
leagues the HRI’22 “Theory-Grounded Human-Robot Interaction” (THEORIA)
workshop. With our attempt to bring together HRI researchers interested
in theory and theorizing (with 76 people preregistering to participate in
total), we were able to identify and meet the increasing demand within the
community to discuss how to establish and promote more theory-driven
HRI research. With my own theory-driven PhD project, I believe I have also
provided some basic insight into how theoretical perspectives from philos-
ophy can be beneficial in making the complex and very abstract concept of
trust accessible to HRI research, and shown how this approach can help
tease out conceptual relations worth exploring through empirical work.

• Together with a colleague, I set out to explore how to best infuse the knowl-
edge gained about (interpersonal) trust in HRI into the community of robot
engineers by facilitating a pilot workshop on the specific theme of “de-
signing for trust in HRI”. By combining our card-based design tool with a
scenario-based design methodology, we were able to provide a foundation
for the knowledge transfer of the various dimensions of the concept of trust
for engineers developing robots mainly through constraint-based problem
solving. From further reflection on how successful we were with our pilot
workshop, I also anticipate the potential knowledge transfer of the concept
of trust for the specific engineering practice on the stages of testing and
evaluating whether robots function or behave in a way that would enable
people to trust in them based on their perceived trustworthiness.
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• Last, but not least, I have throughout the whole process of my PhD project
come to know myself better in terms of how to position myself in the
typical identification of philosophers as either logicians or ethicists: I have
come to identify as an experimental philosopher. This also allows me to
position myself clearly in interdisciplinary collaborations. What I hope
others from the HRI community can learn from my own development as
an (experimental) philosopher doing HRI research is that the old wisdom
of knowing yourself (as famously inscribed over the temple in Delphi) can
foster collaborations across disciplines borders because the realization
of knowing what you do not know ensures that members of the team are
ready to learn from each other.

1.8 Dissertation Overview

My dissertation presents a written documentation ofmy PhD project in a selective
and organized manner. It consists of eight chapters in total that collectively serve
to bring the various processes and components of my PhD project into a joint
narrative addressing the research question and sub-questions. Overall, there
is first an introductory chapter, then two chapters that present the theoretical
perspectives, followed by three chapters laying out the empirical work, a longer
discussion chapter about the knowledge transfer and integration of the main
findings, and finally, a last chapter containing the conclusion. (see e.g., Fig. 1.3).

With chapter 1, I have startedmy dissertation with a very broad introduction. In
this first part, I presented howcurrent research on trust in HRI sits in the slipstream
of a longer and ongoing discussion about how people in late modernity interact
with and relate to technology. I also presented the current state-of-the-art in HRI
regarding the topic of trust specifically. Against this backdrop, I used the second
part of the introduction to presented the overall motivation and aim of my PhD
project, and how I planned to address my research question using a theory-driven
and multi-disciplinary approach.

In chapter 2, I will provide a basic account of the concept of trust and how
it is possible to apply it in the context of HRI. This work leads to my proposal
of an event approach to trust in HRI, which highlights how vulnerability stands
in distinctive conceptual relation to trust as one of its preconditions. Based on
this insight, I offer a working definition of trust for use in the context of HRI,

41



1. INTRODUCTION

Figure 1.3: A visual overview of the dissertation structure and the connection
between the chapters.

which takes into consideration the conceptual relationship between trust and
vulnerability.

Zooming in on the notion of vulnerability, I will in chapter 3 explain why ad-
dressing vulnerability is often avoided in current research on trust in HRI. From
this, I account for how I understand and apply the notion of vulnerability in the
context of HRI, and show how this allows me to focus on different themes in the
analysis and study of trust in HRI. I also discuss how the notion of vulnerability
cannot be interpreted and treated in the same manner when considering the
perspective of humans and robots.
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In chapter 4, I present the results of a theory-driven HRI study that aimed to
explore human experience of vulnerability in the context of clothes shopping
with a robot assistant through the themes of economy, privacy, and transparency.
Intended as a proof-of-concept study, we designed and conducted an interactive
online survey that demonstrates that it is possible to measure that there is a rela-
tionship between human experience of vulnerability and the ordinary, mundane,
and familiar situation of clothes shopping when people have to trust in robots or
find them trustworthy.

I then present a follow-up study in chapter 5, which dives into the theme of
privacy for a more detailed view on how people experience their vulnerability
when they have to trust in a robot for clothes shopping. Among several interesting
findings and points for discussion, we conclude that the main motivation for
people to interact with a robot again after the trust-violation instance of a mild
privacy breach that also left them with an experience of vulnerability was driven
by the simple added values of utility and entertainment.

The results of several experts interviews that I conducted to explore in which
way robots can be considered vulnerable will be presented in chapter 6. From
this work, I was able to identify in total 13 categories of vulnerability that can
be grouped into the different themes of embodiment, processing, people, and
environment. In the discussion, I specifically focus on how experts interpreted
the notion of vulnerability, and howmalicious human behavior can be problematic
when considering mutual trust in HRI.

I take a step back in chapter 7 to reflect and bring into discussion howmywork
contributes to the field of HRI as part of more contemporary computer science.
My aim is to clarify how I transfer and integrate the knowledge I accumulated
in a way that it is useful to the HRI community. I also consider the different
roles philosophers in the HRI community can take, and position myself as an
experimental philosopher given the work I have undertaken in my PhD project
and present in this dissertation.

In chapter 8, I conclude this dissertation by providing short answers to my
posed sub-questions and overall research question, pointing towards future work
given the knowledge and insights I have gained, and adding a last remark to
express how my work in carrying out this PhD project is part of a longer journey.
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CHAPTER 2
Foundation of Trust

[...] “neglect leads to fragmentation of
meaning, which seems to justify further
neglect and further fragmentation until
eventually a concept can disappear
entirely.”

Zagzebski (2009, pp. 141-142)

Part of section 2.3 and 2.4 in this chapter will appear as a book chapter orga-
nized and edited by the co-organizers of the Trust Robots Doctoral College (TU
Wien) as: Hannibal, G. & Weiss, A. (forthcoming, 2022). Exploring the Situated
Vulnerabilities of Robots For Interpersonal Trust in Human-Robot Interaction (pp.
1-19). Vienna, Austria: TU Wien Academic Press.

I will in this chapter take a specific philosophical perspective on the complex
topic of trust and offer some basic understanding and conceptual clarification.
This work is important not only because trust has been so widely studied across
various disciplines that each highlights different aspects and methods for its
exploration, but also because trust is a very abstract concept that easily slips out
of hand. While this broad perspective on the topic of trust might seem very far
away from the more narrow theme of this dissertation, I believe it is necessary to
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start out with this groundwork to limit any unnecessary confusion later on when
moving on to how trust can be understood in the specific context of human-robot
interaction.

Readingmyway through some of themost influential work on the topic of trust,
and considering also the continuously growing body of literature, this chapter
is motivated by my observation that much discussion on the topic of trust is to
a large extent easily blurred because of an inability to clearly separate from the
start themetaphysical questions about trust from its epistemological questions.
For this reason, I have chosen to use this distinction also for the structure of this
chapter, to show why these different questions are treated best separately. The
important difference I wish to highlight is that the metaphysical questions deals
with the nature of trust while the epistemological questions are more concerned
with identifying the reasons for trusting to be placed well.

2.1 The Metaphysics

Very simply put, metaphysics1 is a branch of philosophy that aims to account
systematically for existence by answering questions in the most general way
about what there is and how it is (Loux and Crisp, 2017). In my dissertation, I will
allude to metaphysical questions about trust by asking what trust is in itself. To
provide any satisfactory answer, the aimmust be to get as close to the true nature
of the trust phenomenon as possible. Even though there are many metaphysical
questions that should be addressed for a proper and extensive account of trust, I
will only be dealing with its relation type and objects , which I deemmost relevant
to any further investigation of studying trust in HRI.

1To those not so familiar with philosophy and its core disciplines, metaphysics might sound
like something above or beyond physics in a way that evoke thoughts about the mysterious or
even occult. The origin of metaphysics, however, is actually rather accidental. It was coined by an
(unimaginative) editor in ancient Greece who decided to name the books of Aristotle according
to their order. Since “meta” actually meant “after” in ancient Greek, all the books referred to as
the metaphysics were simply those that came after the books on physics. As a more serious
reflection, there is today ongoing discussions in contemporary philosophy about what exactly is
meant with “metaphysics” as a special philosophical discipline with its own subject matter and
methodology.
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2.1.1 Trust Relation

There is a fundamental distinction to be made in our understanding of trust
concerning its scope, that revolves around the kind of relation it can be said to
constitute in the sense of one-place, two-place or three-place. As the one-place
relation of trust is recognized as central to discussions about what can be said
about the trust-giver (i.e., trust as virtue, emotion, character or personality trait), I
will in this section lay out the difference between the two-place and three-place
relation of trust, with a view towards more recent discussions in the philosophy
of trust.

According to Domenicucci and Holton (2016), trust in its most basic form
can be considered a two-place relation with the predicate instance of ’A trusts
B’. Drawing a parallel to the notions of love and friendship, they explain that
conceiving of trust as two-place means that an agent A trust in another agent B
simpliciter because there is no particular feature, behavior or accomplishment
on which this trust is contingent. Trust as a two-place relation between agents is
that which “we might have in a parent, or a partner, or a child who is old enough”
(Domenicucci and Holton, 2016, p. 151). For this reason, they consider the two-
place relation of trust as more fundamental than trust as three-place, which they
support with a logical argument. Against the argument that two-place relation
is just a more generalized version of the three-place relation of trust given the
range of the quantification (i.e., “I trust you to F, for some class of F” (p. 152)),
Domenicucci and Holton (2016) assert that trust in this view does not support
the common intuition that often stands as the explanation or justification for
F in the ordinary use of language (e.g., “Alright, I trust you. You can borrow my
car”). To stress this interpretation, they also point out that trust in the two-place
relation undergoes a significant change if considered in the present continuous
construction (i.e., “I am trusting you”) because it suddenly require further inquiry
(i.e., “trusting me to do what?” (p.153))2. Understanding trust in terms of a two-
place relation as presented and defended by Domenicucci and Holton (2016)
means that there is not a third predicate instance included, which means that

2How their account of the two-place relation of trust is able to deal with trust as partial or
being a matter of degree, is something Domenicucci and Holton (2016) also address because it is
considered a strong objection. Although such a discussion is very interesting for a more in-depth
philosophical account of the trust relation, it is not necessary to further my own argument .
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they take trust to be “primarily an attitude to a person” (p. 155). Overall, trust from
this perspective will always have to start from consideration of what is going
on internally with the agent A (e.g., private thoughts, opinions, motives, beliefs,
attitudes, emotions). Thus, trust as two-place relation is not always visible or
observable from a third-person perspective.

Quite differently, to consider trust as a three-place relation is the claim that
it involves an agent A, an agent B, and that which an agent B is being entrusted
with (Baier, 1986). It takes the predicate instance of ’A trust B to do C’. To get a
feeling of the logical structure more clearly in the way it is also reflected in more
ordinary language use, consider the following examples:

(a) Lisa trusts her boyfriend to look after her purse. (b) Anne trusts
Clare to bring their cat to the vet. (c) Peter trusts the plumber to repair
the sink. (d) The instructor trusts the student to be on time.

It is evident in all four examples that the trust mentioned is very closely connect
to the action of agent A rather than how this agent is regarded – it is determined
by the overt behavior of agent A to entrust agent B to do (or to not do) something.
This added predicate instance of C most often brings into the picture a specific
task conducive to the achievement of a certain goal (i.e., Lisa wanting to avoid
loosing her possessions, Anna wanting to ensure the health of the cat, Peter
wanting to get the sink working again, the instructor to start the lesson). As such,
the three-place relation of trust is viewed and understood as a way of interacting
with the world or other agents, which makes it determined by something that is
external to agent A. This might be one reason for why the three-place relation of
trust is to this day still the most examined and endorsed form of trust relation in
current literature debating the nature of trust. The appeal, as I see it, stems from
the eagerness among most philosophers (and indeed also among most social
scientists) to show that trust is always tied to the social reality of humans, to
which it is often said to be crucial. So while trust as a three-place relation cannot
be considered as fundamental as that of a two-place relation considering the
argument provided by Domenicucci and Holton (2016), it is nevertheless taken
by many, in the discussion about trust, as the starting point for its understanding
and analysis3.

3Especially some philosophers from the modern analytic tradition tend to advocate for the
three-place relation of trust as primary to such an extent that someone new to the discussion
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However, because trust in the form of a three-place relation is conceived of
as something that an agent does first of all, it is of worry that its more simplistic
version is too similar to another very well known, but still rather different, three-
place relation – that of reliance (i.e., agent A relies on agent B to prepare the
dinner)4. While it is recognized that trust cannot be reduced or collapsed to
mere reliance, one of the biggest reasons for disagreement within the philosophy
of trust is in identifying what exactly is present (or absent) for this distinction
to be upheld5. Thus, proponents of the three-place relation of trust will usually
add some extra factor related to norms or morality to their account because
consideration only of performance highlighted by this simplistic view would
otherwise make it indistinguishable from the three-place relation of reliance
(Thompson, 2017). This desire to allow reliance to be embedded into the three-
place relation of trust only in an accompanying role, not as something that exhaust
trust, results from the observation that people tend to muddle together trust and
reliance in their ordinary way of speaking. Since philosophers do to a large extend
concern themselves with how language reflects our intuition of trust, they do
want to understand and analyze those instances in which the phenomenon is
both logically and grammatically about something (as shown in the examples of
the three-place relations of trust already provided).

While discussing whether the two-place or the three-place relation is to be
preferred over the other for a proper understanding and analysis of trust, I will in
this dissertation only be dealing with the latter. First of all, it is a more appropriate
aim to demand trust in the form of a three-place relation for the context of HRI,
because it brings into scope the behavior of a robot. The two-place relation of
trust allows it to remain only a mental disposition detached from its interactive
component, which is counterproductive since HRI is about interactions between
humans and robots. Furthermore, because the main argument for the develop-
ment of robots is related to their utility (i.e., the robots should support or assist
workers in factories, the elderly at home, children with learning, or provide a good

might stay uncritical about exploring the other kinds of relations trust can take.
4Other examples of a three-place relation that is often confused with trust is testimony (i.e.,

agent A believes/accepts agent B’s word about C) and cooperation (i.e., agent A and agent B
cooperate to achieve some specific end C).

5I will later on in this chapter briefly engage with this discussion when providingmy arguments
for why the understanding and analysis of trust specifically in the context of HRI requires a
rethinking on a metaphysical level, though for now, it is sufficient to simply know that this is a
differentiation that is being made.
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service), it is reasonable to look towards the three-place relation of trust, as it
more easily accommodates such added value in the form of reliance (or cooper-
ation for that matter). When trust is mentioned in this dissertation, henceforth, it
is always in the form of a three-place relation (i.e., a human trusting a robot to do
(or to not do) something).

2.1.2 Trust Objects

By looking at the predicate instance of trust as a three-place relation, it is also
possible to identify its constitutive objects, which are as follow:

(1) trust object A: agent A
(2) trust object B: agent B
(3) trust object C: task

Being more sensitive to the different kinds of trust objects is not only useful
in making explicit how to link other relevant concepts and distinctions into the
analysis of trust, but also in furthering the discussion about who or what can
be an appropriate target of trust. Because I will return to the latter point for
discussion in this chapter, I will in this section only be focusing on presenting the
trust objects and briefly account for the particular role they play. I will start from
the bottom of the list because the standing of the trust object C is not going to
cause much dispute.

As explained, for ’A trusts B to do C’, agent A must have a certain goal (e.g.,
in the form of concern, need, desire, fear, intention) in mind from which specific
actions are required for its achievement or maintenance. As Castelfranchi and
Falcone (2010) explain, the goal of agent A brings to view the motivational aspect
of trust because “if I don’t potentially have goals, I cannot really decide, nor
care about something (‘welfare’): I cannot subjectively trust somebody” (p. 13). It
would simply be hard to see how related notions such as “expectation”, “outcome”,
“safety”, “confidence”, “stake”, “dependence”, or “vulnerability” come into play for
an understanding of trust if agent A did not have any goal. Moreover, the goal of
agent A is also what makes the discussion about the rationality of trust pertinent,
because it anchors the evaluation of agent B by agent A relative to a specific task
to ensure that the set goal will be reached or preserved. Similarly, trust specifically
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used to enhance collaboration is characterized by the presence of a common
goal held by agent A and B, not merely the personal goal of agent A. Given this
goal, the actions to be taken when agent A entrusts agent B with something C
can vary greatly in number and complexity, and also depend on how they support
a specific task. As a trust object, the task (or set of tasks) is something that
agent A has to consider essential to fulfilling or sustaining the goal because it
would otherwise not serve the function of providing the three-place relation of
trust with its aboutness. Whether the task that agent A entrusts agent B with
doing is nothing more than executive actions (i.e., already specified sequences
of actions) or actions that are related to problem-solving (i.e., actions that require
understanding) is a matter closely tied to the expectations and evaluation of
agent B by agent A (Castelfranchi and Falcone, 2010).

Since the next two trust objects (A and B) are of the same kind, I will present
them together even though they play very different roles in the understanding and
analysis of trust6. Consequently, I will not be changing my terminology to align
with common trust discourse but rather continue to refer to agents A and B as
the trust objects A and B. In the specific case of trust in HRI, I will simply fill in the
linguistic place-holder with the definite object of concern (i.e., human and robot)7.
No matter the choice of wording for the trust object A and B, the significant
distinction between the two is that the role of the trust object A is to carry the
weight of trust as discussed so far, while the trust object B raises questions about
trustworthiness. It often happens that trust and trustworthiness are confused
with one another, which sometimes causes problems for the measurement of
trust if not detected in due time. Moreover, the interconnection between trust
and trustworthiness also contains a normative dimension that Scheman (2020)
puts into words very fittingly when she writes that “it is generally imprudent

6In specialized language (among e.g., philosophers, sociologist, economists, psychologists,
lawyers) this difference is often marked by the choice to use more specific terminology to speak
about the trust object A and B. Most common in the literature on trust is the reference to trust
object A as the “truster” and trust object B as the “trustee”. In the specific case of studying trust in
HRI, the intention to speak about a truster and a trustee is to permit for a broad interpretation so
that non-human entities can also be included. In my own view, it is not a good strategy to use this
terminology because, while using these linguistic denotations as practical place-holders, speaking
of a truster and trustee poses the risk of losing sight of how thatmakes themqualitatively different
from the trust object C: they are to be classified by their agency (or at least apparent agency).

7Note that this does not imply that agent A is necessarily to be the human whereas agent B
is the robot. It can be otherwise, which is part of the discussion in chapter 6 on the consideration
of mutual trust in HRI.
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to trust those who are not trustworthy, and it typically does an injustice to the
trustworthy to fail to trust them” (p. 28). In this sense, trust and trustworthiness
are self-standing concepts because one can be present without the other and
they qualify equally as properties of either trust object A or B depending on the
perspective taken for the analysis and study of trust. Discussions about well-
calibrated trust in HRI as already mentioned in chapter 1 aim at finding the best
strategies to ensure that agent A is continuously updating “the perception of
an actor’s trustworthiness with its actual trustworthiness so that the prediction
error is minimized” (De Visser et al., 2020, p. 3). The role of predictability (or
unpredictability) in placing trust well is an interesting discussion that I will also
briefly touch upon in the following section. At this point, I only stress that the trust
objects A and B have different functions in the understanding and analysis of
trust, and that these functions also help us see how other related notions come
into view such as e.g., “betrayal”, “competence”, “care”, “commitment”, “control”,
“benevolence”, and “mistrust”. How the trust objects A, B, and C in the three-place
relation of trust provide support for each other is something that changes the
discussion from the metaphysical to the epistemological questions of trust.

2.2 The Epistemology

Epistemology, as another core philosophical discipline, seeks to thoroughly lay
bare all aspects of knowledge by asking questions about what can be known and
how it can be known (Zagzebski, 2009). As specifically related to the topic of
trust, I will consider epistemological questions in this dissertation by focusing
on discussions that aim to understand why agent A trusts in agent B to do C. As
such, the epistemological questions of trust that I want to focus on concern the
interpretation of the strength of the explanation for trust and the exploration of
the various reasons for trust as suggested in previous literature on trust.

2.2.1 Trust Explanation

As mentioned, trust as a three-place relation requires not only that agent A trust
agent B, but also that there be a specific task that agent B is entrusted to do (i.e.,
A trust B to do C) and that the trust of agent A can be considered relative to the
trustworthiness of agent B. To understand why agent A trusts agent B with a
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specific task, an explanation for trust must be added to the picture, which can be
expressed with the predicate instance of ’A trusts for X reason’. How to interpret
the link between trust and its explanation (leaving the various suggestions for
the exact reason to be presented in the next two sections) is something to be
mindful about, because it guides an understanding and analysis of trust that will
also be helpful when considering the specific context of HRI. Overall, it is possible
to have either a weak or strong interpretation of this link.

In the weak interpretation, the explanation only suggests that it is co-occurring
with trust – the link is nothing more than a conjunctive. To see how this is the
case more clearly, consider its logical structure:

(A trusts B to do C) and (A trusts for X reason)

In this sense, the link between trust and its explanation involves the combina-
tion of trust and its reason (no matter what it might be exactly) as two associated
but still independent components. I believe that a practical example of how this
interpretation works is helpful at this point. For this purpose, I will be drawing on
the work by Faulkner (2007), who in his discussion about the epistemology of
testimony also examined an account of trust as predictive more broadly. Here,
trust is defined as “A trusts S to ϕ (in the predictive sense) if and only if (1) A
knowingly depends on S ϕ-ing and (2) A expects S to ϕ (where A expects this in
the sense that A predicts that S will ϕ)” (Faulkner, 2007, p. 880). In this example
of trust, there is a weak interpretation of the link for its explanation, indicated
by the conjunctive that enables the combination of trust as reliance with its two
conditions of known and expected dependency. Continuing with the example of
trust as reliance, the mere co-occurrence between trust and its explanation is a
problem for an understanding and analysis of trust given that such a weak link
does not offer much actual explanatory power. What is known is only that trust
and its explanation are logically the same (i.e., they always coexist), but it could
happen that there is an underlying factor that precedes to both of them (e.g.,
trust as reliance and the two dependency conditions result from the contextual
circumstance of implementing a technological solution to a demographic prob-
lem8) or that they are brought about independently by two different underlying

8Think here about how elderly might trust in robots to assist them in getting out of bed,
not owing to the fact that they rely on them by having in mind both the known and expected
dependency (assuming also that the elderly do not suffer from dementia that impact their cog-
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factors (e.g., trust as reliance originating from the wish of a favorable outcome
while the two dependency conditions are rooted in the decision to cooperate, so
that the coupling of the wish and decision lead to trust and its explanation to
co-occur9). Thus, what is needed is a stronger interpretation of the link between
trust and its explanation.

This possible stronger interpretation would be to say that the explanation
provides a cause for trust – the link suggest that it is a matter of causation. To
make the difference more intelligible, it is again useful to see the logical structure
that is as follow:

(A trusts B to do C) because (A trusts for X reason)

Since trust and its reason are actually causally linked now, with this stronger
interpretation, there is greater alignment with the common intuition that any ex-
planation must support a better understanding and analysis of trust by effectively
eliminating cases where trust turns out to be nothing more than accidental, or
cases where it is mistaken for another underlying constrain. For simplicity, in
offering an example here, I will again adhere to the example of trust in the broad
predictive sense as used before (Faulkner, 2007). In some cases, then, people
might trust others by relying on them not because the two conditions of known
and expected dependency are the reasons, but instead because their reliance
stems from necessity, persuasion, or obligation10. Being able to explain the link
between trust and its reason in causal terms has the additional advantage that

nitive functions), but given that the eldercare facility or their family members wish to use such
technological advancement as way to deal with the care-taking responsibility. It is exactly such
possible scenarios that have caused much ethical debate around the development and use of
robots for eldercare.

9Think here about how manufacturing workers might trust in robots to assist them at the
assembling line as they wish to keep up a high level of productivity for keeping their job, which
imply that these workers also decide to cooperate with the full awareness of both the known
and expected dependency. Trust and its explanation in this case can co-occur because this
specific scenario allows for a connection between wishing and decision-making that not all
understandings of trust allow for.

10Whether trust is the kind of phenomenon that can be forced by oneself or other people is a
large and lively discussion in the philosophy of trust. I will not be able to include these reflections
in the work presented in this dissertation, although it is very interesting and could be relevant
for consideration when using robots among more vulnerable groups within a population (e.g.,
children, adolescents, elderly). For my aim to study trust in HRI that concerns only people who are
free to choose if they trust (or not) in robots, going into such discussion would be an unnecessary
detour.
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such interpretation can also shed some light on the particular way people tend
to act when they trust in others to do something. When trust and its reason are
causally linked, a prediction of whether agent A will actually trust in agent B to
do something can be made, and this prediction can be examined partly through
the observable display of behavior between the two agents when they engage in
an interaction requiring trust. That is, the explanation for trust in this strong inter-
pretation permits drawing an inference between what is taking place internally
in agent A and the external patterns of behavior of agent A as a response to the
way agent B is perceived or behaves. The impression that agent A has or gains of
agent B not only plays a part in forming the reason for trust (as related to trustwor-
thiness), but also extends to influence the actions taken by agent A towards agent
B during interactions that require trust. I will later on in my dissertation (i.e., chap-
ters 4 and 5) introduce and focus on the important dimension of benevolence for
the identification of trustworthiness that is ascribed to agent B (i.e., the robot) by
agent A (i.e., the human). In my view, the dimension of benevolence is important
to take into account since it provides a specific reason for agent A to trust that
is strongly reactive to what agent B will do: the intention and actions of agent
B to avoid harming agent A is related directly to assuring that the vulnerability
of agent A will not be exploited (even if the opportunity is available). Without
considering the trustworthiness of agent B in terms of benevolence (at least to
some degree), any demonstration of e.g., care, sincerity, fairness, and empathy
towards agent A would be deemed irrelevant for understanding or analyzing the
reasons for trust resulting from interactions between people. Yet, and as I will
show, the intention of agent B towards agent A really matters for whether people
trust in others to do something.

2.2.2 Trust Reasons

After this short deliberation on how the explanation for trust can vary in strength,
and why it is best to adopt a strong interpretation for our understanding and
analysis of trust in HRI given the required focus on the interaction between two
agents, I will briefly present some of the various suggestions that have been
proposed in the current philosophical literature about what counts as the X
reason for agent A to trust agent B – what makes trust justified. While there
are many different proposals in this discussion, there is a very strong divide
between those who think that the justification for trust rests on agent A (wholly or
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partly) believing that agent B is trustworthy (i.e., doxastic accounts of trust), and
those who argue that agent A can trust in agent B in the absence of belief (i.e.,
non-doxastic accounts of trust). As Keren (2020) points out, since trust is often
formed on beliefs and those beliefs often find support in trust, it seems important
to determine the exact relationship between trust and belief to understand why
people would trust in other agents. In the following short discussion about what
constitutes the justification for trust from the perspectives of a doxastic and a
non-doxastic account, I present what can be considered the so-called “x-factor”
of trust, and argue that determining the reason for trust also reveals what is
essentially involved in trust as it emerges in the interaction between humans and
robots.

According to Keren (2020), doxastic accounts argue that trust entails beliefs
held by agent A about agent B as the reason for what agent B is being entrusted
with. These trust-beliefs relate either to (i) the trustworthiness of agent B or
(ii) whether the specific task that agent B is being trusted with will be done. As
such, doxastic accounts of trust state that trust-beliefs provide necessary and
sufficient criteria for trusting, so that trusting is simply a form of good believing11.
The systematic relation between trust and holding certain beliefs that are not
themselves trust-beliefs is at least one convincing argument for the acceptance
of a doxastic account of trust, which can be shown in the specific case of trusting
in testimony. Considering the logical relations between beliefs, much of the
things that people come to believe stem from what others have told them, and
the truth of what they say is what is being trusted in. It would be quite difficult to
explain how trusting in the truth of what a speaker says supports our intuition of
how testimonies gain their merit, without this trust also entailing the belief that
this person is trustworthy. More generally, Hieronymi (2008) has been arguing
for a strong doxastic notion of trust that entails a trusting belief as she writes
that “one person trusts another to do something only to the extent that the one
trustingly believes that the other will do that thing” (p. 214). Moreover, given that
trusting is believing the normative evaluation of trust rests on its rationality – the
assessment of good trusting (or well-calibrated trust) presumes that it follows
the common epistemic norms (e.g., reliability, truth, coherence, knowledge). As
Keren (2020) explains, those in favor of a doxastic account of trust conclude that

11There are also less strict (or “impure”) doxastic accounts that only take trust-beliefs to be
necessary, but not sufficient for trusting (Keren, 2014).
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“if trust is a belief, we should be able to derive the conditions for the rationality
of trust from the epistemological study of rational belief” (p. 111). Since rational
beliefs are mental states that enjoy essential distinctive features, any doxastic
account of trust must therefore be able to show to what extent beliefs have a
primary place in the rationality of trust in relation to questions about evidential
considerations, voluntary control, and logical standards (Keren, 2020).

Even though there are other noteworthy proponents of a doxastic account of
trust in the philosophical literature (Adler, 1994; Hieronymi, 2008; Keren, 2014;
McMyler, 2011), it is the influential work on trust by Hardin (1992; 2002) that
provides the most comprehensive picture of such an account. From the following
quote about his understanding of trust, Hardin (2002) argue that it is the belief in
the trustworthiness of others that eventually determines if people decide to trust
or not:

“Trust is in the cognitive category with knowledge and belief. To say I
trust you in someway is to say nothingmore than that I knowor believe
certain things about you – generally things about your incentives or
other reasons to live up to my trust, to be trustworthy to me. My
assessment of your trustworthiness in a particular context is simply
my trust of you. The declarations ‘I believe you are trustworthy’ and ‘I
trust you’ are equivalent” (p. 10).

He also expresses that trust is rational, since it rests on the knowledge people
have about others, which Hardin (2002) later develops into a theory of trust as
“encapsulated interest”. The rationality of trust, from his perspective, merely ex-
tends the principles of rational-choice theory because the belief of agent A about
the trustworthiness of agent B to do C rests on the expectation of self-interest in
establishing and maintaining long-term beneficial relationships. This expectation
of self-interest, Hardin (2002) continues to explain, not only provides a strong
incentive for a person to trust in others but also serves to help the prediction of
trustworthiness in new or similar circumstances. As such, trust is being rein-
forced as people draw on the accumulated knowledge of both past experiences of
interacting with trustworthy others and continuous updating of the assessment
of their trustworthiness. In his argument for a more “street-level epistemology
of trust”, Hardin (1992) proposes that predictions of the trustworthiness of oth-
ers are grounded in some common sense version of Bayesian generalization
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over prior experiences. Accumulated knowledge is very important to a doxastic
account of trust because it provides the required evidence for believing that
others are trustworthy or will do what they are entrusted with. Also known for
his contribution to the rational-choice theory of trust, Coleman (1990) views trust
simply as a form of decision-making under risk, where the risk that people take
is contingent on the action(s) of others. To provide a solution to the problem of
trust (i.e., whether or not to trust in others) as a basis for cooperative interaction,
he suggests that people should make a cost-benefit analysis of the possible
outcomes and act in such way that they are better off placing trust than not
getting their needs and interests met. Coleman (1990) explains that trusting in
others is, in this implication, a rational future-oriented belief about the expected
gain or loss, guided by calculative reasoning similar to placing a bet against the
odds. Consequently, in his view, the estimation of placing trust requires only
that people be able to know exactly the potential gain, potential loss and the
chance of others being trustworthy12. However, since there are cases where these
variables are not always known or only known to a certain extend, it is according
to Coleman (1990) rational for people to try to obtain or search for all the relevant
and available information for their estimation before deciding to trust in others.

Even though doxastic accounts of trust are seemingly advantageous, as they
can easily explain why people are right in their intuition that it would be rather
irrational for agent A to trust agent B to do C if agent A has strong evidence for
believing agent B to be untrustworthy, various alternative accounts of trust have
recently been proposed in response to someof the objections raised against these
accounts. Considered merely as the oppositional view, non-doxastic accounts of
trust contest that trust itself involves or entails a belief (or has some belief-like
properties). As Keren (2020) writes, there are at least two compelling arguments
in support of non-doxastic accounts of trust.

First, from a closer examination of the relation between trust and evidence, a
serious tension surfaces which is problematic if we are to accept that trusting is
believing, and good believing usually requires complying with the standard of evi-

12Coleman (1990) presented the mathematical equation p/(1 – p) > L/G to express when a
rational person will place trust, where p represents the probability value of trustworthiness, L the
potential loss, and G the potential gain.
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dence norm. Whereas the securing or strengthening of evidence always improve
the quality of beliefs, it turns out that this is not the case with trust. Differently
from belief, “trust appears to exhibit a certain resistance to counter-evidence”
(Keren, 2020, p. 114) because people often do trust in others or find them trust-
worthy while lacking favorable evidence, sometimes even in spite of evidence
to the contrary. That every so often people trust without proper justification
would hardly surprise anyone. Furthermore, trust is not like belief in terms of how
much scrutiny it can sustain, which Baier (1986) formulated well when she wrote
that “trust is a fragile plant, which may not endure inspection of its roots, even
when they were, before the inspection, quite healthy” (p. 260). The PARANOID
PARENT case by Wanderer and Townsend (2013) is helpful in understanding
this intuition. While it might seem very rational for a paranoid parent to monitor
the babysitter remotely via ’nanny-cam’ to obtain evidence of trustworthiness,
it rather reflects a lack of trust in the babysitter. As they note, in the effort to
gain the best available evidence for trust, the paranoid parent simultaneously
undermines trust, because monitoring the performance of the babysitter ends
up eliminating the possibility for the paranoid parent to be vulnerable to harm.
To truly trust, according to non-doxastic accounts of trust, people might have to
occasionally ignore counter-evidence for the trustworthiness of others or refrain
from overthinking their trust or how trustworthy others are.

Secondly, when considering instances of trust, a problem arises from the
observation that people can trust at will. Unlike belief, which is not subject to
voluntary control13, people can decide to overcome their initial hesitations to trust
in others, or decide to abolish any doubts they might have in viewing others as
trustworthy. The DRAMA CLASS GAME example that Holton (1994) uses in his
work provides a good illustration of this intuition: in the moment of trusting your
class mates to catch you when letting yourself fall, “it feels as though you are
deciding whether or not to trust” (p. 63). Most people will be able to recall a
situation where they had to consciously make up their mind about whether or
not to trust others or consider others trustworthy. People trusting others at will,
according to Keren (2020), are also found in the case of so-called therapeutic trust.

13Discussions about the exact relationship between the nature of belief and the nature of
the will have not reached a final consensus because e.g., those in favor of doxastic voluntarism
would argue to the contrary. My interest in this discussion is merely to explicate that certain
conceptualizations of trust require an account of trust broader than belief (see e.g., the work by
Frost-Arnold, 2014).
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The idea behind therapeutic trust is to encourage trustworthiness by entrusting
others with something important in the absence of any prior belief that they will
rise to the occasion – trusting by itself serves to establish their trustworthiness.
With her frequently cited TRUSTING MOTHER example, Jones (2004) ask us to
imagine amother trusting her teenage daughter to take care of the house over the
weekend, with the hope of evoking her trust-responsiveness even though she has
previously failed to be trustworthy. As Jones (2004) explains, it is possible for the
mother to trust therapeutically not because her daughter has proven trustworthy,
but rather given her normative expectation that her daughter will take good care
of the house in the long run – the mother decides at will to trust in her daughter
although she is not very confident in her trustworthiness14.

If the reason for trusting in others is not a belief about their trustworthiness,
what is it then? With the more ambitious aim to substantiate an non-doxastic
account of trust, several views have been presented on what characterizes our
reasons to trust in others or find them trustworthy. Baier (1986) famously argued
that people trust in others given the assumption that they will act out of goodwill
– they recognize and show concern for the well-being of those who are trusting
them. In this sense, the trustworthiness of other people introduces a moral
dimension to trust, because it emphasizes that their wish to avoid harming
those who trust in them is based on the right motivation (i.e., the will to do
good). While this proposed non-doxastic account of trust by Baier (1986) has
contributed immensely to explaining why the reactive attitude of feeling betrayed
is appropriate for people to have when their trust is violated, the presumption of
goodwill was immediately criticized for being neither necessary nor sufficient
for trust15. Modifying this view on trust as goodwill, Jones (1996) adds that the
one trusting also has to be optimistic about the goodwill of the other person.
This focus on optimism reveals that there is an emotive component to trust, she
argues, because being optimistic is altogether a higher-order affective attitude
which corresponds to that of hopefulness. However, the effort by Jones (1996)
to defend this approach to trust as goodwill plus some optimism failed, because

14For a much more detailed discussion about the challenges of therapeutic trust to doxastic
accounts of trust, please see also e.g., Frost-Arnold (2014); McMyler (2017); Pace (2021).

15Holton (1994) provided his CONFIDENT TRICKSTER and ESTRANGED COUPLE cases to
show why it is possible for someone to presume the goodwill of others without trusting them. As
McLeod (2021) points out, there has also been much discussion about how to even interpret the
meaning of goodwill without such a concept being either too narrow or broad in scope.
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it was vulnerable to other forms of counterarguments16. Although Holton (1994)
agrees that there is a moral dimension to trust, he offers a different view on what
counts as a reason for trusting. Applying the basic idea of reactive attitudes by
Strawson (1962) to the analysis of trust, he came to the conclusion that people
take a participant stance towards those who they trust or find trustworthy. Taking
a participant stance, according to Holton (1994), means that people who trust not
only see other persons as responsible for their actions, but also that they make
themselves ready for the various kinds of feelings that result from their decision
to trust (e.g., feeling hurt, resentful or angry when trust has been violated). As with
the other proposals, there was a sense of dissatisfaction with the requirement
of a participant stance for the justification of trust17. Hawley (2014,1) recently
presented the view that it is an expectation that trustworthy people will follow
through with the normative binding commitment to do what they are entrusted
to do, which provides a reason for others to trust in them. She explains that in
trusting others, such commitment must be of the right sort, and that it has to
be broad enough in scope since it can be “implicit or explicit, weighty or trivial,
conferred by roles and external circumstances, default or acquired, welcome or
unwelcome” (Hawley, 2014, p. 11).

Even though there are many different non-doxastic accounts of trust, they
have in common that they apply social and ethical norms as the criteria for what
makes trust justified. From this perspective, the reasons for trust are not simply
a matter of calculative, self-interested, and utility-maximizing rationality. Rather,
it must be seen as something that goes beyond such rationality, as the various
and complex interactions between people contain highly normative and ethical
dimensions that are more often seemingly arbitrary from an external perspective
because they may to a large extent be guided by the feeling, desires, wishes, and
anticipations of people..

16From her work on how an overemphasis on individual autonomy ends up undermining trust
between patients and health professionals, O’Neill (2002) challenged the view that an attitude
of optimism is necessary for trust because people can be considered trustworthy merely from
obligation or sense of duty.

17With her MAKING DINNER example, Hawley (2014) presents a case in which people take
a participant stance towards one another but without it being a matter of trust. Jones (2004)
showed that another problem with this view on trust is that it does not rule out instances of mere
accident in which readiness to feel hurt or angry would no longer be appropriate.
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2.3 Beyond Mere Reliance

In the ordinary use of language, it is normal to speak about how people in ev-
eryday life trust inanimate objects for various activities or goals with the mere
assumption that they can depend on them to function properly. For instance,
consider what is involved in preparing yourself for getting to work. You trust that
the alarm clock or app will go off on time to ensure you do not oversleep, you
trust that the cup containing your hot coffee will not break and cause a serious
burn, and you trust that the chair you are going to sit on while eating breakfast will
not suddenly collapse underneath you. However, it is not only those very simple
objects like alarm clocks, cups, and furniture that you trust in your everyday life.
You also trust that the car you are using to get to work will function properly and
your drive will to be safe, you trust that your office computer will operate well so
you can complete your tasks, you trust that the plane you are boarding for your
business trip is not going to crash and end your life.

While examples are countless, the main message remains the same: Every
single day we trust in numerous and various inanimate object to support everyday
life to such an extent that our dependency on them hardly ever comes to our
attention. Most of the time, we simply rely on the working of these inanimate
objects because they form the unremarkable backdrop of everyday life activities,
goals and tasks. The way people trust in artifacts and technologies is thus, on
the most fundamental level, best characterized as an instance of a background
relation (Ihde, 1990, p. 108) because interactions, engagement, or usage of such
inanimate objects is something we have grown accustomed to.

2.3.1 Trust as Reliance

Considering these examples, the particular kind of relation people have to arti-
facts and technologies is best described in terms of reliance and understood
as a certain form of dependency18. This dependency assumes that reliance on
inanimate objects is necessary for the successful realization of some kind of

18It is important to point that there are in philosophical discussions different understandings of
reliance that do not understand it as dependency, but rather to a mental state or attitude (Alonso,
2014). Consider, for instance, the example where Mary relies on John to drive her to work but is
not dependent on John’s doing so because she could otherwise take the train. Nevertheless, I
will consider reliance as dependency because it is important due to its link to trust, which is of
my concern in this dissertation.
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plan given specific aims or goals. Why practical reasoning is central to the idea of
trust as reliance is well explained by Smith (2010), who states that “in the absence
of plans, there would be no relyings, and when an adopted plan is abandoned
or completed, the relyings associated with that plan fall away just as do the
associated intentions” (p. 137). From this perspective of plan execution, trust as
reliance gains value mainly from its ability to guide thoughts and actions from
a point of view that seems reasonable given the means adopted to meet the
concrete ends, whether they are simple (e.g., reaching out with a hand to pick up
a cup and take a sip of tea) or complex (e.g., the various and innumerable steps
involved in finishing a longer research project). Consequently, trust as reliance
cannot be understood solely as something internal to the person trusting the
artifact or technology in question, but also hinges on the external conditions
because it “is a relation that exists between the agent and the world” (Smith,
2010, p. 136). These conditions exist both in relation to the laws of nature and
the constraints of a specific design.

While trust as reliance is “typically formed and revised in response to prag-
matic considerations” (Alonso, 2014, p. 163), it is also important to keep in mind
that this form of trust is closely related to the degree or conditions in which
agency can be exercised. That is, there are certain situations where people must
rely upon forces beyond their control (Smith, 2010) when trusting that e.g., the
office building will not collapse, or that the elevator will not malfunction. These
are situations in which the dependency is no longer voluntary and can as a result
be experienced or regarded as problematic. However, because reliance on arti-
facts and technologies is free from any intentions from the inanimate objects to
be reliable themselves, this also means that cases of malfunction, breakdown,
or error are issues of disappointment. The fault or blame resulting from any
serious consequences caused by unreliable artifacts and technologies has to be
placed somewhere other than in the inanimate objects themselves. Accordingly,
the main focus of trust as reliance is on making interactions with artifacts and
technologies as smooth, efficient, and comfortable as possible, so that they may
be considered only instruments or tools to help people achieve their aims or goals.
This instrumental view is the most traditional and widespread understanding
of inanimate objects and is also common to current understandings of AI and
robots (Coeckelbergh, 2010a).

Trust as reliance within the specific context of robotics is understood as
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a predictive belief or assumption related to the robot’s performance, given its
intended purpose, relative to its specific task or predefined goal (Lee and See,
2004; Lewis et al., 2018). Given the actual performance of the robot, it is then
possible to asses its trustworthiness, which is very important as it helps establish
whether or not people are justified in trusting the robot in the given situation.
From this perspective, the performance of the robot ensures that people are
able to assess the appropriate level of trust during interactions, collaboration or
engagement (Cai and Lin, 2010). This level is then treated as an indirect measure
of trust, which is later used to suggest specific design guidelines to prevent
either under- or over-reliance (De Visser et al., 2020; Kok and Soh, 2020; Lee and
See, 2004). It is for this reason that issues of safety become central to many
discussions about trust in robots and their trustworthiness. Because humans
who misplace trust could be exposed to serious danger or even risk their lives,
safety measures and calibration of trust are also used as basic standards for
evaluation (Freedy et al., 2007; Lindblom and Wang, 2018; Maurtua et al., 2017).

2.3.2 Apparent Agency of Robots

However, the instrumental view on robots has been challenged with the aim of
making them more socially capable and human-like in both physical appearance
and style of behavior.

Drawing on computational models of human cognition and social compe-
tence, “socially intelligent robots” (Breazeal, 2001; Dautenhahn, 2007) have built-in
capacities to understand and display cues for social interaction and communi-
cation, similarly to how people naturally engage with each other. As such, they
are able to behave and respond to people in a way that people might interpret as
intentional, which influences how people approach and treat socially intelligent
robots (Breazeal, 2003; Dautenhahn, 1995). In addition, the deliberate use of
anthropomorphism as at design strategy to facilitate HRI only amplifies the ten-
dency to perceive robots asmore human-like (in both appearance and behavior)19.

19While some might subsume socially capable robots under the general idea of anthropomor-
phic design, I decided to keep them as two seperate but interrelated aspects. To give an example
of how a robot can be highly social but not very anthropomorphic, consider the TARS robot from
the sci-fi movie Interstellar (2014). This robot is able to indicate high social intelligence solely
through language use, by engaging in Theory of Mind and sarcasm. It has the appearance and
behavior of a solid modular cube. In contrast, the nameless robot from the movie Robot and
Frank (2012) looks and behaves very human-like but does not manage to escape the manipula-
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(a) (b) (c)

Figure 2.1: Three examples of robots using different degrees of anthropomorphic
design: (a) the PEPPER robot by Softbank Robotics, (b) the BUDDY robot by Blue
Frog Robotics, and (c) the ElliQ robot by Intuition Robotics.

The advantages of such a design strategy is that it allows people to use their
highly developed social and cultural schemes to interpret their experience and
perception of robots through these more familiar and intuitive channels or modal-
ities (Złotowski et al., 2015). As such, socially capable and anthropomorphic
robots are by design outliers in the discussion of anthropomorphism and the
human disposition to project human capabilities onto inanimate objects. As with
trust, the distinction between anthropomorphizing an object and experiencing
an anthropomorphic design is important to keep in mind, because it is possible
for people to anthropomorphize non-anthropomorphic robots or refuse to an-
thropomorphize anthropomorphic robots. Turkle (2011) illustrates this important
difference with the example of a robot that speaks or cries out for attention, which
is not animated solely based on anthropomorphic projections. These robots are
experienced and appear to people as if they are sentient creatures through their
display of social capabilities and human-like embodiment that comes in various
degrees (see e.g., Figure 2.1).

Consequently, empirical studies have already suggested that people might
interpret highly socially capable and anthropomorphic robots as some kind of
“otherness” worthy of both social and ethical consideration (Coeckelbergh, 2010a;
Kahn et al., 2012; Melson et al., 2006). Some have even argued that a new
ontological category is now required to properly capture the experience children
have with socially capable and human-like robots, as they perceive them as
simultaneously animate and inanimate (de Graaf, 2016; Kahn et al., 2011). This

tion of Frank, which eventually results in the deletion of its memory (that marks the end of the
relationship).
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idea that robots are not just inanimate and passive machines is a further step
towards the perception of robots as having some form of agency, which was
first discussed with the “computers are social agents” (Lee and Nass, 2010;
Reeves and Nass, 1996) design paradigm in the HCI literature. By now, there is
an extensive body of literature in HRI focusing on studying the apparent agency
of socially capable and anthropomorphic robots with an interest in how this
influences their acceptance in everyday life and the willingness of people to
interact with them (see e.g., Bishop et al. (2019); Goudey and Bonnin (2016);
Zhang et al. (2021)).

It is important to already state here more explicitly why I have chosen to speak
only of apparent agency in contrast to actual agency. From the very start of HRI
developing into an independent research area, there has been a discussion about
whether it makes an important difference if robots are in fact believed to be
genuine agents or merely perceived as such, given their ontological status as
inanimate objects (Takayama, 2012). While attempts to address such issues
also depend largely on the definition of agency used, there has been a tendency
in the HRI community to argue that only apparent agency is required for the
aim of establishing and supporting interaction, collaboration, and engagement
between humans and robots. Mainly concerned with the kinds of behaviors that
are prompted and leveraged through social cues and signals displayed by robots,
it does not really matter if robots are considered genuine agents by people, as
long as they perceive and treat them as such for the sake of task completion or
to meet their needs (Duffy, 2006). Given this pragmatic view, demanding that
people in fact believe robots to have an inner life that manifests their agency is
understood only as a sufficient criterion, but not as a necessary requirement for
having successful human-robot interactions. As such, focusing on the human
perception of robots as agents helps avoid any strong ontological commitments
that follow from claiming genuine agency as seen in humans (or animals with high
cognitive function). Such perspectives have also gained increasing support from
more theoretical debates among philosophers. The work of Coeckelbergh (2011)
has been very influential here, as he assumes a phenomenological approach:
he argues the phenomenological perspective on human-robot interaction takes
a non-traditional stand towards how we can understand and evaluate relations
between humans and robots, as the focus does not lie on the ontological status
of robots, but rather on how they appear to the human mind. This appearance of
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robots as agents is what matters, because the phenomenological perspective
is focused on how the human experience is constructed through engagement
with the world. As Coeckelbergh (2011) continues, the choices of developers and
designers to endow robots with social capabilities and anthropomorphic design
cannot be ignored in such discussions, because appearance strongly guides our
inferences and actions in everyday life. While the debate about whether actual
vs. apparent agency of robots should be a significant distinction for research on
HRI is interesting, it does not undermine the point that apparent agency of robots
must be a basic assumption underlying human-robot interaction. In my view, the
apparent agency of robots enables us to grasp the uniqueness of human-robot
interactions and precedes any additional proof of whether people in fact take
robots to be genuine agents. If only for pragmatic reasons, we can stay agnostic
about why people believe or do not believe that robots are genuine agents, as
long as it is possible to observe that the consequences of more socially capable
and anthropomorphic design of robots bring about human perception of them as
having some form or degree of agency (a point I will elaborate on further in the
following sections).

However, taking human perception of robots as more socially capable and
human-like seriously also means that work on trust within HRI that rests on an
understanding of trust as reliance is no longer sufficient for capturing the social
dimension of such interactions, which also often extends to more ethical issues
(Malle and Ullman, 2021). Human perception of robots as having agency has a
direct consequence for how trust in HRI can bemeasured and evaluated, because
the social competences and anthropomorphic design strategy affects what cues
or features people include in their decision to trust or not to trust robots. By now,
several studies have already suggested that a more human-like appearance also
influences the extent to which people deem robots trustworthy or not (Stanton
and Stevens, 2017; Złotowski et al., 2016). Moreover, it has been shown that the
application of a trust scale developed for either a machine-looking automatic
system or one developed for a more human-like robot yield different results
during a social interaction scenario, thereby indicating that they cannot be used
interchangeably (Kessler et al., 2017). Studying trust in HRI that is more tailored
to interactions between humans and human-like robots, therefore, necessitates
a stronger or more solid understanding of trust – one that is closer to the kind of
trust people would place in each other.

67



2. FOUNDATION OF TRUST

2.3.3 Trust as Interpersonal

Thework on trust (and antitrust) by Baier (1986) has without doubt set the tone for
contemporary reflections on the philosophy of trust. She highlighted the specific
social and ethical dimensions distinctive to interpersonal relationships, and from
a critical analysis of previous philosophical accounts for trust that is mainly
rooted in liberal tradition, argued that the significance of trust for thriving must be
examined from a moral point of view. From her perspective, it is not constructive,
for any understanding of trust pertinent to interpersonal relationships, to consider
it as some form of contract, established between two equal parties in terms
of both power and capabilities. From a careful observation of interpersonal
relationships of all kinds in which cooperation and care is cardinal (e.g., that
between parents/children, man/wife, caregiver/caretaker), she recognized that
some of them are fundamentally unequal, and sometimes trust in such unequal
interpersonal relationships is not motivated on a voluntary basis. Both are issues
that severely challenge liberal ideals for the conditions of trust (a point I will return
to in chapter 6). From this insight, Baier (1986) proposes to take trust to be a form
of reliance in other people to act out of good will (in contrast to ill will) towards
oneself. This demand of ethical consideration when acting out of goodwill is
necessary, according to Baier, because of the risk and uncertainty involved in
accepting this inequality of power or capacities, because the entrusted person
can always decide to either honor or betray this trust.

This goodwill account of trust by Baier is not only important because it was
one of the first views on trust that went beyond that of mere reliance, but also
because she stressed the close connection between trust in interpersonal rela-
tionships and moral obligations. Since this initial proposal, others have extended
the discussion on how to best distinguish interpersonal trust from that of mere
reliance by considering the conditions of trust to include participation attitudes
regarding praise or blame (Holton, 1994), normative expectations based on af-
fective attitudes of optimism towards the goodwill and competence of others
(Jones, 1996), personal and normative binding commitments to act through
explicit promises or implicit encouragement (Hawley, 2014), and concerns of
attachment with those we form relationships with (Kirton, 2020). While it is a long
and extensive discussion to explain how these different accounts of interpersonal
trust differ, they all agree on the fact that trust is not just a matter of practical
reasoning deployed to achieve some gain based on predicative beliefs or as-
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sumptions. It is for this reason that philosophers like to distinguish interpersonal
trust from mere reliance (Faulkner and Simpson, 2017), though the usages of
trust in more ordinary language does not always adhere to this nuance (Tallant,
2019). Yet, it is an important difference, and Hawley (2014) summarizes the main
point of the argument when she writes:

“[...] we often rely upon inanimate objects but we do not grant them
the rich trust we sometimes grant one another; inanimate objects can
be reliable but not genuinely trustworthy. Moreover, our reactions to
misplaced trust differ from our reactions to misplaced reliance. Sup-
pose I trust you to look after a precious glass vase, yet you carelessly
break it. I may feel betrayed and angry; recriminations will be in order;
I may demand an apology. Suppose instead that I rely on a shelf to
support the vase, yet the shelf collapses, breaking the vase. I will
be disappointed, perhaps upset, but it would be inappropriate to feel
betrayed by the shelf, or to demand an apology from it. Inanimate
objects can be relied upon without being trusted” (p. 2).

Unpacking this line of argument, it seems that the analysis of what trust
is in philosophical debates is restricted to relations only between people or
animals that bond in social terms. Consequently, such a perspective precludes
the placement of trust in inanimate objects and, by extension, also robots. The
notion held by Hawley has also recently been expressed specifically in relation to
robots as Lee et al. (2021) writes that “blaming and punishing one’s robot vacuum
cleaner for not cleaning the floor comes across as absurd – what ends would be
served by blaming it and how does one go about punishing a vacuum cleaner?
If a Roomba or other everyday technology does not work anymore, we do not
hold it morally responsible or accountable for its dysfunction and one would
normally not imagine ways to punish it” (p. 1). Following this reasoning, robots
as inanimate objects would automatically be placed in the category to which only
mere reliance could be assigned for the analysis of trust. Nevertheless, recent
work on trust in HRI hass attempted to adopt the notion of interpersonal trust to
better study trust between humans and robots (Ogawa et al., 2019) and as an
explicit framework for the development of trustworthy robots (Lee et al., 2013;
Wagner et al., 2018).
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When speaking about interpersonal trust in the context of HRI, this refers
to the consideration of aspects related not only to the performance of a robot,
but also to those that are constitutive for relationships, which are influenced by
apparent agency. Here, the attention is placed on how people come to consider
trust in robots and their trustworthiness as a result of assumed motives or in-
tentions underlying the performance or action of robots. The added dimension
to interpersonal trust in HRI is the presumptions people have about whether
robots will be concerned with e.g., their welfare, take their views and personal
interests into account during decision-making, and work toward fair and unbiased
outcomes. With these added social concerns of robots performing also for the
good of the interaction, collaboration or even relationship, interest into how per-
ception of responsibility and blame is attributed given an unfavorable outcome or
situation has become a focus in recent studies on trust in HRI (see e.g., Komatsu
et al., 2021; Van der Hoorn et al., 2021). These discussions bring forward the very
ethical dimensions of how trust in robots and their trustworthiness extends to
reflections on how people understand and value their interaction, collaboration,
and encounters with robots. Whether trust violation instances by a robot will
lead to the experience or evaluation of such situation as betrayal in the same
manner as between people is a question open to empirical investigation, which is
currently also a research gap in discussions on trust in HRI. But for now, the main
point is to understand why the interpersonal trust in relation to HRI is different
from that of mere reliance, and that it is closely related to the apparent agency of
robots, enabling the perception of robots as havingmotives and intentions behind
their actions. Without these perspectives, it would be irrelevant to hold robots
accountable or blame them for any break of trust that people would place in them.
In the current literature on trust in HRI, others have structured their discussion of
this distinction using the same or other terms to denote opposite sides as they
refer to e.g., performance vs. moral trust (Malle and Ullman, 2021), technological
trust vs. interpersonal trust (van Straten et al., 2018), performance-based trust
vs. relation-based trust (Law and Scheutz, 2021).

2.4 Trust-vulnerability Relation

The proposal to take into account the social and ethical dimensions of trust in
HRI by applying the notion of interpersonal trust is valuable as a first step to-
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wards deepening our understanding of what is happening in interactions between
humans and robots with apparent agency. This work aids in recognizing that
there is an added layer of complexity, because it is no longer just a matter of
performance, but also about what follows from HRI that leverages social rules
and schemes to enhance the interaction.

2.4.1 The Property Approach

While it might seem rather straightforward to speak about interpersonal trust in
the context of HRI, it does in fact require further and closer investigation. Com-
paring philosophical accounts of interpersonal trust (and other valuable work on
the same topic from social sciences) to the level of technological advancement
in robotics, Atkinson et al. (2012) set out in a panel discussion to address the
important and also deeply theoretical question about the “appropriateness of
using interpersonal trust as an analog for human-robot trust” (p. 306). As they
explain, this has been argued by some to be a reasonable analogy on the grounds
that some aspects of interpersonal trust also seem to be present in studies on
HRI in which people came to treat robots as human partners. However, they
also mention that others were not willing to draw such an analogy between inter-
personal trust and that which could be used in HRI mainly because of the lack
of reciprocity in the interaction. What is interesting about this objection is that
such concern of reciprocity is a symptom of a more fundamental issue about
the ontological status of the two kinds of agents involved. From a philosophi-
cal analysis, the issue of reciprocity touches upon the more basic ontological
question of whether robots (as belonging to the class of inanimate objects) are
of the right kind to be in the category of objects that are appropriate targets of
interpersonal trust, because their status as ontological equal to humans cannot
be justified. Focusing on the ontological status of robots with a view to their
properties is an intuitive and common way of rejecting robots as suitable objects
of interpersonal trust. It is appealing because the step taken is to compare the
relevant properties of robots with the criteria governing the category of objects
that are appropriate targets of interpersonal trust established by “the ’official’
philosophical inventory of things that are” (Loux and Crisp, 2017, p. 13), which
is also known as an ontology. The argumentative steps taken is of the general
form:

71



2. FOUNDATION OF TRUST

Premise 1: Having a certain property (P) is a necessary and sufficient
criterion for belonging to the category of objects (C).
Premise 2: All entities belonging to the category of objects (C) are
appropriate targets of interpersonal trust (T).
Premise 3: All entities that are part of the class inanimate objects (O)
do not have the property (P).
Premise 4: A robot (R) is a member of the class inanimate objects
(O) .
Therefore: A robot (R) does not belong to the category of objects (C)
that are appropriate targets of interpersonal trust (T).

While different suggestions can be made concerning which properties are
necessary and sufficient for members of the class of animate objects that belong
to the category of objects considered suitable targets of interpersonal trust, there
are at least two worth presenting here in short.

Central to the category of objects considered suitable for interpersonal trust
is the requirement that all members of that class have the property of higher-
level mental states (e.g., beliefs, intentions, emotions, desires). While people
have such mental capacities, robots do not fulfill this requirement (as far as we
know) because they are only capable of simulating such capacities (through,
e.g., imitating, replicating, or mimicking). Even though simulations give off the
appearance that robots have agency, it is not enough to upgrade the robots from
the as if make-believe ascription to the richer social meaning of being as human
from a strictly ontological point of view (Seibt, 2017b). Without any prospect
of robots having the same mental capacities, they are not in possession of the
right property and therefore dismissed from the category of interpersonal trust.
Discussions about the possibility of developing robots with mental capacities
similar to humans extends to the more classical debate regarding the programs
of weak vs. strong artificial agents (Wooldridge and Jennings, 1995), a topic that
has been of great interest to philosophers and computer scientists dealing with
basic ontological questions (Dennett, 1994; Dreyfus, 1992; Searle, 1980; Turing,
1950) (which I also discuss further in chapter 7). While there are proponents
on both sides of the discussions of such a possibility, no consensus has yet
been reached, and it remains an open question to this date. Another property
requirement of all members of the class of entities belonging to the category of
objects that are suitable targets of interpersonal trust is the capacity for moral
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or ethical reasoning20. Again this property requirement is a serious challenge
when considering robots, given their current state of development: robots are
not capable of moral or ethical reasoning based on the concern of others. They
might, however, be perceived to be, as they could be developed to operate with
algorithms for decision-making and behavior that is aligned with ethical theories
or moral principles (see e.g., the work by Arkin et al., 2019; Lindner and Bentzen,
2017; McBride and Hoffman, 2016; Vanderelst and Winfield, 2018). Such attempts
to implement ethical or moral behavior into robots has been the standing aim
of “machine ethics” (Allen et al., 2006; Anderson and Anderson, 2011; Wallach
and Allen, 2009) and is further discussed in the new direction of “moral HRI”
(Komatsu, 2016; Malle et al., 2015). Yet, with many technical and theoretical
obstacles still to be tackled, it is not within the near future that we can expect
to encounter robots capable of ethical and moral reasoning as presumed in
interactions between humans. Because robots cannot fulfill the requirements of
higher mental states and ethical or moral reasoning required as properties for the
category of interpersonal trust, it seems that there are at least two ontological
challenges that need to be overcome.

The tension created between the way people speak about trust in ordinary lan-
guage (and in practice might not have any problems using when considering their
interactions with robots), and the restriction in appropriate application regarding
the category of interpersonal trust determined by the ontology, is a seriousmatter.
It cannot simply be dismissed, because it can have serious consequences for
the inferences people draw in their ascription of trust in HRI. Atkinson and Clark
(2013) reflect on this conceptual challenges when they write:

“[...] we are mindful that trust between humans and autonomous
agents is not likely to be equivalent to human interpersonal trust re-

20To understand this requirement, imagine the case of a person (A) who trusts a hitman (H)
for the task of killing her boss (K). While there might not be any expectations from A for H to act
ethically, it is still possible to judge H as being trustworthy because this relates to H’s reliability in
carrying out K and not for H’s ability to care about what the moral or ethical thing to do might
be. As such, it is possible for H to be trustworthy in certain domains and not in others. If the
trustworthiness related to whether A could trust H with the goal of keeping A alive, then H would
be deemed untrustworthy. For this specific domain (i.e., trusting someone with one’s life), being
able to trust is influenced by the assumptions that (1) the life of others is of concern to H (i.e.,
thinking well of others) and (2) there is a commitment by H not to do harm (i.e., having a certain
kind of motive for acting out of goodwill). These two assumptions are violated in the case of the
hitman, therefore influencing A’s trust in H when known.
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gardless of how ’human-like’ agents become in intelligence, social
interaction, or physical form. Autonomous agents are not human, do
not have our senses or reason as we do, and do not live in human
society or share common human experience, culture, or biological her-
itage. These differences are potentially very significant for attribution
of human-like internal states to autonomous agents. The innate and
learned social predispositions and inferential short cuts that work so
well for human interpersonal trust are likely to lead us astray in ascrib-
ing trustworthiness to autonomous agents insofar as our fundamental
differences lead to misunderstanding and unexpected behavior. The
foreseeable results could be miscommunication, errors of delegation,
and inappropriate reliance” (p. 5).

Though the analogy helps us better understand the issues, this notion of
interpersonal trust cannot be directly applied without violating the basic require-
ments of both parties to be ontologically equivalent, as they share the same
properties. However, accepting an understanding of trust as mere reliance for
the analysis of trust in HRI is not desirable either: while it may include certain
significant characteristics of robots, it would exclude others central to the experi-
ence people have of apparent agency. When left unaddressed, discussions of
interpersonal trust in the context of HRI force complexmetaphysical deliberations
about whether the relevant facts of ordinary usage, and the truth of the relevant
pre-philosophical claims, require us to recognize the application of interpersonal
trust to robots when accounting for the world and its workings. As such, con-
siderations about whether it is appropriate to speak about interpersonal trust
for HRI pose a challenge to the metaphysical theory of trust (and its variations)
proposed by philosophers.

For those interested in the very abstract philosophical debate over trust, the
discussion could continue with broader reflections on which grounds we should
(or should not) extend the category of interpersonal trust by including robots. Yet,
people eager to study trust in HRI might instead look towards a more pragmatic
solution. They might prefer to know which implications such intricate philosophi-
cal discussions might have for their work on trust in HRI that is motivated and
held to the standard of empirical investigations. To those interested in the explo-
ration and analysis of the interactions between humans and robots, it is also an
important task to account for what happens in spite of better knowledge, espe-
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cially in those instances where the apparent agency of robots is not only reflected
in their use of language, but also in their actions and behaviors. Tallant (2019)
provides an interesting reply to the traditional analysis of trust in philosophy by
arguing that people can have interpersonal trust in inanimate objects (using also
the example of self-driving cars) if they treat the object as having agency, and
that such a possibility should not be ignored as relevant to how to think about
trust generally. As he remarks, while a philosophical analysis of interpersonal
trust might imply that people cannot trust in inanimate objects, such analysis
should not lead to ruling out the possibility:

“[...] it would be inappropriate to trust the shelf to hold the vase; to
feel betrayed by the shelf if the vase falls; to demand an apology from
it; to blame the shelf: nonetheless, I do not see that as any barrier to
doing so. I am capable of doing the inappropriate (as those who know
me can testify), as are many others” (p. 2).

In the context of current work on trust in HRI, it might evenmakemore sense to
speak about interpersonal trust in robots, given the increasing body of empirical
evidence suggesting that it is more common for people to treat robots as having
agency than not – at least “in the moment” (Takayama, 2012).

2.4.2 The Event Approach

So what is the feasible solution to this ontological challenge, that does not dis-
miss the deeply metaphysical issues but at the same time remains relevant to the
aim of studying trust in HRI through empirical investigation? I propose to shift the
focus on trust in HRI away from only talking about the properties of the objects
involved in the interaction (whether they are humans as animate objects or robots
as inanimate objects) to instead considering the event of interpersonal trust itself.
It is important to note that this suggestion does not mean that questions about
properties are put aside. Rather, this new outlook simply extends the unit of
analysis beyond the identification of properties (that are also sometimes referred
to as attributes, features, characteristics or qualities) ascribed to either humans
or robots, to a focus on the circumstance in which interpersonal trust happens.
Replacing the common property approach to the study of interpersonal trust with
one that understands trust as an event will allow for a broader perspective. It
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does not only considers who or what can be included in the category of appro-
priate subjects of interpersonal trust, but also takes into account the conditions
under which interpersonal trust occurs. Taking the study of trust in HRI to be a
matter of an event poses a new central question that is also open to empirical
investigation, by asking whether the kinds of interactions that happen or occur
between humans and robots could be characterized as instances of interpersonal
trust. So although humans and robots are still ontologically different (due to
their different properties), this broader perspective permits the study of trust to
consider the properties of the objects as part of the event without making this
category the dividing line for how we can discuss or consider trust in HRI.

From a methodological perspective, the important difference between the
property approach and the event approach is that they operate with different
criteria for the inclusion or exclusion of robots from the category of appropriate
subjects of interpersonal trust. The property approach focuses on class mem-
bership of the right kind as the criteria, which leads to the exclusion of robots
given the traditional analysis of interpersonal trust, as they belong to the group
of inanimate objects. Considering instead the event approach, events typically
contain a criterion of identity, which is to be understood as a principle stating
the necessary and sufficient conditions for an event E and an event E* to be
identical (Bennett, 1988). Even though there is currently no agreement among
philosophers about exactly what this principle is, it is considered a key element
in most theories on events because it serves to denote the specific constrains
that must be satisfied to identify a given event.

I argue that this Event Approach to the study of trust in HRI would serve
the practical aim of bypassing the issues of ontological asymmetry between
humans and robots (which is a complex and tangled metaphysical issue) while
still allowing appropriate addressation of interpersonal trust, by placing the focus
on the happening or occurrence. The happening or occurrence of interpersonal
trust, however, is not only bound by the objects, facts, and relations characteristic
of such events, but also by the preconditions. While agency, or at least apparent
agency, has already been identified as a sufficient criterion of interpersonal trust,
there are at least three preconditions that also have to be taken into account that
all together form the basic necessary criteria.

To gain a quick understanding of these preconditions, consider the famous
and stunning art performance Rest Energy (1980) by Marina Abramović and Ulay,
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which was first showed at ROSC’80 (see Figure 2.2).

Figure 2.2: Abramović and Ulay performing Rest Energy (1980). Courtesy of
Marina Abramović and Sean Kelly Gallery, New York Abramović (2016). DACS
2016.

In this piece, the two artists draw a bow and arrow to hold each other in
suspension, while small microphones placed under their shirts capture their
accelerating heartbeats during the performance. For around 4 minutes, a strong
atmosphere of tension is created, as any wrong movement or a lapse of attention
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could be fatal for Abramović due to the arrow pointed directly at her heart. No
longer in control of the situation, she is left exposed. Abramović later explained
that the piece was “the ultimate portrait of trust.”(Abramović, 2016, p. 255).

What this art performance can teach us is that trust is required in the specific
circumstance: (1) when there is a possibility of harm (i.e., risk), (2) when there is
a future-oriented likelihood of harm (i.e., uncertainty), and (3) when this exposure
leaves people vulnerable (i.e., vulnerability). As interrelated preconditions of trust,
what this art performance also illustrates is that the relationship between trust
and vulnerability is fundamental for understanding trusting relationships, and
that the occurrence of trust is a careful balance between the two parties involved
as they both try to prevent harm from happening. As we can see, Ulay tries not to
harm (or even murder) Abramović, while she does not want to be harmed. The
risk and uncertainty are evident to both of them.
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CHAPTER 3
Emphasizing Vulnerability

“We need to feel trust to be vulnerable and
we need to be vulnerable in order to trust.”

Brown (2012, p. 47)

Part of sub-section 3.1.3 and 3.2.1 in this chapter will appear as a book chapter
organized and edited by the co-organizers of the Trust Robots Doctoral College
(TUWien) as: Hannibal, G. & Weiss, A. (forthcoming, 2022). Exploring the Situated
Vulnerabilities of Robots For Interpersonal Trust in Human-Robot Interaction (pp.
1-19). Vienna, Austria: TU Wien Academic Press.

In this chapter, I will provide an account of how vulnerability has been the least
considered precondition of trust for studies on trust in HRI, and endeavour to
explain why this has been the case. I will then go into more detail about how
the notion of vulnerability has been considered so far when studying trust in HRI,
and stress that it is important to consider the relational dimension for it to be
an active precondition. At the end, I will present the different ways vulnerability
has been conceptualized in other disciplines to provide a broader account of
vulnerability as it is relevant for work on trust in HRI.
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3.1 Strengthening trust in HRI

While I have touched upon the preconditions of trust in chapter 2, it is useful
to include here a consideration of ways in which they have already been of
interest to current research on trust in HRI to some extent. As I aim to show in
the following sections, much work has so far been devoted to figuring out how
best to strengthen reasonable trust in robots by minimizing risk and uncertainty.
Vulnerability as a precondition of trust has been completely overlooked as a
factor that could contribute to such efforts.

3.1.1 Minimizing Risk

As Wagner et al. (2018) point out, the question of how risk plays a central role
to our understanding of trust in human-robot interaction is owed mainly to the
embodiment of robots. Unlike AIs, robots navigate and operate in the same
spatio-temporal reality as humans. As such, the actions of robots have the
potential to cause serious direct harm to people in case of accidents, failures
and when shown to be unreliable. Attending to the specific relationship between
trust and risk to better understand how to strengthen trust between humans and
robots, Wagner and colleagues highlight one precondition that might seem to
many to also be the most important. For most people, debates about the more
widespread use of robots in society quickly bring along the realization that robots
not only provide new opportunities, but also pose new and sometimes hidden
risks. From this point of view, trust in robots is motivated by the hope that it
is possible to control or at least minimize possible risks in order to avoid harm
(Coeckelbergh, 2013), especially since robots are often intended for high-risk
domains of application such a warfare, finance, or healthcare – contexts in which
trust in robots could turn into a matter of life and death (Wagner and Robinette,
2021).

Current literature on trust in HRI that aims to strengthen trust by addressing
its relationship to risk fundamentally seeks to ensure safety: the focus so far
has been on enabling robot designs that protect people from potential danger.
Therefore, safety is understood as a key concern for trust in HRI, with especially
the risk involved in over-trust having already been shown to be present in studies
in HRI (see e.g., Aroyo et al. (2018); Booth et al. (2017); Robinette et al. (2016)). In
this discussion, at least three different problems have gained a certain level of
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attention.

First, there is the issues of both physical and psychological harm. For exam-
ple, Rezazadegan et al. (2015) explain how work into physical safety in HRI has
been extensively explored for the industrial application of robots through the
development of various risk-based safety analysis methodologies and by consid-
ering different design strategies for control systems. Given such assessment of
safety, based on the analysis of risks, they provide in their overview examples
of how physical safety in HRI revolves around the challenges of planning (i.e.,
covering safety criteria), strategies (i.e., reducing or preventing collision) and
control (i.e., integrating proximity detection, collision avoidance, docking and
compliance). Beside accounting for how physical safety in HRI has been studied,
Zacharaki et al. (2020) add in their survey the more recent interest into the factors
of psychological safety. In HRI, a focus on psychological safety seeks to study in
which ways people find their interaction and collaboration with robots stress-free
and comfortable, through either the behavioral adjustments of robot according to
social considerations, or the particular features of robots supported by their em-
bodiment. With the introduction of robots into everyday life, the additional aspect
of psychological safety in work on trust in HRI will only grow in importance.

Secondly, problems of privacy and data protection have also been debated
when it comes to risk prevention in HRI. According to Chatzimichali and Chrysos-
tomou (2019), the three major challenges of privacy and data issues related to the
use of robots are the “access of the company to personal data collected by the
robot, sharing personal data with third parties and users’ rights regarding deriva-
tive work” (p. 117). Focusing on commercially available robots, they argue that the
current uncertainty of how companies are ensuring privacy and data protection
puts people at risk, and that these legal issues need to be addressed in alignment
with EU law. Also within a European context, Fosch-Villaronga et al. (2018) present
in their work six different areas of privacy and data protection concerns for HRI
that arise with the use of robots in healthcare. With their comprehensive account,
they touch upon issues of confidentiality, induced trust, the nudging of disclosure,
complexities of consent, conversational privacy management, data portability,
and robot data collection.

Thirdly, the risks caused by biased algorithm-based learning and decision-
making in robotics have been brought into the discussion lately, since unfair
treatment of people in their own use or from application of robots in public
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domains (e.g., banking, healthcare, recruitment) perpetuates and in some cases
causes societal issues. Howard and Borenstein (2018) highlight the problems
of decision-making bias in the examples of robots used for peacekeeping or
for healthcare, where the biases introduced can occur in various stages of the
data set development used for training (e.g., determining the expert handling the
data sets, the expert labeling of the data sets, how the images are secured, and
what is considered a desirable data set output). In such cases, they write, using
robots that reflect any biases will lead to undesirable results of stereotyping and
discrimination of certain groups of the population simply because they belong to
minorities (e.g., gender, ethnicity, religion, age). Focusing on the more concrete
context of how unintended bias influences teams consisting of humans and
robots, Rosenthal-von der Pütten and Abrams (2020) found that having a biased
robot in a group setting is very problematic because its behavior can bring about
“unequal treatment, intergroup bias and social exclusion of team members with
severe negative outcomes for the emotional state of the individual and the social
dynamics in the group” (p. 396). Those group members who were treated unfairly
by the robot, as they explain, might not only be in risk of discrimination through
the feeling of rejection and neglect, but also from the inability to address or cope
with such situations when engaging in the group interaction.

3.1.2 Minimizing Uncertainty

When considering the precondition of uncertainty, the focus has so far been
placed on more indirect strategies. Because uncertainty is mainly related to
issues of unpredictability, the work aimed to minimize this liability to trust in HRI
looks towards increasing familiarity through deliberate design choices. Familiarity
is understood to be “an actor’s close acquaintance with something” (Möllering,
2006, p. 94) and is believed to foster trust in dealing with uncertainty, because
the process of familiarization enables people to suspend their doubt as they gain
knowledge or experience satisfactory to their judgment. In this sense, familiarity
serves as a means to draw on the past in order to feel more calm about the future.
This is central to ensuring trust, as trust is about those risk people believe are
going to come (Möllering, 2006). In other words, uncertainty can be minimized
to foster trust because the process of familiarization enables some reference
points for what people can expect from their interactions with robots. However,
one of the main challenges facing the more widespread use of robots in everyday
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human life is that most people do not have much experience interacting with
them. This creates a barrier that is not necessarily dependent on the specific
design of robots in terms of their performance reliability, but might also have to do
with more contextual factors (e.g., education, culture, subjection). Nevertheless,
there are at least two broader design strategies that have been used in current
work on trust in HRI to reduce uncertainty through the process of familiarization.

Among the most popular strategies to increase familiarity for trust in HRI is
the aim to make the decision-making processes and behaviors of robots more
transparent to the people interacting with them1.While the are many different
levels of abstractions on which transparency of robots might be required, the
knowledge and understanding that is gained from such perspective is an increas-
ing familiarization with how robots function or respond in a given situation of use.
Exploring the use of robots in a healthcare scenario, Fischer et al. (2018) found
that people with non-expert knowledge about robots gained better familiarity
with the states, actions, and capabilities of robots when they were continuously
provided with verbal explanations of what they were doing throughout the activity.
Making this information more accessible to people, they argued, helped them
reduce potential uncertainty of how the robot was going about the particular
task, thereby ensuring a basic level of predictability. However, as pointed out by
Wagner and Robinette (2021), the benefit of making information about the inner
state of robots more accessible to people through explanations can easily tip the
balance towards a false sense of certainty in the form of overtrust. Gaining more
familiarly with the underlying function of how robots make decisions and act with-
out explanations that actually support better understanding or knowledge, as they
argue, could lead to an irresponsible acceptance of faulty robots in potentially
dangerous situations. Another design strategy that has been popularly used for
uncertainty reduction is the opposite of providing information access to the inner
working of robots. Here, the focus is placed on the outer human-like appearance
of robots to facilitate a more intuitive interaction, and the communication of
social cues through non-verbal communication. As Mathur and Reichling (2009)

1The topic of transparency is currently receiving much attention in the AI and robotics com-
munity. This is not only because of the challenges of dealing with the epistemological issues
of making transparent the underlying reasons and motives for particular decisions or actions
(i.e., explainability), but also the more recent interest into the ethical issues of how to make
transparent who (or what) is responsible in cases where robots causes serious harm to humans
(i.e., accountability).
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state, the use of anthropomorphic facial features to support the familiarization
process with robots is important to consider for HRI research as people with little
or no prior experience interacting with robots might infer their trustworthiness
based on such exterior perceptions, which can be deceiving. While the manipula-
tion of anthropomorphic features of robots did not directly affect the way people
anticipated or attributed trust in robots, Christoforakos et al. (2021) did find in
their study that such design cues have an indirect role in supporting trust by
enhancing perceived competence and warmth of robots. However, as they write,
because people might pick up the anthropomorphic design cues of the robot dif-
ferently when given more variation in the visual appearance, the results suggest
that the perception of human-likeness mainly has a positive influence when it is
seen as an individual subjective perception. As such, the sense of familiarization
that is created with the display of social cues through anthropomorphic robot
design can be used as a way to reduce uncertainty when this falls into patterns
from past individual experience.

3.1.3 Avoiding Overexposure

Even though the often cited definitions of trust by Lee and See (2004) and Mayer
et al. (1995) used in HRI recognize vulnerability as an essential element of trust,
this aspect has in fact been left rather unexplored (with few exceptions that I
present inmore detail in the next section). One immediate reasonwhy vulnerability
as a precondition of trust has been of little interest to roboticists is a simple
technical matter. In their work, Wagner et al. (2018) take on a robot-centered
perspective on interpersonal trust in human-robot interaction and propose both a
conceptual and computationalmodel of this phenomenon, with a special focus on
perceived risk using game-theoretic elements and formal representation. While
they are inspired by the popular definition of trust by Mayer et al. (1995), which
places a great emphasis on the willingness of people to be vulnerable to the other
party, they provide their own definition through a slight modification mainly for
practical reasons:

“Our definition differs from Mayer’s in one minor respect. Mayer char-
acterizes trust as one’s willingness to be vulnerable. We replace vul-
nerability with risk only because risk is a more precisely and compu-
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tationally defined concept suitable for implementation on a robot.”
(Wagner et al., 2018, p. 4)

What Wagner and colleagues explain here is that they decided to use the
notion of risk instead of vulnerability as a way to gain an operational definition of
trust that they consider more useful for the context of human-robot interaction.

Considering a different reason, Cipolla (2018) correctly points out that there
is often some reluctance to highlight this precondition when studying trust in
relation to technology because “vulnerability is not usually interpreted positively,
particularly when related to design or engineering” (Cipolla, 2018, p. 113). Mainly
associated with overexposure to danger (i.e., risk) and unfamiliarity (i.e., uncer-
tainty), vulnerability tends to be something that needs to be avoided, solved or
explained away. Dagan et al. (2019) elaborate on this tendency in their motivation
for the designing of the social wearable technology “True Colors”. They write
that an explicit focus on vulnerability as a design value is rarely considered in
the human-computer interaction (HCI) community, because technology is mainly
seen as tool to empower people to live a better, more pleasant, and safer life. If
there are any vulnerabilities in sight, Dagan et al. (2019) continues, the developers
often call for technological fixes or new innovations to solve these issues or to
reestablish a sense of security or protection. Characterizing this instrumental
view on technology as a project of modernity, Coeckelbergh (2017) explains how
the underlying assumption behind the development and use of Information and
Communication Technology (ICT) reflects the agenda of vulnerability reduction.
He writes:

“By means of using electronic devices, the Internet, and all kinds of
ICT infrastructures we hope to become less vulnerable, to control
risk. We hope to be less dependent on ’nature’, on ’the earth’, on our
vulnerable bodies. We might even hope to liberate ourselves from a
kind of Platonic dark cave where vulnerability and mortality reigns,
and instead walk into the bright light of a new, invulnerable future” (p.
344).

What can be taken away from his account is that the perception of technology
as a form of remedy to all the possible harms of the world is a coping mechanism
that does not recognize or leave any space for vulnerability. As such, it might not
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be too surprising that vulnerability, as an important theme for technology devel-
opment and design, is hardly considered as something positive or worthwhile,
unless it is merely to optimize our technological instruments and systems.

In HRI, focusing on vulnerability is also often considered somewhat problem-
atic, but for a different reason. Through many years of ethnographic research
into the way children and elderly respond and relate to robots developed to offer
them companionship, Turkle (2011) warns us against how such new forms of
technology can leave people very vulnerable. With her critical view on the promise
of eliminating vulnerability through the reduction and simplicity of relationships
by using robots to meet the basic needs of people, the bad association of vulnera-
bility with technology is now related to danger of deception and its consequences
for how people form emotional attachments. She writes:

“Technology is seductive when what it offers meets our human vul-
nerabilities. And as it turns out, we are very vulnerable indeed. We are
lonely but fearful of intimacy. Digital connections and the sociable
robot may offer the illusion of companionship without the demands
of friendship” (p. 1).

The strong message by Turkle (2011) from this quote is not only that serious
psychological harm can result from a false sense of intimacy when engaging with
robots who seek to establish a emotional connection, but also that there is a level
of enhancement involved in such kinds of interaction. Her work revolves to a large
extent around presenting how the fascination with robots capable of imitating
signs of care and love will eventually lead to unhealthy and inauthentic emotional
attachments, because such technologies offer the possiblity to spare people
the hardship and disappointment integral to developing deeper relationships
with other people. By focusing on the vulnerability of people during human-robot
interaction as a form of exploitation of both children and elderly who are in special
need of care and love, a lot of effort has been put into better understanding and
discussing what can be done to avoid people potentially being deceived by robots
(Danaher, 2020; Grodzinsky et al., 2015; Sharkey and Sharkey, 2020).

This rather gloomy outlook on the role of vulnerability in our relation to robots
is unfortunate when it comes to discussions of trust in HRI. Because vulnerability
stands as one of the preconditions of interpersonal trust, aiming to avoid vul-
nerability or attempting to explain it away will paradoxically also undermine the
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demand for trust, as “in the absence of vulnerability trust is not required” (Misztal,
2011, p. 117). As Misztal explains, if vulnerability was not a concern in the first
place, there would be no need for anyone to trust in others because they would be
able to meet their goals, needs, or gain prosperity free from the support or help
of people. To live an invulnerable life would mean to be completely and utterly
self-sufficient – a state that some might strive for and work hard to achieve, but
which remains to be seen. This point is also well explained by Möllering (2006),
who writes:

“[...] in order to describe the typical experience of trust we often refer
to the fact that actors trust despite their vulnerability and uncertainty,
although they cannot be absolutely sure what will happen. They act
as if the situation they face was unproblematic and, although they
recognize their own limitations, they trust nevertheless” (p. 6).

Central to our understanding of trust, as he shows, is that we are aware of
our vulnerability but are able to interact and engage with the world anyway. I
argue that this is similar when we aim to understand and study interpersonal
trust in HRI. It is therefore important to challenge the rather negative view of the
relationship between trust and vulnerability. Considering more recent studies
on trust in HRI, it seems that there is already some empirical support for the
consideration of vulnerability is something that is not merely problematic, but
could on the contrary also support the interaction and engagement with robots.

3.2 An Active Precondition
Understanding that vulnerability is a precondition of interpersonal trust makes it
clear why it cannot be eliminated from the equation so easily, and why it has been
included in most attempts to provide a definition. Still, there is not much work in
HRI that has been focusing explicitly on the aspect of vulnerability for studies on
trust between humans and robots. This has left a research gap in the current HRI
literature on trust – I believe it is not only important and urgent to fill this gap, but
also to explore further and deepen the way we can understand and study trust
between humans and robots. As I will present in this section, those few studies
that have lately been exploring the link between vulnerability and trust tend to take
on a property approach and thereby miss out on two important points: firstly, that

87



3. EMPHASIZING VULNERABILITY

vulnerability in its relevance specifically for trust must be studied as something
fundamentally relational, and secondly (and possibly even more importantly),
that it can only come into play as an active precondition if both parties are able
to accept and negotiate their vulnerabilities.

3.2.1 Vulnerability as Robot Self-disclosure

The notion of vulnerability similar to that of trust – it is very abstract, and its
meaning can be hard to grasp. One way to understand what people mean by
vulnerability in the HRI community is by showing how vulnerability has been
operationalized. Overall, studies on trust in HRI are currently taking vulnerability
to be some form of self-disclosure by a robot through verbal expressions and
communication. Using such an understanding of vulnerability is useful when de-
signing empirical studies, because it is made less abstract (i.e., specific linguistic
statements), which eventually renders it more easily manipulated and measured.
Consequently, all studies so far have been designed to explore how expressions
or utterances of vulnerability by a robot can influence either human behavior or
communication during HRI.

For example, Siino et al. (2008) found that a robot using affective disclosure
during a collaborative task in a repair scenario resulted in people feeling less in
control of their data, but also increased the robot’s likability. Although this study
is not directly about trust in HRI, it is still interesting because the findings could
be understood as an expression of either human experience of vulnerability, or as
perception of the robot being more vulnerable when reporting its affective state.
In another example, Kaniarasu and Steinfeld (2014) were able to show that an
utterance of self-blame by a robot2 during a collaborative task in a navigation
scenario led people to find it less trustworthy. As discussed by the authors, the
tendency by people to negatively view others who constantly make apologies for
themselves despite their intention of honesty, is an effect seen in HRI that sheds
light on issues of distrust. However, there are also studies suggesting that robot
self-disclosure can improve trust in HRI. Martelaro et al. (2016) found in their
more recent study that a simple robot expressing statements of vulnerability3

2I.e., “I think I am doing a bad job”, “I am disappointed in myself”, and “I think I should be
doing better” (p. 852).

3E.g., “They reset my memory this morning, so my day has been a little rough”, “I get embar-
rassed when I need to ask someone to debug my program”, or “Sometimes I get lonely. I don’t
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during a learning task in a tutorial scenario would result in a higher level of trust
and sense of companionship. More interested in group dynamics, Sebo et al.
(2018) found that when a robotmade vulnerable statements during a collaborative
task in a game scenario, its team members would display a much higher level of
engagement with it. Extending on this work, Traeger et al. (2020) also found that
the communication between teammembers would improve, and their experience
as part of the group would be positive when the robot would provide statements
of vulnerability.

While all these studies are important steps towards the inclusion of vulnera-
bility for trust in HRI, they also fall short in two regards. First, none of the studies
provides any definition of vulnerability (something I touch upon in chapter 2), but
instead equates it to the errors or mistakes that a robot could make during inter-
action or collaboration. As such, it is an open discussion whether this proposed
meaning is in fact useful for the aim of studying trust in HRI, which I believe is
a highly relevant question. Secondly, reducing vulnerability only to a property
of the robot’s behavior fails to recognize that vulnerability, as a precondition of
trust, must always be interpreted and linked to a specific situation or moment in
time. As such, vulnerability is something that arises from the given circumstance
around both the real and perceived vulnerability, depending on how the interaction
plays out. As I wish to highlight in the following section, it is important to include
the insight that vulnerability is relational in research on trust in HRI, because it is
highly sensitive to the ongoing and ever-changing relationship between humans
and robots during interaction.

3.2.2 Relational Dimension of Vulnerability

Throughout his work on developing a normative anthropology of vulnerability,
Coeckelbergh (2013) draws on the traditions of phenomenology and pragmatism
for the analysis of vulnerability in relation to technology, as an alternative to
the more classical scientific approach. As he writes, the understanding that
the classical sciences bring to the foreground of the discussion is one where
“vulnerability appears as an objective, essential feature of human nature, and
the vulnerability of people is studied in an objectivist way” (p. 38-39). From
this perspective, he continues, vulnerability is something external to people, and

have many friends.”) (p. 184).
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can be evaluated from a third-person point of view and thus also characterized
in objective terms. Vulnerability is real with regards to the possibility of risk
and uncertainty as a threat to the livelihood or well-being of people. In this
sense, the individual experience of being vulnerable is not taken into account
or regarded as something that can be managed when understood properly. As
Coeckelbergh (2013) explains, even those who do speak about vulnerability as
tied to the subjective feelings or emotions of people are still presupposing that the
perception of being vulnerable is seen in the light of an objective standard. Taking
the completely opposite perspective would mean considering vulnerability only
as subjective, where the first-person perspective is in focus – how the “I” comes
to experience the vulnerability. This view, however, is also problematic, he argues,
because it does not acknowledge that the subjective experience of vulnerability
is influenced by the surroundings and conditions people find themselves in.
Vulnerability is connected to the way people interact and engage with the world,
which contains both risk and uncertainty as part of daily life. What Coeckelbergh
(2013) aims to challenge is in fact this overall idea of object-subject dichotomy
in our understanding of vulnerability that is ingrained in Western thought. As a
way out of this dualistic view on vulnerability, he proposes to shift the focus on
how vulnerability emerges out of this tension so that it “[...] is neither a feature of
the world (an objective, external state of affairs) nor something that we create
or perceive (a subjective construction by the mind, an internal matter), but is
constituted in the subject-object relation.” (p. 43).

From this critical discussion, Coeckelbergh (2013) elaborates on what he
means when he takes vulnerability to be relational, that is: closely connected with
the notion of engagement. He states that vulnerability arises from or comes into
view only within the relation that manifests when people engage with the world. It
is nothing that already belongs to people or the world in advance, but something
that unfolds in that meeting. Following this understanding of vulnerability as
something emergent during the interaction is also relevant to theway it is possible
to think about vulnerability for studies on trust in HRI. Given that vulnerability
fundamentally emerges from the interaction or engagement between humans
and robots, it would be a mistake to reduce it to being a property of the robots
or of the perceptions people have, as we have seen from previous work. Rather,
it is something that must be located in the event of the meeting. What we can
take as relational vulnerability in HRI is the co-constitution of vulnerability as a
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result of both the human and the robot coming into interaction or engagement.
While Coeckelbergh (2013) puts a lot of effort into stressing the value of this
analysis because it makes room for the existential dimensions of a “vulnerable
being” (p. 44)4, I argue that the more important point he makes, and the most
relevant for the HRI community, is that it also enables us to see vulnerability as
a process – vulnerability is continuous and ongoing. Because vulnerability is
relational in terms of interaction and engagement, it also means that it is always
in the making. Coeckelbergh (2013) makes this point clear when he writes:

“Vulnerability is not merely passive. To understand vulnerability as
something entirely passive would be to turn the human being into an
object once again, or a property of that object. But openness does
not mean passivity, and vulnerability is not merely a characteristic of
our body or our mind. We are not vulnerable in the way a building or
a bridge is vulnerable. Rather, wemake ourselves vulnerable; we put
ourselves at risk, by ourmental and physical actions. We eat, we travel,
we work, we love, we hope, and these actions make us vulnerable.
Vulnerability, therefore, is not a property of the human person but a
feature of the relation between us and the world. It is a feature of our
way of being (in the world) and a way of existing” (44).

Translating this insight into the context of trust in HRI, we can say that it is
possible to consider vulnerability as a result that always occurs in the exchange
between a human and a robot. While robots are a completely different kind
(compared to humans), I believe that this does not hinder the recognition that
they play their own and important role in the creation of vulnerability. Just as
anything else in the world that confronts people as part of their everyday life, our
meeting with robots has the potential to shape the way we come to experience
and understand our vulnerability through the encounters. The same goes for the
way that robots can be considered vulnerable in meeting with humans. They are
also affected by the actions and behaviors of humans, even though the issues that
robots face in such meetings might not have the same existential consequences.
Nevertheless, potential risks and uncertainties that robots have to face when
navigating in human spaces do exist, which render them vulnerable and therefore
bring the theme of trust as bidirectional into the discussion.

4Or what I will discuss as an example of a universal human condition in the next section.
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3.2.3 Vulnerability Recognition and Acceptance

Originating from her many years of research into shame as a social worker,
Brown (2012) has recently also been known for her work on vulnerability as part
of a larger discourse of resilience5. While her overall aim is to make people view
vulnerability as a source for empowerment to deal with interpersonal relations and
self-improvement in everyday life, her most important insight for understanding
trust in HRI is the role that recognition of vulnerability plays in themeeting between
humans and robots. Recognizing and accepting vulnerability is not a weakness,
as the predominantly bad connotationsmay seem to indicate, but rather essential
to an active and positive interaction and engagement with the world. As Brown
(2012) writes:

“Our rejection of vulnerability often stems from our associating it with
dark emotions like fear, shame, grief, sadness, and disappointment –
emotions that we don’t want to discuss, even when they profoundly
affect the way we live, love, work, and even lead. What most of us
fail to understand and what took me a decade of research to learn is
that vulnerability is also the cradle of the emotions and experiences
that we crave. Vulnerability is the birthplace of love, belonging, joy,
courage, empathy, and creativity” (pp. 33-34).

By taking the perspective on vulnerability as something that can also foster
a willingness to engage with others and the world, with the hope of finding
deeper and more meaningful connections, an opportunity is created to view
this precondition as part of a positive reinforcement of trust, rather than only
functioning as a passive backdrop. Unlike risk and uncertainty, vulnerability does
not link to trust in terms of management, regulation or control. As Brown (2012)
argues, vulnerability is a part of human life that can bring people into interaction
and engagement with others and the world, as the cause of both limitations and
prospect. When vulnerability stands in relation to trust as a form of accepting an
openness to harm or exposure, this allows for positive reinforcement in terms of
benefits that both parties in the interaction or engagement can reap. The party

5The uptake of her work on vulnerability among the more general public is mainly due to her
TEDx Talk “The Power of Vulnerability” from 2010 and Netflix Show “The Call to Courage” from
2019, both of which platforms seek to provide a venue for science communication.
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trusting benefits from getting the support needed, while being trusted offers a
chance to help others.

For the context of trust in HRI, this illuminates why vulnerability as a precondi-
tion is (metaphorically speaking) the key that unlocks trust as something that is
co-created during the process of strengthening interactions and engagements
between humans and robots. Vulnerability recognition and acceptance as an
inherently positive part of trust in HRI leaves room for people and robots to gain
the level of openness required for a successful outcome of a specific encounter.
However, this also means that vulnerability, when recognized and accepted as
part of trust occurring between humans and robots, is to some extend also
bidirectional. Just as people must be able to trust in robots by being open to
harm, robots are also open to exposure in their encounters with humans6. The
bidirectional process of vulnerability recognition and acceptance in HRI, arising
from the inherent co-creation of trust through positive reinforcement during the
ongoing interaction and engagement, is important to keep in mind when consid-
ering the design space for HRI encounters that are trust-based. This is not only
because vulnerability as a precondition to interpersonal trust can play an active
and positive role in the meeting with others and the world, but also because it
comes to show that vulnerability is an instance of constant negotiation. For the
interaction and engagement between humans and robots to be labeled as an
instance of trust, the vulnerabilities that are recognized and accepted emerge
from the revealing or hiding of vulnerability by both parties during the encounter –
finding the appropriate level of trust during HRI is a matter of coming to an agree-
ment about which vulnerabilities can be on display without causing significant
harm or exposure if violation does happen (a point I will return to in chapter 6).

3.3 Perspectives on Vulnerability

Similarly to trust, work on the topic of vulnerability is rather extensive and has been
discussed in many areas of research. In her book on the sociology of vulnerability,
Misztal (2011) presents a comprehensive overview of how the discussion of
vulnerability originated, how it has changed over the last decades, and how it is
currently shaped by new findings. While it is not possible here to go through all

6I further discuss this point in relation to the potential vulnerabilities of robots later on in
chapter 6.
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the important aspects of how vulnerability has been explored, it is important to
establish a basic idea of how it has been developing towards more inclusion of
social sciences, and why I draw on more recent discussions to make it relevant
for trust in human-robot interaction.

3.3.1 From Hazards to Populations

Misztal (2011) explains that work on vulnerability was first concerned with man-
aging the impact of natural hazards upon local communities through scientific
and technological predictions and solutions. From the perspective of risk and
disaster studies, the exposure to harmful events caused by natural phenomena
(e.g., floods, cyclones, earthquakes and drought) was themain problem– through
technocratic prevention, it was believed that people would become less vulnera-
ble. However, as Misztal (2011) continues, such perspectives were often blind to
the social, political, and economic dimensions that were key to the understanding
of catastrophic events. This motivated new interest into better understanding
the specific community or population impacted by the exposure in a way that did
not treat them as a passive and heterogeneous group. Central to this movement
towards vulnerability studies was the effort to better understand the circum-
stances that place people at risk, and the socio-economical and political factors
that prevent people from responding well to the various exposures7. Sensitivity
and resilience of people on all levels (i.e., individual, groups, community, state
and societal) guided the policies and interventions developed to help people
cope with their sense of vulnerability. Within the social sciences, and especially
in sociological debate, there was also an increasing interest in the effects of
globalization processes and the new kinds of risks people were facing (as I briefly
presented in the introductory chapter 1) that also sparked a new interest into
vulnerability studies.

While the original understanding of vulnerability has roots in discussions
about the interplay between external exposure (from natural catastrophes) and
proposals of various resilience strategies (whether mainly technocratic or more
socio-political), a more recent interpretation has been surfacing in the psycholog-

7Misztal (2011) writes extensively on the issue of how attention to poverty has fostered some
of the most important insights into current understanding of how the distribution of vulnerability
is highly dependent on the social and economical injustice sometimes reinforced by political
agendas held by governmental bodies or states.
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ical literature where vulnerability is considered a form of feature characteristic of
certain groups of the population. Again we learn from Misztal (2011) that another
big interest in understanding and studying vulnerability was related mainly to
issues of fragility, uncertainty, and lack of agency experienced among children
and elderly people. In these discussions, vulnerability was associated with the
protection and well-being of those in the population that were considered less
capable in one way or another. Over time, the groups within a population that
were considered especially vulnerable were also extended to those that were
more exposed to social exclusion (e.g., the youth, mentally ill, to single parents,
ethnic minorities, the unemployed and the homeless). As such, it is also common
today to associate work on vulnerability with issues of insecurity, anxiety and pow-
erlessness. From a slightly different perspective, Misztal (2011) mentions that
fear has also been closely connected to the study of vulnerability, mainly in social
and political theory. With the view that people are more at risk in late modernity,
vulnerability understood to accompany fear has been centered in contemporary
debates8. More interesting, however, is that the discourse on vulnerability mainly
in terms of fear did not only motivate a renewed focus on vulnerability, but also
motivated the development of “therapeutic culture” (p. 39) – a label used to
describe the interventions, strategies, and scripts developed in a culture to help
people deal with their experience of vulnerability caused by negative emotions
and trauma.

However, as Misztal (2011) explains, the major challenge that this fear-driven
account of vulnerability face is that it assumes that the risks people might expe-
rience are in fact things that they may also to some extent feel helpless against.
As such, this understanding of vulnerability reduces it to concerns about human
ability to exercise agency, and often leads to advice on how people should feel or
act in light of risk, which then is considered a problem of how well individuals are
coping. To avoid interpreting vulnerability as a serious limitation to the develop-
ment of human agency because it restricts their self-defense to external forces,
more recent work on vulnerability has proposed a broader view by stressing the
universality of human vulnerability. An understanding of vulnerability from amore
existential perspective, not only advocated in social and political theory but also
in many ethical and moral discussions, stresses the importance of vulnerability

8However, it is important to Misztal (2011) to also point out that while this account of the
sociological interest into the relation between fear and vulnerability is new, it was recognized
long ago in political theory in the work of Hobbes.
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as something fundamentally connected to the human condition (Misztal, 2011).

3.3.2 The Human Condition

Fineman (2008) is one of the influential proponents understanding vulnerability
as part of our human condition, as an argument for the development of a more
equal, inclusive, and responsible nation state. As she argues, the problem with
the widespread conceptualization of vulnerability as something characteristic of
a vulnerable population is that it also contains a form of stigmatization in terms
of “victimhood, deprivation, dependency, or pathology” (p. 8). Confronting the
negative associations surrounding the notion of vulnerability, Fineman proposes
instead to recognize that people are always in some form dependent on various
social, legal, and political structures or institutions to meet their basic needs. So
while some peoplemight have special needs (i.e., themore vulnerable group of the
population), all humans share an existence as subjects who require the attention
and care of other people or the supportive structure providing their everyday
life in a world of constant risks and uncertainty. It is from this perspective that
Fineman (2008) introduces the idea of the “vulnerable subject”, which she uses to
capture the universal aspect of being human over the span of a lifetime where the
ever-present possibility of being harmed –whether unintentionally or intentionally
– is not under our control.

The philosophical analysis of the specific connection between vulnerabil-
ity and the human condition originates from three different directions, which
Mackenzie et al. (2014) accounts for very well. As they write, the first main area
in which vulnerability as part of the human condition came into focus was in
feminist theory, where attention was placed on the issue of dependency and the
ethics of care as a universal element of living together in communities, states,
and larger societies. These feminist perspectives motivated a critical stance
towards mainstream political and moral theory, which were argued to be blind
to the normative dimensions of vulnerability. By pointing out very clearly that
the human condition of vulnerability cannot be separated from the universal de-
pendency that people have on other people or the state, those advocating more
feminist theories have seen it necessary to ensure that there was always a strong
moral obligation to protect the vulnerable against suffering resulting from lack of
care. How vulnerability is connected to the human condition has also been of
great interest to the field of bioethics and was later included in the core principles
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of clinical research ethics. In the medical context of providing and receiving care,
the focus has been on ensuring that people are not left vulnerable to violations
of their basic human rights of autonomy, dignity, and integrity. Because everyone
has a body that throughout life will be in need of healthcare to some extent, this
view acknowledges that the vulnerability of people must always be taken into
account as a universal factor in order to maintain their well-being in treatment,
trials, and assistance. Grounded strongly in the idea of corporeal vulnerability
and its ethical implication as developed in the work of Butler (2006), the third
area in which vulnerability is being associated with the human condition is in
it role as a form of ontological foundation of humanity. Accepting as a basic
and universal premise that the embodiment of human life and the vulnerability
that people come to experience often arise from the various different responses
others have to their body, this perspective enables an understanding of not only
the good (e.g., love, care, generosity) but also the bad (violence, abuse, contempt)
aspects of humanity. This identification of the inherent ambivalence of human
nature introduces to the discussion the importance of how vulnerability is entan-
gled with the self-other relationship, emerging in encounters with other humans.
Consequently, this perspective on vulnerability as a human condition stresses
that the continuous impact and influence people have on each other through
their actions implies an ethical obligation to mitigate the suffering caused by
misfortune and structural inequalities identified as part of everyday life.

I must add to the analysis by (Mackenzie et al., 2014) of how vulnerability
tends to be discussed in philosophy in relation to the human condition, that
similar perspectives can also to found in philosophical debates about the promise
of the transhuman project of “enhancing the human condition and the human
organism opened up by the advancement of technology” (Bostrom, 2005, p.
3). Hauskeller (2019) considers the whole transhumanism movement rather
problematic because it seeks to erode what ultimately defines the basic condition
of our humanity – our recognition that death will eventually arrive and that this
pushes us towards others in the hope of a valuable and meaningful life. In this
sense, he speaks of vulnerability in existential terms, as it comes to represent
the universal condition of human life. In their critical analyses of transhumanism,
Coeckelbergh (2013) and Liedo and Rueda (2021) bring to our attention that
the desire to enhance our human nature through technology will, despite great
success, never be able to take away vulnerability as part of the basic human
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condition. As they argue in differentways, while someof the human vulnerabilities,
which advocates of transhumanism today wish to make obsolete, might be
overcome in the future, it will only result in the creation of new ones that we are
not able to predict or could even imagine. As such, these more nuanced voices
in the debate do not dismiss the project of transhumanism, but instead show
that vulnerability as part of our human condition will merely transform alongside
the transformation we will see in human nature. Whether these are going to be
favorable or not depends on the many choices that will be made along the way.

From this short account of how vulnerability is also part of recent discussions
about the human condition, it becomes increasingly evident that it is a notion that
is not only relevant to the analysis of trust, but also to a range of other neighboring
concepts including e.g., need, dependency, violence, care, exploitation, human
nature, and love. This is important to keep in mind when studying trust in HRI,
because it is easy to get absorbed by the theme of vulnerability if the focus does
not remain on its particular role in interpersonal trust as one of its preconditions.
I will do my best to ensure that the focus is on this relation. However, what is
valuable from this particular philosophical perspective is that it highlights that
vulnerability constitutes a fundamental aspect of the human condition, whether
due to our dependency, needs, or relation to others. As such, the experience
of vulnerability is something that everyone will be familiar with at some point
and level during their lifetime, regardless of whether this is further amplified
by belonging to a vulnerable group of the population. This acknowledgment of
vulnerability as something relevant to everyone is something that I will pursue
in the rest of my dissertation, since it provides a starting point for the study of
trust in HRI that is most relevant to the application of robots in more everyday life
domains where the envisioned target population for using robots is considered
in terms of the ordinary or lay person.

3.3.3 Imperfect Robots

From the above account of vulnerability as closely related to the universal human
condition, it might seem a rather big jump to now continue to speak about robots.
The objection that comes tomind immediately is that robots, as inanimate objects,
do not have an inner life that is able to experience suffering (or anything at
all) due to harm. One might ask: in which sense can vulnerability be linked to
discussions about robots? While it is not the point to dispute the fact that robots
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are not sentient beings in which vulnerability relates to any subjective experience
(a point I will also return to in more detail in chapter 6), robots are limited in
their capabilities and their ability to deal with exposure that can compromise
their proper functioning. Since the functioning of robots depends on various
intertwined mechanical, electrical, and computational components, the space of
vulnerabilities related to robots specifically is rather sizable. By drawing mainly
on insights from literature on security issues in robotics and failures of robotic
systems, I will briefly try to show that vulnerability is also a useful notion from
a more robot-centered perspective when considering that robots are far from
perfect.

The predominant and maybe also more typical way of discussing vulnerability
in relation to robots focuses on the various security issues of e.g., safety, cyber
hacking prevention, or privacy protection – general areas of concerns in computer
science research. Because robots are nothing more than embedded computer
systems, they also face the challenge of withstanding threats or attacks from
external forces aiming to compromise their operation and secure usage. Working
towards the introduction of more socially capable and anthropomorphic robots
for application in both the public and private life of people, the priority of security
measures is expected to become of even greater importance in the near future
(Clark et al., 2017). However, as Kirschgens et al. (2019) explain, the rush to
bring service, personal, and collaborative robots into the fast-growing consumer
market with the aid of new developments in the Internet of Things (IoT), Industry
4.0, and Cloud Computing has resulted in an inadequate consideration of security
issues that could compromise the safety of humans. These consequences, they
write, may be even more challenging than the ones identified in the development
of personal computers back in the 1990’s, or in the more recent revolution of
smart-phones in the 2000’s. As Kirschgens et al. (2019) point out:

“[...] when a PC is hacked, the output damage usually remains virtual
and, although linked to reality inmany aspects, the direct consequence
of the breach generally stays non-material. Meanwhile, when a robot
vulnerability is exploited, apart from this privacy violations, data or
economic losses, there is another major effect to be considered: phys-
ical outcomes by robot malfunction. Robots can harm people and
things. And this is why there is an urgent need for rethinking how we
protect robots” (pp. 1-2).
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The increasing demand for robots to rely on open source and to be better
embedded into various technological infrastructures used by people with limited
expert knowledge, as they stress, is something that reveals the serious security
vulnerabilities in current robotics. Hardware, firmware/OS, and application at-
tacks are presented by Clark et al. (2017) as the three main target layers when
categorizing security issues for robots. Aiming to provide an open and free tool
to better identify the various security vulnerabilities of robots, Vilches et al. (2018)
developed a “Robot Vulnerability Scoring System (RVSS)” that takes into con-
sideration aspects of safety, assessment of downstream implications, library
and third-party assessment, and environmental variables. The potential secu-
rity risks resulting from hacking robots were explored by Wolfert et al. (2020)
in the particular context of social robotics. After they had performed an initial
cybersecurity vulnerability analysis of two different commercially available social
robotics platforms, Miller et al. (2018) found that the main challenge to ensuring
secure use was connected to the lack of authentication. In their proof-of-concept
study, they showed how social pressure through the control of a social robot
led some people to compromising access to guarded spaces, sharing sensitive
and personal information, and entering unsafe situations. As they conclude,
it is important to further address security issues in future research on trust in
HRI, because robots vulnerable to hacking with the intention of misuse might be
harder to spot in contexts where the social capabilities and anthropomorphic
design can be exploited to influence people. By now, growing awareness of the
many security issues related to the use of robots for application in more everyday
life contexts have also lead to further discussions around the legal implications
and policy considerations required to make HRI more safe (Fosch-Villaronga and
Mahler, 2021; Lutz et al., 2019; Subramanian, 2017).

Shifting attention towards a different way in which vulnerability is being dis-
cussed in HRI, there has been a recent surge of interest in how the unexpected
behavior of robots influences the perceptions and feelings people have towards
them. How people are able to understand and handle various errors, mistakes,
failures, and fault caused by robots is the focus of such work, and is believed
to play and important role in the decision of people to accept, interact with, and
use robots. Honig and Oron-Gilad (2018) have provided a very extensive overview
of how robot failure has been studied in HRI to this date, and I believe that such
work is relevant to research on trust between humans and robots because there
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are two main responses people tend to have when it comes to understanding or
perceiving robots as imperfect. Given that robots are often represented in both
pop-culture and media as being very capable (e.g., having high intelligence, easily
manipulating objects, engaging in conversations and interactions, navigating in
unstructured environments), the first confrontations with the limits of such robots
when having to operate in the real world very often results in disappointment or
frustration to those not so familiar with the state-of-the-art in robotics (Brucken-
berger et al., 2013). As Honig and Oron-Gilad (2018) point out, it takes very little
time before error or failures occur, which also happens rather frequently when
robots are being tested or deployed in real life situations despite great effort
being put into ensuring their proper functioning. Consequently, there is often a
big gap between the expectation people have towards robots and the reality of
what robots can in fact do – a challenge that is in referred to in HRI literature
as the “expectation gap” (de Graaf et al., 2016; Kwon et al., 2016). According to
Henschel et al. (2021), the unrealistic expectations towards robots are further
reinforced by the desire to design them as more and more human-like, in both
appearance and behavior. While it may be possible to manage the expectations
of people, the more serious consequence of the expectation gap is that the un-
expected behaviors of robots can be interpreted as incompetence (Cha et al.,
2015; Salem et al., 2015b). Robots might simply be perceived as not up to the
tasks that are required of them, which can lead to disuse or even questions about
whether they are useful for everyday life activities at all. As such, the imperfection
of robots caused by recurring errors, mistakes, failure and faulty behavior can
result in a negative attitude towards their potential use in society more widely.
However, as I will argue, another kind of response to the imperfection of robots
turns out to be quite the opposite. Sometimes the errors, mistakes, failure, and
faulty behavior of robots increases their likability and familiarity, because people
perceive this imperfection as something that makes them seem more human
in a way (Gompei and Umemuro, 2015; Ragni et al., 2016; Salem et al., 2013). In
the work of Mirnig et al. (2017), this notable observation was explained in terms
of the Pratfall Effect: it is common for people to consider imperfection in other
people as an indication of approachability that also make them more attractive.
With this understanding, Mirnig et al. (2017) set out to explore in a study whether
this social psychological effect could deliberately be used to make interactions
with robots smoother and influence whether people found them more believable.

101



3. EMPHASIZING VULNERABILITY

They point out that the study shows that whether the imperfection of robots is
considered an expression of human-likeness rests heavily on whether they are
able to also communicate about errors, mistakes, failures, and faulty behavior
through social signaling. Taking this discussion into a philosophical reflection
about the possibility of robots as companions, Coeckelbergh (2010a) argues that
this all depends on whether robots are able to mirror human vulnerability, as this
will instigate in people a feeling of empathy towards them. His argument for why
this vulnerability mirroring is crucial for developing a relationship of compan-
ionship with robots lays in his understanding of vulnerability as a basic human
condition (as discussed in the previous section). Coeckelbergh (2010a) puts into
words this point as follows:

“Our embodied existence renders us vulnerable beings. Human em-
pathy is partly based on the salient mutual recognition of that vulner-
ability: this is what we (among other things) share as humans; this
is what makes you ‘like me’ or ‘one of us’. In this sense, we are each
other’s ‘vulnerability mirrors’. We can feel empathic towards the other
because we know that we are similar as vulnerable beings. If we met
an invulnerable god or machine that was entirely alien to us, we could
not put ourselves in its shoes by any stretch of our imagination and
feeling [...]” (pp. 6-7).

What we can learn from this interesting perspective by Coeckelbergh is that
robots, who will eventually be able to display and communicate their vulnerabil-
ity, could in fact help build stronger and more authentic relationships between
humans and robots9. As I will explain in more detail in chapter 6, which explores
robot vulnerabilities through expert interviews, I believe it is necessary here to
already emphasize that this idea of vulnerability mirroring as a way of speaking
would lose its value if vulnerability was understood as robots having to mirror the
exact same vulnerabilities that are characteristic for humans. In this sense, I will
extend this idea presented by Coeckelbergh (2010a) through my own empirical
work on how vulnerability also comes to play an important role in our study of
trust in HRI.

9Yet, because this also opens up a whole landscape of ethical problems, he also makes sure
to explain that while this helps us better understand why it is possible to have robot companions,
it does not mean that it is in any way what is desirable.
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3.4 Guiding Trust Definition

Möllering (2006) writes that the topic of trust continues to fascinate and lure new
generations of scholars across disciplinary boarders despite the vast amount of
literature already devoted to the understanding and analysis of trust. In his view,
one reason for this appeal is the power allotted to interpersonal trust, as it is
(metaphorically speaking) often considered the invisible glue enabling and main-
taining positive interpersonal relationships, cooperation and social cohesion10.
The important role trust plays in uniting humanity into a common life was already
clearly expressed by Simmel (2004) who observed and noted that “without the
general trust that people have in each other, society itself would disintegrate, for
very few relationships are based entirely upon what is known with certainty about
another person, and very few relationships would endure if trust were not as
strong as, or stronger than, rational proof or personal observation” (pp. 177-178).
While the value of trust is widely agreed upon, as it has very positive effects on
human well-being and smooth societal functioning, only little consensus has
formed on what trust means. To this day, it is still hard to find a good and com-
prehensive overview or model of trust in current literature, even though getting a
clear picture of the phenomenon is recognized as necessary. Determining what
trust is and how it can be studied empirically is not as straightforward as it might
seem at first glance.

Like with many other abstract concepts (i.e., justice, money, love, rules, rights,
freedom etc.), trust is hard to grasp because there is nothing in the world we
can simply point at to establish its existence directly. That is, there is no one-
to-one correspondence between our concept of trust and it manifestation in
the world. Instead, what constitutes trust is a complex collection of ideas that

10As Misztal (1996) explain, the original understanding of trust was in fact deeply integrated
with religious debates about belief, because it was used in speaking about the dependency of
humanity upon the mercy of a benevolent God or goodly powers. In this religious context, trust
was closely associated with faith because human existence has always contained elements
of vagueness and contingency outside our control. Human faith in higher order and justice as
central to religious practice places trust as a strong motive to accept that which utterly escapes
understanding, but nevertheless could be a strategic choice in dealing with risky and uncertain
moments in everyday life. This line of thinkingwas even carried on tomodern sociological debates
as Giddens (1990) expressed that trust is a form or faith that has more to do with commitment
than a simple cognitive achievement of risk assessment. Möllering (2006) along similar lines
goes when he argues for a conceptualization of trust as a “leap of faith” that expresses the state
of suspension that trust enables when people accept their vulnerability.
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combine to create its rich meaning. Consequently, trust can only be investigated
indirectly. Thus, on a theoretical level, we need to carefully study which ideas
are relevant and how exactly they relate. However, the work of trying to grasp
the idea of trust by teasing out the various conceptual elements and relations is
often considered a problematic task because there is no unified understanding of
trust, despite extensive and substantial theoretical work in a range of disciplines
(e.g, philosophy, sociology, economics, political science, psychology, medicine,
organization studies, cognitive science, riskmanagement, and computer science).
Various accounts of trust have been proposed: below, I list a selection of popular
definitions, some of which have also been used to guide current understanding
of trust in HRI:

“[...] a particular level of subjective probability with which an agent as-
sesses that another agent or group of agents will perform a particular
action, both before he can monitor such action (or independently of
his capacity ever to be able to monitor it) and in a context in which it
affects his own action” (Gambetta, 1988, p. 217).

“[...] willingness of a party to be vulnerable to the actions of another
party based on the expectation that the other party will perform a partic-
ular action important to the trustor, irrespective of the ability to monitor
or control that other party” (Mayer et al., 1995, p. 712).

“[...] psychological state comprising the intention to accept vulnerabil-
ity based upon positive expectations of the intentions or behavior of
another” (Rousseau et al., 1998, p. 395).

“[...] I think it is in your interest to take my interests in the relevant
matter seriously in the following sense: You value the continuation of
our relationship, and you therefore have your own interests in taking
my interests into account. That is, you encapsulate my interests in your
own interests” (Hardin, 2002, p. 1).

“[...] the attitude that an agent will help achieve an individual’s goals
in a situation characterised by uncertainty and vulnerability” (Lee and
See, 2004, p. 51).
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Lacking a common understanding of trust that can also be expressed in a
clear definition has often led to the permission of vagueness and imprecision.
This tendency to leave aside the demanding conceptual work in research on trust
is well stated by PytlikZillig and Kimbrough (2016) when they write:

“The frequent complaints about the continued “elusive” nature of
trust and the lack of an agreed-upon definition for trust are not en-
tirely unfounded, but they also seem to be somewhat self-serving and
misleading. That is, such claims may serve as rhetorical devices to
underscore the importance and difficulty of one’s topic of study, while
at the same time providing authors with full license to define trust
however they like” (p. 41).

While they acknowledge that the task of getting to the nature of trust is chal-
lenging because of the many suggestions provided so far, neglecting conceptual
clarification will only lead to further confusion and inconsistency. The absence of
a systematic understanding of trust to provide a basic foundation will eventually
also undermine the very attempt to get a better understanding of trust through
empirical work, as there will be doubt about whether what is being measured
is actually appropriately related to the concept. In this sense, a wide range of
conceptual flexibility may be necessary and valuable to show the complexity of
trust, as various fields of research approach the topic differently. Yet, it is also
worthwhile to attempt to suggest at least some kind of conceptual overview of
trust for the sake of clarification and deeper understanding. As Castelfranchi and
Falcone (2010) argue:

“[...] the fact that the use of the term trust and its analytical definition
are confused and often inaccurate should not become an unconscious
alibi, a justification for abusing this notion, applying it in any ad hocway,
without trying to understand if, beyond the various specific uses and
limited definitions, there is some common deep meaning, a conceptual
core to be enlightened” (p. 7).

With my disciplinary background in philosophy, I strongly agree with their call
for a more general and domain-independent account of trust, though I have no
ambition of comparing my own attempt with the extensive work they have been
carrying out in their proposal of a computational model of trust (Castelfranchi and
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Falcone, 2010). For the purpose of my PhD project and in writing up this disserta-
tion, my aim is rather to zoom in on a very specific trust-vulnerability conceptual
relation as a starting point for my own investigations into trust in HRI. Since there
are many ways to cut the conceptual cake when constructing a definition of trust,
my own attempt is to be considered only as an initial step towards a working
definition, which could also prove useful to other HRI researchers working on the
same topic. After the basic relations, objects, and metaphysical commitments of
the trust concept have been presented in the previous chapter 2, I propose the
following working definition of trust:

Given the possible risk that agent A might get harmed if agent B will not
do C and uncertainty about whether agent B can and will do C, agent
A trusts agent B to C in S if and only if agent A voluntarily agrees to
accept vulnerability.

Where:

Agent A = any kind of autonomous agent able to trust
Agent B = any kind of autonomous agent able to perform a specific
task
C = any kind of act or conduct in a certain domain
S = any trust situation located in a space-time region

The point of this very general definition is that it very clearly explains the
relationship between the different preconditions of trust (risk, uncertainty, vulner-
ability) and trust as defined within mainstream philosophy (A trusts B to do C).
As such, my proposed guiding definition of trust captures the vulnerability-trust
conceptual relation by showing how a high sense of risk and uncertainty results in
vulnerability that instigates a demand for trust based on the voluntary agreement
to be open to harm.

While this definition could, in principle, be extended to also incorporate the
different stages of trust (i.e., going from the disposition or attitude to trust, to
the decision or intention to trust, to the announcement or act of trusting) to help
highlight the dynamic aspect of trust (Castelfranchi and Falcone, 2010), such
a broad definition would require that I provide a longer additional account for
how other relevant conceptual relations to central or neighboring concepts (e.g,
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delegation, autonomy, dependency, evidence, stakes, intention) would fit into
such conceptualization. While I made a very rough sketch of a conceptual model
to consider the wider range of conceptual relations involved in the trust concept
for my own clarification, I believe that Castelfranchi and Falcone (2010) have
already done sufficient work to explain what such a picture could look like11. My
own goal is simply to show that the definition of trust should also take unto
account its preconditions, and that it is the exact conceptual relation between
trust and vulnerability that I will be limiting myself to for the remainder of this
dissertation (see e.g., the Figure 3.1).

Figure 3.1: My proposed guiding definition of trust represented visually.

I am using this simple conceptual model as a reference point for my two
online studies, because it enablesme to generate two different kinds of questions
directly targeting the conceptual relation between trust and vulnerability for the
specific purpose of studying trust in HRI, for which empirical work is needed.
However, I will be using the guiding definition differently depending on whether
the focus is placed on the human perspective or the robot during their interaction.
Considering a human-centered perspective on trust in HRI (which I will be studying
with two online interactive surveys in the chapters 4 and 5), we can infer from this
simple conceptual relation that to voluntarily accept openness to harm, one must
feel or be vulnerable in the first place. The question then arises, do people have to
feel vulnerable in situations where they have to trust in robots or consider them
trustworthy? When considering instead amore robot-centered perspective (which
I will be studying with the use of expert interviews in chapter 6), the relevant

11Castelfranchi and Falcone (2010) even translated such conceptual knowledge into a compu-
tational model, which is a required step in the integration of knowledge when engineers build
robots using a trust concept to guide their behavior. I believe this is also why their computational
model is mainly aligned with the doxastic account of trust.
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question that arises is: how we can consider their vulnerabilities, and how is this
done empirically, since robots cannot feel vulnerable? However, before moving on
to my presentation of the empirical work that I have undertaken in my PhD project
to explore interpersonal trust in HRI through the vulnerability-trust conceptual
relation, it is necessary to account for how risk, uncertainty and vulnerability as
the preconditions of trust have been considered in current HRI studies to date.
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CHAPTER 4
Human Experience of Vulnerability

“Every day, we trust countless others
without being able or required to perform
any detailed reasoning about whether or not
this is justified. Routinely, we are in a
position of vulnerability towards others,
expecting no harm from them or even
presuming their benevolence and solidarity -
and this often applies to others about whom
we know very little, too.”

Möllering (2006, p. 51)

This chapter was developed and discussed in collaboration with Astrid Weiss
(TU Wien) and Vicky Charisi (EU Commission) as part of the HUMAINT project.
Most of the content has already been published as Hannibal et al. (2021).

With all the theoretical perspectives presented in the two previous chapters 2 and
3, I now shift the focus in this chapter to the first online HRI study I conducted
to explore human experience of vulnerability for studying interpersonal trust in
HRI. As such, this empirical work is intended to be a proof-of-concept study for
showing that the feeling of vulnerability is related to the perception of trust in the
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specific context of HRI. Establishing the details on the direction and the strength
of the conceptual relation between trust and vulnerability is work to be taken
up in future research, which I also further elaborate in the conclusion chapter 8.
Moreover, to make clear and acknowledge that the online HRI study is the result
of a collaborative effort, I will in this chapter change the voice of the narrator
from “I” to “we”. Overall, this chapter comprises an account of how we developed
and conducted our online HRI study, presents the results of our data analysis,
and discusses the most interesting findings.

4.1 Study Aim

Early studies on trust in HRI used the psychological definition of trust offered by
Deutsch (1960), which characterizes trust as the analysis of costs and benefits
given a particular situation to ensure a favorable outcome. This definition was
preferred because it highlights risk as the main concern and is well suited for
studies focusing on the performance of robots for the purpose of cooperation.
Today, most studies have shifted towards the more sociological definition by
Mayer et al. (1995), which understands trust as the “willingness of a party to be
vulnerable to the actions of another party, based on the expectation that the other
will perform a particular action important to the truster, irrespective of the ability
to monitor or control the other party” (p. 712). Its popularity in HRI stems from the
inclusion of two very important elements of trust: vulnerability and benevolence.
However, when vulnerability and benevolence as important elements are only
brought into the discussion as part of the definition of trust, their crucial role in
how they can guide HRI research is not fully exploited. That is, we only know that
vulnerability and benevolence play an important role for trust, but not which one.
In our work, we do not simply consider vulnerability as a precondition of trust and
the fundamental element of benevolence as two different conceptual constructs
among many others that influence trust during HRI, but rather as two interrelated
constitutive elements for the way humans trust robots. Thus, we explore how
a focus on human experience of vulnerability and human perception of robots
as benevolent during HRI can offer a more theory-driven approach to studies on
trust in HRI, and show with this proof-of-concept study how it is possible to study
these two constitutive elements from a human-centered perspective.

From this explanation for why a research focus on the constitutive elements
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of vulnerability and benevolence can be considered useful for studying trust in
HRI1, the aim of our online HRI study was to explore which kinds of situations
trigger an experience of vulnerability and sense of benevolence by the robot, and
to what extent there would be any relation between such situations with the way
people would rate trust during HRI.

4.1.1 Vulnerability in HRI

As I have mentioned previously in chapter 2 and that will also serve as the motiva-
tion of our online HRI study, the notion of vulnerability in the context of studying
trust in HRI is considered in terms of self-disclosure by a robot (i.e., the work
by Kaniarasu and Steinfeld, 2014; Martelaro et al., 2016; Sebo et al., 2018; Siino
et al., 2008; Traeger et al., 2020). Using such an understanding of vulnerabil-
ity is helpful for an HRI study that uses an experimental design methodology,
as the vulnerability dimension becomes very concrete (i.e., specific linguistic
statements) and can be manipulated to a different degree. However, we rather
operationalize vulnerability more broadly in terms of openness to harm (whether
physical or emotional) that leaves a sense of exposure (Cipolla, 2018). This is the
most basic and general understanding and in our original and follow-up study
we measured vulnerability for trust in HRI through written accounts of personal
experience of uncomfortable feelings triggered by the specific trust violation
instance caused by the PEPPER robot. These uncomfortable feelings are mainly
recognized and categorized as negative emotions such as, e.g., disappointment,
anger, sadness, fear, distress, helplessness, and frustration (Chen et al., 2011).
With this operationalization, we are able to highlight and link vulnerability to the
situatedness of trust in HRI as this feeling results from the specific reactions
people had towards the robot during the interaction. That is, we were able to
understand vulnerability not as a property of humans or robots, but rather as a
feature of the relation between them and of the ongoing transformation of this
relation given the specific situation they are in (Coeckelbergh, 2013).

However, since the experience of vulnerability also depends very much on the
actions other people take in order to honor or betray the trust we place in them,

1In current research on trust in HRI, the experience of vulnerability by people and the consid-
ered benevolence of robots have so far been empirically studied as two separate elements. For
practical reasons, previous work on such topics is being presented in a similar manner for later
on to shown how we brought them together in our own proof-of-concept study.
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the aspect of benevolence must also be includedin an elaborate and holistic
study on trust in HRI.

4.1.2 Benevolence in HRI

Since benevolence can roughly be understood as the indention of an agent to
do good out of the interest or concerns for the well-being of others (Mayer et al.,
1995), it is very closely related to the vulnerability pre-condition of trust. When
people trust in others as a way to protect their sense of vulnerability, it is at the
same time a process where they evaluate if the other person is someone who
is able to recognize and intentionally avoid exploiting the situation or cause any
harm despite the opportunity to do so. In this sense, benevolence becomes a
very fundamental indication of how trustworthy people judge others to be when
focusing specifically on social interaction because it relates to the way they
assume to be treated when accepting their openness to harm, i.e., vulnerability.
Thus, we decided to include benevolence as the most relevant indication for how
trustworthy people considered the robot (that they were interacting with) to be
for studying interpersonal trust in HRI.

Benevolence has mainly been studied for trust in the contexts of automation
(see e.g., Calhoun et al., 2019), human-robot teams (see e.g., De Visser et al.,
2020; Wang et al., 2016), collaborative robots (see e.g., Nordqvist and Lindblom,
2018), and human-machine interaction (see e.g., Lyons and Havig, 2014). Very
little work has so far been done in HRI specifically, with the exception of the work
of Khalid et al. (2019)), who in their study consider benevolence as a construct
taken from the definition of trust by Mayer et al. (1995), where it is characterized
as follows: “a trustee is believed to want to do good to the trustor, aside from
an egocentric profit motive.” (p. 718). Without further consideration of how to
conceptualize benevolence, they used this definition to explore the perceived
benevolence of humanoid robots within the different scenarios of business,
disaster, and healthcare, using a cluster of associated terms (i.e., cheerful, friendly,
kind, likable, and pleasant) as measurement. While these associated termsmight
be practical measurements for how trustworthy people perceive robots to be,
this operationalization of benevolence is problematic because it leaves out the
situational underpinning. That is, the perceived benevolence is not only a result of
the actions that robots display, but also of how the humans interpret the specific
interaction when it unfolds. Moreover, using the definition of benevolence by
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Mayer et al. (1995) has also been criticized by Malle and Ullman (2021) for being
too narrowly focused on a business context: they are skeptical about whether
this definition of benevolence can be applied to HRI research more generally.

Given these issues, we believe that the conceptual analysis of benevolence by
Livnat (2004) might be more helpful for studying trust in HRI, as it breaks down
this aspect into its emotive, performative, and cognitive elements, unfolding the
close connection between perceived benevolence and situatedness. The emotive
element of benevolence concerns how people perceive robots in situations where
care or concern for their human counterpart can be expected (suggesting that
feelings matter). The expectation of care or concern relates to the perceived
intent of a robot to do good rather than harm (suggesting that mind perception
is needed) which goes beyond mere beneficence/beneficiary. However, this
perceived intention to do good is not enough for the perception of a robot’s
benevolence. It must also be demonstrated in the behavior or action performed in
the situation (suggesting actualization is important). Concerning the performative
element, the way people perceive a robot’s benevolence is linked to whether this
attempt to do good during the interaction seems sincere. This is why an inactive
robot will not be perceived as benevolent by people, even if it is still considered
attentive. Further, a robot’s benevolence as perceived by people is also based on
the assumption that it has a minimum level of cognitive competence to identify
and plan the necessary actions for doing good. As such, the cognitive element of
a robot’s perceived benevolencewill ensure that people also consider it somewhat
rational and transparent (suggesting the inclusion of clear reasoning and basic
knowledge about human nature). Using this conceptual analysis of benevolence,
we are now able to explore the perception of robots as benevolent from a more
relational perspective. We consider benevolence as evolving from the actions
taken in a particular situation, rather than as traits designed to make robots
appear more benevolent. For empirical studies on trust in HRI, we therefore have
to shift our attention to identifying those kinds of situational circumstances that
make people perceive robots as benevolent, instead of focusing solely on specific
cues or utterances by robots.
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4.2 Methodology

So far, we have argued that vulnerability as a precondition of trust and benevo-
lence as an fundamental element cannot be understoodmerely as two conceptual
constructs in the definition of trust – they are instead two important constitutive
elements for human trust in robots. We have also argued that, on a theoretical
level, vulnerability and benevolence are closely linked to their role in interaction,
which we express with the notion of situated trust. Consequently, to study human
trust in robots with a focus on vulnerability and benevolence as constitutive
element, it is not beneficial to rest on more classical study design approaches in
which the establishment or creation of trust prior to the interaction in the given sit-
uation is required for themeasurement. As an alternative, we believe that the work
by Möllering (2006) highlights two important points that are also of particular
relevance for research on human trust in HRI. First, he stresses the taken-for-
grantedness of trust in everyday life. From a socio-phenomenological tradition, he
views trust as always-already in an interaction or relation. This means that trust
only comes to the foreground when it becomes problematic, is violated, under
pressure, or needs to be questioned. Theoretically, a trust violation is required
to happen before it is possible to measure trust. As such, the methodological
requirement of having a baseline measurement of trust before the facilitation
of the interaction between people and the robot, which is commonly seen in
standard HRI studies on trust, would be problematic as the mentioning of trust
itself could lead some participants to question it before the planned interaction
have even started. To accommodate this methodological implication, we omitted
any baseline measurements of trust for our own proof-of-concept-study, and
would moreover suggest that in cases where a baseline measure is requires,
to do it much in advance. Secondly, Möllering (2006) points out that trust in
everyday life has less to do with rational reasoning than with feeling and morals.
Measuring human trust in robots in this sense extends beyond what people are
willing to risk in an uncertain situation . Thus, we wanted to take into account
also the emotions and ethical concerns that people might be left with after an
instance of a subtle trust violation in more everyday life situations.

Motivated by these insights, we set out to explore how a non-rationalist ap-
proach to trust in HRI enables a better understanding of the situatedness of
human trust in robots, as related to vulnerability and benevolence as two impor-
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Figure 4.1: The PEPPER robot assisting a customer with clothes shopping © 2016
RobotLab (edit by G. Hannibal).

tant constitutive elements of trust. In order to do so, we decided to develop a
proof-of-concept study around mundane everyday life scenarios involving sub-
tle uncertainties, instead of relying on game-theoretical scenarios with obvious
high-risk stakes. To investigate our theoretical approach, the following research
questions guided our work: (RQ1) Is it possible to use subtle trust violations
instances to study situated trust in HRI when focusing on vulnerability and benev-
olence? (RQ2) Which subtle trust violation instance in different scenarios of
clothes shopping are more likely to trigger human experience of vulnerability and
the perception of robots as benevolent ?

Specifically, we designed and conducted an online survey simulating three
different clothes shopping scenarios, inspired by the RobotLAB demonstration
video2, which shows the implementation of a fashion recommendation engine in
a humanoid robot for the potential application of robots in small retail businesses
working as sales assistants.

2Demonstration video at the NRF Annual Convention & EXPO 2016 – Retail’s BIG Show
(accessed 19.01.2021): https://www.youtube.com/watch?v=iJ184evAu-I
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4.3 Study Design

To address our research questions, our between-subjects interactive online survey
contained three different scenarios for clothes shopping and tree respective trust
violations, which also served as the experimental conditions: economy, privacy,
and transparency. Use the links to the economy/privacy/transparency interactive
online survey provided in appendix A.3 to experiencewhat it was like to participate
in the online HRI study (ca. 20-30 min for completion).

4.3.1 Procedure

Our interactive online survey was hosted on the Lime Survey platform and de-
signed in modules (see Figure 4.2). Once participants clicked on the link in our
recruitment information, they would be sent to a dispatch page, which directed
them randomly to one of the interaction scenarios. People would first see a page
with a consent form (see e.g., in appendix A, Figure A.1). If people did not volun-
tarily consent to participate, they were automatically excluded from our study
and directed to an exit page. All participants who did give informed consent were
directed to the introductory part of the study, where more details and practical
information were provided. Our proof-of-concept study was ethically approved
by the JRC ethical committee as part of the HUMAINT studies on human-robot
interaction, and the page was designed according to the JRC data protection
requirements.

In the first part of the study, participants were given two pre-engagement
questionnaires about their attitude towards robots and shopping (i.e., NARS and
PSA scale). When completed, they moved on to a small greeting session with
the robot. In the engagement part of the online survey, we guided all participants
through either the economy, privacy, or transparency scenario, where the partici-
pants would be assisted by a robot for clothes shopping. In the post-engagement
part, they were given a questionnaire about trust (i.e., MDMT scale) to continue
with a yes/no question and open-ended questions about their experience of hav-
ing the robot assist them, focusing on aspects of vulnerability and benevolence.
All participants were also given the option to give feedback on the study at the
end.
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Figure 4.2: The different parts of the online survey.

4.3.2 Scenarios

The following steps were included in all scenarios (see Figure 4.2): i) the robot
would greet the participant and offer assistance, ii) participants would add an
item to the shopping list, iii) a subtle uncertainty moment with a trust violation
would occur, iiii) a trust repair attempt and failure by the robot would follow. The
instances of trust violation were designed as follows:

• Economy Scenario (ES): participants would be offered a special customer
promotion and given the option to participate in a second, different pro-
motion scheme if they did not like the initial offer. After choosing one of
these, the robot would make a calculation mistake: the expected discount
would not be included in the final price. The assumption behind this subtle
trust violation design was that people who follow advice when spending
money could potentially be vulnerable as this might challenge their financial
security when this advice turns out not to be to their advantage (see e.g.,
McKnight et al. (2002)).
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• Privacy Scenario (PS): Given the previous choice of clothes by the partic-
ipants, the robot would suggest to change the gender on the customer
account. Regardless of the answer, the robot would ask the participants if
the information about their choice to change the setting or not can be used
for future training material. We based this subtle trust violation design on
the assumption that disclosure or sharing of personal information makes
people potentially vulnerable to privacy issues, as this information can be
misused (see e.g., Joinson et al. (2010)).

• Transparency Scenario (TS): With the motivation to provide a better recom-
mendation for additional clothes items, the robot would ask the participants
for irrelevant information. This subtle trust violation design rested on the as-
sumption that people perceived robots as rational in their decision-making,
so when robots make decisions that seem irrational or confusing, people
might be potentially vulnerable, since people might start doubting their own
sense-making (see e.g., Huang et al. (2019)).

As mentioned above, these scenarios were developed following the assumption
that trust is a default mindset (Möllering, 2006), whichmeans that a trust violation
is needed to study how people trust as they can no longer take this for granted.

4.3.3 Depicted Robot

For our online survey, we used photos of a commercially available humanoid
robot developed by Softbank Robotics (see Figure 4.3). We chose photos that
were expressive and showed the robot from the waist up, and photo edited the
touch screen to black to ensure that people would focus on the body-language
and social cues rather than the screen. These expressive photos of the robot
were displayed on all the questions in the engagement part of the online survey.
We believe that adding these expressive photos to the choice of action created a
stronger sense of the robot being present despite the online format.

4.3.4 Measures

To answer our research questions, we made use of two established HRI scales.
We used the Negative Attitude Towards Robots (NARS) scale by Nomura et al.
(2006) tomeasure if the participants already had any particular negative attitudes
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(a) Participant decides on their first clothing item suggested by the robot.

(b) A trust violation happens and partici-
pants decides how to respond.

(c) The reaction of the robot given the de-
cision by the participant.

Figure 4.3: The robot helping with clothes shopping in the engagement part of
the online survey.
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towards robots before they were assisted by the robot. We also used the Multidi-
mensional Measure of Trust (MDMT) by Ullman and Malle (2018) to measure the
level of trust the participants would experience after their engagement with the
robot. For the purpose of this online survey, we also developed a questionnaire
on personal attitudes towards shopping (PSA), using questions from Babin et al.
(1994) and Paridon et al. (2006), to better contextualize unexpected or unusual
results. We also collected socio-demographic information about the participants
regarding their age, gender, nationality, educational level, area of subject, and
prior experience with robots. This information was used to check for any possible
bias in the data. At the end of the online survey, a yes/no question on the experi-
ence of vulnerability (VUL) and benevolence (BEN) were added, followed by three
open-ended questions related to these aspects. These questions were intended
for the participants to further reflect on their experience of trust in having the
robot assist them with clothes shopping.

4.3.5 Technical Pilot

Upon the completion of the implementation of the online interactive survey, we
proceeded with a technical pilot which would allow for feedback and possible
adjustments in our design. N=15 adults were recruited, among whom some
were specialized on HRI or online experimental studies. The data collected in
the pilot study showed an expected and ordinary variation in the responses of
the participants and they also provided some suggestions for improvement.
Following the implementation of the feedback from participants, we launched
the main study on May 11th, 2020.

4.3.6 Participant Recruitment

All participants were recruited through online posts on social media (Twitter,
Facebook, LinkedIn, Instagram), the Reddit internet forum, mailing lists (CHI-
announcements, eusset, BCS-HCI), JRC newsletter, and personal networks or
contacts. The data was collected during the months May to June, 2020.
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4.4 Analysis of the Results

In total, we collected 98 valid survey results across the three different clothes
shopping scenarios (economy = 36, privacy = 30, transparency = 32). We used
the software IBM SPSS Statistics (version 27) to analyze all the quantitative
data collected with the questionnaires and yes/no question, while the software
MAXQDA (version 2020) was used to analyze the data collected through the
open-ended questions. In this section, we will present the results from both our
quantitative and qualitative measurements.

4.4.1 Questionnaires

The data set we used for our analysis consisted of 98 valid surveys. Participants
were kept in the analysis if their questionnaires were completed3 and no suspect
data pattern was present4. The mean age of the participants was 36.46 years
(SD:12,79, n = 98); the youngest participant was 18, the oldest 75 years old. A
total of 42,9% of participants identified as female, 52,0% identified as male (4
people identified as non-binary and 1 stated other). Regarding the question on the
pre-knowledge on robots, 33,7% of the participants stated they knew robots from
culture (i.e., literature, movies, radio, magazines, and TV), 26,5% from education
(i.e., course work, thesis projects, internships), 21,4% from work (i.e., building,
programming, research projects), 14,3% spare time (i.e., DIY, science magazines,
family, friends), and 4,1% accidental (i.e., store visit, study participant, events).

Data Reliability and Variable Computation

In order to measure trust, we used the Multidimensional Measure of Trust (MDMT
scale), which consists of four different subscales: reliable, capable, sincere,
and ethical. Subscale scores are average ratings of the four items constituting
the particular dimension (e.g., Capable = average ratings of capable, skilled,
competent, meticulous). All the “Does Not Fit” endorsements were treated as
missing values. To compute a score for Capacity Trust andMoral Trust on the
MDMT scale, we averaged the ratings on the eight items constituting the related

3For the three scenarios, we had to discard many surveys because they were only partially
completed: economy = 86, privacy = 127, and transparency = 151.

4I.e., questionnaires were discarded if more than 10% of questions was missing, patterns like
1234512345 occurred, or the first answer option was always chosen.
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subscales and we checked all subscales for internal reliability with Cronbach α.
All values were higher than 0.70, which indicates good reliability (see e.g., also
Figure 4.4).

The trust ratings were all relatively low, as can be seen in Table 4.4. As the
MDMT scale is rated from 0 to 7, it indicates that the trust violations in all our
shopping scenarios were effective, as all of them were rated below an average of
4.

Figure 4.4: Internal reliability and descriptive statistics of the MDMT subscale
ratings for each scenario.

In order to assess people’s attitude towards robots in the beginning of the
online survey, we used the Negative Attitude Towards Robots Scale (NARS). The
14 questions of this scale build three sub scales; (S1) negative attitude toward
situations of interactionwith robots; (S2) negative attitude toward social influence
of robots; (S3) negative attitude toward emotions in interaction with robots. An
internal variability check, using Cronbach α was done, revealing that two scales
were slightly below 0.70, however, all items were kept for further analysis. The
attitude ratings were all rather low as well, as Table 4.1 shows with the ratings
for S1 being the lowest, indicating that our participants did not have a rather
negative attitude towards interacting with robots. A one-way analyses of variance
(ANOVA) also revealed that there were no significant differences in the ratings
on any of the three subscales depending on the scenario. Therefore, a bias in the
trust ratings on this respect can be excluded.
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NARS scale scenario mean SD
S1: interaction situations economy 1,81 0,66
(α=0.76) privacy 1,91 0,65

transparency 1,98 0,64
S2: social influence economy 2,84 0,70
(α=0.63) privacy 2,72 0,75

transparency 2,90 0,80
S3: emotions economy 2,80 0,67
(α=0.65) privacy 2,88 0,89

transparency 2,83 0,83

Table 4.1: Internal reliability and descriptive statistics of the NARS subscales
ratings for each scenario.

In order to assess people’s attitudes towards shopping, we compiled a ques-
tionnaire consisting of 12 items which we summatively computed into scales on
shopping enjoyment: 4 items on the degree of how much shopping is considered
an enjoyable activity, shopping advice: 4 items on the degree to which a friend’s
advice is appreciated in shopping activities, and shopping disappointment: 3
items on how often one is disappointed with a shopping decision. An internal
variability check using Cronbach α revealed that all scales were above 0.70.

Shopping scale scenario n mean SD
shopping enjoyment economy 36 2.31 0.93
(α=0.87) privacy 30 2.53 1.04

transparency 32 2.59 1.11
shopping advice economy 36 2.51 0.68
(α=0.77) privacy 30 2.76 0.95

transparency 32 2.78 0.94
shopping disappointment economy 36 2.15 0.71
(α=0.77) privacy 30 2.14 0.86

transparency 32 2.15 0.80

Table 4.2: Internal reliability and descriptive statistics of the PSA scales ratings
for each scenario.

The attitude ratings were all rather average, as Table 4.2 shows. Our par-
ticipants were neither shopping enthusiasts nor too insecure about shopping
decisions or taking advice from a friend. An ANOVA also revealed that there were
no significant differences in the ratings on any of the three subscales depending
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on the scenario. Therefore, a bias in the trust ratings on this respect can be
excluded.

Impact of Scenarios

First, we were interested in knowing if the three different scenarios had an effect
on participants’ trust ratings (MDMT scales). We already identifed a pattern in the
descriptive statistics for all MDMT subscales with respect to the scenario (see
e.g., Table 4.3): The privacy scenario always had the highest ratings, followed by
transparency with the second highest, and the economy scenario always had the
lowest ratings.. As such, the robot was rated relatively more trustworthy in the
privacy scenario compared to the two others on transparency and economy. We
conducted an ANOVA on the effects of the scenarios with respect to the different
trust subscales of the MDMT. Three significant effects could be identified: There
was a significant effect of the scenario on how reliable (F(2,77) = 3.382, p = 0.039)
and ethical (F(2,58) = 4.853, p = 0.011) the robot was perceived to be, as well as on
the overallMoral Trust (F(2,58) = 3.560, p = 0.035). A Gabriel’s Pairwise posthoc
test (chosen because the variances between groups were not equal) revealed
that there was a significant difference in the ratings between the economy and
the privacy scenario in terms of how reliable and ethical the robot was perceived
to be, as well as in terms of overall Moral Trust. The economy scenario is rated
significantly lower in all those three subscales.

Regarding our two yes/no question about whether participants experienced
vulnerability or perceived benevolence, a significant difference in the answering
behavior for the three different scenarios could be found only in the latter. As
a Leven’s Test revealed that the conditions for a parametric test were not met,
a Kruskal-Wallis Test was calculated (H(3)=6.84, p=0.03), reflecting the pattern
mentioned above: In the privacy scenario, participants most often replied with
“yes, I experienced benevolence” (mean rank: 57,13), followed by the transparency
(mean rank: 50,91), and the economy scenario (mean rank: 41,89). Pair-wise
comparisons again revealed that the difference is only significant between the
economy and the privacy scenario. This indicates that most participants in the
economy scenario thought that the robot did not act in their interest (n=28).

124



4.4. Analysis of the Results

MDMT scale scenario n mean SD
reliable economy 28 2.33 1.68
(α=0.78) privacy 25 3.44 1.52

transparency 27 2.73 1.47
sincere economy 27 2.61 2.26
(α=0.91) privacy 26 3.78 1.77

transparency 20 3.21 1.66
capable economy 30 2.18 1.93
(α=0.91) privacy 27 3.13 1.70

transparency 26 2.26 1.62
ethical economy 22 2.10 2.10
(α=0.92) privacy 24 3.92 1.99

transparency 18 3.20 1.80
Moral Trust economy 21 2.13 2.11
(α=0.92) privacy 22 3.61 1.77

transparency 18 3.13 1.63
Capacity Trust economy 24 2.24 1.73
(α=0.92) privacy 24 3.20 1.41

transparency 25 2.54 1.45

Table 4.3: Internal reliability and descriptive statistics of the MDMT subscales
ratings for each scenario.

Impact of Vulnerability and Benevolence

Next, we were interested to see whether the experience of vulnerability or benevo-
lencewould also affect participants’ trust ratings (independently of the respective
scenario). The descriptive statistics on vulnerability already revealed the tendency
of people who answered the question on vulnerability with “no” to rate the MDMT
scales slightly higher, however, an ANOVA revealed that a statistically signifi-
cant difference was detected only for the subscales reliable (F(1, 78) = 5.47, p
= 0.02) and ethical (F(1, 62) = 4.11, p = 0.047). People who stated that they did
not experience any vulnerability in their interaction with the robot rated it as sig-
nificantly more reliable (mean: 3.06, SD: 1.54) and ethical (mean: 3.42, SD: 2.17).
An overview on the yes/no distribution in relation to trust ratings for vulnerability
can be found in Figure 4.5

In comparison, we saw that the assessment of benevolence affected partici-
pants’ trust ratings for all MDMT subscales, as an ANOVA revealed: reliable (F(1,
78) = 17,06, p = 0.0) sincere (F(1, 71) = 5.96, p = 0.02) capable (F(1, 81) = 9.12, p =
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Figure 4.5: Different MDMT ratings for vulnerability regarding yes/no answers.

0.00) ethical (F(1, 62) = 16,90, p = 0.00)Moral Trust (F(1, 598) = 12.12, p = 0.00),
Capacity Trust (F(1, 71) = 13.53, p = 0.00). Participants who stated that the robot
did not act in their interest rated all subscales lower. An overview on the yes/no
distribution in relation to trust ratings for benevolence can be found in Figure 4.6.

Figure 4.6: Different MDMT ratings for benevolence regarding yes/N no answers.

These findings support our assumption that experience of vulnerability and
perceived benevolence relate to trust ratings to some degree. In conjunction with
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the finding that at least benevolence was significantly differently experienced
for the three scenarios, a further impact on trust can be assumed and will need
further research in the future. Additionally, a Pearson correlation revealed a statis-
tically significant weak positive correlation between vulnerability and benevolence
(r(96)=0.28, p=0.00).

Impact of Socio-demographics and Attitudes

Wedid not find any difference in the ratings for the threeNARS scales and our three
shopping attitude scaleswith respect to the different scenarios through anANONA
analysis, also no correlations between these attitudes and the trust ratings were
identified. Similarly, an ANOVA did not reveal any significant differences with
respect to theMDMT scales and education, pre-knowledge on robots, and gender.
Age, however, correlatedwith three of theMDMTsubscales. A Pearson correlation
revealed a statistically significant moderate negative correlation between age and
ratings on how capable (r(96) = -0.23, p = -0.00) and ethical (r(96) = -0.36, p = 0.00)
the robot was perceived to be, as well as theMoral Trust rating (r(96) = 0.30, p =
0.00). The younger participants were, the more trustworthy they considered the
robot to be in these respective scales. A statistically significant weak correlation
was also found for the yes/no answering behavior of participants with respect to
vulnerability and age (r(96) = 0.28, p = 0.00), indicating that younger participants
were more likely to answer this question with “no”. No such correlation was
observed for benevolence. However, for benevolence a weak gender correlation
occurred (r(96) = -0.22, p=0.00), indicating that femaleswere slightlymore likely to
answer the benevolence question with yes. This correlation was not be observed
for vulnerability. As our analysis of sociodemographics and attitude data only
revealed weak correlations of some variables with our dependent measures, no
more regression models with multiple independent variables were calculated.

4.4.2 Open-Ended Questions

We examined the participants’ experience of vulnerability and perception of the
robot’s benevolence with a set of eight open-ended questions. Including these
questions was motivated by our wish to gain a deeper understanding of the
nuances of peoples’ experiences that are not captured by statistical results.
For the analysis of all the participants’ verbatim responses that we also used
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for exemplification, two members of the research team manually annotated
their answers first deductively based on the pre-defined themes of the different
scenarios and then inductively as unexpected codes would come up as we
went through all the collected data (Miles et al., 2020). Based on this work, we
identified the categories forming the themes of our annotation scheme (see
e.g., Table 4.4). Then, we applied a content analysis to all the responses on the
unit level of full sentences. All coding, categorization, and thematic analysis
of the expert interviews were done electronically using the software MAXQDA
(version 2020). Overall, the coding scheme corresponded to the focus of our
three different scenarios: privacy, economy, and transparency. Two additional
codes also became evident in our analysis, which related to the participants’
experience of interaction and the subsequently induced feelings.

Based on the five codes of the annotation scheme, we identified n=367 quo-
tations from the open-ended questions. Our thematic analysis revealed that
participants most often (44.1%) stressed themes that were related to the inter-
action experience (C1). Comments about transparency issues (C4) followed
with 25.0%, while feelings resulting from the interaction (C5) was covered with
14.2%. Privacy issues (C3) came after with 9.0%, and the least covered theme
related to economy issues (C2) with 7.1%. A closer look at the content of C1
showed a strong interconnection with the other themes in terms of providing the
base for reflection. That is, comments about interaction design decisions, the
robot’s appearance, and suggestions during clothes shopping were often used
as an explanation or justification by participants to comment on one of the other
themes. For example, one of the participants described the experience with the
robot by stating that “I feel I was tricked because I chose an item of clothing and
then was told that it was men’s clothing” (P_117). Interestingly, the participant
first indicated their affective state (i.e., feeling tricked) for then to justify the
possible reasons with reference to the experienced interaction. Throughout all
scenarios, we observed that participants had explicit comments about aspects
of vulnerability and their perception of the robot’s benevolence.

Experience of Vulnerability

Most of the participants connected their feeling of vulnerability with the robot’s
behavior and the restrictions of interaction opportunities with the robot (e.g.,
“I wanted to buy something else but the robot didn’t allow me” (P_135)). Some
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Coding Theme Definition and Example
(C1) Interaction Experience Comments about factual and behav-

ioral interaction instances regarding
the interface usability, the robot char-
acteristics, or the scenario design (e.g.,
“the current robots that exist in reality
are dumber or slower than me” P_105).

(C2) Economy Issues Comment regarding the financial ex-
changes, numeric mistakes, and pric-
ing of clothes items (e.g., “I must trust
it is the correct price” P_25).

(C3) Privacy Issues Comments regarding collection of per-
sonal data, data protection, and ac-
cess to data without asking for con-
sent (e.g., “worried that PEPPER al-
ready had access to my data to e.g.,
make charges without real consent”
P_59).

(C4) Transparency Issues Comments regarding the reasoning
underlying the robot’s behavior, the
robot’s perceived intentions, or surpris-
ing actions (e.g., “Asking for personal
data was odd - especially as there was
no obvious need for the data” P_42).

(C5) Induced Feelings Comments regarding the feelings gen-
erated during the interaction or from re-
flecting on own reaction (e.g., “I lacked
agency. In a way, it made ME the
machine in this interaction with these
prompts” P_76).

Table 4.4: The annotation scheme emerging from the content analysis of the
open-ended questions.

participants also mentioned the negative emotional states they would experience
during the interaction (e.g., “adding preferred but not chosen items to the shopping
card made me feel loss of control [...] and I was a bit irritated about that” (P_74)
or “I lacked a lot of agency. The robot guided me too much and gave me only very
limited choices for answering in a way, it made ME the machine in this interaction
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with these prompts” (P_72). These comments suggest that the participants
experienced a sense of vulnerability when the robot’s particular behavior would
trigger more negative emotional states resulting from feelings of loosing control
or lacking agency.

Other participants connected their experienced vulnerability with concerns
of privacy issues, as they saw a possibility that the robot might access their
personal data (e.g., “when Pepper was asking form my signs and such then say
he will recommend me something I did feel like I’m being read by a robot” (P_57)).
One of the participants provided an interesting comment about the experience
of vulnerability in relation to privacy issues as they regarded the experience of
vulnerability as something negative if it resulted from interactionwith other people.
However, this was considered somewhat less of a problem when considering a
robot in the place of a human because of its inability to understand their thoughts
and feelings (e.g., “Vulnerability is a very uncomfortable feeling for me, like feeling
exposed or misunderstood, but it maybe not as bad with a robot as with a ’real’
person, because the robot may not notice my discomfort as a friend would” (P_76)).
From this comment, it seems that the felt vulnerability in relation to the sharing
of personal information would have been more problematic if it involved another
person that should be able to consider the participant’s discomfort with the
situation.

We also found that some participants connected their feeling of vulnerability
with their perception of the robot’s benevolence (e.g., “I probably would not interact
with Pepper again. It would creep me out a lot. O might even feel like I am getting
exploited” (P_119), “Making assumptions about clothes being meant for a specific
gender, and thus unfit for me, made me feel irritated - and perhaps vulnerable
too, how did the robot guess my gender (which is fluid)? Very conservative robot”
(P_148)). In both examples the participants indicated that the robot was not
acting to their benefit. This suggests that for some participants, there is a relation
between their feeling of vulnerability and the way they assess the intentions or
transparency of the robot, which influences not only their trust, but also future
use choice. Form the analysis of the open-ended questions we gained insights
on the importance of feelings and morals for people to make their trust decisions
on a robots in the everyday life scenario of clothes shopping..
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Perceived Benevolence of the Robot

We found that the perceived benevolence of the robot was for most participants
connected with issues of transparency. Some participants reflected explicitly
on the robot as a technological system that needed to be transparent for them
to understand its specific behaviors (e.g., “The link to whatever reasoning was
(supposed to be) going on was not transparent - AI, for me, needs to be explainable”
(P_42)), while others mentioned that this lack of transparency influenced their
sense of trust violation (e.g., “I am not averse to trusting AI or robots but I would
like the process behind the questions to be as transparent as possible” (P_08)).

Concerns about who would benefit from the robot’s behavior were raised
by some participants (e.g., “It forced me to choose between two items that I
did not like either of [...]. It’s obviously acting for the store, not me” (P_51), and
“I see the purpose (and commercial inventive) of these systems as more about
collecting personal data rather than providing a personal service. I do not trust
the motivations of the developers behind Pepper as a shopping assistant” (P_57)).
As such, it seems that trust violation with regards to the perceived benevolence
of the robot is not only seen in light of trust that unfolds in more interpersonal
interactions, but also extends into reflections about possible hidden agendas
pushed by the developers of such technology.

Some participants did not necessarily consider it problematic that the robots’
actions would be beneficial to others (e.g., “Sometimes things don’t have to be to
my benefit, but then the question arises: who is benefiting? If it’s the shop then
I am mad. If the society benefits, things may be different. . . [sic!]” (P_86)). This
example suggests that the perceived benevolence might be highly dependent
on knowing and believing that those who will in fact benefit also have an eye
for the common good (e.g., “I would redesign it so that it is for the benefit of
society. So I would want it to point out how much of my shopping is green, how
much is needed etc” P_146)). Thus, based on our analysis, we can show that
the perceived benevolence of the robot affects trust mostly with respect to the
issues of transparency and explainability when considering these everyday life
scenarios of clothes shopping.
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4.5 Discussion

Empirical work on trust in HRI hasmainly been guided by insights from the rational
choice tradition and economic theories within the social sciences5. Trust from
these perspectives is assumed to be selective (trust is limited to certain people),
reasonable (trust is based on having good reasons), and decisive (trust directs
thoughts and actions). Moreover, such perspectives also rest upon methodolog-
ical individualism and self-interested utility maximization, where the choice of
placing trust in another person is considered rational when the probability of
a potential gain is higher than the potential loss. Consequently, the way trust
has been commonly operationalized is by how well rational actors are able to
economize on transaction costs given their ability to estimate the outcomes of
alternative courses of action. Among the various theories developed to predict
human behavior during interaction, it was game theory that aspired to developing
the most powerful heuristics for research on trust. Originally concerned with
situations posing a social dilemma of choice that contained a high risk, game
theoretical experimental set-ups are still among the most popular approached to
this date for studying the problem of trust (Möllering, 2006).

After presenting the results of the data analysis and the basic ideas underpin-
ning the trust paradigm from which most research in HRI is committed, we will in
this discussion explain how our results contribute to current research on trust in
HRI. At the end, we will also mention some of the limitations of our work.

4.5.1 From Games to Ordinary Situations

With our online interactive survey, we aimed to explore how the experience of
vulnerability and the perceived benevolence of the robot can increase our under-
standing of trust when studying it in a HRI context resembling the everyday life
situation of clothes shopping. Based on the analysis of our results, we believe
that an initial ground has been provided with our interactive online survey to
empirically study trust during HRI outside a game theoretical experimental set-up
when considering the constitutive elements of vulnerability and benevolence.

5Wehave decided on this short and joint account of these perspectives because it is not always
easy to separate clearly the ideas from the rational choice tradition from those of economical
theories in the literature on trust. For a more detailed account that explains well the various
overlaps and differences between these perspectives, please see the work by Möllering (2006).
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While it might seem uncontroversial to be of the opinion that trust can be studied
without using a game scenario, because many ordinary everyday life situations
require trust, this is not a trivial point. The majority of studies in HRI make use
of a game scenario to study trust (see e.g., Aroyo et al. (2018); Correia et al.
(2016); Mota et al. (2016)). We acknowledge that such an approach is useful
because it provides a rather standardized setting. However, since such game
scenarios always contain a competitive element, using a game-theoretical set-up
can potentially distort how and when people trust. We might ask, what about
more ordinary scenarios like that of shopping for clothes? We argue that the
results from our online survey contribute to current discussions by showing that
there is much to gain when considering more ordinary everyday life situations
that do not build on the assumption of competition, even when this is done in
collaboration with robots. Consequently, we suggest to include more ordinary
scenarios for studying trust in HRI, such as e.g., cooking, commuting, and ex-
ercising. We suggest that there is a need for a more critical discussion about
whether the use of game scenarios is the only useful approach for studying trust
in HRI more generally, as it leaves out the everyday life uncertainties of ordinary
situations. Moreover, going beyond game scenarios for studying trust in HRI is
not only an advantage for inclusion of more ordinary situations of everyday life,
but these ordinary situations are also very realistic near-future applications of
robots.

4.5.2 From High-Risk to Mundane Situations

Another important point for discussion regarding our results relates to the com-
mon concern in the HRI community that a high-risk situation is required for
studying trust in HRI properly. For example, Salem et al. (2015a) are concerned
with the general problem of providing a high-risk situation that will be effective
enough to measure trust given the strict regulations of research ethics commit-
tees. They explain that ethical requirements influence the design and validity of
experimental studies on trust in HRI significantly, as peoplemight not actually feel
at risk. Adding to the work by others also considering more low-risk everyday life
situations for studies on trust in HRI (see e.g., Cameron et al., 2015; Saunderson
and Nejat, 2022), we show with our proof-of-concept study how an alternative
study design can bypass this concern when considering trust in HRI more broadly.
The risk that the participants in our online survey were exposed to cannot be con-
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sidered high, because we intentionally decided to focus on subtle uncertainties
in an everyday life scenario. As expected, the economy scenario was rated the
most effective, potentially because the risk of losingmoney is easily recognizable.
Even in an everyday scenario as mundane as clothes shopping, people still felt
a sense of vulnerability and were concerned with issues of benevolence. This
suggests that high-risk situations are not the only suitable situations for studying
trust in HRI. In our view, using mundane everyday life situations is equally useful
because a sense of uncertainty about the consequences of even low risks can
make people question their trust in interactions with robots or the trustworthiness
of robots. While we acknowledge that some high-risk situations with devastating
consequences are important for studying trust in HRI, we want to bring into the
current discussion considerations of how subtle everyday life uncertainties might
provide new perspectives, as they can also instigate a high sense of exposure.

4.5.3 Concerning Familiar Situations

When discussing the results of our proof-of-concept study, we also became
aware of how important it is to foreground situations of everyday life where the
process of familiarization becomes central to trust in HRI. While some people do
engage in both game-based and high-risk activities as part of their everyday life,
these activities do not constitute the most part of their day. If we think about the
ordinary and mundane situations people engage in regularly, they are much more
characterized by a search for familiarity and stability. We encourage a sensitivity
to situations that are recognizable to people because trust hinges on how familiar
people are with their world, which includes not only other people but also artifacts,
concepts, or emotions (Möllering, 2006). How familiar people feel with a given
situation needs to also be taken into account when studying trust in HRI because
it is closely related to their concrete and particular life-situation that is expressed
in their experience of vulnerability and perception of the robot’s benevolence.
Even for game scenarios and high-risk situations, we need to critically consider
how a lack of familiarity might influence the levels of trust people will place in
robots (see e.g., Correia et al. (2016)).
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4.5.4 Limitations and Concluding Remarks

There are several limitations to our proof-of-concept study. First, because of
the COVID-19 outbreak, we had to redesign our originally planned study to take
place online instead of in person. One of the advantages of this new online
format was the opportunity of collecting a bigger sample size. A challenge was
to ensure that we captured the human experience of vulnerability and perceived
benevolence of the robot, since there was no physical interaction. While we
acknowledge that our proof-of-concept study contained a limited opportunity for
interaction, the results do suggest that a future laboratory study or field-trial may
show even stronger effects that would support the importance of situatedness
for trust in HRI. Secondly, our results from the open-ended questions indicate
that some participants had difficulties linking the aspect of vulnerability to their
experience. This might have affected the results of the yes/no question intended
to measure this experience. Thus, for a follow-up study, we advise not to use the
term vulnerability directly (i.e., “was there any time during the interaction where
you felt vulnerable?”), but rather to operationalize this aspect with more indirectly
associated notions (e.g., anger, discomfort, fear, sad, and nervous) that, when
combined, can be used as ameasurement. Thirdly, we recognized that the yes/no
question for the aspect of benevolence was badly phrased, as it contained a
negation that may have confused some people (i.e., “was there any time during
the engagement where you believe the robot was not acting in your interest?”).
However, the open-ended questions were helpful for understanding the relevance
of the concept and people’s answering behavior on the related yes/no question.

We aimed to show how vulnerability and benevolence as constitutive elements
for human trust in robots can be used to study trust in HRI. With a critical view on
previous work on vulnerability and benevolence in HRI, we presented a conceptual
analysis in which they were both closely linked to the situatedness of HRI and to
the affective dimensions that are important from a human-centered perspective.
Additionally, we supported these theoretical insights by presenting the results
from our proof-of-concept study, which addressed our RQ1 and supported that it is
possible to empirically study human experience of vulnerability and the perception
of a robot’s benevolence in the ordinary,mundane, and familiar situation of clothes
shopping. We found that the most useful trust violation scenario given the
everyday life situation of clothes shopping was that of economy or privacy, which
addresses our RQ2. We also discussed how focusing on subtle trust violation
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scenarios in an everyday life situation can inspire future empirical studies on
situated trust in HRI by challenging current studies to go beyond the rationalist
trust paradigm that favors game-based, high-risk and low-familiarity experimental
set-ups.
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CHAPTER 5
Trusting Robots in a Privacy Scenario

“[...] robots are not capable of [operationally
acting as trustees or trustors] but we
humans can nevertheless act as if they
were fellow social agents and interact with
them in false, but possibly economically or
emotionally useful, trusting relationships.”

Sullins (2020, p. 320)

This chapter has been developed and discussed in collaboration with Anna
Dobrosovestnova (TU Wien) and Astrid Weiss (TU Wien), together with Vicky
Charisi (EU Commission) as part of the HUMAINT project. Most of the content
has already been published as Hannibal et al. (2022a).

Although the trust ratings of the privacy scenario were not the lowest ones
among the three scenarios from the previous online HRI study (Hannibal et al.,
2021), we decided that the insights gained were most interesting and worth more
consideration. Especially in light of the increasing use of robots in domains of
application closer to the everyday life of people, where privacy concerns will
become more pertinent. As such, the intention with the follow-up study that
I will be presenting in this chapter was to further explore human experience
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of vulnerability for trust in robots with a special focus on the theme of privacy.
Since the follow-up study is very similar to the previous proof-of-concept online
study regarding the set-up, I will report only the most relevant changes to the
methodology and study design. Themain focus in this chapter will be on providing
an overview of privacy in HRI and its relation to trust, explain our study design,
presenting the results of our follow-up study, and discussing how our results
contribute to our understanding of trust in HRI.

5.1 Trust and Privacy Concerns in HRI

With their research agenda of “privacy-sensitive robotics”, Rueben et al. (2018)
wished to create more awareness about privacy-related issues for further studies
on HRI. Since privacy is a basic human need and right, they argue, the different
ways in which it can be violated is important to understand and take into account
in the development of robots intended to be used in both public spaces and
private settings. Rueben et al. (2018) also list the following seven themes that they
believe will be central to discussions about privacy in robotics: “(1) data storage,
processing, and filtering, (2) how robots can trick people into giving up personal
information, (3) trust, (4) blame, (5) privacy regulations and other legal topics, (6)
special private domains like the home, and (7) privacy scholarship outside of HRI”
(Rueben et al., 2018, p. 77). Regarding the themeof trust, they suggest researchers
working in the field of HRI explore inmore detail how exactly privacy concerns and
trust are related, point to the factors that influence the perceived trustworthiness
of robots handling sensitive data, and examine how trust between people and
robots is impacted by a privacy violation. Although according to Rueben et al.
(2018) there is still much work to be done for understanding and studying the
many overlapping and complex connections between privacy and trust, they
argue that such efforts are worthwhile. In their view, robots developed to reduce
privacy concerns are also more likely to be considered trustworthy.

A short review of the current HRI literature on the topic of privacy shows that
much work has already been done with regards to addressing privacy concerns
more generally. For example, Lee et al. (2011) conducted 10 semi-structured
interviews to find an approach to designing privacy-sensitive features, Syrdal
et al. (2007) set up an exploratory study with 12 participants about their concerns
regarding disclosure of personal information in anHRI scenario, Krupp et al. (2017)
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aimed to identify the various privacy concerns related to telepresence robots
by carrying out three focus group interviews with a total of 13 participants, and
recently, Rossi et al. (2021) studied how people felt about sharing highly sensitive
information with either a human or robot bartender using an online survey where
76 participants filled in several questionnaires. There has also been some work
aimed at clarifying the notion of privacy and how these different dimensions are
present in the context of HRI. Rueben et al. (2018, p. 78) presented a taxonomy
for privacy that features the four categories of “(1) Informational privacy over
personal information; (2) Physical privacy over personal space or territory; (3)
Psychological privacy over thoughts and values; and (4) Social privacy, over
interactions with others and influence from them”. Very similarly, (Lutz and
Tamó-Larrieux, 2020, pp. 88-89) distinguish between “physical privacy” and
“informational privacy”, where the latter is further categorized into “institutional
information privacy” or “social informational privacy”. There seems to be a gap
in the research agenda of privacy-sensitive robotics when it comes to studies
that explicitly address to what extent privacy concerns and trust in HRI intersect.
This leaves the impression that the notion of privacy as a supportive factor for
trustworthy robots might in fact be more a hypothesis at this stage, rather than a
claim grounded in empirical evidence.

5.2 Study Aim

While our follow-up study did not aim at closing this gap in the research on
privacy and trust in HRI, we did strive to provide insights into these issues by
exploring empirically how the experience of vulnerability and the perception of
robots as benevolent relates to the way people rate their trust in them, within a
privacy scenario. With the proof-of-concept study, we set out to explore how the
relation between vulnerability and benevolence relates to trust within the realistic
everyday life situation of clothes shopping1. In this follow-up study, we focused
especially on the privacy scenario, where participants interact with a robot that
provokes a subtle trust violation instance consisting of a mild privacy breach.

1See e.g., chapter 4 for the account of the way vulnerability and benevolence have been
conceptualized within current HRI research on trust.
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5.3 Methodology

As in the previous proof-of-concept study (see e.g., chapter 4), in this follow-up
study, we relied on the basic methodological assumption that trust is a default
mindset (Möllering, 2006), which means that a trust violation is needed to empiri-
cally study whether people trust in robots or find them trustworthy.

Additionally, the methodology was guided by the theoretical insight by Coeck-
elbergh (2013) that there is an important distinction to be drawn between the
human experience of vulnerability in the moment of interaction or engagement
and those vulnerabilities that are constituted by imagination. That is, human
beings are able not only to be aware of the possibilities of risk and uncertainty
in the exact situation in which they find themselves, but are also able to reflect
on the possible risk and uncertainty that will take place in the future. Currently
in the literature on trust in HRI, this distinction can be seen in different studies
that mainly focus either on the specific factors that influence human trust in
robots in a specific interaction (see e.g., Haring et al., 2013; Sanders et al., 2014;
Ullman and Malle, 2017), or on broader study of human trust in these robots by
considering more contextual aspects (see e.g., Cameron et al., 2015; Haring et al.,
2014; Sebo et al., 2018). By comparing participant experiences of vulnerability
when interacting or engaging with a robot with their experiences reflecting on
possible vulnerabilities after such interactions, we assumed for our follow-up
study that the types of vulnerabilities they would mention would differ according
to whether they were asked about it right after the interaction or later on after
having had time to reflect on this experience more generally.. On a practical level,
we explored this discrepancy using themethod of semi-structured interviews with
a small sample of the participants who would also participate in the interactive
online survey as described in the following section (and as already sketched out
in the previous chapter 4).

5.4 Study Design

Our follow-up online HRI study reused the study design as presented in the
previous chapter 4:2 with the consent of all participants, they were asked to fill in

2Use the links to the privacy iterated survey provided in appendix B.3 (ca. 20-30 min for
completion) to experience how it was to participate in the follow-up online HRI study.
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questionnaires about their attitude towards robots and shopping (i.e., NARS and
PSA scales) before interacting with the robot. A small greeting session with the
robot was then provided to introduce the robot to the participants. Thenwe guided
the participants through the privacy scenario where they would be assisted by a
PEPPER robot for clothes shopping. Afterwards, we asked the participants to fill in
a questionnaire about trust (i.e., MDMT scale) for then to continue with answering
a yes/no question and open-ended questions about their experience of having
the robot assist them, focusing on aspects of vulnerability and benevolence. An
option to provide feedback on the study and their participation at the end was
also provided to the participants.

To analyze the quantitative data collected through our questionnaires and
yes/no question, we again used the software IBM SPSS Statistics (version 27),
as well as the software MAXQDA (version 2020) to analyze all the qualitative
data that we collected with the open-ended questions and semi-structured in-
terviews. In this section, we will present the results from both our quantitative
and qualitative measurements. As part of the HUMAINT project, we were again
able to use the consent forms already approved by the JRC ethical committee.
As such, the data collected was approved by the Data Protection Officer of the
European Commission, and conformed with the GDPR policy (see e.g., Figure B.1
in appendix B).

However, we made some relevant changes to the study design in this follow-
up version that we will give a short account of (see e.g., Figure 5.1 for a graphical
representation of all parts of the study design).

5.4.1 Privacy Scenario Focus

After discussing the results from the previous proof-of-concept study on human
experience of vulnerability during HRI, we saw that the privacy scenario was not
rated significantly less trustworthy than the two other scenarios of economy
or transparency. Nevertheless, we were keen to explore this specific privacy
scenario in more detail because we became more interested in how the more
subtle trust violation instance related specifically to privacy concerns, as we
suspected it might be of greater importance to the vision of having robots as an
integrated part of human everyday life.

For instance, in 2017, the Austrian supermarket chain MERKUR (now BILLA+)
placed a human-like robot in selected stores for marketing purposes. The robot

141



5. TRUSTING ROBOTS IN A PRIVACY SCENARIO

Figure 5.1: A visualization of the study design with both the interactive survey
and interview part.

was programmed to provide customers with information about discounts, recipes,
and news (see e.g., Al-Youssel, 2017; Neubauer, 2017). The English bank HSBC
also used this robot to help bringing in foot traffic and new business by improving
their customer service. The robot greeted the customers, informed them about
the availability of self-service options, and helped them to determine their needs
by asking questions (see ee.g., Campbell, 2018; Shaw, 2018). In such use cases,
where a robot helps people with their shopping, there are multiple situations
where personal and sensitive information about people needs to be collected,
stored, and used. While the information gathered is intended to help customize
and personalize the interaction, this might in return leave people vulnerable to
exploitation in cases where this information is being misused.

5.4.2 Video Stimuli

For our iterated interactive online survey, we again used the commercially avail-
able PEPPER robot, developed by Softbank Robotics. For the video version and
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with the extensive assistance by Matthias Hirschmanner from the Trust Robots
Doctoral College at TU Wien, we programmed into the PEPPER robot both the
economy and privacy scenario using the visual interface program NAOqi 2.5.10
with Choregraphe Suite (Softbank Robotics). We used a mix of pre-programmed
gestures for the sequence of behaviors, and added our own text for the dialogue.

We wanted to produce a video version of the privacy scenario that would
seem very authentic and close to a real shopping experience. Our goal was to
make the video-based interaction as close as possible to the still-picture version
used in the previous survey, to ensure suitable comparison. For this reason, we
placed a green screen behind the robot, where we would later insert a picture that
showed the inside of a clothes store. The videos were produced and recorded
over the course of four days in a small studio belonging to the HCI group at TU
Wien, which had all the facilities required to create high quality video output (see
e.g., Figure 5.2).

Figure 5.2: The studio set-up for the recording of videos that we used for the
follow-up study.

After recording the videos, we edited and streamlined them so they could be
well integrated into the interactive online survey. These videos of the robot were
displayed above all the questions in the engagement part of the online survey,
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and were played automatically, with the option to re-watch each video if needed.
We assumed that the video stimuli presented along with the choice of action
provided a stronger sense of the robot being present, compared to the previous
version that featured only still pictures of the PEPPER robot (see e.g., Figure 5.3).

Figure 5.3: Screen shot of the interactive part of the survey. Participants are
asked to chose one of the clothes items.

5.4.3 Technical Pilot

Upon completing the interactive online survey with the the video version included
as the new stimuli, we set up a small technical pilot which would allow us to gain
some feedback and insights for possible adjustments of our design. Two adults
were involved in this technical pilot, who both had some experience with HRI
studies and could also provide input on the flow of online experimental studies. In
the feedback thus received, our attention was drawn to certain areas of improve-
ment for the video stimuli, as well as question formulation and selection choice
in demographic information. Following the implementation of the feedback, we
launched the main study on March 3rd, 2021.
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5.4.4 Recruitment

For the recruitment of study participants, we advertised the interactive survey on
socialmedia platforms (i.e., Twitter, LinkedIn, Facebook), variousHCI/HRI/philosophy
mailing lists, and through professional as well as personal contacts. For a small
fee, we also gained access to the recruitment platform “Call For Participants”
that put our interactive online survey in front of potential participants who would
be visiting the website (the guest could choose whether to participate in the the
interactive online study, provided that they meet our recruitment requirements)3.
We also advertised the interactive survey on the Slack working-space platform
used by HRI/HCI researchers for the recruitment of participants. Although re-
cruitment for the initial online study was rather successful, it was much more
challenging to gain enough participants for this follow-up study. The data was
collected from the beginning of March to the end of July, 2021.

5.4.5 Semi-structured Interviews

Alongside the interactive online survey, we alsowanted to conduct semi-structured
interviews with n = 11 participants for the follow-up study. The idea was to con-
duct the interviews approximately one week after the participants had filled in
the interactive online survey part, as the time passed would leave some room for
them to reflect on their experience. To find participants for this part of the study,
we began by adding some information about the option to also participate in the
follow-up interview at the end of the interactive online survey. However, since this
strategy was not very effective, we decided to approach people (with the help
of our friends and colleagues) more directly about their interest in participating,
and informed them from the start that participation consisted of both the survey
and interview.

Before conducting the interview, all participants were asked to sign a separate
consent form made specifically for the interview-related data collect. This form
contained further details about the aim of the interviews and what participation
consisted of, as well as information about the data protection policy and their
rights as participants. After receiving the signed and dated consent form from

3For further information about the “Call For Participants” recruitment platform, please visit
their website: https://www.callforparticipants.com
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each participant, we used email to coordinate a specific date and time for the
interview, which was conducted online using the ZOOM platform.

The interview procedure consisted of three overall parts that we divided into
pre-interview (i.e., short introduction of the interview aim and recap of partici-
pants’ rights, as well as the request to record the interview), interview (i.e., the
list of prepared questions), and post-interview (i.e., providing practical informa-
tion and closing remarks). For the semi-structured interview part, we asked the
participants 12 different questions in total. These questions were grouped ac-
cording to the different stages, starting from the concrete experience they had
had interacting with the robot for the interactive online survey, then moving on to
more general reflections about their view on their own experience with robots:

• Question group A: their participation in the online study.

1. What do you remember about participating in the online survey?

2. What would you say/do you think that the survey was about?

3. How did you feel afterwards?

4. Why, or what triggered this experience/feeling?

5. Did you talk with anyone about your experience/reflection?

6. What did you tell people about the study?

• Question group B: their view on trust in robots after participating.

7. Imagine you meet the PEPPER robot again helping out with clothes
shopping in the near future, how would you feel about that?

8. Do you think that the scenarios from the online study are very likely?

9. What do you think that everyday life with robots will look like in the
future?

• Question group C: their broader reflections on trust in robots.

10. Have you had any reflections on or discussions about trust in robots
before participating in this study?

11. Before taking part in this online study, did you ever think that your
experience [their words] could arise from interacting with a robot?
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12. Do you think that other people can relate or had similar experience
[their words] as you when interacting with the PEPPER robot?

This guideline we prepared for the interviews (see e.g., Figure B.3 in appendix
B) allowed us to direct the conversation towards the aspects of trust in HRI
that we wanted to explore with our follow-up study, while also leaving enough
flexibility to pursue aspects highlighted by participants that would be interesting
to consider, or support our understanding of their reflections. The semi-structured
interviews lasted between 25 and 40 minutes, depending on how detailed the
participants replied to the questions, and whether we asked follow-up questions
to gainmore insight into certain aspects theymentioned. All participants received
a 15 EUR voucher as compensation for their time.

5.5 Analysis of Results

We collected 32 valid survey results in total for the iterated privacy survey4 , and
conducted 11 follow-up interviews with participants around one week after they
had done the survey part.

5.5.1 Questionnaires

The mean age of participants was 34.72 years (SD:11.01, n=32); the youngest
participant was 22, the oldest 64 years old. A total of 43.8% of participants
identified as female, 53.1% identified as male (1 person identified as non-binary).
Regarding the question on prior knowledge on robots, 34.4% of participants stated
that they knew robots from culture (i.e., literature, movies, radio, magazines, and
TV), 18.8% education (i.e., coursework, thesis projects, internships), 21.9% work
(i.e., building, programming, research projects), 6.3% spare time (i.e., DIY, science
magazines, family, friends), 3.1% accidental (i.e., store visit, study participant,
events). For our follow-up study, we added the answer category “I have no or
very limited knowledge about robots” and with this option now available, 15.6%
stated that they had no or very limited knowledge about robots. Adding this new
answer option ensures a more representative description of the participants’

4We only included those questionnaires that were completed and had no suspect data pattern
(i.e., were more than 10% of questions wasmissing, patterns like 1234512345 occurred, or the first
answer option was always chosen). Accordingly, we had to discard 130 uncompleted surveys.
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prior knowledge for our follow-up study because it is a mandatory question but in
our previous proof-of-concept study it was assumed that participants had such
prior knowledge. Overall, the samples of the first and the second study can be
considered rather similar in their composition.

Data Reliability and Variable Computation

In order to measure trust, we used again the Multidimensional Measure of Trust
(MDMT) scale by Ullman and Malle (2018). The MDMT consists of four different
subscales: reliable (α=0.74), capable (α=0.93), sincere (α=0.95), ethical (α=0.94),
which were calculated through average ratings of the four items constituting
the particular dimension; Reliable and capable build together the Capacity Trust
scale (α=0.90), while sincere and ethical build the Moral Trust scale (α=0.96).
As in the previous study, all the “Does Not Fit” endorsements were treated as
missing values andCronbachα values of 0.70 and higher indicated a good internal
reliability for all scales. As the MDMT scale is rated from 0 to 7, ratings of all
MDMT scales below 4 indicated that the trust violations in our iterated privacy
scenario were similarly effective as in the previous study .

MDMT scale scenario n mean SD
reliable iterated privacy 24 3.52 1.72

original privacy 25 3.44 1.52
sincere iterated privacy 17 3.00 2.21

original privacy 26 3.78 1.77
capable iterated privacy 26 2.70 1.90

original privacy 27 3.13 1.70
ethical iterated privacy 14 3.79 2.19

original privacy 24 3.92 1.99
Moral Trust iterated privacy 12 3.35 2.06

original privacy 22 3.61 1.77
Capacity Trust iterated privacy 22 3.23 1.68

original privacy 24 3.20 1.41

Table 5.1: Descriptive statistics of the MDMT subscales ratings for the iterated
and the original privacy scenario.
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Impact of Vulnerability

We wanted to see if the experience of vulnerability (measured through a yes/no
question) affected participants’ trust ratings in the iterated privacy survey. There
was a significant effect for participants who stated that they did not feel vulnera-
ble, as they rated all the MDMT subscales higher than people who answered with
“yes”, except sincere (F(1, 15) = 1.67, p = 0.22). This was visible from an ANOVA:
reliable (F(1, 22) = 9.84, p = 0.01), capable (F(1, 24) = 6.06, p = 0.02), ethical (F(1,
12) = 6.22, p = 0.03), Moral Trust (F(1, 10) = 7.32, p = 0.02), Capacity Trust (F(1,
20) = 8.39, p = 0.01). The descriptive statistics on vulnerability show that people
who answered the question with “no” rated the MDMT scales sometimes even
above the scale average of 4 (see Table 5.2).

MDTM scale vulnerability n mean SD
reliable Yes 12 2.58 1.57

No 12 4.46 1.35
sincere Yes 9 2.36 2.31

No 8 3.72 1.98
capable Yes 13 1.87 1.69

No 13 3.54 1.78
ethical Yes 8 2.72 2.34

No 6 5.21 0.73
Moral Trust Yes 7 2.27 2.03

No 5 4.88 0.76
Capacity Trust Yes 11 2.34 1.50

No 11 4.13 1.49

Table 5.2: Descriptive statistics of the MDMT subscales ratings for the respective
yes/no answers on vulnerability.

Impact of Benevolence

Next, we wanted to see if the experience of benevolence impacted participants’
trust ratings in the iterated privacy survey. However, no statistically significant
difference was found (reliable: F(1, 22) = 1.31, p = 0.27; sincere: F(1, 15) = 0.24, p
= 0.63; capable: F(1, 24) = 1.02, p = 0.32; ethical: F(1, 12) = 2.31, p = 0.15; Moral
Trust: F(1, 10) = 0.64, p = 0.44; Capacity Trust: F(1, 20) = 2.36, p = 0.14). However,
descriptive statistics show that in most cases, people answered the question on
benevolence with “yes” (see e.g., Table 5.3).
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MDTM scale benevolence n mean SD
reliable Yes 17 3.26 1.83

No 7 4.14 1.36
sincere Yes 14 2.88 2.35

No 3 3.58 1.59
capable Yes 19 2.47 2.04

No 7 3.32 1.40
ethical Yes 10 3.25 2.29

No 4 5.12 1.30
Moral Trust Yes 10 3.14 2.20

No 2 4.44 0.80
Capacity Trust Yes 16 2.91 1.81

No 6 4.10 0.87

Table 5.3: Descriptive statistics of the MDMT subscales ratings for the respective
yes/no answers on benevolence.

Link between vulnerability and benevolence

A 1:1 comparison of the results from the original and iterated privacy survey is not
possible as we changed the phrasing of the vulnerability yes/no question and the
benevolence yes/no question. In the original privacy survey for the vulnerability
yes/no question, most participants answered with “no” (n= 30; yes=8, no=22), a
significantly different distribution compared to an expected random distribution
(χ2 = 6.53, p=0.01). This difference vanished with the improved phrasing of
the vulnerability yes/no question that we used in the iterated privacy survey
(n= 32; yes=17, no=15)5. Regarding benevolence, we achieved a clear answer
tendency (n=32; yes=23, no=9) – a significantly different distribution compared to
an expected random contribution (χ2 = 6.13, p=0.01)6. However, we could not find
a significant correlation between the answers on vulnerability and benevolence

5We realized that participants had a hard time imagining what could be meant by the term
“vulnerability” when analyzing the data from the original privacy survey. Thus, we changed the
wording from “was there any time during the interaction with the PEPPER robot where you felt
vulnerable?” to “Was there any time during the interaction with the PEPPER robot where you felt
vulnerable (i.e., feeling uncomfortable or experienced any negative emotions)?”.

6From the data analysis of the original privacy survey, we realized that the benevolence
yes/no question contained a double negation that made it difficult to determine if the participants
answered the question with yes or no as they intended (n=30; yes=14, no=16). We got rid of this
ambiguity by rephrasing the benevolence yes/no question to “Was there any time during the
interaction where you felt that the PEPPER robot acted against your benefit?”
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Figure 5.4: Effect of the scenario on the MDMT subscale ratings.

either for the original, or for the iterated privacy scenario (original: Cramer’s V =
0.34, p=0.06; iterated: Cramer’s V = 0.12, p=0.54).

Impact of Scenario

Finally, we investigated if the trust violation in the iterated privacy survey actually
created significantly lower trust ratings than the scenarios of the previous study.
Since a Leven’s Test revealed that the conditions for a parametric test were
not met, Kruskal-Wallis Tests were carried out, which were significant for the
following two MDMT subscales: reliable: H(3)=10.82, p=0.01; ethical: H (3)=9.96,
p=0.02. Pair-wise comparisons (Bonferroni corrected) revealed that, like in the
previous study, the difference is only significant between the economy and the
original privacy scenario for the the MDMT reliable subscale scale (U=21.96,
p=0.05), as well as for the iterated privacy scenario (U=22.77, p=0.04). For the
MDMT ethical subscale, the difference can only be found for the economy and
the original privacy scenario (U=19.51, p=0.02; iterated privacy: U=18.45, p=0.10)
(see e.g., Figure 5.4).

From our analysis, it seems that whether we used the picture or video stimuli
for the interactive online survey did not lead to significant differences in the
MDMT ratings. Moreover, the different scenarios (i.e., economy, original and
iterated privacy version, transparency) when considered in isolation affected
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the rating significantly only for the reliable and ethical MDMT subscales. The
yes/no question on vulnerability, however, influenced all subscales of the MDMT
significantly, except sincere. Given this observation, we decided to look further at
how the MDMT ratings were influenced by the different scenarios when consider-
ing only those cases where the participants said they did not feel vulnerable. A
Kruskal-Wallis Test , revealed that they rated the scenarios significantly different
with respect to the MDMT reliable subscale (H(3)=13.72, p=0.00), the MDMT
capable subscale (H(3)=9.80, p=0.02), the MDMT ethical subscale (H(3)=9.41,
p=0.02), and the MDMT Capacity Trust scale (H(3)=12.09, p=0.02;).

To summarize, if we looked only at the participants who stated that they
did not feel vulnerable, we found significant differences in more of the MDMT
subscales ratings compared to the analysis including all the participants. In
our view, this result indicates that there is a relation between the experience of
vulnerability and the situated nature of trust.

Socio-demographics and other independent variables

In order to assess people’s attitude towards robots at the beginning of the inter-
active online survey, we used again the Negative Attitude Towards Robots Scale
(NARS)7. The internal reliability check with Cronbach α revealed that all scales
were slightly below 0.70; however, all items were kept for further analysis. The
NARS ratings were also all rather low, with the ratings for S1 being the lowest (see
Table 5.4). This indicated that our participants did not have a negative attitude
towards interacting with robots, like in the previous proof-of-concept study.

In the previous proof-of-concept study, we created from our PSA questionnaire
3 scales (shopping enjoyment, shopping advice, and shopping disappointment)
using factor analysis8. However, a factor analysis combining the data from
proof-of-concept and follow-up study revealed that 5 components represent an

7The 14 questions of this scale build three subscales: (S1) Negative attitude toward situations
of interaction with robots (α=0.56); (S2) Negative attitude toward social influence of robots
(α=0.59); (S3) Negative attitude toward emotions in interaction with robots (α=0.57); rated from
1=totally disagree to 5=totally agree.

8Compiling the 16 items of our PSA questionnaire covered originally the following 5 compo-
nents: PSA 1-4: hedonic motive (do people go shopping for the pleasure?) PSA: 5-8 utilitarian
motive (do people consider shopping an effort?), PSA9-11: personal outcomes confidence (do
people have confidence in their shopping skills?), PSA 12-13: social outcome confidence (are
people admired by others for their shopping skills?), PSA 14-16: information sharing (do people
share their experiences of shopping with others?).
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NARS scale scenario mean SD
S1: interaction situations iterated privacy 2.06 0.55

original privacy 1.91 0.65
S2: social influence iterated privacy 2.77 0.61

original privacy 2.72 0.75
S3: emotions iterated privacy 3.00 0.70

original privacy 2.88 0.89

Table 5.4: Ratings to the NARS subscales for the iterated and original privacy
scenario.

eigenvalue above 1 and explain 65,46% of the total variance. A closer look at the
component matrix revealed that several items loaded onmore than one construct,
which mean that only two components reliably extract: enjoying shopping (PSA
1-4 and PSA 15-16), with an internal reliability of 0.86, and outcome satisfaction
(PSA 7, 9, 10, 11) with an internal reliability scale of 0.74 (see e.g., Table 5.5).

PSA scale 1 2 3 4 5
PSA1 .806 .130 -.291 -.052 .011
PSA2 .755 -.010 -.293 -.112 -.081
PSA3 .778 .071 .001 .070 .064
PSA4 .674 .052 -.341 .132 -.086
PSA5 -.266 .268 .160 .544 .592
PSA6 .188 .036 -.098 .669 -.386
PSA7 .183 .643 .209 .207 .285
PSA8_r .266 .153 -.518 -.207 .524
PSA9_r -.108 .746 -.163 -.178 -.226
PSA10_r -.115 .780 -.143 .010 -.116
PSA11_r -.100 .789 .118 -.129 -.198
PSA12 .645 .004 .523 -.282 -.049
PSA13 .548 .186 .611 -.183 .068
PSA14 .407 -.008 .126 .495 -.173
PSA15 .752 -.062 .036 .022 .134
PSA16 .663 -.132 .109 .077 .008

Table 5.5: Factor analysis of the PSA scale items.

The descriptive statistics for the two scales (see Table 5.6) show that our
participantswere not shopping enthusiasts, but quite satisfiedwith their shopping
outcome. Furthermore, a Kruskal-Wallis H-test revealed that the shopping attitude
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was not rated differently for the scenarios (enjoying shopping: H(3)=1.80, p=0.62;
outcome satisfaction: H(3)=0.18, p=0.98). Therefore, we conclude that it did not
affect the scenario assessments.

Shopping scale scenario n mean SD
enjoying shopping original privacy 30 2.62 0.99

iterated privacy 32 2.38 0.90
outcome satisfaction original privacy 30 3.85 0.71

iterated privacy 32 3.86 0.57

Table 5.6: Descriptive statistics for the shopping scales for original and iterated
privacy scenario.

No significant correlations could be found for age and any of the scales or
the vulnerability yes/no or benevolence yes/no question. Similarly, a correlation
analysis of the shopping scales with the MDMT scales only revealed one weak
significant correlation between the enjoying shopping scale and the ethical trust
scale (Pearson’s r=0.27, p<0.05), meaning that the more people enjoy shopping,
the higher they rated the ethical dimension in trust.

5.5.2 Open-ended Questions

We examined participants’ perceptions of vulnerability and benevolence with a
set of eight open-ended questions. The main purpose of the qualitative analysis
of these responses was to acquire a deeper understanding of the nuances that
appeared in participants’ reflections, which can potentially support our interpre-
tation of the findings from the quantitative data analysis.

Based on the answers of participants, we applied the method of content
analysis to all the responses from the open-ended questions that were coded
first deductively and then inductively (Miles et al., 2020). We considered a whole
sentence with complete meaning, part of a sentence, or single words as a valid
unit for the coding. Focusing only on the privacy scenario, the annotation scheme
consisted of three codes already identified in the previous proof-of-concept
study (see e.g., Table 4.4) because we found references to the (C1) interaction
experience, (C5) robot features and behavior, and the (C4) feelings occurring.
Two additional and new codes emerged from the analysis: one code that referred
to usage or meaning of the trust notion (C2), the other referred to the reasoning
for accepting a breach in privacy (C3). Figure 5.7 provides an overview of the five
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different codes (C1-C5) derived from the qualitative data analysis, with a short
explanation and example for each of them.

Coding Theme Definition Example
(C1) Interaction
Experience

References to factual
and behavioral interac-
tion instances regarding
the survey interface us-
ability or the experimen-
tal scenario design.

“For me too much interac-
tion/context between the inter-
actions was missing and the
different interactions following
up on each were not in a good
flow in terms of UX.” (P_17)

(C2) Trust Under-
standing

Reference to the usage
or meaning of the trust
notion for interactions
with robots or in regular
interactions between hu-
mans.

“I think there is always a risk of
a technology but also a human
being acting against my bene-
fit. So in my opinion this is a
risk I am taking in every inter-
action. Therefore, I would also
be willing to take it with PEP-
PER.” (P_19)

(C3) Violation Tol-
erance

Reference to the rea-
soning for accepting a
breach in privacy, or the
willingness to engage in
the interaction again.

“If the interaction gives me in-
formation which is not attain-
able in any other way, I would
be willing to interact despite
feeling vulnerable.” (P_10)

(C4) Induced
Feelings

Reference to the various
kinds of feelings gener-
ated during the interac-
tion, or from reflecting on
own reactions.

“I wanted to buy something
that was for my partner of a dif-
ferent gender and it could not
cope with that scenario. Made
me feel frustrated and a bit an-
gry about it wasting my time.”
(P_13)

(C5) Robot Re-
lated

Reference to the per-
ception of the robot in
terms of both features/
behaviors and how it in-
fluenced the interaction
or experience.

“I felt powerless to change the
course of the interaction. The
robotwas in full control ofwhat
was talked about and when it
was talked about.” (P_6)

Table 5.7: Annotation scheme emerging from the content analysis of the open-
ended questions.
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Based on the five codes of the annotation scheme, we identified n = 347
quotations from the open-ended questions in which the participants of this study
had the opportunity to reflect freely on their experience. From the analysis, we
found that overall, participants were most attentive to the aspects that were
related to their (C4) induced feeling (26.8%), which was followed by responses
referring to the (C5) robot-related features or behavior (22.7%), with a close run
up by references to trust (C3) and violation tolerance (22.1%) followed by some
comments about (C2) trust understanding (15.2%) before finally mentioning
elements related to the (C1) interaction experience (12.9%).

The aim of the qualitative data analysis presented in the following sections
was to generate a comprehensive understanding of the dynamics among the
specific codes of the annotation scheme, as reflected in the narrative accounts
of the participants. We divided this analysis into comments related explicitly to
experience of vulnerability, and comments related to perception of the robot’s
benevolence.

Vulnerability Experience

The kinds of feelings people connected with their experience of vulnerability were
expressed mostly in negative terms (e.g., feeling “uncomfortable”, “impatient”,
“stupid”, “annoyed”, “powerless”, and “not understood”). Some participants said
their experience was not really a feeling they associated with vulnerability, but still
it was somehow unsettling (e.g., “I did not have a feeling of vulnerability but I felt
uncomfortably because I did not feel any connection to the robot. I did not feel that
the robot did see me as the person I am.” (P_21)). The experience of vulnerability
that is recognizable in these comments suggests that the trust violation in the
privacy scenario stirred up emotional reactions of an unpleasant kind, and that
the participants considered it problematic for their interaction with the robot.

Other reflections by participants on vulnerability had more to do with the way
the robot was acting towards them (e.g., “[...] pepper trying to update my choice
of gender, which I had deliberately expressed before .” (P_01a)), or appeared
during the interaction (e.g., “The robot snaps to its ’neutral’ position, which is quite
eerie and creepy.” (P_11b)). The fact that the robot would also question their
gender identity was considered very unpleasant by some participants (“It made
me uncomfortable and sad that I said I’m non-binary and then Pepper told me the
clothing item I chose was not aligned with my gender.” (P_16)). We gain from
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these comments an understanding of why people might have felt vulnerable: the
robot seemed to excise some level of agency or having intentions.

Many participants also related their sense of vulnerability to the feeling of
restricted action space, either because of the restrictive options provided by the
robot (e.g., “These limitation of my choice was artificially created by the bot after I
had told it that I did not want any of what it had randomly offered me.” (P_07a)) or
because of a feeling of pressure by the robot to buy any of the items (“When I
HAD TO choose one of the clothes while I didn’t want one [...]” (P_18)). Comments
like these suggest that the way participants felt vulnerable was also influenced
by their concerns about being free to decide for themselves what actions to take
during the interaction.

Perceived Benevolence

When it came to the perceived benevolence of the robot, many of the participants
mentioned that they did not see how the outcome of the interaction was of any
benefit to them. Either because they considered the robot to be forcing them
to chose a clothing item they were not interested in buying (e.g., “[...]I feel it is
acting against my benefit, or trying to oblige me to buy an item I don’t want to buy”
(P_07b)) or because the forced decision was seen as a wish by the retail store
to profit (e.g., “So pepper acted in the interest of the shop, not mine, offering me
an array of pants, or specially priced ones to choose” (P_06a)). These responses
reveal not only that people perceive the robot as being inconsiderate, but also
extend this view onto the company using the robot to sell clothe.

The perception participants had of the robot as acting against their benefit
was also connected to issues of missing or inadequate information. For example,
one participant said that the robot only provided the required information when
it was too late in the shopping process (e.g., “I was told the price of the item
only after selecting it” (P_01b)), while another mentioned that it would have been
helpful to get more detailed information from the robot about the clothing items
(e.g., “Also, after picking an item, it was immediately added tomy cart - I would have
liked to see it in more detail before that.” (P_04b)). These responses suggest that
people consider the appropriate delivery and richness of information provided by
the robot to be important for its perceived benevolence.

There were also some participants that did not consider the robot benevolent
because it was explicitly addressing their gender as a problem in its ability to
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assist them with clothes shopping. To some, the robot caused concerns from
the mere fact that it would propose to adjust the settings simply based on the
clothes items they picked (e.g., “By offering to change my gender settings based
on a clothing item I chose” (P_16)). Others were critical of why the robot would
even make decisions about the shopping process based on stereotypical gender
norms, and did not view it as helpful at all (e.g., “The moment when it had a
categorical distinction of ’gendered’ clothing. As a customer, I want to make the
choices on what I want to buy by myself, no matter what actual gender I identify
myself with. I don’t want anyone to decide that aspect for me and don’t see the
point why there has a distinction in clothing has to be made.” (P_09b)). Such
comments from participants show that the information about gender or its role
in guiding the clothes shopping decision-making is a sensitive topic that makes
some people doubtful about robots.

Trade-off Between Trust and Privacy

Our data analysis also shed light on the willingness people showed to accept a
potential trust violation instance to happen again in the same situation, which we
studied through a privacy breach where the robot request to re-use information
about their gender. In both cases where the participants responded with “yes”
to either feeling vulnerable or perceiving the robot to act against their interest,
several of them would still consider interacting with the robot at least once more,
.

Taken together, 7 out of the 17 participants who said they felt vulnerable and
7 out of the 23 participants who said that the robot acting against their benefit
would interact with the robot again in the same situation of clothes shopping,
despite the chance of having their trust violated . The reasons provided by the
participants to accept the privacy breach varied and were often reflecting some
form of cost-benefit analysis. One participant saw potential in the application
of robots as shopping assistants (e.g., “Probably, yes. It’s an interesting concept
and I’d love to see future executions of it” (P_09) and two participants focused
mainly on the potential advantage they could gain from interacting with the
robot because it could be useful also in different situations (e.g., “Sure, in other
situations it might be useful.” (P_02)) or help serve their agenda (e.g., “Yes, if
it helps me achieve my own goals” (P_06b)). Related specifically to the level of
performance, some participant would take into account how often problems
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with the robot would occur (e.g., “yes, unless this seems to happen again and
again” (P_01)) and based on the expectation that the robot will prove to be better
and safer in the long term (e.g., “probably only if I had an expectation that the
bot was going to improve its performance over time. and that rather quickly and
without harming me.” (P_07)). Another participant mentioned that they consider
interacting with the robot again simply for exploratory purposes (e.g., “Not in a
’serious’ way but maybe to test it and play around with it - but I’d do the shopping
by myself.” (P_18)) or out of mere curiosity (e.g., “If I know there would be such a
risk (even if it is not a major risk, I have to say), I would probably use it only out
of curiosity, for the mere interest of interacting with a robot and see if it really
understands what I am saying, and which items it would suggest me.” (P_07b)). To
one participant, the decision was to be made depending on the potential worth
of the interaction goal or outcome in general (e.g., “It depends on the value I see
in this interaction.” (P_10b)).

5.5.3 Semi-structured Interviews

We transcribed the 11 semi-structured interviews verbatim, using the automated
transcription software OTTER (version 2.0)9 and afterwards we checked and
manually edited the texts formissing information ormisrepresentation as needed.
To prevent potential bias for subjectivity, the analysis of the interviewswas carried
out by two members of the research team independently and in two rounds of
iteration.

In the first round, our focus was on the rich details of the data and how these
contribute to a more nuanced understanding of the experience of interacting
with the robot in the privacy scenario. Therefore, we used a thematic analysis
approach Clarke et al. (2015) as a guiding framework at this stage. We used
inductive coding to derive open codes from a close reading of the transcripts.
We were specifically interested in different perspectives that participants had on
their interaction with the robot, how they interpreted their experience, and any
other noteworthy discussion points.

Then the two members of the research team in discussion compared the
codes they derivedwith the outcomes of the analysis of the open-ended questions
to check if they align or pointed in different directions. Having ensured that there

9Find details about the transcription software on their website: https://otter.ai

159

https://otter.ai


5. TRUSTING ROBOTS IN A PRIVACY SCENARIO

was a significant overlap, the twomembers of the research team proceeded to the
second round of iteration to analyze the interviewswith deductive coding focusing
on the topics of trust, vulnerability, privacy, attitude to shopping and participants’
background experience with robotics. The deductive codes were decided upon
with a view towards the aspects of trust in HRI that we wanted to explore with
these follow-interviews, as well as the inclusion of reoccurring perspectives that
were raised by the participants. Finally, we based the presentation of our data
analysis on a structure that aims to highlight how different participants reflected
on their experience and related topics. In what follows, the first section discusses
people’s perspectives on trust, vulnerability and privacy in the context of shopping
scenario. The second and third sections then dive into participants’ motivations
for interacting with the robot in a similar context in a real-life situation.

Trust related

Participants highlighted different aspects related to their understanding and
experience of trust in the context of shopping. Several participantswe interviewed
mentioned that their understanding of trust in the robot was a matter of its
reliable performance. In this sense, the robot would be considered trustworthy
if it carried out its job as expected and efficiently (e.g, “I would think of it as a
machine and here for me the criteria is not so much trust, but maybe reliability,
like - does it work?”(P_02)). In this regard, the evaluation of whether the robot
could be trusted to perform its work reliably was also dependent on the option
for repeated interactions (e.g., “Reliability was a big, is a big factor, that you can’t
really test in a one-shot interaction and it’s something that you don’t want to even
go further testing if it doesn’t help you achieving the goal that you had in mind”
(P_04)).

From the point of view of trust as mere reliance, the robot was interpreted
as a tool or a machine rather than an autonomous agent to whom responsibility
and blame could be attributed. In this case, people thought that the notion of
trust with regards to responsibility is only applicable towards the engineers and
researchers developing the robot or the company deploying it (e.g., “I just think
whatever in a robot has got to be, it’s got to be put there by a person, or a number
of people.” (P_07)).

Whether participants felt they could trust a robot also depended on the type
of task the robot was to perform. As one participant mentioned, in the shopping
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context, they would be interested in what suggestions the robot puts forth, but
they would not count on it for the final purchasing act. (e.g., “I don’t think I really
count on it to make a purchase act, or I don’t really, I would not really change my
decision because of its suggestion” (P_09)).

The experience of trust was further considered in light of the perceived dam-
age or harm that can follow if the robot was to make a mistake. Several par-
ticipants commented that trusting a robot in the context of clothes shopping
may not be an issue as the stakes were not high or because they considered
clothes shopping as an unimportant activity in their life (e.g., “And I don’t have
really big trust issues in robots, especially when it comes to shopping. If this would
be some medical situation, maybe it would be different, but shopping where not
so much could go wrong I think it’s a fine option to include robots into everyday
life.” (P_08)).

Vulnerability related

The experience of vulnerability was for some participants related to how they
saw shopping for clothes as something personal and intimate. One participant
explained that sometimes the things thatwe choose towear have certain personal
meaning and also express whowe are. If the option to choose clothes ismediated
by a robot that oversteps this intimate sphere with suggestions that are based
on gender stereotypes, this can be felt as very uncomfortable and would even be
offensive if it happened in a real-life situation (e.g., “And then the robot came with
the comments: oh, this is actually not your gender. And, for example, there I felt
in a way, I think that was uncomfortable for me because the robot tried to come
into this very intimate, personal sphere where I thought if this would happen in real
world, then I would be offended by it” (P_03)).

Another participant also mentioned the irritation that aroused from the ques-
tion of changing the gender setting by the robot because it was very presumptu-
ous and would be inappropriate if it came from a human sales assistant (e.g., “It
really did sort of irritate me when the robot came up with this question should it
update my gender in my personal account. [...] I had this impulse that it’s a very
dumb question to ask. But then also there’s an irritation there because it’s just the
wrong thing to say. In a setting with a person, what would a person do?” (P_11)).

Another aspect related to the vulnerability experience was the issue of tech-
nological solutions imposing or constraining human choices. For example, one
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participant brought into discussion the problem of personal autonomy for choos-
ing clothes items without the robot intervening with suggestions of what fits
better based on pre-determined gender views (e.g, “The robot tried to dominate
my personal sphere. And somehow, I felt that as I said uncomfortable because
there are certain boundaries where I’m willing to interact with the robot [...] And I
don’t want to be guided or dominated by technology” (P_03)).

Privacy related

Some participants addressed the questions of privacy without being explicitly
asked about it. Participants identified that privacy issues were related to aspects
of gender identity as sensitive information that should not be shared with oth-
ers. One participant for example mentioned that whenever surfing the internet,
they feel hesitant about what personal data to share or not (e.g, “I think that’s
always this trust issue when it comes to sharing your personal data and especially
when it comes to sharing what gender I myself identify. So I think there’s always
some struggle or just criticizing thought which I have when being confronted with
technology, whatever it might be” (P_03)). The same participant also pointed out
that the issue is even more pertinent when it comes to the use of robots in such
clothes shopping context.

In general, participants relied on their prior experience with regular internet
use when considering issues with data collection and storage. One participant
for example focused on how asking for data storage by the robot sounded very
familiar to experiences of regular online shopping (e.g., “[...] it asked me should
we save your preferences or should we save you in our database. And in this
moment it made me feel like wait a minute, this sounds familiar. And, no, that’s
not okay. And then this triggered other emotional responses” (P_06)).

The problem of collecting huge amounts of information about people for
making personalized recommendation was also mentioned by one participant
(e.g., “I think maybe for a certain kind of things it’s useful and it can be trustful, but
you really need to give it a lot of information so that it can have relevant information
to take from.” (P_09)). As they pointed out, in order for the robot to bring the
cloth items that fit people best, their particular taste must already be known and
that requires a lot of prior information collection and storage. Without people’s
willingness to share such information, the robot can only suggest generic options.
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Openness to future interaction

One perspective that seemed to reoccur among the participants was the require-
ment of added value in terms of practical use.

Formany participants it was important that the robot was actually useful when
considering if repeated interaction would be worthwhile (e.g, “I would definitely
try to understand how it can be used as some additional, let’s say value to the
shopping experience” (P_06)). In the context of clothes shopping, usefulness
meant to one participant that the robot would support their goal of more efficient
and quicker shopping decisions (e.g., “[...] the pepper wasn’t like amplifying my
goal oriented behavior. [...] if pepper would have been quote unquote tuned to my
expected behavior, which is like maximize speed and comparison between items,
because that’s what I care about.” (P_04)). If these expectations were not met,
some of the participants could not see how having a robot mediating shopping
experience would make any difference (e.g, “I felt like I didn’t really see a benefit
compared to just a regular online shop. So if I have to imagine that I would have
been in a physical store with that type of robot, I think I would be annoyed” (P_02)).

Even though most participants found the robot rather useless in helping with
the shopping activity, some of them were still very motivated or could easily
imagine interacting with the robot in a more real-life situation. Simply from
curiosity or interest in trying out the possibilities of what the robot could do to
improve the clothes shopping experience, one participant would not hesitate to
further interact with the robot if given the chance (e.g, “test the function and where
it can help me” (P_03)). Another participants also imagined using a robot as a
shopping assistant because of its potential to make shopping more enjoyable
(e.g., “I would definitely be interested to see to what extent this robot can actually
help me in my shopping experience. Like if it would make it easier or more fun”
(P_05)). The novelty effect was also mentioned as important for the way the
participants would consider interacting with the robot again in a similar real-life
context (e.g, “I would assume that there’s some sort of novelty factor in the first
time you interact with it. You’re like, oh, this is cool” (P_04)).

5.6 Discussion
After this presentation of the results, we now continue to the discussion of
some of the most interesting points we can highlight from the analysis of both
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the interactive online survey and the semi-structured interviews. To begin with,
however, we could not confirm our assumption that there is a difference between
the kind of vulnerabilities that people reported they experience in the moment
interacting with the robot compared to those they could imagine after given some
time to reflect on their experience . From our analysis of the data, it seemed
that all the different considerations were collected into a joint reflection based
on both the past interaction and their later reflection. As such, we think our
data suggests that the conceptualization of vulnerability experience in HRI as
provided by Coeckelbergh (2013) remains a valuable analytical point, but nothing
we could show empirically with the study design we chose. Further studies would
be needed to really test this discrepancy assumption, because there could be
many other reasons for why we failed to provide the required empirical evidence
(e.g., maybe a stronger feeling of vulnerability is needed, maybe a good measure
can only be made after different series of interactions, maybe a filed trial where
people bump into the robot is a better situation). For now, when we compared
the answers from the open-ended questions in the interactive online survey with
the comments from the semi-structured interviews, there does not seem to be a
relevant distinction to draw for our interpretation.

Considering that our follow-up study was also exploitative in nature, we no-
ticed other interesting results from the data analysis that we think are relevant to
our overall aim of understanding how to study trust in HRI with a special focus
on a privacy scenario in the everyday life situation of clothes shopping. We will
discuss these points also in view of current or previous work and discussions in
HRI literature related to aspects of methodology, the trust and privacy relation,
and the aim to design for trust in HRI.

5.6.1 Interactive Online Survey

From their systematic review of how methodologies and measures are evaluated
in HRI, Jung et al. (2021) explain that it is a common perspective in the community
to consider picture stimuli as rather limited because they cannot well represent
the various changes in the way the robot moves, or how its facial expressions
shifts during the interaction, which is necessary for a more realistic and authentic
HRI experience. When comparing the results from both the original picture-based
and the iterated video-based privacy scenario with the economy scenario (as
presented in the previous chapter 4), we found it very interesting that there was
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no significant difference: whether we used the picture or video version for stimuli
in relation to the trust ratings did not seem to matter.

This observation is relevant for current research on HRI since it suggests that
the concern sometimes raised in the HRI community that a picture stimulus is
insufficient for the participants to experience a shared context with the robot is
less problematic. In our view, what seems to matter is not the specific choice of
stimuli (pictures vs. video) but rather that the online study have a component that
is interactive. While a video might provide a stronger experience of immersion
in the interaction, having a sense of being able to interact with the robot in
terms of responding to questions or requests (when using the online platform)
might be also be very important. As such, we recommend to incorporate an
interactive component to create the necessary atmosphere of shared context
and interaction with the robot when studying trust in HRI because trust is a highly
situated phenomenon.

Additionally, we reflected on the use of a online study designmore generally as
we agree with Feil-Seifer et al. (2021) that the impact that COVID-19 has had, and
continues to have, on HRI research practice helps us reevaluate what previous
assumptions about what validates a research design has dramatically changed
in light of the global pandemic. As they point out, we might need a discussion
in the HRI community about what role interactive online studies, which have
previously been considered inferior to in-person studies when the latter are an
option, can play in furthering research. Taking our interactive online survey as
an example, we believe that the use of an online study to explore trust in HRI
remotely is promising and that broader methodological discussion about the
possible advantage and disadvantages will become very useful in times where
no in-person HRI studies cannot be conducted in the foreseeable future for any
reason.

5.6.2 Trust-Vulnerability Relation

Our methodology and study design choice was guided by insights from the less
mainstream HRI disciplines of philosophy and sociology. Philosophical and
sociological insights used to study trust in HRI are still mainly used to support
existing understandings or definitions for the trust concept rather than knowledge
that could provide the foundational assumptions for the specific methodology
or study design. With our two online HRI studies, we take some initial steps
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towards a bigger discussion in the HRI community about how to better integrate
disciplines whose valuable methods and perspectives are not always easy to
translate into the standard format of a “user study”.

In our previous proof-of-concept study, our modest aim was to explore if
vulnerability was something that people experienced when studying trust in HRI
in the first place, and whether it could be empirically studied using the subtle
everyday life situation of clothes shopping. With our follow-up study, we had the
chance to expand on this work by zooming in on the trust-vulnerability relation
within the HRI context (within the privacy scenario specifically) to further investi-
gate if human experience of vulnerability also functioned as a precondition of
trust, as we came to learn from the philosophical conceptual analysis and discus-
sions about the sociological socio-phenomenological accounts of interpersonal
trust. From our statistical analysis, we found that there was a relation between
those participants who said that they felt vulnerable and the significantly lower
trust rating in the data as compared to those who said “no”. We discussed, if this
might suggest that the difference in scenarios (i.e., economy, privacy, and trans-
parency) in the everyday life situation of clothes shopping was less important to
the perception of trust than the feeling of vulnerability. When we then looked at
the differences of scenarios again only for those who did not say that they felt
vulnerable, we found that the trust ratings would vary depending on the given
scenario.

While we cannot use these results from our follow-up study to confirmwhether
our theoretical assumption10 can explain this pattern in our data as many other
reasons needs to be considered, we believe that first steps have been taken
to show how philosophical and sociological insights can also further empirical
studies on trust in HRI that aspires to investigate the trust-vulnerability relation.
In this sense, we join the growing group of voiced in the HRI community who
advocate methodological plurality (see e.g., the work by Bethel and Murphy, 2010;
Fraune et al., 2022; Weiss and Spiel, 2022), among which our follow-up study is
just one example of how such considerations can help expand our approach to
studying trust in HRI.

10We assumed that if vulnerability is a precondition for human trust in robots, it should have
an influence on the trust ratings regardless of the specific scenario. In contrast, if people are
not feeling vulnerable, they rate their trust depending on more contextual factors present in the
different scenarios.
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5.6.3 The Privacy Paradox

Early studies on privacy issues related to online shopping have revealed an
inconsistency between the stated privacy attitude and behavior of people, which
is now commonly referred to as the “privacy paradox” Norberg et al. (2007). As
explained by Solove (2021), these studies suggests that people in general would
not take very simple or free measures against possible threats to their privacy
even though they express concern about it, and that they would give up personal
information about themselves for a small compensation regardless of their view
on privacy as something important. Studying the privacy paradox in relation to
privacy issues in the specific context of HRI has with the work of Lutz and Tamó-
Larrieux (2020) and Lutz and Tamò-Larrieux (2021) also recently been a topic of
interest in theHRI community. With the assumption that robots promoted asmore
privacy-sensitive will have a positive effect on their acceptance and use by people,
they conducted two different HRI studies on the privacy paradox. With a survey-
based study Lutz and Tamó-Larrieux (2020) were able to confirm the privacy
paradox in HRI as the results showed that participantsmentioning concerns about
informational and physical privacy had no effect on robot use intentions. However,
with the results from their vignette-based study, Lutz and Tamó-Larrieux (2020)
could no longer observe the privacy paradox. They discussed and explained
that this difference in results was due to the difference in the way people might
perceive privacy issues in general, compared to situations where they would be
confronted with concrete privacy-invasive technologies.

The subtle violation of trust that we constructed for our follow-up interactive
online study consisted of a privacy breach by (1) using the personal information
about the participant’s clothes items choice to automatically adjust the gender
setting supporting the recommendations of the robot, and (2) storing and sharing
this newly collected data with their consent only to train other robots, with the
argument of personalizing future suggestions. Our results suggested that while a
fair amount of our participants said they felt vulnerable, did not consider the robot
benevolent, or sometimes both, they also expressed interest in interacting with
the imperfect robot again in the same situation of clothes shopping in a real life
situation. So although people had good reason not to trust the robot that provoked
a mild privacy breach, it did not seem to keep some people from considering
future interaction with it. While there is much discussion about whether the
privacy paradox does in fact exist or not (Kokolakis, 2017; Solove, 2021), the
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results of our follow-up study seem to align with those studies in favor of it in the
specific context of studying trust in HRI. Considering the philosophical analysis
of trust and the knowledge that people give up their privacy for even a small
benefit from the literature on the privacy paradox, we pose the question to current
discussions on trust in HRI for which reasons people decide to interact with an
imperfect robot if given another chance as themild privacy breach that it provoked
was intended to indicate lack of trustworthiness. As such, we encourage further
discussions about whether the development of more privacy-sensitive robots will
also lead to so-called trustworthy robots if considerations of the privacy paradox
are left aside.

5.6.4 Tolerating Imperfect Robots

As presented in the philosophical analysis of interpersonal trust between humans
(see e.g., the detailed account in chapter 2), people might judge it worthwhile to
trust in others without knowing whether they are in fact trustworthy considering
the added value of trust from the assumption that the other person act out of e.g.,
good-will or optimism (Baier, 1986), special personal and normative commitments
(Hawley, 2014), motivation from affective attitudes (Jones, 1996) or care for the
personal attachments they develop (Kirton, 2020). As such, the inner life of
the other person is central to the judgment of whether the risk of trusting in a
potentially untrustworthy other human is worth taking.

Considering the overall everyday life situation of clothes shopping, we found
from our analysis of the semi-structured interviews that several participants on
a very basic level considered the added value of having a robot assisting them
merely in terms of utility (e.g., increased efficiency, suggestion of better options,
and better understanding of individual clothing preferences). We saw that this
view of added value as utility related to their instrumental view of the robot –
it was simply a practical tool that needed to function well for the task at hand.
On a more abstract level and related to their own knowledge about or specific
interests in robots, entertainment purposes seemed to be the added value of
having robots as clothes shopping assistants. The potential they saw in the robot,
we came to understand, wasmainly driven by their own optimism about improving
technological solutions for the future of shopping, or from getting their curiosity
met by exploring how a robot could provide an interesting or novel shopping
experience. Though participant would use some anthropomorphic language
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to talk about the robot (e.g., referring to its gender or ascribing intentions to
its behavior), they also reflected explicit on the fact that robots are ontological
speaking (at least for now) not of the right kind to have an inner life let alone
a rich one. Accordingly, it might not be too surprising that the added value of
interacting with the imperfect robot provoking a privacy breach is based on the
more simple or external criteria of utility, or entertainment factors.

Given the results of our follow-up study, we believe that we can help nuance
the discussion about whether the efforts to design trustworthy robots will also
turn out as a promising strategy for more successful HRI as often argued in the
motivation for research on trust in HRI (e.g., Christoforakos et al., 2021; Langer
et al., 2019; Martelaro et al., 2016). Because people seem willing to trade the
potential added value of utility and entertainment for tolerating an imperfect robot
provoking a privacy breach, the trust we might reach with robots in this specific
everyday life situation of clothes shopping is much less dependent on normative
and moral concerns as mainly perceived only to serve as tools to make tasks
easier, or help stimulate. Designing explicitly for trustworthy robots by taking
into account privacy-friendly features in this HRI context, seems helpful if the
kind of trust in robots that we hope to achieve is related to factors of reliable
performance in utility or entertainment value. However, the question remains if
such efforts would also be the best strategy to the design of trustworthy robots
where the ambition is to transfer the potential benefits of interpersonal trust as
we see it in relationships between people into a HRI context. Future research on
trust in HRI will benefit from exploring these issues in everyday life situations
that goes beyond that of clothes shopping, where exactly normative and moral
concerns are central to the interaction.

5.6.5 Limitations and Concluding Remarks

There are several limitations to our follow-up interactive online study that could
be improved for the study design in the future.

First, we acknowledge that the study design of our iterated privacy survey
is limited since it lacked a control group where people would not be exposed
to any subtle trust violation consisting of a mild privacy breach. Consequently,
our data analysis and interpretations of the results are not allowing us to draw
any conclusions about whether it was the privacy breach in itself that in fact
caused the low trust ratings and how this privacy breach relates specifically to
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the felt vulnerability of the participants. For our future work on studying situated
trust in HRI and with a special interest in a privacy scenario, we will include a
control group to improve our study design and to ensure that we can explore
the exact relationship between the privacy breach and the way people might feel
vulnerable.

Secondly, we used a relatively small sample size for the iterated survey (32
participants), which makes it harder to generalize the results of the questionnaire.
It may well be that a larger sample size would enable us to find more effects.
For our semi-structured interviews with the participants, we had even a smaller
sample size. While it is a persistent methodological challenge to decide how
many interviews are enough, due to the nature of interpretive iteration in the
analysis of qualitative data (Patton, 2015), we believe that a collection of more
interviews could have been helpful in determining whether the codes we arrived
at were exhaustive, as prescribed by saturation criteria (Sebele-Mpofu, 2020).
Thirdly, due to the nature of our follow-up online study, we did not offer any of
the participants in-person interaction with the robot. The interaction took place
through an interactive survey with video snippets of how the robot would have
acted if it was an in-person meeting. While interaction with robots in the real-
world is the most ideal set-up for conducting HRI studies, as we assume the
embodied nature of robots is important for the interaction experience (Deng et al.,
2019), video-based surveys have already proven an adequate alternative (Woods
et al., 2006). Especially in the unusual situation of the global COVID-19 pandemic,
where it is not possible to conduct “business as usual” with in-person HRI studies
(Feil-Seifer et al., 2021), developing and using our interactive survey proved a
useful replacement.

With our follow-up study, we aimed to further investigate human experience
of vulnerability related to trust in HRI within a privacy scenario in the context of
shopping. Considering the results of our follow-up study, we brought into dis-
cussion whether the common assumption in HRI that trust can be strengthened
by also designing robots to be more sensitive to privacy concerns needs to be
challenged. Not only did our participants tolerate an imperfect robot that put
them at risk with a mild privacy breach, but they also considered the possible
gain to be related to simple added values of utility and entertainment. It seems
that when it comes to the the application of robots in the everyday life situation
of clothes shopping, the development of trustworthy robots is less pertinent to
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successful interactions between humans and robots . For future work, we aim to
conduct an in-person HRI study with and without a privacy breach provoked by
the robot assistant in the public space of a clothes store to learn more about the
interrelation of vulnerability, trust, and privacy.
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CHAPTER 6
Vulnerabilities of Robots

“[...] even if we question views that make a
too strict distinction between humans and
non-humans and between biological and
artificial, we can and must distinguish
between different kinds of vulnerabilities
and vulnerability configurations. For
example, if we share with (non-human)
animals a biological body, then this means
we also share a certain kind of vulnerability
which is different from the vulnerability of a
robot (at least those we know and can
foresee today).”

Coeckelbergh (2013, p. 197)

Most of the content in this chapter has already been published as Hannibal
(2021) and part of this chapter will also appear as a book chapter organized and
edited by the co-organizers of the Trust Robots Doctoral College (TU Wien) as:
Hannibal, G. &Weiss, A. (forthcoming, 2022). Exploring the Situated Vulnerabilities
of Robots For Interpersonal Trust in HumanRobot Interaction (pp. 1-19). Vienna,
Austria: TU Wien Academic Press.
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In the previous chapters 4 and 5, my empirical work on the trust-vulnerability
relation for studies on trust in HRI has taken a human-centered perspective. In this
chapter, I shift the focus towards a robot-centered perspective by presenting the
results of expert interviews I conducted to investigate to what extent robots could
also be considered vulnerable. My motivation for carrying out this exploratory
work was rooted in the aim of understanding how the notion of vulnerability as a
precondition of trust could extend over the entire interaction between humans
and robots. While it is most common to speak about the shortcoming of robots in
terms of failure, error, and fault (Honig and Oron-Gilad, 2018), I tried to introduce
the notion of vulnerability for robots as a way to stay open-minded about potential
categorizations or taxonomies normally intended to map such knowledge. As
Honig and Oron-Gilad (2018) already observe from their extensive literature review
on failures in HRI, there are also problems that only appear because interaction
between humans and robots takes place. As I will show in this chapter, the way
humans behave towards robots is also important for the way we can and should
study trust in HRI, because robots are exposed to harm in their meeting with
humans.

6.1 Study Aim

As I accounted for in chapter 3, the vulnerability notion has been studied within
the HRI community as a property of robots in the form of self-disclosure (see
e.g., Kaniarasu and Steinfeld, 2014; Martelaro et al., 2016; Sebo et al., 2018; Siino
et al., 2008; Traeger et al., 2020). I also explained that on a conceptual level,
operationalizing vulnerability as robot self-disclosure for studies on trust in HRI
is problematic because a working definition is often lacking, and because the
relational aspect of such a notion tends to be omitted in existing HRI studies.
As I aim to show with the following empirical work, the reduction of vulnerabil-
ity in HRI to a form of self-disclosure, raises additional problems because the
design of vulnerability-related behavior of robots in the form of linguistic state-
ments suggests a very narrow understanding of how robots could be considered
vulnerable. In this form, the vulnerabilities of robots becomes an imitation of
human vulnerability, which presumes that they are perceived as having an inner
life. However, and considering the existing literature on robot failures (e.g., Honig
and Oron-Gilad, 2018; Ragni et al., 2016; Salem et al., 2015b) and cybersecurity
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in robotics (e.g., Clark et al., 2017; Miller et al., 2018), the way in which robots
can be vulnerable only partially overlaps with human vulnerabilities: given that
robots are of an ontological different kind, they have their own specific types of
vulnerabilities that result from the way that interactions unfold in the specific
situation. Hence, to systematically identify these robot-specific vulnerabilities is
in fact equally important to identifying those of humans when exploring trust in
HRI. This is a gap in the current HRI literature, which serves as the motivation for
the presentation of the following work.

Already now, I like to clarify that my attempt to identify the possible vulner-
abilities of robots is motivated by my interest in the conceptual scope of the
trust-vulnerability relation in the specific context of HRI by also considering two
different types of investigation. While I have already shown in the theoretical
part of my dissertation (see e.g., chapter 2 and 3) that the conceptualization of
vulnerability as a precondition for trust enables an understanding and analysis of
trust in HRI as the result of the situated interaction between humans and robots
(i.e., the event of trust rather than a property), this does not mean that the identi-
fication of vulnerability in such situated interactions are identical when taking a
robot-centered perspective. To gain such insight, empirical work must be carried
out to specify how the trust-vulnerability relation occurs during the interaction
while at the same time ensure a sensitivity to the fundamental way human and
robots differ: vulnerability from the perspectives of humans can manifest itself
as something that they can attach their feelings or experiences, whereas it is
only something for robots that can be ascribed to them from the perspective of
those people designing or interacting with these robots. Consequently, I would
characterize my investigation of robot vulnerabilities merely as an analytical
exercise into its multi-dimensional aspects to challenge current understanding
and analysis of trust in HRI.

6.2 Methodology

To explore vulnerability as a precondition of trust in HRI where the aim is to
understand in which ways robots could be considered vulnerable, I decided to
conduct expert interviews to elicit expert knowledge about what they might
be. Different from lay knowledge that could be gathered from people who have
no previous or only little experience interacting with robots, I find it beneficial
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to consider expert knowledge because it might generate an exploration into
the vulnerabilities of robots that is guided mainly from what the technological
systems are in fact capable of rather than what can be imagined or projected
onto them (see e.g., the distinction between robots as technological systems vs.
cultural object presented in chapter 1).

On a broader methodological level, the use of expert interviews is also impor-
tant because of the ontological status of robots. First, given that robots do not
have an inner life that connects their vulnerability to feelings or experiences, their
particular vulnerabilities can only be studied from a third-person perspective. To
paraphrase Latour (1993), whose views on scientific facts are equally relevant to
this discussions, expert interviews are required because robots cannot “speak for
themselves” (p. 29). Thus, it is advantageous to use the specialized knowledge
of roboticists as a vehicle for giving expression to the specific vulnerabilities
of robots. Secondly, and as mentioned in chapter 1, the method of conducting
expert interviews is uniquely suited for gaining a more systematic overview of
knowledge within a certain domain (Meuser and Nagel, 2009), the mastering of
which requires many years of experience. For my purpose, expert interviews with
experienced and leading roboticists are useful in the initial stage of identifying
the possible vulnerabilities of robots. Not only do these experts have extensive
knowledge about the technical challenges of developing robots, they can also
provide insights into what types of vulnerability are common across various
domains of application.

6.3 Expert Interviews

Over the period of nine months (December 2019 – June 2020), I conducted a
total of eight semi-structured expert interviews. In the following, I briefly describe
the interview process.

6.3.1 Sampling

I used purposeful sampling (Patton, 2015) as a method to recruit the experts with
the following selection criteria (see e.g., Table 6.1 for a quick overview of how
the different expertise was divided among the different experts):

1. Disciplinary background in robotics.
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2. Work experience in HRI or social robotics.

3. Research interest on the topic of trust.

For the purpose of addressing the research question, it was enough for an expert
to fulfill only one of the three criteria, although ideally they would cover all of
them. To provide an overview of the selected experts, I asked them to introduce
themselves briefly. The following description is based on their answers at the
time when the interviews were conducted. Only one of the experts wished to
remain anonymous; I have given this expert the code “Exp_XX”. The table 6.1
provides an overview of experts and indicates the expert ID I assigned them,
which will be used later for the analysis of results.

Expert ID Affiliation Expertise
Justus Piater Exp_JP Department of Computer

Science, University of Inns-
bruck (AT)

computer vision,
ML, robotics

Allan Wagner Exp_AW Department of Aerospace
Engineering, Penn State Uni-
versity (USA)

AI, robotics, HRI,
robot ethics, trust

Marc Hanheide Exp_MH School of Computer Sci-
ence, University of Lincoln
(UK)

AI, robotics, HRI,
social robotics

– Exp_XX – social robotics,
HRI, AI, trust

Birgit Graf Exp_BG Institute for Manufacturing
Engineering and Automa-
tion, Fraunhofer IPA (DE)

HRI, service
robotics, applica-
tions

Kristin Schaefer-
Lay

Exp_KS The Combat Capabilities
Development Command,
U.S. Army Research Labo-
ratory (USA)

robotics, HRI,
teams, trust

Michael Zillich Exp_MZ Research Development,
Blue Danube Robotics (AT)

computer vision,
robotics, HRI

Paul Robinette Exp_PR Department of Electrical &
Computer Engineering, Uni-
versity of Massachusetts
Lowell (USA)

robotics, HRI, trust

Table 6.1: An overview of the experts and the selection criteria for their inclusion.
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6.3.2 Procedure

I contacted all experts via email with an invitation to participate, which also con-
tained more background information and explained the purpose of the interview.
After indicating willingness to participate in the interview, all experts were asked
to sign a consent form that was sent to them in advance. The consent form
clearly stated what their participation involved, their rights, and the data protec-
tion requirements set by the university. Each expert interview was conducted in
English, audio recorded, and took around 30-40 minutes.

In the first part of the interview, all experts were given an opportunity to
introduce themselves (i.e., “Could you tell me about your recent projects and
main research interest?”). This information was needed to contextualize their
disciplinary background and role as experts. Then, five additional questions were
asked to guide the semi-structured interviews:

• What do you consider as future application scenarios for agent-like robotic
systems?

• Given your research background, how and when can an agent-like robotic
system be said to be vulnerable?

• Given your considerations of system-centered vulnerabilities, could you
please rank or order them according to their importance?

• From your point of view, who would be disadvantaged if these vulnerabilities
are left unaddressed?

• Considering cutting-edge technical knowledge used to develop agent-like
robotic systems today, what has to be done to make agent-like robotic
systems less vulnerable in your opinion?

After finishing the interview, all experts had the opportunity to ask questions
and receive further clarifications, and were again informed about their rights as
participants. Figure C.3 in appendix C provides a more detailed account of how
the interviews proceeded considering the guidelines I used for interviewing the
experts.

We intentionally left out a definition of vulnerability in the questions we asked
the experts because we wanted to explore if they would be able to make sense
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and use of the vulnerability concept to speak about robots in the first place.
Considering that some of the expert in fact asked about the intended meaning of
robot vulnerabilities, we also brought this up as an interesting discussion point,
which we will present later on in section 6.5.1.

6.4 Analysis of Results

After collecting all the expert interviews, the audio recordings were transcribed
verbatim, with the spoken word as the only focus (McLellan et al., 2003). I solely
coded the interviews using in-vivo coding1 and from several cycles of coding,
I collected the emerging codes into 13 different categories based on similarity
of content and meaning (Miles et al., 2020). The decision on which category
labels to use was also guided by prior classification of potential system-centered
vulnerabilities, as reported in previous literature on robot failures (Honig and
Oron-Gilad, 2018; Ragni et al., 2016) and cybersecurity in robotics (Clark et al.,
2017; Miller et al., 2018). I used thematic analysis (Braun et al., 2019) to identify
the common themes across the expert interviews. All coding, categorization,
and thematic analysis of the expert interviews were done electronically using the
software MAXQDA2.

From the data analysis of the expert interviews, I was able to identify in total
13 categories of potential robot vulnerabilities since they cover all those weak-
nesses of robots that the experts considered would leave them most exposed to
unsuccessful task completion or failure in smooth interaction or collaboration
with humans. These categories were themselves grouped into four different
themes (see e.g., Table 6.2 for an overview).

In the following, I will provide a short description of each theme and offer
some examples of how they were supported by the different experts by drawing
on their own wording, terminology, and formulations to summarize their main
points.

1In-vivo is a term associated with the qualitative research methodology of Grounded Theory.
In-vivo coding uses the specific words or formulations of those being interviewed as codes to
label a section in the interview transcript (Miles et al., 2020).

2Due to the COVID-19 outbreak in March 2020, all but the first expert interview were conducted
online using the Skype platform.
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Theme Category
(T1) Embodiment (C1) Mechanical

(C2) Sensory
(C3) Functional
(C4) Security

(T2) Processing (C5) Understanding
(C6) Learning
(C7) Decision-making

(T3) People (C8) Obstacle
(C9) Perspective-taking
(C10) Malicious

(T4) Setting (C11) Infrastructure
(C12) Environment
(C13) Time

Table 6.2: A list of the different categories and themes identified during the coding
and analysis of the expert interviews.

6.4.1 (T1) Embodiment

Because a tangible manifestation is required for robots to navigate among and
interact with people in the real world, they have what Exp_JP and Exp_KS referred
to as “physical vulnerability/vulnerabilities”. Under this theme of embodiment,
I categorized all the various types of robot vulnerabilities that relate to their
physical hardware or components.

(C1) Mechanical

Given that robots are made of various mechanical parts, Exp_JP explained that
they can have “mechanical vulnerabilities” because some of their most basic
components can easily be damaged. As he noted, it is often the case that “sensors
and actuators, some of which are developed in the lab, [...] are quite fragile or
surprisingly fragile”. Exp_JP also mentioned that sometimes there are “loose
cables hanging off everywhere”. Some of the other experts stated that robots
also need simple maintenance, e.g., “replace some tires that were worn down”
(Exp_BG), and things like “batteries don’t stay charged the same as they did at
the very beginning” (Exp_KS) need to be taken into account. For this reason,
Exp_KS stress that when working with robots in real life application, “you need to
understand the life cycle of those parts and pieces that make up the mechanics”.
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(C2) Sensory

According to Exp_JP, there is also vulnerability related to how well robots can
access the world around them in terms of their sensors being deficient, which he
explainedmakes them less resilient because this “sensing is way underdeveloped
compared to humans”. Exp_BG also stresses this point, saying that a robot
“needs a lot of good perception abilities to constantly monitor the environment
and changes in that”. Elaborating on how poor sensing can leave robots rather
vulnerable, Exp_MH mentioned that they can easily get into serious accidents
where they become physically damaged. He offers the example of how one of
their robots being tested in a museum once “drove straight into the hole” that
constructionsworkers hadmade to access somewiring in the floor, and describes
how another robot tested in a eldercare home also broke simply because “the
stairs would not be seen” by the robot in time before falling down them.

(C3) Functional

According to Exp_AW, one of the most intuitive robot vulnerabilities that comes
to mind is that a “robot could break down”. Exp_MZ explains that this could be
e.g., because a “cable is malfunctioning”. Thus, another area of vulnerability is
technical problems hindering or interrupting robots in carrying out their tasks. Yet,
this does not always have to be a bad thing according to Exp_MZ, who reflects
on how their development of a skin for robots in fact leverages this kind of
vulnerability to ensure better safety because “the skin is soft, and if you damage
the skin, like if its punctured, it’s damaged and the robot can no longer move”.
He further notes that this ability of the robot to be “hurt” is also very beneficial
because such a “safety concept” helps protect the often expensive equipment
that is mounted on robots.

(C4) Cybersecurity

According to Exp_MZ, robots are vulnerable to intrusions fromoutside in the sense
that a robot “arm goes berserk because of a cyberhack”. Exp_KS also mentions
that hacking is a serious problemwhen donewith the ill intention of compromising
the robot’s reliability, because “we need the information that is coming through
our systems to be secure”. Exp_MH adds his concern about the kinds of dangers
that come from underdeveloped measures against people interfering, because
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“robots are very badly implemented when it comes to cybersecurity”. Exp_PR also
points out that the challenge of safeguarding robots might be even greater in
light of recent technological developments in related areas, since “a lot of the
internet of things isn’t very secure, and robots are being added into this sort of
internet of things to create a greater system”.

6.4.2 (T2) Processing

On a slightly more abstract level, but still related to how the robot is built, the
second theme of robot vulnerability revolves around their ability to handle and use
the information they collect from their surroundings, which Exp_JP expressed
when he mentioned that “software[...] are also vulnerable”. I have categorized the
various types of vulnerabilities associated with the reasoning abilities of robots
for interaction under the theme of processing.

(C5) Understanding

According to Exp_JP, one of the main challenges with robots today is that they
“lack a conceptual framework that allows them to understand what is going
on in the world”. Elaborating on this point, he explains that a robot with “zero
awareness” about its environment on a conceptual level is left vulnerable to
some extent because “as soon as something doesn’t quite work as expected
then things will go wrong”. Returning to the example by Exp_MH, the accident
with the museum robot happened not only because it could not properly detect
the visible signs of ongoing construction work, but also because the robot was
not able to “understand the cues that we put into our environments to protect
humans”. Working on providing a robot with a better conceptual understanding
of the world, Exp_JP adds, is important because the consequences can be quite
serious given that “once you start filling the input that it’s not prepared to handle
the results will be unpredictable or even worse, you can provide software with
adversarial input designed to throw it off”.

(C6) Learning

Another kind of vulnerability that some of the experts identified is connected to
the way in which robots acquire knowledge and use it to guide their behavior.
While the development of “self-learning systems” is a desirable goal for making
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robots useful, Exp_MH also states that there is sometimes a concern about
“robots learning the wrong thing”. Despite robots being able to learn fast from
the multitude of data they are given by people or they collect from interacting
with their environment, he continues, robots are still missing the important ability
to “judge if this is worth learning or whether it is a completely stupid thing”. In a
similar vein, Exp_XX mentions there is a potential for vulnerability of robots when
they learn from developers, because they are not able to notice if the acquired
knowledge is in fact correct or beneficial, and might in fact “learn bad behavior”.
Exp_XX further explains that the challenge of robots learning bad behavior relates
to their lack of “a moral clause”, which mean that they are not able to reason
about what is morally right or wrong.

(C7) Decision-making

According to Exp_XX, another vulnerability that is important to mention concerns
instances where “robots make decisions when they do not have all of the in-
formation”. Because the decision-making by robots in such cases is based on
incomplete prior knowledge, Exp_XX continues, they have a hard time dealing
with new situations as they could be “making mistakes when there’s more uncer-
tainty in their dataset, in their algorithms”. Reflecting on successful human-robot
teams, Exp_KS emphasizes that robots could be considered vulnerable when they
have difficulties determining whether or not to hand over the control to humans
because they are restricted by “algorithms and this hardmath in order tomake the
decisions”. In cases of disagreement between humans and robots, this challenge
could even lead to ethical issues, she explains, because robots could cause much
damage when they are wrong in their decision to “automatically override” their
own reasoning in favor of human judgment.

6.4.3 (T3) People

Moving on to aspects that are external to the robot but within its more immediate
distance of reach, the next theme relates specifically to the actions or behavior
of the people interacting with robots, and how this has a direct effect on their
level of exposure. As Exp_MH has been observing during numerous field-trials
with robots, there are many examples of how humans can cause much difficulty
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simply because “people do not understand how the robot sees the world”, or they
too effectively “attribute sort of intentions and certain abilities to a robot”.

(C8) Obstacle

According to Exp_BG, people can cause vulnerabilities for robots when they
unintentionally put up small hindrances in their paths, e.g., around their home
because “people aremoving in it, moving stuff around, moving chairs or whatever”.
In this sense, she continues, robots have problems adapting to this sudden
change and might risk not being able to complete their task since they are “not
[...] able to drive to the target”. Using an example from a study where human-robot
teams had to play the outdoor game Capture the Flag3 on open water, Exp_PR
explains that people sometimes intentionally use themselves as an obstacle
to strategically outsmart robots because “human put themselves in a slightly
unsafe situation that they know the robot will avoid in a certain way and thus
force the robot into a different direction”. In his view, robots can be considered
vulnerable from their interaction with cunning people as “most robots are at least
at some level programmed for safety, and humans can take advantage of that”.

(C9) Perspective-taking

Another vulnerability that arises when humans interact with robots is according
to Exp_MH that they get the robots into dangerous situations because of the
limited “understanding in humans about how robots see the world”. He gives the
example of how putting up striped bands around construction work is only taking
into account the human perspective, because it is insufficient as a form of “risk
assessment for robots”. Exp_MH then describes how his research team has been
using a pair of virtual reality glasses showing the world from the perspective of
the robot to educate people: this method makes it possible to “put yourself into
the robot’s head”. Based on different evaluation studies in eldercare homes where
Exp_BG observed that the staff or the elderly sometimes use robots wrongly when
they are not intuitive in their design, she suggests making robots less exposed by
making them “kind of self-explainable to ensure that people can deal with them”.

3In this game, Exp_PR explains, each team are competing in first getting the flag of the rival
team to their own camp without being tagged.
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(C10) Malicious

Exp_MH mentions that there are also more critical ways in which robots are
vulnerable in their encounters with humans, because people are sometimes
downright malicious and may engage in “abusive aggressive behavior towards
robots”. When introducing robots to the workplace, Exp_MH had observed that
robots were sometimes regarded as competition to such a degree that “human
workers are trying to sabotage the robotic systems so that it does not outperform
them”. Exp_PR also observed that people do not always have good intentions
when they interact with robots, and sometimes “they are just trying to stop the
robot from whatever its assigned task is”. Exp_MH explains that the issue of
malicious humans is also a problem in the development of robots that learn
from interactions with people, because they “like to be very provocative, explore
the edge of what is acceptable and eventually this thing learned something
completely inappropriate”. In his view, these vulnerabilities of robots are some of
the most important challenges to address in order to ensure the safety of people,
because “they are not only having a virtual embodiment, they have an actual
physical embodiment, so they can do physical harm if they learn the wrong thing
potentially.”

6.4.4 (T4) Setting

The physical surrounding is often left unnoticed as a source of potential robot
vulnerabilities, but Exp_JP points out it should be taken into account because
“robots can do their jobs in lab settings but then [...] you change the setting a little
bit and things won’t work anymore”. Thus with the last theme, I collect the expert
assessments of the vulnerabilities of robots that relate to the specific application
context or terrain in which the interaction between humans and robots unfolds
or is made possible.

(C11) Infrastructure

The early stages of testing a robot in a real-world application scenario where
frequent interactions with humans is to be expected, Exp_BG explains, really
show how it can be considered vulnerable, because a robot in that state of
development often requires “ten engineers standing around and making sure that
it works”. Robots become exposed easily on a very technical level when there
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is no adequate supervision, and there are also bureaucratic issues to consider
when the vulnerability of robots relates to their potential use in industrial settings:
in Exp_MZ’s experience, “getting safety certified was a big procedure”.

(C12) Environment

In the example by Exp_PR regarding the development of a robot to operate and
be used on open water, robots are vulnerable to the forces of nature, as there
is high chance of “the environment breaking the actual robot”. According to
Exp_MH, moving robots from the simple and confined laboratory setting into
more dynamic and unstructured environments is problematic, and he has come
to learn that “in the human habitats they are very vulnerable in general because
this is not environment that is made for them”. With his interest in longitudinal
studies on HRI and from his own experience, he describes that people become
aware of how vulnerable robots are from sharing living spaces with robots that
are not sensitive to their limitations. He recalls a “good friend who has, more or
less, unconsciously redesigned her place because she had discover[ed] that this
robot gets trapped in this sort of thing”. Exp_BG also mentions that robots are
easily rendered vulnerable by the spacial design of eldercare homes or hospitals,
because “sometimes the corridor was simply too narrow, the robot couldn’t pass
by”.

(C13) Time

Exp_MH points out that robots are much more vulnerable in the early stages of
testing or deployment as initially, people have a much higher interest in picking on
them merely for amusement and as a way to explore their limitations, which he
sees as problematic because “it’s a novelty effect also which can have negative
implications”. Regarding the use of robots in a military context, Exp_KS explains
that more long-term interaction could prevent people from overestimating robot
capabilities and thereby placing them in more dangerous situations than they
are designed to handle because if “you have more experience you’re going to
understand those vulnerabilities”. In the more everyday context of the personal
home, Exp_MH mentions that robots will become less exposed as people will
try to compensate for their shortcomings through more extensive and repeated
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interactions, and that this willingness by people to step in shows that “adaptation
will make a difference [over] a longer period of time”.

6.5 Discussion

Beside systematically mapping the potential vulnerabilities of robots from the
data analysis, I came to reflect on some more general insights after interviewing
the experts that I also consider relevant as two points for discussion when
exploring the trust-vulnerability relation in the specific context of HRI. I will in
the following sections present and connect these discussions points to relevant
literature on trust in HRI, the philosophy of trust, and robot ethics.

6.5.1 Interpretations of Vulnerability

As expected, some of the experts commented on how to interpret the notion of
vulnerability in relation to robots. For example, Exp_PR considered understanding
robot vulnerability in light of how robots are often portrayed in the media and
pop culture. He noted that while people always see in movies that “robots are
super strong and super fast and everything”, this is far from the case, because
in “the real world they cannot get over a single step or they think that a bush is
an obstacle that cannot be driven or something”. Thus, Exp_PR concludes that
robots are “already pretty vulnerable in the real world” compared to the impression
that the general public might have. This point closely relate to debates in HRI
about how best to manage public expectations regarding the capabilities of
robots. Known by now as the “expectation gap” (de Graaf et al., 2016; Kwon et al.,
2016) it is also highly relevant to recent discussions about trust in HRI, as this
gap could result in unwanted disappointment and even instigate fear (Malle et al.,
2020).

More concerned with conceptual challenges, Exp_AW expressed difficulties
with speaking about robot vulnerabilities, stating that “vulnerability is just not a
topic that’s really very well suited for robots”, because in his view, using this notion
would suggest that robots have some kind of volition or intentionality. Exp_AW
further explained that this issue made him hesitate to use the common definition
of trust by Mayer et al. (1995) and instead turn towards a “definition that involved
risk”, which is more practical and widespread in robotics because it is easier to
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operationalize. A similar reflection was made by Exp_BG, who said that “it’s really
hard to think about vulnerable in the sense of the robot because for me it’s an
attribute that’s so human”. Drawing on her more technical perspective, she then
suggests to reformulate the relevant aspect of considering vulnerability in terms
of “situations where the robot could run into problems”. This conceptual tension
when studying trust in HRI has previously been identified by Malle and Ullman
(2021, p. 19-21), who write that it is still an open question “whether human-robot
trust necessarily comes with a feeling of vulnerability that is characteristic of
human trust”.

According to Exp_KS, it is necessary in these discussions to take into account
that speaking about robot vulnerabilities also contains a normative dimension,
because people in different contexts might need to ask themselves critically “how
vulnerable do I need to be to the system, how vulnerable does the system need
to be to me?”. She elaborates on this point by saying that robot vulnerabilities
in a military context should almost always be avoided, while in a healthcare, it
might in fact be useful for building trust between people and robots. Questions
about when and for what reasons robot vulnerabilities might be desirable or not
are important to discussions about trust in HRI, because the mere presence of a
robot perceived as vulnerable can in fact influences human group dynamics to
the better (Traeger et al., 2020).

6.5.2 Ethical Dimensions

Coded 59 times„ it turned out that the theme of People (T3) ranked as the sec-
ond most frequently mentioned robot vulnerability despite different domains of
application . Especially the issue of malicious humans was mentioned by several
experts, who noted that people would intentionally “kick”,“push”, “hit”, and “attack”
robots, which adds to previous HRI literature reports on both adults and children
engaging in such behavior (Brscić et al., 2015; Nomura et al., 2016; Scheeff et al.,
2002). Assuming that this abusive behavior towards robots will happen more
frequently with their increasing application in public spaces, which according to
Exp_MH is problematic for trust in HRI, because “it will become an issue for their
operation”. Given that the success or failure of a given task in fact depends on
some level of mutual trust in HRI, it is relevant not only to ask and study if people
can trust robots, but also whether robots can trust people (Vinanzi et al., 2019).
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The necessity of mutual trust in HRI for task completion and collaboration
requires a broader discussion about how to deal with human abusive behavior
towards robots, and this challenge has already been recognized as an ethical
dimension of HRI (Whitby, 2008). From a critical analysis of previous attempts
in philosophy to understand trust that mainly originated from a liberal tradition,
Baier (1986) argued that the significance of trust for thriving must be examined
from a moral point of view. It is, from her perspective, a bad starting point for
any understanding of trust pertinent to human social life to consider it as some
form of contract established between two equal parties in terms of both power
and capabilities. From her careful observation of interpersonal relationships of
all kinds in which cooperation and care is cardinal, she recognized that some
relationships are fundamentally unequal and sometimes not even voluntary, which
severely challenges the liberal ideal of the conditions of trust. From this insight,
Baier proposed instead to take trust to be a form of reliance on other people to
act out of good will towards oneself. This so-called “goodwill” account of trust by
Baier (1986) was not only important in stressing the close connection between
interpersonal trust and moral obligation, but also was one of the first views on
trust that went beyond reliance.

However, debates about mutual trust that are rooted in a liberal tradition be-
come challenging for HRI because they presume that the two involved parties
stand in an equal moral and power relation to each other (Faulkner and Simp-
son, 2017). The acknowledgment of robot vulnerability in relation to the human
counterpart is then ethically problematic, as they can at most be considered
“moral patients” (Coeckelbergh, 2018) who do not have a choice whether or not
to engage in the interaction (Baier, 1986).

Considering both the limited moral standing of robots and the inequality
of power in HRI, I agree with Tolmeijer et al. (2020) that future work needs to
focus more on developing concrete trust-repair strategies for what they refer
to as “user failure” to mitigate robot vulnerabilities, which results from abusive
behavior. From their main focus on interaction design strategies for mutual
trust in HRI, they have suggested that robots could use methods of apology,
showing emotions, and involving authority figures. More concerned with ethical
and legal strategies, debates in philosophical circles have been revolving around
granting some form of “robot rights” (Coeckelbergh, 2010b; Gunkel, 2018), which
is currently considered a rather controversial suggestion (Tavani, 2018).
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6.5.3 Limitations and Concluding Remarks

Using the method of expert interviews for my investigation of robot vulnerabilities
is not without limitations, which I will briefly present here.

First, deciding on a satisfactory sample size for the use of expert interviews
can be difficult.. While statistics-based rules are typically used in quantitative
research to set the sample size very precisely, the problem of determining and
assessing the appropriate sample size for qualitative methods like expert inter-
views is an ongoing topic that usually ends in the conclusion that it depends
on both theoretical, methodological and practical considerations (Sandelowski,
1995). Although various guiding principles for the decision on what is enough
have been proposed, smaller sample sizes that are information-rich are often
preferred in qualitative research, as they allow for more in-depth analysis (Patton,
2015). With my eight expert interviews, each of a duration of ca. 30 minutes, I
have a rather small sample size. Given more time and resources, as well as better
access to more experts, I would have liked to collect an additional 5-10 expert
interviews to have more confidence in the categories and themes I have distilled.
However, despite the fact that the categories and themes I have decided upon
could be challenged in terms of generalizability and validity, they are nevertheless
valuable for the aim of exploring robot vulnerabilities. Not only do they align
well with the categories and themes already proposed in previous work on robot
failures and cybersecurity issues in robotics, but category and theme saturation
was also reached after all the expert interviews were analyzed4. Moreover, I agree
with Sim et al. (2018) that qualitative sample size cannot be determined a priori
because “what constitutes an adequate sample size to meet a study’s aims is
one that is necessarily a process of ongoing interpretation by the researcher” (p.
630).

Secondly, the way in which the cultural background of the selected experts
might influence their perspective on a given topic is also important to consider.

4The criterion of saturation to determine and assess sample size in qualitative research was
first introduced by Glaser and Strauss (1967) in their groundbreaking methodological approach
of Grounded Theory. In their work, saturation refers to the point in the data collection where no
further insights emerge from additional analysis and where all relevant categories and themes
have been identified, explored, and exhausted. In this sense, the saturation criterion is more
about adequacy than the actual sample size, and is today used widely in qualitative research
beyond the approach of Grounded Theory. For a comprehensive overview of how the criterion of
saturation has been discussed for sample size determination in qualitative research, please see
e.g., Sebele-Mpofu (2020).
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There has been a growing focus on the embeddedness of expert knowledge in
milieus and socio-cultural settings (Maurtua et al., 2017). Moreover, studies on
HRI have also suggested that the cultural background of people shapes how
they come to view robots and their potential role in society (Lim et al., 2021).
Especially comparisons between countries belonging to either the so-called
“Western” or “Eastern” part of the world have gained much interest5, as different
expectations towards robots and their acceptance by the population have been
explained with reference to underlying religious or philosophical world-views
(Coeckelbergh, 2013; Robertson, 2018). There is no reason to believe that experts
are free from such bias. Considering that the development of robots is spread out
across various research laboratories, independent institutions, and commercial
companies around the world, the pool of experts is not homogenous in terms of
their cultural background. My eight experts were all from or working in the so-
called Western part of the world (i.e., Europe and North America), which means
that no cross-cultural perspectives were included in this investigation. Even
though such perspectives would be interesting to also include for a more global
view on how experts view robots, to do so would be beyond the scope of my
dissertation.

My aim in this chapter was to map out in a systematic manner, the vulnera-
bilities of robots to explore the trust-vulnerability relation in the context of HRI
specifically. By interviewing experts in robotics, I was surprised to find that one
of main weaknesses or imperfections of robots that could potentially leave them
exposed was less to their own capabilities but rather to the malicious intentions
of people as either bystanders or interaction partners. Since interpersonal trust
between people often require normative or moral concerns to be included to
be beneficial for the relationship or interaction, it is important to also ask if this
would also be important to strengthening trust between humans and robots.
If people intentionally act with abusive behavior towards robots, trust from a
robot-centered view cannot rest on the expectation of mutual recognition of the
others vulnerability. Whether the HRI community would benefit from taking such
perspective into account when studying trust in HRI is a question I leave open for
discussion. Yet, I think it is a dimension of trust that is yet to be considered more
seriously given that robots in the future will be expected to interact and collabo-

5Cross-cultural studies on the perception of robots between the US and Japan has been at
the center of many discussions, with arguments both for and against the view that Japan is a
particularly “robot-loving society” (MacDorman et al., 2009, p. 507)
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rate with people in situations that require trust. The mutual consideration of the
others vulnerability, from a more practical consideration, would be important to
the development of robots capable of acting out of trust just as much as it would
be to humans where it is used as a strategy to deal with their vulnerability. In this
relation, we also have to consider if people would even consider the shortcoming
and weaknesses of robots as their special kind of vulnerabilities. The conceptual
work needed to determine if the concept of vulnerability would be useful for such
purpose is for future work. For now, I have taken only initial steps to explore
how the concept of vulnerability can be used as a conceptual tool to open up the
discussion about trust in HRI in a new light as the imperfection or weaknesses
of robots emerge as a result from their interaction with people.
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CHAPTER 7
Meta Discussion

“That is the nature of explorations: you don’t
know what you will learn, but you will learn
something.”

Hawkins (2021, p. 237)

The content presented in section 7.1 is based on discussions with Nicholas Rabb
(Tufts University), Theresa Law (Tufts University), and Patrícia Alves-Oliveira
(University of Washington) for our THEORIA workshop held in conjunction
with HRI’22. The description of the workshop has already been published as
Hannibal et al. (2022b).

Section 7.2 contain reflections and insights drawn from my discussions with
Patrícia Alves-Oliveira (University of Washington) about the basic principles and
usage of design thinking.

Up to this point, I have with the chapters 1-6 presented the motivation and ap-
proach of my PhD project and provided both the theoretical perspectives and
empirical work needed to explore the trust-vulnerability relation for research on
trust in HRI. My overall aim was to show that an emphasis on vulnerability for
studying trust in HRI is important for deepening our understanding and analysis of
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interpersonal trust between people and robots intentionally designed to have ap-
parent agency. To quickly revisit, I intended with the chapters 2 and 3 to account
for the concepts of trust and vulnerability to make them applicable to research on
trust in the specific context of HRI. In the chapters 4 and 5, I explored how human
experience of vulnerability and their trust perception relate through two online
HRI studies where a robot assisting them in the everyday life situation of clothes
shopping instigated a subtle trust violation instance. Based on interviews with
HRI and robotics experts , I presented in chapter 6 an overview of the possible
vulnerabilities of robots, and discussed how the case of malicious people creates
a challenge for trust in HRI because robots are left exposed from this kind of
encounters. Since my intention with this discussion chapter is to present how
my contributions relates to the existing and interdisciplinary research landscape
of HRI and supports the new movement towards experimental philosophy, I have
moved the answers of my overall research questions and sub-questions into the
concluding chapter 8, where I also mention some of the limitations of my PhD
project .

What I present in the following chapter is a broader discussion about how my
work contributes to current research on trust in HRI by considering the ways in
which the knowledge I gained can most beneficially be transferred and integrated
into the HRI community. To this end, I take a more reflexive perspective on how
I view myself as a theory-driven and multidisciplinary researcher. In this sense,
my discussion chapter is atypical for the field of HRI, but it is my aim to show
that these kinds of meta-perspectives are important to bring up because they
center questions about how to take part in and contribute to HRI research that is
constantly moving across disciplinary borders – philosophy being among them.
Consequently, and supported by my interest in the philosophy of science, I will
focus thismeta discussion on the benefits and challenges of using a theory-driven
andmultidisciplinary approach to the study of trust in HRI. This discussion is also
the outcome of some more general reflections related to two workshops I led
and conducted in collaboration with other HRI researchers to stimulate my own
thoughts on this matter. The first workshop concerned the transfer of knowledge
with regard to the role of theory and theorizing in HRI, while the other focused
on the challenge of integrating theoretical knowledge about the trust topic into
engineering practice aiming to develop trustworthy robots. At the end of this
meta discussion , I also take the opportunity to reflect on how philosophical
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insights in particular can be considered valuable to research on HRI, and how my
own work reflects a current trend towards experimental philosophy.

7.1 Knowledge Transfer

In chapter 2 and 3 I gave much attention to the theoretical foundation of the trust
concept, how it is linked to the precondition of vulnerability, and what kind of
vulnerability notion is relevant to the study of trust in HRI. This work was not only
important for clarifying my own thinking about what is meant by trust in HRI and
why vulnerability is an essential constitutive element, but also for ensuring that
my empirical work was targeting the few and specific conceptual relationships
that would be possible to study with current humanistic and scientific methods.
My studies on trust in HRI and the results were reported in the chapters 4, 5, and 6,
which mainly focused on the human vulnerability experience, though some room
was also left for considering how robots could also be considered vulnerable . The
intention was to show how the theoretical work in terms of conceptual analysis
enabled the identification and formation of those conceptual relations that would
be possible to investigate empirically considering the sparse knowledge and few
suggestions in current HRI research about the connection between the notion of
vulnerability and the concept of trust.

7.1.1 Conversation Starter

While working on my PhD project and writing on this dissertation, I became more
and more aware of the lack of theoretical knowledge considered and used to
guide current research on trust in HRI. This was all at the same time as an in-
creasing interest in the trust topic began to spread like ripples in water within the
HRI community. Especially at the 2021 ACM/IEEE international conferences on
Human-Robot Interaction (HRI’21) and IEEE international conference on Robot &
Human Interactive Communication (RO-MAN’21), there was an extensive num-
ber of contributions that focused on the topic of trust and its relation to other
important HRI themes. At HRI’21, I found myself quickly connecting to several
members of the community who also wanted to discuss the topic of trust, mainly
in relation to its measurement, but to some extent also in terms of the more
theoretical underpinnings. Few of my colleagues were as distinctly theory-driven
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in their approach as myself, and it seemed that the rest did not consider deeper
theoretical discussions very important for their studies on trust in HRI. While I
acknowledge that it sometimes beneficial to use a common and well established
definition of trust to derive a hypothesis for an empirical study, this approach to
studying trust in HRI was considered by the HRI community to be not only typical,
but also sufficient. I consider this problematic, as there are many metaphysical
and epistemological assumptions embedded in the various trust definitions that
are oftentimes not explicated or taken into consideration when applying the trust
concept to the HRI context. Consequently, much of the previous work on trust in
HRI was sometime vague or unsure about what they actually measured in their
studies, and what the results could really contribute back to discussions about
trust as a phenomenon that is now extended to interactions between humans
and robots.

My own impression was that most researchers were in fact measuring trust
as reliance, which is neither problematic nor very surprising. What was an issue,
in my my views, is that the results from such studies were then use to foster the
research agenda of trust being promoted as essential for iteraction and collab-
oration with robots and their acceptance in society in general. Considering my
work on both the theretical perspective and empirical work for studying trust in
HRI„ things are not that simple. As I have showed in chapter 2, not only does the
interest in trust beyond mere reliance seems to be of most relevance to cases
where robots are designed with apparent agency, it also turns out that the inter-
personal trust notion that I have been concerned with in this dissertation cannot
be applied directly to the context of HRI without some serious metaphysical
modifications: it requires us to think about trust in HRI as an event located in the
interaction between humans and robots rather than being a property of either
parties involved. Moreover, and as I discuss in chapter 5 where I present my
follow-up study it seems that the potential added value of trust in HRI considering
the everyday life situation of clothes shopping is less depend on normative or
moral concerns but rather on those of mere utility or entertainment. Thus, while
a modified understanding of interpersonal trust could be applicable to the HRI
context and that this understanding can lead to interesting and new hypotheses
that can be tested empirically, there is still much work left to be done to really
understand what this new understanding and analysis of trust in HRI means in
terms of improving interaction, acceptance and collaboration with robots. We are
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only at the beginning of exploring and understanding what implications follow
from considering the trust-vulnerability relation for studying trust in HRI, and
how such work might challenge current theoretical knowledge on the topic as a
phenomenon normally reserved for the interactions and relationships between
people.

As a response to my observations and concerns about how theory-driven
approaches to research on HRI have been neglected in the HRI community, I
planned and organized with three colleagues a workshop on theory and theo-
rizing in HRI for the HRI’22 conference – the “Theory-Grounded Human-Robot
Interaction” (THEORIA) workshop1. Our aim with this workshop was not only
to create and foster an HRI community around theory and theorizing through
collaboration, knowledge exchange, and networking; we also strived to highlight
and discuss with people in the community the importance of theory and the-
orizing for the development of HRI into an established discipline with its own
standards for the scientific and engineering practices (Hannibal et al., 2022b). As
I argued in the introductory talk at our workshop, the ongoing discussion about
whether to start with theoretical knowledge or quickly proceed to empirical work
to ensure successful HRI research reflects the old dispute in the philosophy of
science between Plato and Aristotle about how we best gain knowledge about
the world. In the initial shaping of HRI into an independent field of research, in
my view, it seemed that researchers were driven by a strong interest in applying
the theoretical insights from social psychology and communication studies to
form a paradigm shift in the design of robots so that the primary focus would be
on making them socially capable. In this context, the specific design of these
robots would be tested and validated through HRI studies mainly drawing on
methods from the methodological tradition of positivism. But now, the scope of
interest also includes HRI studies that are purely human-centered, as they seek
to determine how people perceive and relate to robots through the application
and testing of interpersonal phenomena (Lee et al., 2022). This new focus also
led to the methodological debates about the integration of methods belonging
to the interpretive tradition (Seibt et al., 2021). In this sense, the advancement
of HRI into an established discipline has mainly been driven by an interest in
the empirical work, which by nature relied mainly on practical knowledge (i.e.,
understanding through hands-on and personal experience), rather than theoret-

1Link to the website of our THEORIA workshop: https://theoriahri.weebly.com
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ical knowledge (i.e., understanding through reasoning about the fundamental
principles behind a phenomenon). This space left for theoretical knowledge to
help push the HRI research field further has gradually been shrinking. Thus, the
questions we aimed to raise or address during our workshop revolved around how
the community could strike a better balance and encourage a dialogue between
theoretical knowledge and empirical work for future generation of researchers
(see e.g., Figure 7.1).

Figure 7.1: Visualization of the motivation for our THEORIA workshop.

7.1.2 Exactness and Dialogue

During our THEORIA workshop described above, we covered many different
challenges and opportunities that people in HRI face when applying theories
or engaging in theorizing. While it is not possible to present the discussion in
full, nor to dive into all the important nuances of the discussion, there were two
important reasons for advocating more theory-driven research in HRI that were
mentioned by several of the workshop participants.

First, there seemed to be agreement about the significance of increasing
theoretical knowledge to support HRI studies, as this would help ensure more
rigorous results. As pointed out by our workshop participants, and well explained
by Wacker (1998), a strong theoretical foundation is vital to any area of research
because it “defines the variables, specifies the domain, builds internally consis-
tent relationships, and makes specific predictions” (p. 361). Given that theorizing
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delivers definitions, domain, relationships, explanations, and predictions, it is
necessary for the research field of HRI to acknowledge and nurture theory-driven
approaches to support methodological discussions central to the vast empirical
work done already. Connected to discussion about whether HRI would also risk
suffering a crisis of replication similar to the “replication crisis” in psychology2, it
was also stressed that the research field of HRI would be strengthened if more ef-
fort was put into providing a robust theoretical foundation, especially considering
the many diverging results from empirical work. Emerging from these workshop
discussions, and recently presented as a longer argument by Leichtmann et al.
(2022), the development and application of solid theoretical frameworks is among
the factors needed to steer the research field of HRI away from a replication cri-
sis, because the conceptualization and definition of constructs will be better
specified, conceptual relationships will be clarified, and boundary conditions and
auxiliary assumptions will be spotted. What the workshop discussion shed light
on was the underlying need for researchers in HRI to be familiar with and use
established theories from other disciplines, and to engage with theory-building or
link their results to theoretical discussions. Considering the work I have carried
out as part of my PhD project and written up in this dissertation, a theory-driven
approach has enabled me to bring in new perspective from the philosophy of
trust to substantiate current understanding and analysis of trust that aims to
study trust in HRI specifically – insights that might eventually contribute to our
body of knowledge about what make interactions between people and robots
successful.

Secondly, it was also pointed out by some of our workshop participants that
the kind of skill set acquired and refined when working with or creating theoretical
knowledge is very valuable to the research field of HRI. HRI researchers from
more theory-heavy disciplines have much to offer in terms of providing clarity
to the core concepts in HRI, but the careful dissecting of the conceptual rela-
tionships studied in experimental study designs tends to be neglected because
few know how to carry out this work in a way that allows this knowledge to
also be well integrated. Because theory and theorizing in HRI requires much
sensitivity to the nuances needed to interpret the accumulated knowledge gained
from both abstract and empirical work, such focus is often dismissed as either

2Leichtmann et al. (2022) present a short historical account of how the crisis of replication
resulted from a series of events in the study of psychology, and how it came to influence its
confidence as a rigorous research field.

199



7. META DISCUSSION

over-complicating things or being too speculative. I think the main problem is
that such theoretical and often fundamental knowledge is challenging to feed
back directly into the concrete development of robots, which I came to learn for
myself while developing the discussion chapter for my dissertation. Coming from
the humanities or social sciences, where theory and theorizing account for much
of the work, the struggle in getting these kinds of competences and interests
acknowledged as valuable for the HRI community can sometimes lead to a sense
of exclusion or rejection, as I have experienced myself. Securing more cohesion
and constructive dialogue among the various kinds of researchers coming to-
gether to advance HRI could in this sense begin with encouraging and giving
space to theory-driven HRI. This point was close to my heart – while Dyson (2015)
spoke about the field of mathematics, I believe his great insight into the different
kinds of perspectives in a field is also helpful in understanding the conflicts that
sometimes surface in HRI3. Describing the various types of researchers working
in mathematics, Dyson (2015) writes that:

“Some mathematicians are birds, others are frogs. Birds fly high in the
air and survey broad vistas of mathematics out to the far horizon. They
delight in concepts that unify our thinking and bring together diverse
problems from different parts of the landscape. Frogs live in the mud
below and see only the flowers that grow nearby. They delight in the
details of particular objects, and they solve problems one at a time” (p.
37).

Using this metaphorical language, the research field of HRI is very much a
pond too, with both birds and frogs visiting. I hope one day for myself to be a
“bird-frog” – though I do not think it is a requirement for people doing HRI research
to be such hybrids in order to bring the field forward. As I will elaborate on in
the following section, I believe that there is great value in having philosophers in
an HRI research team that are can combine their theoretical perspectives and
training in conceptual analysis with a good understanding of how to develop
and conduct empirical work to support the growth of knowledge. Even if they
do not want to carry out such empirical work, the important contributions that a
philosopher can bring to research in HRI are not lost as long as they are willing and

3I am only using this pond metaphor by Dryson as a narrative device because I do not want
to imply with this use any value judgment by suggesting that a “bird” is any better than a “frog”.
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able to explain to others in the field of HRI how their insights can be transferred
and integrated. As such and as Dyson (2015) continues, it would be enough for
the research field of HRI to cherish that both birds and frogs find this pond a
suitable habitat:

“[...] Mathematics needs both birds and frogs. Mathematics is rich and
beautiful because birds give it broad visions and frogs give it intricate
details. Mathematics is both great art and important science, because
it combines generality of concepts with depth of structures. It is stupid
to claim that birds are better than frogs because they see farther, or
that frogs are better than birds because they see deeper. The world
of mathematics is both broad and deep, and we need birds and frogs
working together to explore it” (p. 37).

With my theory-driven approach to the study of trust in HRI, through the
conceptual analysis of the trust concept and its link to the vulnerability notion,
my work contributes to the research field of HRI by increasing thoroughness and
by mediating a better communication between those frogs who have a hard time
taking the perspective of the bird, and those birds who struggle to fly a bit lower
for a different view.

7.2 Knowledge Integration
Having a disciplinary background in philosophy and some training in sociology
(mainly from the interpretive tradition), I came into the research field of HRI with
a perspective and skill set characteristic to the humanities. I had learned about
empiricalmethodology andmethods through coursework prior to this PhDproject,
which also gave me the opportunity to jump straight into the cold water that data
collection and analysis can sometimes feel like. As such, I consider myself
mainly a philosopher who is also becoming something of a scientist (as I am
interested in conducting empirical work to informmy thinking and research) given
the empirical work that I have presented in this dissertation. The knowledge, skills,
and practice of engineers and designers was something I had only touched upon
very briefly during my short stay in the MA Philosophy of Science, Technology
and Society (PSTS) program at the University of Twente. Throughout my time as
a PhD student in a Computer Science department, I have therefore thought about
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how my work contributes to the research field of HRI that stands on the two legs
of science and engineering. While I was very confident in how I both learned
and became more familiar with the role of being a scientist, understanding and
finding a space for myself among engineers was very challenging. How I have
come to think about it and the way I position myself might not be satisfying to
everyone, but I find it a useful first step towards a bigger discussion about how
empirically informed philosophers could support the work of engineers for fruitful
collaborations.

7.2.1 Design Method

The basic question I was asking myself for quite some time while working on
the topic of trust in HRI was how I could contribute to the areas of HRI that
are related to the engineering practice, without having myself been building any
technological solutions to improve the development or design of robots. For
quite some time, I thought I would end up with a discussion chapter where I
would translate the finding of my empirical work into some kind of design matrix
of the vulnerability-trust relation, that engineers could then use in their efforts
to develop robots that are trustworthy. Along the way, I slowly realized that
this would not be the outcome of my work, because I was very much using a
theory-driven approach that set out to test conceptual relationships, rather than
a bottom-up and explorative approach where the implicit and explicit needs or
desires of people using robots would be made visible4.

To identify and gain a better idea about how my work could support the
development of robots to improve trust in HRI, I decided to team up with Dr.
Patrícia Alves-Oliveira (University of Washington), who is experienced in design
thinking and also has an interdisciplinary background as an HRI researcher. After
several online meetings discussing how to provide a form of knowledge transfer
for the insights I obtained from my conceptual analysis and the understanding I
acquired of the trust phenomenon through the empirical work, we wanted to use
the common human-computer interaction (HCI) method of a card-based design
tool to prompt reflection and discussion among engineers about how to support

4I later came to learn that this bottom-up and explorative approach to understanding and
analyzing technological solutions belongs to the aspect of design thinking and practice, which
most engineers are concerned with at some point in the process of technology development.
However, design and engineering is not the same, though they have many overlaps.
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their design process for developing trustworthy robots. Card-based design tools
consist of physical cards that serve many different purposes in facilitating e.g.,
creative thinking, knowledge uptake, problem framing, critical discussion, shared
understanding, fact checking, and collective task definition (Roy and Warren,
2019; Wölfel and Merritt, 2013). In HRI, this method has mainly been used for the
process of designing robots or the interactions with them through participatory
design (PD) or co-design with children or the elderly (Schwaninger et al., 2021).
Targeting engineers with this method for exploring the development and design
of trustworthy robots had to our knowledge so far not yet been considered in the
current HRI literature, even though cards could offer to support knowledge and
integration of trust by extending the knowledge engineers might already have, as
well as by bringing about new reflections.

We combined the method of a card-based design tool with scenario-based
design methodology: according to Carrol (1999), “scenarios are stories” (p. 2)
that contain the elements of a setting, a plot, agents, and objectives to guide
imagined situations of future use. Scenarios are also used as a method in
HRI, where they focus on the construction of a narrative about the situation,
activity, goal(s) and action(s) of the people intended to interact with a robot, using
different kinds ofmedia for presentation (e.g., text, pictures, video) Xu et al. (2015).
Scenario-based design methodology is considered a useful approach to the
development of robots because it enables a better understanding of the possible
interplay of the human and the robot for real-world application. While Carrol
(1999) presents five different reasons for the advantages of the scenario-based
design methodology, our motivation was to use scenarios mainly to support
engineers in identifying and reflecting upon the different ways robots can be
used by those people intended to interact with them, while also considering the
constrains given by the conceptual knowledge on trust currently available. As
he explains, since people using computers do not focus on low-level technical
aspects (e.g., mouse click, typing, giving commands) but rather on what they can
achieve with them (e.g., get work done, play games, communicate), it is important
to focus on the experience people have about their own intentions and activities
as the target level of design consideration. Especially for the case of trust in
HRI, the development of trustworthy robots must take into account how people
view the interaction in terms of their own understanding and experience of trust.
Based on these considerations, we did some brainstorming and designed the
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specific visual cards we wanted to use to explore the design opportunities for
trust in HRI. These cards were a mix of conceptual elements of trust related to
either the situation (blue color) or the human and the robot (green color). On
the front of the card, we provide a definition of the concept, and on the back,
two questions to prompt reflection (see e.g., Figure 7.2 for an example of the
visual cards). We also wrote two fictional scenarios, which revolved around a
situation where a person in a hurry needed to find their way to a specific location.
With the option of using a flow-chart and/or the the method of pseudo code
for representation, we planned to ask the engineers to write one algorithm (or
more) for programming the robot’s behavior in such a way that the person in
this fictional scenario would trust the robot to bring them to the desired place
as quickly as possible. Additionally, we also provided a specific definition of
trust and a conceptual model that could be used for reference in reflections and
discussions.

To test our set-up, we organized in the beginning of August 2021 an online
pilot workshop with five engineers experienced with both robotics and HRI, and
who were also part of the Trust Robots Doctoral College (TRDC) at TU Wien. For
the workshop, they were divided into two groups. They were first not given any
cards or additional information about trust before trying to design a trustworthy
robot using the previously described scenario. Afterwards, in the same groups,
they were handed the cards to help them solve the task given the other, similar
scenario.

7.2.2 Framing and Understanding

After using our set-up of visual cards, fictional scenarios, and the conceptual
model and definition of trust to help reflect on how to design for trust in HRI, we
talked to participants after the workshop and asked themwhere they saw benefits
or challenges in using the card to stimulate their approach to the development of
trustworthy robots. We received feedback from participants about the usability of
the cards, and they shared their overall perspective on how the level of information
provided on the topic of trust was useful or not. As such, we took initial steps to
obtain a first impression of how our card-based design tool and scenario-based
design methodology could support practitioners such as engineers in facilitating
considerations of possible constraints when designing for trust in HRI. While
there aremany different suggestions in the current software engineering literature
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(a) Visual card on vulnerability precondi-
tion of trust.

(b) Visual card on the trust dimension of
relationship.

(c) Visual card on the trust dimension of
evidence.

(d) Visual card on the trust dimension of
permissible.

Figure 7.2: Example of the visual cardswedeveloped for the online pilotworkshop.

about how to view engineering practice, with various “software development life
cycle” (SDLC) models proposed to capture the processes of development and
design (Ruparelia, 2010)5, I agree with Sheppard et al. (2006) that engineering
practice is essentially about constraint-based problem solving. As Sheppard
et al. (2006) also explain, the kinds of problems that engineers work with are
motivated either by the identification of a need or by posing a question where
the applications of technologies constitutes the solution. As such, I consider the
recursive stages relevant to robotics and HRI as examples of engineering to be:

1. Problem framing (asking about the nature of the problem).

2. Knowledge gathering (learning about the relevant dimensions of the prob-
lem).

5Ruparelia (2010) provides a good overview of the different SDLC models such as e.g., the
waterfall model, V-model, incremental model, spiral model, rapid application development, agile,
and scrum.
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3. Problem solving (imagining the possible technological solutions to the
problem).

4. Candidate solution (plan in detail what kinds of technological and scientific
requirements are needed to solve the problem).

5. Prototype/system design (implementing a functioning version of the pur-
posed technological solution).

6. Evaluation activity (testing if the technological solution succeed or fail in
addressing the problem).

7. Solution optimization (improve the technological solution based on the
experience gained from the evaluation).

Overall, participants expressed that their participation in the online pilot work-
shop had helped them reflect on their integration and strategies for developing
trustworthy robots, which became more focused when using the visual cards.
As they mentioned, the visual cards added an extra layer to their knowledge
about the different dimensions of trust in HRI that could and should be taken into
account in the initial stages of the design process. Three relevant points were
raised that significantly improved my own understanding of how our attempt
of knowledge transfer maps onto various aspects of the engineering practice.
First, the visual cards enabled participants to discuss whether their assumptions
about the technological requirements in fact addressed the issue of trust in
the fictional scenarios. The conceptual analysis of trust, which supported the
provided content of the visual cards, helped participants understand and think
about what kind of problems needed to be addressed when developing robots
meant to behave in a trustworthy way. Secondly, participants discussed how the
visual cards provided some clarification about how the concept of trust should
be understood in this specific context of HRI. While they were all somewhat
familiar with the topic of trust in HRI, many of them did not work explicitly with
this concept in their own work, or did not have any extended understanding of its
conceptual elements. Having the visual cards to support their individual under-
standing or provide input to the group discussion gave some of the participants
more confidence to link knowledge about trust with the imagination of a possible
technological solution. These two points raised during the discussion show that
visual cards could be one way of transferring more theoretical knowledge into
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a format that is helpful in the first two stages of engineering practice, which
focus on the problem framing and knowledge gathering about trust central to
the problem they needed to address with their technological solution. Thirdly,
some of the participants reflected on how the visual cards facilitated knowledge
integration in a way that was different to a mere a check-list that they could use
to ensure that trust has been properly addressed in the way the behaviors of
robots were imagined. There seemed to be an underlying wish that the visual
cards be used beyond abstract group discussions about possible constraints to
instead guide the concrete implementation of the knowledge provided. Since the
visual cards were not intended to restrict or provide a single “correct” way for
discussion about how to design for trust in HRI, but rather were meant to leave
room for exploration and discussion, this was a fundamental limitation to our
approach of knowledge transfer through design thinking.

Figure 7.3: Visualization of how my theoretical knowledge and empirical work
contribute and match the requirements engineering practice.

7.2.3 Evaluation with Scenarios

The realization that our online pilot workshop limited the knowledge transfer
only to the very initial stages of the design practice made me wonder whether
my theoretical knowledge and empirical work resulting from the PhD project
could also support engineers in the stages closer to the concrete development
of a technological solution. Since the knowledge resulting from the conceptual
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analysis and the online HRI studies were not on the level of technological and
scientific detail needed for concrete implementation (e.g., through either formal or
mathematical formulae), I recognized that additional support for the engineering
practice could be placed at the stage of the evaluation activity. Through the
conceptual shift towards trust no longer being only about the properties of either
the human or robot, some space is left to consider instead the evaluation of trust
in HRI as an event occurring between people and robots, which becomes the
situation of trust. From this perspective, I was able to bring into focus vulnerability
as an overlooked criterion, and to show throughmy online HRI studies that it is not
only relevant in the way people experience their interactions with robots, but can
also be considered relevant for robots in terms of their limited ability to protect
themselves from malicious humans. Understood in relation to design practice, I
believe that the knowledge I gained not only helps identify what kinds of situations
are actually instances of trust (i.e., those that include the preconditions of risk,
uncertainty and vulnerability), but also can be used to construct specific scenarios
(i.e., the situations in which there are opportunities for being vulnerable) in which
the developed behaviors of the robots can be evaluated as either fostering or
hindering trust (i.e., the robot is perceived by the person interacting with it as
trustworthy (or not). Because the outcome of trust in HRI is to ensure that
robots are accepted by people to interact and engage with, it is very important
to be very clear under which conditions we can say that the desired aim aligns
with our understanding of trust in a way that is meaningful in this context. The
knowledge transferred in this sense is about the extent towhichwe have adequate
knowledge and understanding of when we can rightfully say that the development
of behaviors that makes robots trustworthy are satisfactory.

With the online pilot workshop that aimed to use design thinking the knowl-
edge transfer to the engineering practice, and with my own considerations of
how my theoretical knowledge and empirical work could provide the evaluation
criteria for testing whether robots are behaving in a way that is in fact trustworthy
given the specific situation, my contribution to the field of HRI in terms of engi-
neering can be associated with the stages that are less about concrete creation
and implementation but rather those leading up to there, as well as in the later
stages of experimentation for determining whether the solution was “successful”
or not. I have gained insight into the ways interdisciplinary collaboration could
potentially work between very different perspectives, aims and skill-sets within
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a team: even though engineering and its sister discipline of design seem to do
well without much help from outside, I believe that the kind of challenges that
arise in the development of robots that are perceived as trustworthy stand to
benefit greatly from the insights and competences offered by people coming from
other disciplines. Especially the analytic skills that many philosophers acquire
and the mastery of empirical work that sociologists bring to the discussion and
evaluation of proposed technological solutions is valuable to the collaborative
effort of realizing trust in HRI.

7.3 Philosophers in HRI

Even though, as Colburn (2000) have observed, it might seem strange to combine
philosophy and computer science, there are in fact many overlaps of interest and
discussion between these two disciplines. In fact, it is hard to imagine the head-
way made in computer science without also diving into very deep philosophical
debate – vice versa, the challenging problems being dealt with in contemporary
philosophy have been raised by the advancements in computer science (Colburn,
2000). When I was given the opportunity to combine my disciplinary background
in philosophy with my long-standing interest in science and technology through
the interdisciplinary Trust Robots Doctoral College, I was eager to share my ex-
citement and bring into play the ways in which philosophical perspectives and
methods can lend weight to our understanding and analysis of trust in HRI. How-
ever, the challenge of clarifying to myself and others what exactly philosophers
could offer in such exploration was great. This was not only because I found it
hard to find my own identity as a philosopher working in the area of computer sci-
ence, but also because many assumptions would be made about my approach to
the topic based on people’s understanding (and even stereotypical views) of what
a philosopher can or will do. As such, one of the contributions of my PhD project
is also to position myself with confidence in the discussion about the advantages
and limitations of philosophy, and to encourage other philosophers eager to enter
the field of HRI that is by now a sub-field of computer science. For this last part of
the discussion, I therefore address the specific relationship between philosophy
and computer science given the joint interest in AI and robotics.
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7.3.1 From AI to Robotics

In my view, there are at least two different but connected waves in which phi-
losophy and computer science have managed to engage in conversation with
each other in a fruitful manner. I also believe this growing interrelation is the
result of increasing interest among philosophers to extend their engagement
from discussions about AI to those about about robots.

There was a first wave of heated discussion among philosophers and com-
puter scientists about the fundamental metaphysical and epistemological chal-
lenges raised by achieving genuine artificial intelligence (AI)6, which I refer to as
the classical debate. Whether coming from philosophy or computer science, the
significant work by Turing (1950) on the principles of the universal computing ma-
chine is without doubt the clearest example of the way in which both disciplines
come into dialogue. Not only did Turing ask very philosophical questions about
the possibility of computation as a way to solve problems in mathematics, he
also used his skills as a mathematician with interest in computational thinking to
address fundamental problems in philosophy (French, 2000). Proposed by Turing
(1950) as the imitation game (known today as the Turing Test), he presented an
operational definition of intelligence by replacing the attempt to answer the ques-
tion “Can machines think?” with a pragmatic evaluation of any potential thinking
machine based on how well it performs relative to the rules set by the game. As
Turing concluded, a machine that would manage to pass as human because it
was not possible to differentiate it from a human based on a conversation had to
be considered capable of human-level intelligence. While dispute about whether
or not the imitation game is a valid and valuable way of framing the fundamental
goal and assessment of AI still remains, there is at least an agreement between
philosophers and computer scientists about the significant impact of his work to
the extent that Turing has by now earned the title of the founding father of the
AI program (French, 2000). Adding to discussions about the plausibility of not
only weak but also strong AI (Searle, 1980), philosophers relied on many years
of insight from various philosophical sub-disciplines studying human nature to
understand both the content and structure of the human mind and conscious-
ness (e.g., philosophy of mind, phenomenology, logic, philosophy of language).

6Psychologists and cognitive scientists were also part of these early discussions, as their
work aimed to help understand and model human cognition in areas of e.g., learning, memory,
emotions, action, language, reasoning, and perception.
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During this time, the philosophical method of thought experimentswas commonly
used among philosophers who aimed to demonstrate why the goal of strong AI
would not suffice to achieve general human-level intelligence. Famous in this
context is the “Chinese Room” thought experiment by Searle (1980) that was
proposed to show how intelligence taken as the manipulation of symbols in a
computational system could not in itself be proof of genuine intelligence, be-
cause it did not necessarily imply understanding7. In this sense, symbolic AI was
narrow in scope, and the systems that were developed excelled only in rule-based
knowledge domains. Targeting the different rationalist assumptions upon which
the symbolic AI program relied, Dreyfus (see e.g., Dreyfus, 1992; Dreyfus and
Dreyfus, 1987) was another philosopher who challenged the idea of genuine AI as
a form of disembodied cognitive agent. Motivated by the discussion in computer
science about the logical frame problem, he saw this problem as a symptom
of failure to understand that the basic everyday (or common sense) knowledge
applied in ordinary and ever-changing situations cannot be solved through ab-
stract representation supported by computational models or logical inferences.
Understood as a more fundamental problem of how to establish any facts given
that everything is constantly changing, the philosophical frame problem requires
that AI systems are able to differentiate relevant change from that which does
not change in a factual situation (Dreyfus and Dreyfus, 1987). Even though the
event calculus8 has been accepted as a workaround to the logical variation of
the frame problem, solutions are not yet in sights for how to address its philo-
sophical variation first introduced with the proposal of so-called “Heideggerian
AI” (Dreyfus, 2009). Overall, the classical debate about the feasibility of strong
AI through symbolic representation was to a large extent not only related to the
technical aspects of computation, but also to the many philosophical questions
about the possibility of genuine human-level AI in the first place.

There has been a recent and second wave that revolves around the identifica-
tion of the ethical consequences of AI pertaining to its application in robotics.
While many computer scientists and philosophers are still very interested and
engaged in the various metaphysical and epistemological problems in the search

7The argument by Searle (1980) against strong AI drew on the very important syntax/semantic
(also known as form/content) distinction that brought into discussion a clearer understanding of
the conceptual relations between the world, the mind and language through reference.

8Originally developed by Kowalski and Sergot (1986) and extended by the work of Shanahan
(1995).
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for genuine AI (brought to life by symbolic AI), the first wave of discussions
made clear that computational thinking was limited. Most people will remember
from discussions in the early days the arrival of the two AI winters in the late
1970’s and 1980’s (Kim, 2022) – the exponential growth of computer power and
the development of machine learning (ML) algorithms in the 1990’s, however,
combined with the the availability and use of big data that began in the 2000’s,
kick-started new hope and increasing interest in more widespread application
of AI in society. The useful applications of AI-powered tools to improve various
services and activities for both public and commercial purposes is today visible
in areas such as transportation, marketing, health care, finance and insurance,
security and the military, science, art, education, office and industrial work, di-
agnosis and therapy, and personal assistance and companionship. Especially
the vision of using AI-powered tools (e.g, planning, speech, face recognition, and
decision-making) to support the development of socially capable robots to help
assist elderly people in need of care, as well as families with daily activities in their
homes, has caught the interest of many philosophers. Focusing on the potential
social end ethical issues of developing, testing and introducing socially capable
robots into the daily lives of people, philosophers and computer scientists are
once again coming together in discussion under themes ofmachine ethics (see
e.g., Anderson and Anderson (2011); Moor (2006); Tolmeijer et al. (2021); Wallach
and Allen (2009)) and AI/robot ethics (see e.g., Coeckelbergh (2020); Gunkel
(2012); Lin et al. (2012,1)). Roughly speaking, the promotion of machine ethics,
which has mainly been of interest to computer scientists, focuses on how to
formalize various ethical theories and principles to ensure that the behaviors of
robots live up to acceptable ethical and moral standards9. They now must rise to
the challenge of adding an ethical dimension to AI and robotics by developing
artificial moral agents (Cervantes et al., 2020). In contrast, philosophers tend
to take a step back in such debates, starting to question instead some of the
more fundamental challenges of how to understand and integrate robots into our
ethical and moral reasoning. Critical voices have been eager to discuss whether
robots are in fact capable of ethical and moral reasoning in terms of fulfilling the
necessary and sufficient criteria for moral agency proposed by various theories

9Inspired by Kantian duty-based ethics, the application of deontic logic in robotics is a good
example of how computer scientists aim to formalize the logical relations between facts, obliga-
tions, prohibitions and permissions to guide normative reasoning in autonomous robots (Scheutz
and Malle, 2014)
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in normative ethics, while more moderate approaches have argued that ascribing
moral status is problematic because it by default excludes robots as deserv-
ing any ethical consideration (Coeckelbergh, 2012). Further, concerned with the
impact that the use of robots might have on the safety and well-being of more
vulnerable groups in society, philosophers have also been discussing the extent
to which there is a need for more regulation and legal actions to prevent any
potential harm to humans, and whether it makes sense to also consider rights
for robots (Mamak, 2021). In general, there is a common interest today between
computer scientists and philosophers about the feasibility of developing artificial
moral agents ensuring accountability when their actions have ethical and moral
consequences10.

Whether in the first or secondwave of discussion, the typical role philosophers
come to take is either joining forces with computer scientists by participating in
the hands-on work of formalizing abstract concepts to support computational
models, or conversely, taking a stance as a critical opponent who takes a step
back to observe and point out the many problems in developing and using robots.
I experience this general view on the philosopher working in a computer science
department myself, when people assume that I am either a logician or an ethi-
cist. Most of the time fellow researchers are surprised when I explain that I am
neither, and the work I present in this dissertation is an example of what I do
instead. A philosophical approach beyond logic and ethics that integrates very
well with the work done in a computer science department is the new movement
of experimental philosophy, which I will outline in more detail in the following
section.

7.3.2 Experimental Philosophy

Continuing from the main point made in the previous sections, I consider the out-
come of my PhD project as presented in this dissertation the fruitful combination
of what (analytic) philosophy can offer in terms of conceptual clarity with the
diligent work of a (computer) scientist exploring how people interact with robots.
The aim is to broaden our understanding and analysis of trust in HRI through
emphasizing the link between the concept of interpersonal trust and the notion of
vulnerability. I began by relying heavily on theoretical perspectives on trust from

10See e.g., Malle (2016) as well as Wallach and Asaro (2017) for a more detailed account of
the many differences and similarities between machine ethics and robot ethics.
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philosophical discussions. Base on this, I then used various scientific methods to
carry out empirical work to support my arguments for why the trust-vulnerability
relation needs to be incorporated into future work in HRI. I see myself mainly
as a philosopher committed to including empirical work in efforts to further the
understanding and study of relevant or core concepts in HRI. In relation to more
contemporary themes in analytic philosophy, I would identify my PhD project to
join to some degree – in spirit – the recent movement of experimental philosophy.

Although experimental philosophy is a relatively new sub-discipline in philos-
ophy that surfaced in the literature of the 2000’s, there has already been much
discussion about what it aims to accomplish or ought to be. Plakias (2015)
explains that the first proponents of experimental philosophy tended to argue
that the work that falls under this label can be characterized by requiring that
(1) experimental studies are conducted (2) by philosophers (3) to test claims
about the intuitions of people. This somewhat narrow view on what experimental
philosophy is all about was presented in the work of Knobe and Nichols (2008),
who write that “experimental philosophers proceed by conducting experimental
investigations of the psychological processes underlying people’s intuitions about
central philosophical issues” (p. 3). Controversially, they argue that philosophers
from the analytic tradition can no longer rely solely on their own experience, in-
trospection, and intuition to investigate various philosophical problems. Instead,
they have to get out of their comfortable armchairs and conduct rigorous experi-
ments to ensure a more representative sample including ordinary people in the
pursuit of possible answers (Knobe and Nichols, 2008). Needless to say, the call
for experimental philosophy was met with much resistance by those who thought
empirical evidence is irrelevant to philosophical thinking, and there is currently
much discussion among analytic philosophers about how to actually demarcate
the scope and basic commitments in experimental philosophy11. In a sense, my
own PhD project takes part in this discussion by providing an example of how
experimental philosophy could look like in practice. It is in my view important,
however, to reconsider current conceptualization of what experimental is because
the previous criteria can be challenged. As Plakias (2015) explain, more recent
work in experimental philosophy is also done in collaboration with researchers
from multiple disciplines other than cognitive sciences or psychology (e.g., so-

11For a more detailed overview and account of the many disagreements about experimental
philosophy, the writing by e.g., Alexander (2010); Alexander and Weinberg (2007); Horvath and
Grundmann (2013); Nadelhoffer and Nahmias (2007); Williamson (2016) are very helpful.
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ciologists, historians, physicists, and linguists), is using very different methods
beside experiments to gain empirical evidence (e.g., case study, ethnography,
interview, observation, and document analysis), and range broader than studying
the intuition of people (e.g., technology usage, health concerns, and political en-
gagement). For my PhD project alone, I have collaborated with sociologists and
computer scientists, have used both experimental and non-experimental meth-
ods, and have examined how we can understand and study the (interpersonal)
trust notion in the context of human robot interaction.

While many analytic philosophers inform their philosophical thinking based on
empirical evidence provided by scientists in both the natural and social sciences,
my own motivation and commitment to carry out empirical work during my
PhD project to better understand how interpersonal trust becomes meaningful
and useful in the context of HRI stemmed from a more general perspective on
the relationship between philosophy and the sciences. As a trained analytic
philosopher, I see myself as most valuable to the HRI community in the role of
quasi-scientist (as I join in on the development, implementation, and evaluation
of HRI studies), as my work contributes to the fundamental knowledge needed
to ensure that people want to interact, collaborate, and engage with robots. With
my argument for focusing on the vulnerability-trust (conceptual) relation to guide
empirical studies in HRI around the topic of trust, I basically blur the distinction
between (analytic) philosophy and (computer) science. Thus, I position myself
in the HRI community not in the role of a logician or ethicsist (though I still
find such topics interesting to discuss), but as an experimental philosopher
using my skills to provide conceptual clarity that guides both the development of
precise HRI studies, and practical scenarios for the evaluation of interpersonal
trust in HRI. I take my role as an experimental philosopher as the third and
alternative role of philosophers in the fields of HRI and computer science. Not
only is this a useful way of explaining the aim of my PhD project as presented
in this dissertation, it also ensures that people outside philosophy can gain a
better feeling of what philosophers can do when engaged in multi-disciplinary
collaborations or projects. Philosophers can offer analytic skills useful to the
clarification of very abstract concepts and the interpretation of various data,
and they can apply these skills across multiple topics and fields of research.
It would be wasteful to restrict philosophers in HRI and computer science to
addressing only questions of logic or ethics. And still, when I look around for
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other experimental philosophers in HRI or computer science, I often come to
find that nobody else is there. Most philosophers are happy in their role as the
logician or ethicist, which of course is a fulfilling and purposeful role. But this is
precisely the reason why it was necessary for me to take the path less walked,
which of course also made it necessary for me to argue well for why my path is
worthwhile. This has frequently occupied my thoughts during this PhD project
and while writing up this dissertation. But the long and intertwined history of
philosophy and the sciences (whether natural or social) proves that they can –
and should – support each other in the pursuit of knowledge. As Gare (2018)
argue, it is only a recent trend to separate philosophical thinking from scientific
investigations, because many of the greatest philosophers also took up scientific
work, and many renowned scientists were engaged in philosophical debates. I
hope that my contextualization of my work in this dissertation by discussing
what an experimental philosopher might enable some people to understand how
my PhD project connects to, although it does not fit, the mainstream – from
the perspective of philosophy and from that of HRI and computer science more
broadly. I want to encourage all philosophers interested in the field of HRI or any
topic within computer science that needs conceptual clarity, precise studies, and
practical scenarios, to get involved as an experimental philosopher. Although it is
very challenging to understand and communicate to others the advantages and
disadvantages of philosophical thinking, this understanding and communication
ensures that such work is more easily transferred and integrated in the knowledge
pool of HRI. From the play with words used by Pradeu et al. (2021) to discuss
whether philosophers can contribute substantially to scientific investigations,
and also very relevant to my discussion here, I think that there is a space for
philosophers as part of theHRI community to not only contribute to the philosophy
of HRI, but rather to develop philosophy in HRI.
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CHAPTER 8
Conclusion

“It is not even the beginning of the end. But
it is, perhaps, the end of the beginning.”

Williamson (2007, p. 292)

In many ways, reaching the end always comes with an ambivalent feeling. There
is for me a joy in looking back and trying to draw a conclusion about what I have
learned from all the intellectual labor put into my PhD project. Yet, it is hard to
accept that it is time to leave things as they are and provide the last concluding
remarks before the lights go out and I leave this stage. As I see it, it is the nature
of research to be ongoing, and our attempts to share it with colleagues through
writing and publication can always only capture a snap-shot of the ongoing work
and discussions that bring it all to life. From before writing this dissertation until
well after the documentation process was over, my thoughts and conversations
with people about its content and contributions will keep me busy for some time
still.

So while the conclusion for my dissertation will provide some closure for now,
it is not the end of the interesting reflections and discussions that it sparked. The
last comments frommy side are remarks to ensure that thework can be evaluated.
I will start with a section that provides short and precise answers to the overall
research question and the following sub-questions. I will not only show that it
is possible to learn a multitude of new things when diving into the fascinating
topic of trust in HRI, but also how I achieved to contribute to the discussion by
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delivering a response to the open questions steering my PhD project. Afterwards,
I will present some of the main limitations of my PhD project, which relate to both
the theoretical perspectives and empirical work. I also provide a last remark to
end this dissertation.

8.1 Answers

I will begin with my replies to the sub-questions, since these are more specific
and support the overall research question. After they have been addressed, the
knowledge that has been gained to this point will be satisfactory to also clearly
present how this answers the main aim of this dissertation – to understand how
vulnerability as a precondition for trust in HRI can and does play a role in our
understanding and analysis of trust between people and robots. Intended as
short replies to my sub-questions and overall research question, in a way that
allows people from various disciplinary backgrounds to understand the main
points of my PhD project, I will simply proceed by responding to them one by one:

(1) How has trust been conceptualized in current HRI research?

Conceptualizing trust as reliance has dominated (and indeed still dominates)
current HRI studies on trust. Reliance trust stresses the predictive belief or
assumption held in relation to the performance of robots when investigating
whether people trust in robots or find them trustworthy. However, the design and
development of robots with apparent agency has motivated a discussion about
whether a conceptualization of trust as interpersonal might be needed. Taking
into account whether assumptions of underlying motives or intentions play a
role when people trust in robots or find them trustworthy has enabled a focus on
interpersonal trust for studies on trust in HRI. Whether the conceptualization of
trust as interpersonal can be applied directly to the context of HRI is subject to
discussion because it is usually used to capture the social and ethical complexity
of trust between humans. As I have argued in chapter 2, the interpersonal trust
conceptualization requires substantial modification for application in HRI, since
the identification and evaluation of trust in HRI must be situated in the interaction
between robots and humans. With my proposal of an event approach to trust
in HRI, I aimed to bring the conceptualization and analysis of trust towards the

218



8.1. Answers

inclusion of its preconditions, from where I also provided a working definition of
the trust-vulnerability relation.

(2)What is the conceptual relationship between trust and vulnerability?

Vulnerability stands in conceptual relation to trust as one of its preconditions,
which I defined as the openness to harm. While the preconditions of risk and un-
certainty are also required for the establishment of a trust situation, vulnerability
is uniquely linked to the trust concept. In chapter 3, I argued that vulnerability
describes that which people can decide to offer in situations where there is no
guarantee that others will either honor or betray their openness. I used the art
performance Rest Energy (1980) by Marina Abramović and Ulay as an example
to clearly illustrate the trust-vulnerability conceptual relationship in a powerful
and intuitive manner. Moreover, I have provided a working definition of trust that
includes this conceptual relationship between trust and vulnerability to guide my
own and future studies on trust in HRI.

(3)What are the relevant differences between the vulnerability of hu-
mans and robots?

Although vulnerability is one of the preconditions of trust (whether concep-
tualized as reliance or interpersonal), it does not carry the same meaning when
applied to humans and robots: humans have a rich inner life that includes both in-
tentional states and various emotions, they have the capacity to experience their
vulnerability from a first-person perspective. This experience of vulnerability can
manifest in their lives and experiences in many different ways (e.g., in relation to
their body, self-identity, interpersonal relationships, and social belonging). Devoid
of such inner life (as far as we can tell), robots cannot be said to be vulnerable in
any equivalent manner. How the vulnerability of robots needs to be interpreted
must depend solely on a third-person perspective, and have to be associated
with the many ways in which they are unable to properly execute their set goal
or task (e.g., given inherent deficiency or technical problems with hardware and
software, issues resulting from navigating among or interacting with humans,
and limitations to operation caused by environmental factors). This important
distinction is visible from the requirement of applying the different methodologies
and methods that I used to study either human experience of vulnerability as
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documented in chapter 4 and chapter 5 or the potential vulnerabilities of robots
that I presented in chapter 6.

(4) How can vulnerability be studied empirically in relation to trust in
HRI?

Given that the vulnerabilities of humans and robots rest on different method-
ological assumptions, we decided on two separate study set-ups. For the online
HRI studies aiming to explore human experience of vulnerability as presented
in chapter 4 and chapter 5, we first had to operationalize the notion of vulner-
ability, as it is abstract in nature. As such, we recognized and categorized any
sign of discomfort in terms of negative emotions (e.g., disappointment, anger,
sadness, fear, distress, helplessness, and frustration) as expressions of vulner-
ability. We then used self-report (subjective) measures through questionnaires
and open-ended questions, as well as semi-structured interviews, which allowed
us to capture the first-person perspective1. For my work presented in chapter
6, intended to explore the vulnerabilities of robots, examining how the notion
of vulnerability could be interpreted for the case of robots was also part of the
study itself. As suggested by one of the experts, thoroughly understanding the
vulnerabilities of robots is crucial to the identification of all the things that could
go wrong for robots in a given situation. With their extensive knowledge and
experience with the various (technical) challenges that arise from developing
and deploying robots, interviewing experts proved a good method to anchor the
third-person perspective required to get an overview of the ways in which robots
can be considered vulnerable.

(5) Assuming the design of trustworthy robots to be desirable, how can
a focus on vulnerability for trust in HRI contribute to this aim?

Because the notion of vulnerability and its conceptual relation to the concept of
trust testify for the occurrence of a trust situation emerging from the interactions
between humans and robots, the insights gained from this focus cannot be
translated directly into design guidelines for trustworthy robots. With a colleague,
I thus set out to test the method of a card-based design tool in a pilot workshop,

1Though a third-person perspective can also be considered using more direct measures (e.g.,
observation and physiologic markers), this was not possible to consider, as everything had to be
conducted completely online due to the outbreak of COVID-19.
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that I discussed in chapter 7, from which we gleaned that taking into account a
more abstract level, the potential vulnerabilities of robots when attempting to
develop trustworthy robots can be an alternative to a design strategy focusing only
on the specific design features. The potential application in engineering practice
specifically concerns mainly the transfer and integration of the fundamental and
rich knowledge about trust that is available. Its conceptual relation to vulnerability
to support the development process is relevant either the initial stages of problem
framing and knowledge gathering, or the later stage of evaluating whether the
robots developed are in fact able to take part in and process instances of trust,
through scenario-based testing.

RQ:How can an investigation into the relation between trust and vulner-
ability advance current understanding and analysis of trust in human-
robot interaction?

To address my overall research question, I worked my way through several
challenges with regards to both theoretical perspectives and empirical work,
which have now accumulated to several smaller as well as greater insights. Some
of the contributions of my work in this PhD project have already been accounted
for when relating my results to the broader discussion on trust in HRI (see e.g.,
chapter 4, 5, and 6), and when replying specifically to my sub-questions above.
Yet, there are two interrelated points of discussion resulting frommy investigation
of the trust-vulnerability relation for trust in HRI that I want to stress as important
“take-home messages”. Understanding vulnerability as a precondition of trust
enables the inclusion of uncomfortable experiences, emotions, encounters, and
dimensions of trust in HRI in a way that does not take vulnerability to be only
problematic or something to explain away. On the contrary: bringing to attention
and investigating in detail the vulnerabilities of humans and robots, we learn
that both parties play an active role in making trust between them successful in
terms of the value it has or could have. Through their interaction, collaboration,
and engagement with each other, humans and robots create trust between them,
depending on how capable they are in identifying, acknowledging, and responding
to the vulnerability of the other party. Consequently, trust in HRI is something
contingent, situated, and emerging that is not only to be considered as a strategy to
minimize risks or deal with uncertainty – it is also about how people and robots can
support each other in situations where they are left vulnerable. This more nuanced
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view on trust in HRI is relevant for any visions of society and the everyday life
that embrace co-existence between humans and robots. As such, the insights
gained from my PhD project add another argument for why the overall goal of
strengthening trust in HRI is needed to secure and advance the acceptance and
use of robots. Unfortunately, upon closer inspection, it turns out that things
are more complicated than they seem, and that much work still needs to be
done to realize the overall goal of establishing trust in HRI that carries the same
value as trust between humans. In addition to our empirical work suggesting an
observable relation between the trust ratings people provide in different clothes
shopping scenarios and their perceived vulnerability, we also found that people
were motivated to trust an imperfect robot for reasons of utility or entertainment
despite experienced vulnerability from a mild privacy breach. As we discussed,
the reasons for people to trust in robots when considering repeated or future
interactions with them, as a response to their felt vulnerability, seems , from
our follow-up study to be less related to the social and ethical concerns directly
that are more commonly highlighted in the literature on trust between humans
(e.g., out of goodwill or personal commitment). Accordingly, the added value
that could potentially follow from focused attempts to ensure people trust in
robots, or find them trustworthy, does not seem to achieve the intended and
desired goal of strengthening trust in HRI . In this sense, the expected added
value of utility and entertainment that we found to be the case with our focus
on a subtle trust violation through a mild privacy breach, suggests that people
have a lower opinion of the potential interaction benefit, which might after all not
be very surprising when considering any technologies that are unable to meet
their emotional, social, and ethical needs (see e.g., discussions in Sharkey and
Sharkey, 2010; Sparrow and Sparrow, 2006; Turkle, 2011). As much as trust is
regarded as the holy grail for understanding and explaining how society and
human relationships work, we should not mistake it as serving the same purpose
in the context of HRI. What will enable more widespread acceptance and use
of robots in society and everyday life might in fact have little to do with trust.
Unless, I would argue, the recognition of human or robot vulnerability is rooted
in both social and ethical concerns, as this is needed in order to speak about
interpersonal trust for HRI in a way that is similar to interactions and relationships
between humans.
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8.2 Future Work

What I have presented in this dissertation is only a selected and small fraction of
all the work I have put into my PhD project over the last years. Many thoughts,
ideas, discussion points, and potential improvements have been left out, many of
which I would have gladly continued to work on if given more time and resources.
My dissertation is a snapshot of how I am currently thinking about the topic of
trust in HRI, and a reflection on the work I have already done to bring my own
unique perspective into the current discussion. Overall, I am happy with what I
have to show for myself, but like with many other things we do to learn, there is
also space for improvement and more work still to be done for refinement. The
following sections aims to point out the many things I would like to keep working
on, or hope that others will find interesting to take up, if the project did not have to
end at this time, and why I think it would be valuable to further our understanding
and analysis of interpersonal trust in HRI.

Although I did my best to adapt and carry out my PhD research during the
unpredictable time of the global COVID-19 outbreak, the first thing I would do is
carry out my two interactive online survey studies as in-person HRI experiments.
Despite showing that our development and use of the interactive online survey is
a possible way to explore interpersonal trust in HRI, and that the choice of stimuli
(i.e., still images vs. videos) does not make a big difference, it is necessary to
compare our results to a HRI study set-up, where people get to meet the PEPPER
robot either in a laboratory setting or even in a more unrestricted everyday life
setting . In terms of ecological validity, it is necessary to see if we would find
results with a in-person HRI study to be similar or different to those we found
with the interactive online survey. Given the literature on how the embodied
nature of robots tends to have an effect of how people perceive and interact with
them, we expect that there will be a difference in the results. The question is:
how it would they be different, and would the differences be significant? While
less crucial, I would also have liked to conduct the semi-structured interviews
from the follow-up interactive online study and the expert interviews in person.
While digital platforms are frequently used to support online meetings, and often
provide good quality in terms of audio-video recordings, much is lost in carrying
out the interviews online. Not only were there sometimes technical problems
that would interrupt or make it harder for me to hear what people said, but much
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of the intuitive feeling of how well the interview was going went missing, making
it a very different experience. I believe that conducting the interviews in-person
would have also contributed better to my training as an interviewer, though I also
recognize that the online format also allowed me to get people to participate in
my study that would otherwise not have been able to. Overall, I think that way
that I and many other PhD students were forced to suddenly find ways to study
HRI online is something that also challenged the field to consider to what extent
thesemethods could have a place in future work, especially in relation to the topic
of trust, which already faces a multitude of methodological challenges. As I have
shown with my PhD project, the online format might be something to advance
further, as it seems that the results we provided were both meaningful and gave
rise to some serious discussion about how we study interpersonal trust in HRI.

Still related to the empirical work I presented in this dissertation, there are two
things I would have liked to study further. First, it would have been very interesting
to extend the work I did on the vulnerabilities of robots with a consideration of
how the views of the experts compared to those of non-experts. With the work I
already did for this PhD project, I was able to align my findings of the possible
robot vulnerabilities with issues of both hardware and software, as well as the
way robots handle the environment they are intended to operate in, which are
already highlighted in the literature on robot failure and cybersecurity in robotics.
Additionally, I found that the robots also become vulnerable during interaction
with humans, as some people treat robots with bad intent. In this sense, my
work added new knowledge to discussions about interpersonal trust in HRI by
delivering an initial overview of how robots can be considered vulnerable that is
rooted in the current HRI literature and the specialized knowledge of experts in
robotics. This could lay the foundation for extending this line of thinking towards
examining how lay people think about these issues. The idea would be to present
the overview of robot vulnerabilities as items for people to rank and reflect upon
through the use of an online survey. This survey could then be used to explore
how the possible vulnerabilities of robots are considered by people intended to
integrate these robots into both their professional and private life in the near
future. I believe a study like this could be done fairly easily, and studying the
differences in how experts in robotics and laypersons understand the various
robot vulnerabilities is relevant to the study of interpersonal trust, since each
groupwould have different reasons to then trust in robots or find them trustworthy.
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Based on current literature in HRI, we can expect that non-experts would reflect
very differently on the vulnerabilities of robots, because they cannot draw on
the same pool of knowledge and insights as the experts. Secondly, to gain a
better understanding of how exactly the conceptual relation between vulnerability
and trust is influenced in the context of HRI, I would have liked to have another
round of iteration on the follow-up study. As we operationalized vulnerability in
our online interactive survey as instances of negative emotions (identified in the
data analysis through mentions of e.g., discomfort, stress, fear), we were able
to investigate empirically that trust in robots did also relate to the experience of
vulnerability. Still, we also found that people who felt vulnerable also gave lower
trust ratings, which might be surprising at first glance when normally considering
the conceptualization of trust to be associated with something positive because
it enables people to develop supportive relationships to others. Based on the
current conceptual knowledge on interpersonal trust between people, would the
expected prediction not be that the more vulnerable people feel, the more likely
they are also to trust in robots? In my understanding and analysis of trust, the
problem is that the vulnerability-trust relation is not bidirectional. While people
have to be vulnerable in order for trust to be relevant, people might experience
their vulnerability but not consider trust as a strategy to handle the negative
emotions. I would like to explore how this problem in the conceptual relation
between vulnerability and trust plays out in the HRI context. As already touched
upon in the discussion of our follow-up study with the interactive online survey
(see e.g., chapter 5), I suspect that when robots are put in the role of a human
counterpart, the application of simply using the conceptual knowledge we have
of trust between people will not lead to the same results in the context of HRI.
However, this is something that would require a completely new study to be
conducted. I thereby also show the limitation of what we are currently able to say
about the vulnerability-trust relation at this stage. All we have done is to show
that the conceptual relation is present in the HRI context. Further investigation is
needed to clarify what happens with the vulnerability-trust relation in different
scenarios and when using different kinds of robots, which would be valuable
knowledge to the HRI community because it would shed light on whether the
motivation of people to trust in robots or consider them trustworthy is in fact a
response to their felt vulnerability or not.

In chapter 2, I presented my event approach to trust in HRI as a way to omit
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the tendency to view trust as a form of property of either the human or robot by
reconsidering the metaphysical assumptions. As an alternative, I proposed to
consider the interaction or exchange between humans and robots as an event,
which allows us to take into account the preconditions of trust, because the
question would now revolve around the identification of whether the interaction or
exchange is somethingwewould recognize as an instance of trust, or not. Serving
merely as an a argumentative step to bringing the notion of vulnerability into our
understanding and analysis of interpersonal trust in HRI, I had to leave out a more
detailed account and discussion of what an event approach would consist of.
However, with my longstanding interest in the metaphysical challenges prompted
by the development of robotswith apparent agency, I think it would be beneficial to
further elaborate on my proposed event approach to trust in HRI. The reason why
a more event-based view on trust in HRI is important is that it opens up questions
about what kind of a phenomenon trust is, and what kind of implications follow
in terms of the way it can be studied empirically. My suggestion of viewing trust
as an event for application in the context of HRI is motivated by current debates
in analytic philosophy to take processes (e.g., temporality, emergence, activity,
occurrence) to be the metaphysical basis of the real and being. As such, my
proposed event approach to trust in HRI is also my attempt to introduce into the
HRI community some of the fundamental assumptions of process philosophy
– that reality and being is fundamentally dynamic (Rescher, 1996, 2000; Seibt,
2017a). I think that starting our understanding and analysis of trust in HRI as
something dynamic (rather than static, where the properties of humans or robots
are treated as truth-makers for trust in HRI) provides a promising starting point
for future work. Moreover, this underlying theoretical perspective would also
align well with trends in the HRI community to also include more qualitative
methods to study trust in HRI, as such approaches rest on the methodological
commitment that there is an element of becoming or emergence, which requires
the use of methods that can take such dynamics into account. Because the
basic metaphysical challenge that my event approach to trust in HRI aims to
address is of more general interest to the interdisciplinary research field of HRI,
I am convinced that developing such approach is not only stimulating to the
philosophers in the community, but also to everyone else exploring HRI with their
various backgrounds. For this reason, I hope that researchers working in HRI on
the topic of trust will be motivated to pick up my event approach, or are even

226



8.3. Last Remark

already working on something similarly to advance these perspectives for future
work.

8.3 Last Remark
Although my PhD project and its documentation in the form of this dissertation
in a sense mark the end of my time as a student with the highest qualification, I
consider this moment the beginning of my journey towards becoming an inde-
pendent researcher searching for ways to gain more knowledge to push the field
of HRI further. I am excited about all the things I have learned along the way, and
I am more confident in using the many research skills I have acquired in realizing
my PhD project. Looking back at what I have been working on since I entered the
four walls of the university, my PhD project can also be seen as a continuation of
a longer quest to better understand how philosophy can contribute to extending
our knowledge on social robotics and HRI. With my BA project, I wanted to un-
derstand and explore why the development of social robotics is of philosophical
interest, and I found the challenges of socially capable robots related not only to
their descriptive but also normative dimensions. For my MA project, I decided
to carry out some of the conceptual work needed to be understand in which
sense socially capable robots could be considered social at all, and realized that
philosophical thinking on this topic would need to be accompanied by empirical
work to update our conceptual knowledge. With my PhD project, I did exactly
that. I used my theoretical perspectives and methods mainly from philosophy
to deepen our understanding, analysis, and study of interpersonal trust in HRI
through empirical work. Identifying now as an experimental philosopher, I am
ready to work my way through other questions relevant to the field of HRI, with
the aim to share my passion for philosophy with the people constituting this
community. I would therefore like to end this dissertation with a quote from
Colburn (2000):

“While thinkers come and go, philosophy itself endures, even as the
objects of its inquiry change from the forms of Plato, to the human
understanding, to layers of abstractions in virtual worlds. Despite the
inroads that empirical results in artificial intelligence may make onto
philosophical turf, the universal value and appeal of philosophizing
remain.” (p. 209).
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8. CONCLUSION

In my view, Colburn summarizes very well why I think philosophy is (and
always has been) a good friend of computer science, and vice versa, despite the
incredible challenges they often pose to each other. This quote also helped me
reflect on how this PhD project has not necessarily turned me into an computer
scientist, but rather into a better philosopher. I am grateful for this realization.
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APPENDIX A
Online HRI Study

A.1 Informed Consent Form

Figure A.1: The consent form used for the online study as displayed to the partici-
pants filling in the interactive online survey.
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A.2 Participant Recruitment Material

Figure A.2: The flyer we used to recruit participants through mailing lists and
posts on social media platforms.

A.3 Interactive Online Survey Links
Link to the economy scenario: http://128.130.182.53/index.php?r=
survey/index&sid=10&lang=en

Link to the privacy scenario: http://128.130.182.53/index.php?r=
survey/index&sid=11&lang=en

Link to the transparency scenario: http://128.130.182.53/index.php
?r=survey/index&sid=12&lang=en
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APPENDIX B
Follow-up Online HRI Study

B.1 Informed Consent Form

Figure B.1: The consent form used for the follow-up online study as displayed to
the participants filling in the interactive online survey.
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B. FOLLOW-UP ONLINE HRI STUDY

B.2 Participant Recruitment Material

Figure B.2: The flyer we used to recruit participant through mailing lists and posts
on social media platforms.

B.3 Iterated Privacy Survey Link
Link to the privacy scenario: http://128.130.182.53/index.php?r=
survey/index&sid=24&lang=en
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B.4. Interview Guideline

B.4 Interview Guideline

Figure B.3: The interview guidelines used for conducting the semi-structured
interviews.
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APPENDIX C
Expert Interviews

C.1 Participant Recruitment Material

Figure C.1: The invitation via email that I sent to the experts for requesting an
interview.
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C. EXPERT INTERVIEWS

C.2 Project Description

Figure C.2: The project information sheet used for the expert interviews.
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C.3. Informed Consent Form

C.3 Informed Consent Form

(a) Page 1 (b) Page 2

Figure C.3: The consent form all experts were required to sign before the interview
could be conducted.
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C. EXPERT INTERVIEWS

C.4 Interview Guideline

(a) Page 1 (b) Page 2

Figure C.4: The interview guidelines used for conducting the expert interviews.
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