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Kurzfassung


Dennoch verbleiben eine Vielzahl von Herausforderungen. In dieser Arbeit addressieren wir die beiden folgenden Fragestellungen:

- Die bisherige Forschung hat vor allem die Generierung von funktionalem Feedback behandelt, das heißt Studenten dabei zu helfen ein korrektes Programm zu schreiben, wobei nicht-funktionale Eigenschaften wie zum Beispiel Performance ignoriert werden.

- Existierenden Ansätzen fehlt mindestens eine der folgenden Eigenschaften: Automatisierung (so wenig manueller Aufwand wie möglich), Korrektheit (die Generierung von korrektem Feedback), Performance (die Generierung von Feedback innerhalb weniger Sekunden), Vollständigkeit (die Generierung von Feedback für die meisten studentische Lösungen), und Nutzen (Reduktion des Aufwands für den Betreuer oder Erzielen von Fortschritt durch die Studenten).

Wir studieren zunächst ineffiziente (aber korrekte) studentische Lösungen um zu verstehen welche Performanceprobleme bei Programmieranfängern auftreten. In dieser Studie stellen wir fest, dass es zur Feedbackgenerierung erforderlich ist, die algorithmische Strategie einer Lösung zu erkennen, aber Implementierungsdetails zu ignorieren. Zu diesem Zweck entwickeln wir eine leichtgewichtige Spezifizierungssprache, welche es dem Lehrer erlaubt algorithmische Strategien zu spezifizieren, und eine neue dynamische Programmanalyse,
welche es ermöglicht zu überprüfen ob ein studentischer Lösungsansatz eine Spezifikation des Lehrers erfüllt.

Um Feedback für die funktionalen Korrektheit von studentischen Lösungen zu generieren, entwickeln wir einen neuartigen voll-automatisierten Reparaturalgorithmus, welcher einem *Wisdom of the Crowd* Ansatz folgt: unser Algorithmus nutzt bereits existierende korrekte studentische Lösungen um syntaktische Änderungen an inkorrekten studentischen Lösungen zu generieren. Der Reparaturalgorithmus basiert auf und erweitert unsere dynamische Programmanalyse um zu überprüfen ob ein studentischer Lösungsansatz das selbe Verhalten hat wie eine bereits existierende korrekte Lösung.

Abstract

Anyone who ever manually corrected or graded any type of student assignment is aware of how tedious, error-prone and time-consuming this task is. In the context of programming assignments the situation is even worse: with a rising demand for programming education there are online courses with thousands of students, which makes manual grading downright impossible. However, students who are learning programming, especially at the introductory level, are in pressing need of guidance. This has motivated a lot of research on computer-aided feedback generation in introductory programming education. Many of these approaches are based on practices and methods employed in software engineering, testing, and verification, such as: code reviews, debugging, automated test generation, program synthesis, program repair, ... This is very useful feedback as it mimics how software engineers reason about the code.

However, there are still numerous open issues. In this thesis, we will address the following two challenges:

- Most of the existing research focused on generating functional feedback, that is, to help the students write any correct program, while ignoring non-functional properties such as e.g., performance.
- Most of the existing approaches lack some of the following desirable properties: automation (require as little manual effort as possible), correctness (generate correct feedback), performance (generate feedback in order of seconds), exhaustiveness (generate feedback for most student programs), and usefulness (reduce the teacher effort or help the student to make progress).

We first study inefficient (but correct) student programs in order to understand the performance problems faced by students in introductory programming. From the study we observe that in order to provide feedback we need to identify the high-level algorithmic strategy used by the student’s program, while ignoring its low-level implementation details. To that end we propose a lightweight specification language that enables the teacher to specify various algorithmic strategies, and a novel dynamic program analysis to determine whether a student’s attempt matches the teacher’s specification.

To provide feedback on (functional) correctness of student programs we propose a novel fully-automated program repair algorithm that uses the wisdom of the crowd: it leverages
the existing correct student solutions to syntactically modify incorrect student attempts. The repair algorithm builds on and extends our earlier dynamic program analysis in order to determine whether a modified (repaired) program has the same behavior as a correct solution.

We have implemented both of the proposed approaches in practical tools and performed an experimental evaluation on a large number of student attempts from various programming courses. We have evaluated both of our approaches on the above mentioned desirable properties: automation, correctness, performance, exhaustiveness, and usefulness.
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CHAPTER 1

Introduction

Providing feedback on and grading of student assignments in science, technology, engineering and mathematics (STEM) fields is error-prone and time-consuming task for a human teacher. This problem presents itself even in a classroom setting, but it is exacerbated by the rising popularity of Massive Open Online Courses (MOOCs) [Mas11]. However, providing feedback is an integral part of any class; in addition to helping students understand the subject material better, immediate feedback can also enable new pedagogical benefits [Gul14], such as:

1. Allowing immediate re-submission opportunity to students who submit imperfect solutions.
2. Providing immediate diagnosis on class performance to a teacher who can then adapt her instructions accordingly.

This, along with rapid advances in computer science, has motivated a lot of research on providing computer-aided feedback. These research efforts can be classified along several dimensions:

- **Subject of assignments**, such as introductory programming [SGSL13; Til+13a; Kim+16], automata theory [Alu+13], mathematical procedural problems [AGP14], proofs [AGK13] and geometry [GKT11].
- **Level of feedback automation**, that is, whether the feedback is automated, semi-automated or manual.
- **Aspects on which the feedback is provided**, such as functional correctness, and non-functional properties (e.g., performance characteristics).
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- **Nature of the feedback**, such as counterexamples, error localization, repair suggestions, or manual human feedback.

- **An underlying technology**, such as static or dynamic program analysis, program synthesis, or probabilistic methods.

In this thesis we focus on the problem of automated and semi-automated feedback generation for introductory programming assignments. We also focus on using dynamic program analysis 1.

1.1 Feedback Generation for Introductory Programming

We give a brief overview of this field, to better understand current research and its challenges.

A report from 2014 2, mentioned in a recent paper about providing feedback on introductory programming [Kim+16], predicts that there will be one million more computer programming jobs than computer science students by 2020. This results in a huge demand for computer science education, which universities are, however, unable to meet.

In turn, this has resulted in many online platforms that provide computer science education, such as edX 3 and Coursera 4. However, in contrast to traditional university classrooms, these online classrooms can have thousands of students, and therefore students cannot anymore expect personal feedback on their assignments by the human teaching personnel.

Hence, there is a huge need to automate providing feedback, class diagnosis and grading in introductory programming education. If full automation is not possible, semi-automated tools that help the teachers to deal with a large number of students, are also desirable.

**Setting**  Next, we briefly describe the usual setting in which introductory programming classes operate to further understand the problem. This is, for example, the setting used in an introductory programming class **ESC 101 at IIT Kanpur, India**, where they use the **Prutor** [Das+16] web platform.

Students are assigned a programming problem, with a textual specification describing the problem. The specification describes **functional requirements**, that is, **what** a solution to the problem should do. The specification can also prescribe certain **non-functional**

---

1 Dynamic program analysis reasons about a program by examining concrete executions of the program, opposed to static program analysis that examines program text (or to be more precise, its abstractions).

2 “Analysis: The exploding demand for computer science education, and why America needs to keep up” (http://www.geekwire.com/2014/analysis-examining-computer-science-education-explosion/)

3 https://www.edx.org/

4 https://www.coursera.org/
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```python
1 bool Puzzle(string s, string t) {
2    if (s.Length != t.Length)
3        return false;
4    foreach (Char ch in s.ToCharArray()){
5        if (countChars(s, ch) != countChars(t, ch))
6           return false;
7    }
8    return true;
9 }
10}
11}
12 int countChars(String s, Char c){
13    int number = 0;
14    foreach (Char ch in s.ToCharArray()){
15        if (ch == c){
16            number++;
17        }
18    }
19    return number;
20 }
```

(a) An attempt to the anagram problem (C1). (b) An attempt to the derivatives problem (I1).

Figure 1.1: Examples of student attempts.

requirements, that is, how a solution should be written. We illustrate on an example below functional and non-functional requirements. Students submit (for example, through an online interface) their attempts (implementations of the given specification). After submitting an attempt, they might receive feedback, either immediately, or after some time period. When the feedback has been provided, they might be allowed to submit a new attempt.

We give some examples of various requirements.

Example 1.1. Examples of functional requirements are:

(F1) Given two strings $s$ and $t$, determine whether they are anagrams. Two strings are anagrams when one can be permuted (rearranged) to match the other.

(F2) Given a polynomial (encoded as a list of floating point coefficients), compute its derivative (also encoded as a list of floating point coefficients).

(F3) Given a number, determine whether the sum of cubes of its digits is equal to the number itself.

Examples of non-functional requirements are:

(N1) Algorithmic complexity of the solution should be in $O(n)$.

(N2) The program should not use any external libraries (or only some libraries).
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(N3) The program should use some good coding practices (e.g., good variable and function names, comments).

For the discussion below we fix the anagram problem specified by the functional requirement (F1) and the non-functional requirement (N1); and similarly the derivatives problem specified by the functional requirement (F2).

Next, we give some examples of student attempts on the above problems and discuss how these attempts satisfy the problems’ requirements.

Example 1.2. Figure 1.1 shows two attempts: the attempt \textbf{C1} in (a) is written (in C#) for the anagram problem, while the attempt \textbf{I1} in (b) is written (in \texttt{Python} \footnote{We point out that the two attempts are in two different languages (C# and \texttt{Python}). This is because the real students attempts are in these languages and our approaches work on these respective languages. Further, we use these attempts throughout the thesis as running examples.}) for the derivatives problem.

The attempt \textbf{C1} satisfies the functional requirement (F1); however, it does not satisfy the non-functional requirement (N1), since its complexity is in \(O(n^2)\).

The attempt \textbf{I1} does not satisfy the functional requirement (F2) because it returns wrong results on inputs of length \(\leq 1\) - it returns the floating point 0.0, instead of the list [0.0].

Finally, we give some examples of feedback and discuss it on the above student attempts.

Example 1.3. A possible feedback for the attempt to the anagram problem might be:

- “Your attempt is in \(O(n^2)\), while it can be in \(O(n)\).”; or
- “Calculate the number of characters in each string in a preprocessing phase, instead of in each iteration of the main loop.”

A possible feedback for the attempt to the derivatives problem might be:

- “On the input [3.3], your attempt produces the output 0.0, while the expected output is [0.0].”; or
- “The expression 0.0 on the line 7 of your attempt is wrong.”; or
- “The expression 0.0 on the line 7 of your attempt should be changed to [0.0].”

These examples are an illustration of what a potential feedback might look like, that is, there are not taken directly from some existing feedback generating system.
1.1. Feedback Generation for Introductory Programming

1.1.1 Connection to Software Testing and Analysis

Providing feedback in this setting is quite similar to software testing and analysis in traditional software engineering. Software engineers, as well, write an implementation for a certain specification, and get feedback from testing and analysis tools. However, compared to the usual software testing and analysis, introductory programming setting comes with certain simplifications, but also with certain additional challenges [SGSL13; Dru+14]:

- In the introductory programming setting the complete specification is already known in advance, while in traditional software engineering there is, at best, only a test suite or a partial specification. Further, it is safe to assume that in the introductory setting the course instructor has provided a reference solution; however, unlike experienced programmers, students who learn programming, are more likely to misunderstand the specification.

- Errors are predictable in the introductory setting, since students are solving the same assignment, after they have, most likely, attended the same lecture. However, again, unlike experienced programmers, beginner students will make mistakes that are unlikely in real-world programs.

- There are a lot of correct solutions available in the introductory setting from the students themselves. This is especially the case in courses that are repeatedly offered each year.

- Programs in introductory setting are small, therefore one can use techniques that are unlikely to scale on larger programs.

Next, we discuss some of the existing approaches to providing feedback and grading in introductory programming assignments. A more detailed overview of the related work is given in Chapter 5.

1.1.2 State of the Art

**Peer-feedback** A standard procedure in software engineering, when an engineer submits a unit of work (usually a commit or pull request) to be merged into the code base, is to perform a code-review. The review is performed by one or more colleague engineers. The review usually consists of multiple rounds, where the reviewers provide comments (suggestions for improvement) and the engineer who wants to merge the code

---

6A usual workflow is as follows:
1. An engineer works on a local copy of the code.
2. When a small unit of work (usually a single new feature or a bug fix) is done, the engineer submits her changes to be merged into the main code base.
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acts upon them by changing the code to be merged. These rounds continue until the
reviewers accept or reject the code to be merged.

This approach has been mimicked in providing feedback, in form of peer-review or
peer-feedback [SGSL13; KK12]. The idea is that students review and provide feedback
on other students’ attempts. This idea has been further developed: instead of asking
students to review code of their peers, one can also use crowdsourcing [Wel+12] for
providing feedback and grading.

However, these approaches have several drawbacks:

- Students often have to wait for a response for a long period of time.
- A second, and more severe, problem is that there are no quality guarantees on
  feedback. That is, feedback might be incomplete, or even wrong; this is especially
  the case when students, who are themselves yet learning the material, provide
  feedback.

Failing test-cases  Another standard practice in software engineering is (unit) testing:
a code unit (e.g., a function or a module) is tested to conform to some specification.
For simplicity, assume that a unit of code is a function and a specification is a set of
input-output pairs, that is, pairs of inputs and expected outputs for each input. 8 If
a function under test, for some input, produces an output that is different than the
expected output, this means that the function fails to match the specification, and it
needs to be corrected. The benefits of such an approach are that tests are easy to run,
and it is easy to find errors. 9

Such an approach is easy to mimic in feedback generation. For a given problem (for
simplicity, assume that it asks to write a single function) the students are presented
with a failing test case. The test cases can be generated automatically [Til+13a] or
selected from a comprehensive collection of representative test cases provided by the
course instructor. 10 This is useful feedback, especially since it mimics the setting of how
software engineers debug their code. Also, currently this is the most common way of
providing feedback to students in practice.

However, this is usually not sufficient, especially for students in an introductory pro-
gramming class, who are looking for more guided feedback to make progress towards a correct
solution.

8In practice this can be more complicated. For example: a testing environment needs to be
initialized; instead of a single expected output, a number of assertions is written for each test; different,
possibly non-functional, side-conditions could be tested as well.
9The problem of testing in software engineering is that it is non-exhaustive, that is, it is easy to miss
or omit a test case that would reveal an error.
10Practical experience shows that it is not difficult to write a comprehensive set of test cases for
problems in introductory education, as opposed to general software engineering. We further discuss this
issue later in the thesis.
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```python
1 def computeDeriv(poly):
2     new = []
3     for i in xrange(1, len(poly)):
4         new.append(float(i*poly[i]))
5     if new==[]: return
6     return [0.0]
```

(a) An attempt to the derivatives problem with a missing statement.

```python
1 def computeDeriv(poly):
2     new = []
3     for i in xrange(1, len(poly)):
4         new.append(float(i*poly[i]))
5     return new
6     if new==[]: return [0.0]
```

(b) An attempt to the derivatives problem with some statements in a wrong order.

Figure 1.2: Examples of student attempts requiring repair beyond expression modification.

Program repair. A more guided feedback can be generated using program repair. Program repair, given a specification and a program that does not satisfy it, searches for a (minimal) set of modifications to the program, such that the modified program satisfies the specification. The modifications could, for example, be (we discuss them on an example below):

- to modify a single (sub-) expression to another expression,
- to add or remove a statement (or block of statements), and
- to change the order of statements.

Example 1.4. In Example 1.3 we discussed the first type of a modification, where an expression is replaced by another expression.

Figure 1.2 shows two (incorrect) attempts to the derivative problem.\(^{11}\) We discuss possible repairs (modifications).

A possible modification in the (a) case is to add the missing `return new` statement, after the statement at the lines 6-7. This is the second type of a modification where a new statement is added to the program.

A possible modification in the (b) case is to swap the order of the two statements at the lines 6 and 7, respectively.\(^{12}\) This is the third type of a modification where the order of statements is swapped.

The idea to use program repair for feedback generation was pioneered by AutoGrader [SGSL13]. AutoGrader takes as input a reference solution and a list of potential corrections (in the form of expression rewrite rules), both provided by a teacher, and searches for a set of

\(^{11}\)These two attempts are not real student attempts, but manually created variations of the attempt in Figure 1.1 used for demonstration.

\(^{12}\)We point out that in this particular case a simple dead-code analysis would infer that the statement at the line 7 is unreachable; however, such a modification can also be needed in cases when a simple analysis cannot infer this.
minimal corrections using a SAT-based technique. However, AutoGrader is limited in a couple of ways:

- due to a huge search space it can generate only up to 4 modifications, beyond which its performance degrades significantly,
- it only modifies program expressions as opposed to performing other kinds of modifications such as inserting new statements, changing order of statements, or handling larger conceptual errors;
- it requires a domain-expert to provide a list of potential corrections, for each assignment separately.

The general purpose program repair techniques are also not fit for this task: the techniques discussed in Goues et al. [Gou+15] on the IntroClass benchmark, either repair a small number of defects (usually <50%) or take a long time (i.e., over one minute).

**Performance feedback** Most of research in this area has concentrated on functional correctness of student attempts, but research on non-functional properties (especially performance) has seen little attention. More precisely, prior to this work, there was little understanding of the types of performance mistakes that students make in introductory programming. We also point out the last two mentioned approaches (failing test-cases and repairs) would hardly be of any help for performance issues in student attempts.

A way to detect performance problems would be by using a (static) bound-analysis technique (e.g., Sinn, Zuleger, and Veith [SZV14]); these techniques compute the worst-case asymptotic complexity of a program. However, these techniques could only detect a problem (for example, if we knew that the optimal solution is in \( \mathcal{O}(n) \), and the student’s attempt is in \( \mathcal{O}(n^2) \)), but not point the student towards the cause of the problem.

### 1.2 Aim of the thesis

The primary goal of these thesis is to develop new feedback generation techniques, both for performance and functional aspects of student programs. We next discuss the identified challenges towards this goal.

The first challenge that we face is:

*Very little research has been done in the area of performance-related feedback and hence it is not clear what kind of performance-related mistakes students make in introductory programming, and consequently it is not clear how to provide feedback.*

Based on the discussion in the previous section we identify essential desirable characteristics of a feedback generation technique:

---

13SAT or Boolean satisfiability problem.
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1. **Automation** (or semi-automation): feedback should be generated using as little human effort as possible.

2. **Performance**: feedback should be generated in order of seconds to enable interactive learning.

3. **Correctness**: feedback should be generated by using sound techniques that guarantee correctness.

4. **Exhaustiveness**: feedback should be generated for most of the cases in introductory programming.

5. **Usefulness**: feedback should help students to understand the mistakes they make and how to make progress on one hand, and on the other hand to help teachers reduce the work they need to put on managing a large classroom.

We point out that every method discussed in the previous section fails on several of these characteristics:

- The peer-feedback approach, as discussed above, fails on several characteristics: automation, performance, correctness, and usefulness.

- The failing-tests approach is automated, fast, and exhaustive, however theoretically it can be unsound\(^{14}\), and it does not provide enough guidance for students.

- The repair-based techniques are (mostly) automated, sound, and useful\(^{15}\), however, they are, as discussed, often slow and can handle only a small portion of cases.

Hence, the second challenge we face is:

**How to combine automation, speed, correctness, exhaustiveness, and usefulness in an approach to feedback generation?**

In this thesis we take an approach of *dynamic program analysis*, similar to testing. We believe that dynamic analysis approach, although theoretically unsound, works well in practice for introductory programming. In other words, we aim to show that this kind of approach enables all of the above mentioned characteristics (with the obvious relaxation of the correctness criterion). However, we believe that the approach, although based on dynamic analysis, should have strong mathematical foundation.

Finally, we concretize and summarize the discussion from above:

- We aim to study and understand performance-related issues in introductory programming.

\(^{14}\)It can show that an incorrect program is correct if some test-cases are missing. 

\(^{15}\)Although we point out that pedagogical issues around repair-based feedback are still an area of research.
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- We aim to develop methods for performance and functional feedback generation in introductory programming that are automated, fast, correct, exhaustive, and useful. To succeed in this we want the develop methods that have:
  - a rigorous mathematical foundation; and
  - a practical implementation with an experimental evidence showing the desired characteristics.

1.3 Methodology

Next we discuss the research methodology used in this thesis.

The methodology, following the common practice in formal methods and programming languages research, and guided by the above stated aims, includes the following steps:

1. Study of existing student programs to understand the problem.
2. Formulation of an approach to solve the problem.
3. Development of a rigorous mathematical framework underlying the approach.
4. Implementation of the proposed approach in a practical tool.
5. Experimental evaluation of the proposed approach.

We describe each of the steps in more detail.

**Study of existing student programs** The first step is to understand the problem on real-world examples of the problem. In our case that means studying a large number of student programs. This step was especially important for understanding how to provide performance-related feedback, because, as it was already mentioned, this area was not well understood or researched.

**Formulation of an approach** After understanding the problem on practical examples, next step is to come up with an idea on how to solve it. This step includes studying existing approaches for the problem at hand and similar problems, to understand what has been done and why existing approaches cannot solve the problem.

**Development of a rigorous mathematical framework** When we have an idea how to solve the problem, we mathematically model the approach. Having a mathematical framework is important for couple of reasons:

1. It gives certain guarantees about the soundness of the approach.
2. It often reveals that a problem being solved can be modeled as an already-known problem that might have well-known solution strategies; if not for the whole problem, then for some particular instances of interest.

3. A mathematical formulation is often simpler than the practical implementation, due to a higher level of abstraction, which often leads to insights how to simplify or improve both the ideas of the approach and the practical tools.

**Implementation of the proposed approach**  This step is vital in practical research as we cannot do experimental evaluation without it. Further, it can serve to quickly check the viability of the approach. This step sometimes comes before mathematical formulation.

**Experimental evaluation**  The final step is to evaluate how the proposed approach, that is, its implementation, performs on benchmarks of interest; e.g., by:

- Measuring how many tests in a benchmark the approach can handle.
- Measuring quantitative characteristics on each test (e.g., time required to handle a test).
- Performing manual qualitative assessments on a subset of tests.
- Performing a user study with human participants.

If a competitive approach for the problem already exists, the goal is to show that the proposed approach is better than the existing approach (using the above mentioned metrics).

We point out that these steps are often intertwined and that a process is refined until we are satisfied with the result. That is, often observations from the experimental evaluation, especially on the cases where the tool does not perform well, enables insights on improvements of the approach. However, one needs to be careful to avoid overfitting of the solution for one particular benchmark. This can be done by splitting the benchmark data into two sets (similar to practices in machine learning): one for improving the approach, and one for the evaluation.

### 1.4 Overview of the Thesis

We next give a high-level overview of the thesis, explained on some examples.

#### 1.4.1 Study of Correct Student Solutions

We performed a manual study on a large number of correct student solutions, to understand the performance problems faced by students in introductory programming classes. We next discuss the detail of this study.
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Student solutions We studied a large number of correct student solutions on the Pex4Fun platform, where students can solve different programming problems. The correct student solutions came from two sources:

- 3 programming problems that already existed on Pex4Fun. These 3 problems were solved by various users of Pex4Fun.
- 21 programming problems that we created on Pex4Fun for our study. These 21 problems were assigned as a homework and solved by second-year undergraduate computer science students.

We point out that in the homework problems we encouraged students to pay attention to asymptotic worst-case complexity of their code, and gave additional points for asymptotically efficient solutions. In other words, we wanted to see the real performance problems that students in introductory programming course face, to understand how to provide feedback.

The problems, data and experimental setting are explained in more detail in Section 3.7.

Figure 1.3: Different algorithmic strategies for the anagram problem.

```csharp
1 bool Puzzle(string s, string t) {
2    if (s.Length != t.Length) return false;
3    foreach (char c in t.ToCharArray()) {
4        int index = s.IndexOf(c);
5        if (index < 0) return false;
6        s = s.Remove(index, 1);
7    }
8    return true;
9 }
```

(a) Sorting / Bubble (S1)

```csharp
1 bool Puzzle(string s, string t) {
2    if ((s.Length != t.Length)) return false;
3    char[] sa = s.ToCharArray();
4    char[] ta = t.ToCharArray();
5    for (int j = 0; j < sa.Length; j++) {
6        for (int i = 0; i < sa.Length - 1; i++) {
7            if (sa[i] < sa[i + 1]) {
8                char temp = sa[i];
9                sa[i] = sa[i + 1];
10               sa[i + 1] = temp;
11            }
12        }
13        if (ta[i] < ta[i + 1]) {
14            char temp = ta[i];
15            ta[i] = ta[i + 1];
16            ta[i + 1] = temp;
17        }
18    }
19    for (int k = 0; k < sa.Length; k++) {
20        if (sa[k] != ta[k]) return false;
21    }
22    return true;
23 }
```

(b) Removing / Library (R1)

```csharp
1 bool Puzzle(string s, string t) {
2    if (s.Length != t.Length) return false;
3    int[] cs = new int[256];
4    int[] ct = new int[256];
5    for (int i = 0; i < s.Length; i++) cs[(int)s[i]]++;
6    for (int i = 0; i < t.Length; i++) ct[(int)t[i]]++;
7    for (int i = 0; i < 256; i++)
8        if (cs[i] != ct[i]) return false;
9    return true;
10 }
```

(c) Efficient / Counting (E1)
Study observations  The main observations from this study are:

1. There are different algorithmic strategies, with varying level of efficiency, for solving a given problem. Algorithmic strategies capture the global high-level insight of a solution to a programming problem, while also defining key performance characteristics of the solution. Different strategies merit different feedback.

2. The same algorithmic strategy can be implemented in many different ways. These differences originate from local low-level implementation choices and are not relevant for reporting feedback on the student program.

We illustrate these points on some student solutions 17 to the anagram problem (already described in Example 1.1 as the requirement F1).

We first give examples of different algorithmic strategies. We point out that we manually determined these different strategies and solutions that belong to them.

Example 1.5 (Different algorithmic strategies). We have already given the student solution C1 (in Figure 1.1); further examples of student solutions (S1, R1 and E1) that employ different algorithmic strategies are given in Figure 1.3. The solutions C1, S1, and R1 all employ inefficient strategies, since their complexities are in $O(n^2)$. However, each of these solutions merits a different feedback. The solution E1 employs an efficient strategy, since its complexity is in $O(n)$. Below we explain these different strategies, and the corresponding feedback.

The solution C1 implements the counting strategy. The counting strategy is to iterate over one of the input strings, and for each character in that string count and compare the number of occurrences of that character in both strings. An appropriate feedback in this case might be: “Calculate the number of characters in each string in a preprocessing phase, instead of in each iteration of the main loop”.

The solution S1 implements the sorting strategy. The sorting strategy is to sort both of the strings and check if they are equal after sorting. An appropriate feedback in this case might be: “Instead of sorting the input strings, compare the number of character occurrences in each string”.

The solution R1 implements the removing strategy. The removing strategy is to iterate over one of the input strings, and remove the corresponding character from the other string. An appropriate feedback in this case might be: “Use a more efficient data-structure to remove characters”.

The solution E1 implements the efficient counting strategy. The efficient counting strategy is to collect the number of occurrences of all characters from both strings, and then check that each character occurs the same number of times in both strings. An appropriate feedback in this case might be: “The code is asymptotically efficient”.
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Next, we give examples of different implementations of the above discussed algorithmic strategies.

Example 1.6 (Implementation details). Each of the strategies discussed above can be implemented in syntactically very different ways.

For example, Figure 1.4 shows two additional implementations of the counting strategy, C2 and C3. The implementation C1 manually implements counting function countChars at lines 12-20, while the implementations C2 and C3 count characters using built-in functions, at lines 6-7 and 5-6, respectively. However, the implementations C2 and C3 merit the same feedback as the implementation C1 (discussed in the previous example).

Similarly, Figure 1.5 shows two additional implementations for each of the sorting and removing strategies. Again, the implementations S2 and S3 merit the same feedback as the implementation S1, and the implementations R2 and R3 merit the same feedback as the implementation R1.

Thus, the take-away from the study is: Given some strategy, all implementations of this strategy merit the same feedback. Therefore, to provide meaningful feedback to a student, it is important to identify what algorithmic strategy was used in the student’s program, while ignoring the implementation details.

Key Values

Hence, to provide an appropriate feedback, we need to distinguish different algorithmic strategies while ignoring implementation details. Our approach is based on the following key observation: different implementations of the same strategy generate the same key values, when executed on the same input.

We emphasize this on an example; a more detailed discussion follows in Section 2.1.

We point out that these solutions are real student solutions from our study.
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(a) Sorting / Library (S2)

```csharp
1 bool Puzzle(string s, string t) {
2     var sa = s.ToCharArray();
3     var ta = t.ToCharArray();
4     Array.Sort(sa);
5     Array.Sort(ta);
6     return sa.SequenceEqual(ta);
7 }
```

(b) Sorting / Binary Insertion (S3)

```csharp
1 bool Puzzle(string s, string t) {
2     char[] sc = s.ToCharArray();
3     char[] tc = t.ToCharArray();
4     Char c = '#';
5     if(sc.Length != tc.Length)
6         return false;
7     for(int i=0;i<sc.Length;i++) {
8         c = sc[i];
9         for(int j=0;j<tc.Length;j++) {
10            if(tc[j]==c)
11                tc[j] = c;
12                break;
13         }
14         if(j==tc.Length-1) {
15             return false;
16         }
17     }
18     return true;
19 }
```

(c) Removing / Recursive (R2)

```csharp
1 bool Puzzle(string s, string t) {
2     return IsPermutation(s, t);
3 }
```

(d) Removing / Manual (R3)

```csharp
1 bool Puzzle(string s, string t) {
2     char[] sc = s.ToCharArray();
3     char[] tc = t.ToCharArray();
4     Char c = '#';
5     if(sc.Length != tc.Length)
6         return false;
7     for(int i=0;i<sc.Length;i++) {
8         c = sc[i];
9         for(int j=0;j<tc.Length;j++) {
10            if(tc[j]==c)
11                tc[j] = c;
12                break;
13         }
14         if(j==tc.Length-1) {
15             return false;
16         }
17     }
18     return true;
19 }
```

Figure 1.5: Different implementations of the sorting and removing strategies.

Example 1.7. The implementations C1 and C2 (discussed in the previous section), when executed on the input s="aba" and t="baa", produce the following sequence of values on the underlined expressions:

(a, b, a, 2, b, a, a, 2, a, b, a, 1, b, a, a, 1, a, b, a, 2, b, a, a, 2)
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```c
1  void Puzzle(string s, string t) {
2      for (int i = 0; i < s.Length; ++i) {
3          int cnt1 = 0, cnt2 = 0;
4          for (int j = 0; j < s.Length; ++j) {
5              observe(s[j]);
6              if (s[j] == s[i]) {
7                  cnt1++;
8              }
9          }
10         observe(cnt1);
11         for (int j = 0; j < t.Length; ++j) {
12             observe(t[j]);
13             if (t[j] == s[i]) {
14                 cnt2++;
15             }
16         }
17         observe(cnt2);
18     }
19 }
```

(a) Counting strategy CS

```c
1  void Puzzle(string s, string t) {
2      char[] ca = s.ToCharArray();
3      Array.Sort(ca);
4      observe(ca);
5 }
```

(b) Sorting strategy SS

Figure 1.6: Examples of specifications.

Note: Underlined expressions are at lines 5, 6, and 15 in C1, and at lines 6 and 7 in C2.

1.4.2 Performance Feedback

We next discuss our approach for providing performance feedback, based on the key-value idea discussed above:

- The teacher specifies an algorithmic strategy by simply annotating (at the source code level) certain key values computed by a sample program (that implements the corresponding strategy) using a new language construct, called `observe`. We call this sample program a specification.

- We determine that a student’s implementation implements some strategy if it matches the teacher’s specification of this strategy: the implementation matches then specification if they compute the same (key-) values, at corresponding program locations, in the same order.

We discuss this on some examples; a detailed discussion, together with a methodology for providing feedback in a MOOC-size class, follows in Chapter 3.

Example 1.8. Figure 1.6 gives two examples of specifications, CS and SS, for the counting and sorting strategies, respectively.

In the specification CS, for the counting strategy, the teacher observes:
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```
def computeDeriv(poly):
    result = []
    for e in range(1, len(poly)):
        result.append(float(poly[e]*e))
    if result == []:
        return [0.0]
    else:
        return result
```

(a) Correct solution D1.

```
def computeDeriv(poly):
    deriv = []
    for i in xrange(1, len(poly)):
        deriv+=(float(i)*poly[i])
    if len(deriv)==0:
        return [0.0]
    return deriv
```

(b) Correct solution D2.

Figure 1.7: Examples of correct student solutions to the derivative problem.

```
def computeDeriv(poly):
    result = []
    for i in range(len(poly)):
        result[i]=float((i)*poly[i])
    return result
```

Figure 1.8: An additional incorrect student attempt (I2) to the derivative problem.

- The characters being iterated over by the two `observe` statements at the lines 5 and 12.
- The results of counting the characters by the two `observe` statements at the lines 10 and 17.

In the specification SS, for the sorting strategy, the teacher observes the sorted input string by the `observe` statement at the line 4.

The implementations C1 and C2 match the specification CS, while the implementations S1 and S2 match the specification SS.

Hence, these implementations are given feedback based on which specification they match, as discussed in Example 1.5.

1.4.3 Functional Feedback

Our approach to functional feedback is based on program repair (as discussed in Section 1.1); that is, we repair an incorrect student program to provide feedback to the student.

The repair algorithm uses existing correct student solutions (wisdom of the crowd) to repair incorrect student attempts.

The algorithm is based on a notion of program matching, similar to the one discussed for the performance matching (see below): given a correct solution and an incorrect attempt, the algorithm finds minimal set of modifications such that the repaired incorrect attempt matches the correct solution; further, the algorithm uses expressions from the correct solution to repair the incorrect attempt.
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1. In iterator expression at line 3, change `range(len(poly))` to `range(1, len(poly))`.

2. In assignment at line 4, change `result[i]=float(i*poly[i])` to `result.append(float(i*poly[i]))`.

3. In return statement at line 5, change `result` to `result or [0.0]`.

(a) A repair for I1.

(b) A repair for I2.

Figure 1.9: Examples of repairs for the incorrect student attempts.

The matching notion used in the algorithm is similar to the matching notion discussed for performance feedback: we say that two programs match if there is a bijective relation between the variables of two programs, such that related variables take the same values, during the execution of the programs on the same inputs. In Chapter 2 we develop a generalized version of these matching notions.

The overall approach consists of two main steps:

(I) We first cluster the correct solutions in equivalence classes, based on the notion of matching. This has a twofold purpose:

- It reduces the number of correct solutions that the repair algorithm needs to consider, by grouping together equivalent solutions.
- It collects different correct expressions from solutions in the same cluster; this is useful for diversity of repairs.

(II) Given an incorrect student attempt, the repair algorithm generates a repair for each cluster separately, and then chooses the minimal repair among them.

We now discuss this on some examples; the detailed discussion follows in Chapter 4.

Example 1.9. Figure 1.7 shows two examples of correct student attempts to the derivative problem, D1 and D2. These two correct solutions match because there is a bijective variable relation, such that related variables take the same values during the execution on the same inputs.  

\[
\text{poly} \mapsto \text{poly}, \text{deriv} \mapsto \text{result}, i \mapsto e
\]

This variable relation includes more variables (as discussed later in Chapter 4), however, these are sufficient to understand the example.
1.5 Contributions

The main technical contributions of this thesis are published in two peer-reviewed conference papers:

   - This paper describes a novel approach for providing performance feedback on introductory programming assignments.

   - This paper describes a novel algorithm for providing repair-based feedback on functional correctness of introductory programming assignments.

The approaches described in both papers were implemented in the following publicly available tools:

1. OBSERVER\textsuperscript{19} - a tool for providing performance feedback on introductory programming assignments.

2. CLARA\textsuperscript{20} - a tool for providing repair-based feedback on functional correctness of introductory programming assignments.

\textsuperscript{19}http://forsyte.at/static/people/radicek/fse14/
\textsuperscript{20}https://github.com/iradicek/clara
1. **Introduction**

In this thesis we make the following contributions:

1. We study a large number of student attempts to understand the performance mistakes made in introductory programming. The result of this study is a novel idea of *algorithmic strategies*.

2. Based on the observations from the study we develop a novel dynamic relational program analysis, which is the core of the two proposed feedback generation approaches.

3. We propose a novel semi-automated approach for generating performance feedback in introductory programming. The approach consists of:
   
   (i) A new language construct, called `observe`, that allows the teacher to describe algorithmic strategies.

   (ii) A novel algorithm for deciding whether a student’s implementation matches a teacher’s specification.

4. We propose a novel fully-automated approach for generating functional feedback in introductory programming. The approach is based on a novel program repair algorithm that utilizes already existing student solutions.

5. We perform experimental evaluations of both of the approaches on a large number of real-world student programs and on a user study. We show that our approaches:
   
   (i) Generate feedback in almost all cases.

   (ii) Generate useful feedback and significantly reduce the required teacher effort.

   (iii) Generate feedback in order of seconds, hence making them suitable for an interactive teaching setting like MOOC.

1.6 **Structure of the Thesis**

The rest of this thesis is structured as follows.

In Chapter 2 we first discuss the notion of key values (Section 2.1) and define the core version (Section 2.2) of our dynamic relational program analysis (which is inspired by the notion of key values). Next, we describe various generalizations of the proposed dynamic program analysis (Section 2.3). The proposed analysis is the core ingredient used for providing both performance and functional feedback; that is, the common ideas of the two conference papers (mentioned in the previous section) are factorized in this chapter.

In Chapter 3 we describe our approach for providing performance feedback, and in Chapter 4 we describe our approach for providing functional (repair-based) feedback.

Both of these two chapters, describing the two approaches, follow the same structure:
1.6. Structure of the Thesis

- We first give a high-level overview of the approach, explained on examples (Section 3.1 and Section 4.1).
- We continue by giving preliminaries and the language model, required to formally describe our approach and the algorithms (Section 3.2 and Section 4.2). This is followed by the formal discussion of the core algorithms (Section 3.3 and Section 4.3), and by describing some useful extensions to the core algorithms (Section 3.4 and Section 4.4).
- Then we describe the methodology of the approach, that is, how is the approach used in a real classroom or MOOC setting (Section 3.5 and Section 4.5). Finally, we discuss the implementation (Section 3.6 and Section 4.6) and the experimental evaluation of the approach (Section 3.7 and Section 4.7).

In the rest of the thesis, we give an overview of the related work in Chapter 5, and in Chapter 6 we discuss in more detail the contributions of the thesis and some possible directions for future work.
CHAPTER 2

Dynamic Relational Analysis

In this section we discuss a program analysis that is the core ingredient for both performance and functional feedback generation approaches described later.

We point out that the core of this analysis is inspired by the manual code study discussed in Section 1.4.1. Hence, we restate the main observations of this study here:

1. There are different algorithmic strategies, with varying level of efficiency, for solving a given problem. Different strategies merit different feedback.

2. The same algorithmic strategy can be implemented in many different ways. These differences are not relevant for reporting feedback on the student program.

This chapter starts with the discussion of the basic version of our analysis, in Section 2.1 and Section 2.2, followed by a discussion of various generalizations of it, in Section 2.3.

2.1 Key Values

Following the observations from the study, the main challenge is:

*How can we identify the algorithmic strategy used in a student program, while ignoring all the low-level implementation details that are not relevant for feedback?*

**Key values** Our key insight is that different implementations of the same algorithmic strategy generate the same key values during their execution on the same input.

We illustrate this on an example.

**Example 2.1.** The implementations $C1$ and $C2$ (Figure 1.1 and Figure 1.4), when executed on the input $s=aba$ and $t=baa$, produce the following sequence of values
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on the underlined expressions:

\((a, b, a, 2, b, a, a, 2, a, b, a, 1, b, a, a, 1, a, b, a, 2, b, a, a, 2)\)

Note: Underlined expressions are at lines 5, 6, and 15 in \(C_1\), and at lines 6 and 7 in \(C_2\).

So how can we use this insight to decide whether a program is an implementation of some strategy? In other words:

1. How do we determine what are the key values that define a strategy (on some input)?

2. How do we determine if a student program computes those values as well?

We defer the first question for later and for now assume that there is an oracle program that provides key values for a strategy. We discuss this further in Chapter 3.

Hence, for the second question we assume that we are given the key values of some strategy (for some input). However, merely observing that a program computes the same set of values somewhere in the program will not give us very strong guarantees; we could imagine a myriad of different programs that compute the same set of values.

Nonetheless, if we study the previous example closer we observe the following:

- The values are computed in exactly the same order.
- The matching values are computed at corresponding locations in two programs.

Hence, we want the following:

- For each key value we also associate a program location where the value is computed.
- For each program location in the key value sequence there is a corresponding location in the implementation that produces the same values.
- The values are computed in the same order.

We discuss this on an example.

Example 2.2. Let us assume that for the counting strategy, on the input \(s=\text{"aba"}\) and \(t=\text{"baa"}\), we are given the following sequence of key values with associated locations:

\([(\ell_1, a), (\ell_1, b), (\ell_1, a), (\ell_2, 2), (\ell_3, b), (\ell_3, a), (\ell_4, 2), (\ell_1, a), (\ell_1, b), (\ell_1, a), (\ell_2, 1), (\ell_3, b), (\ell_3, a), (\ell_4, 1), (\ell_1, a), (\ell_1, b), (\ell_1, a), (\ell_2, 2), (\ell_3, b), (\ell_3, a), (\ell_4, 2))\]

Where \(\ell_1 - \ell_4\) are (abstract) program locations representing the following in the counting strategy.
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- \( \ell_1 \) is the location where the characters of the first string \( (s) \) are iterated;
- \( \ell_2 \) is the location where the number (count) of characters in \( s \) is computed;
- \( \ell_3 \) is the location where the characters of the first string \( (t) \) are iterated; and
- \( \ell_4 \) is the location where the number (count) of characters in \( t \) is computed;

The corresponding program locations in \( C1 \) and \( C2 \) are the underlined expressions (as discussed in the previous example). ¹

This analysis is inspired by the notion of a simulation relation [Mil71], adapted for a dynamic program analysis: whereas a simulation relation establishes that a program \( P \) produces exactly the same values as program \( Q \) at corresponding program locations for all inputs, we are interested only in a fixed finite set of inputs. Therefore, this notion could be seen as a dynamic simulation relation, to stress that we use dynamic program analysis.

Later in this chapter we generalize the key-value approach discussed here in several ways. However, the core ideas in these generalizations remain: a dynamic program analysis and a simultaneous analysis of executions of two programs. The latter is usually called relational program analysis, as it relates executions of two programs, opposed to the usual program analysis that reasons about executions of a single program ². Hence, our approach can be seen as a dynamic relational analysis.

2.2 Trace Embedding

In this section we formally define the key-value analysis described in the previous section; we call this analysis Trace Embedding.

We start by stating some preliminary definitions.

**Definition 2.3** (Program location, computation value, computation trace). Let \( \text{Loc} \) be a set of program locations, and let \( \text{Val} \) be a set of computation values.

A computation trace \( \gamma \) over some set of locations \( \text{Loc} \) is a finite sequence of location-value pairs \((\text{Loc} \times \text{Val})^*\). Let \( \Gamma_{\text{Loc}} \) be the set of all traces over \( \text{Loc} \).

Given some trace \( \gamma \in \Gamma_{\text{Loc}} \), and some set of locations \( \text{Loc}_2 \subseteq \text{Loc} \), let \( \gamma|_{\text{Loc}_2} \) denote a sequence obtained from \( \gamma \) by deleting all pairs \((\ell, \text{val})\), where \( \ell \notin \text{Loc}_2 \).

¹Note that in \( C1 \) there are only three underlined expressions, while in the key-value sequence there are four locations. However, we consider the underlined expression at line 15 as two distinct program locations, depending on whether the function \( \text{countChars} \) is called from line 5 or 6. These details are further discussed in Chapter 3.

²Actually, relational program analysis reasons either about executions of two programs, or two executions of the same program. In functional programming, where there is usually no distinction between programs and data, these can be seen as equivalent.
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```python
def subsequence(γ1, γ2):
    n = length(γ1)
    m = length(γ2)
    if m < n:
        return False
    k1 = 1
    for all 1 ≤ k2 < m:
        if ℓ1, val1 = γ1[k1] and ℓ2, val2 = γ2[k2]:
            if ℓ1 = ℓ2 and val1 = val2:
                if k1 = n:
                    return True
                k1 = k1 + 1
    return False
```

Figure 2.1: Algorithm for the subsequence problem.

We do not define what exactly program locations or computation values are, as this is not necessary to define our analysis. In practice program locations could be assigned, for example, to each statement or each basic block; similarly computation values could consist of all constant values in some language. Further, we do not discuss here how a computation trace is obtained from a program, or what a program model is. We will define all of these more precisely in Chapter 3 and Chapter 4; as we will see these notions should be chosen according to specific analysis needs.

For the remaining of this chapter we assume some fixed set of computation values $Val$.

**Definition 2.4 (Subsequence).** Let $γ_1 = (ℓ_{1,1}, val_{1,1}) \cdots (ℓ_{1,n}, val_{1,n})$, and $γ_2 = (ℓ_{2,1}, val_{2,1}) \cdots (ℓ_{2,m}, val_{2,m})$ be two computation traces over some set of locations $Loc$.

Then, $γ_1$ is a subsequence of $γ_2$, written $γ_1 \sqsubseteq γ_2$, when:

- There are indices $1 ≤ k_1 < k_2 < \cdots k_n ≤ m$, such that for all $1 ≤ i ≤ n$ we have $ℓ_{1,i} = ℓ_{2,k_i}$ and $val_{1,i} = val_{2,k_i}$.

Figure 2.1 gives an algorithm for deciding the subsequence relation between traces $γ_1$ and $γ_2$. Note that the operation performs at most $m$ (= length of $γ_2$) equality checks.

**Definition 2.5 (Mapping function).** Given two sets of locations $Loc_1$ and $Loc_2$, an injective function $π : Loc_1 \rightarrow Loc_2$ is called a mapping function.

Mapping function lifted to $π : Γ_{Loc_1} \rightarrow Γ_{Loc_2}$ is defined by applying it to every location:

$$π((ℓ_1, val_1) \cdots (ℓ_n, val_n)) = (π(ℓ_1), val_1) \cdots (π(ℓ_n), val_n)$$

**Definition 2.6 (Trace Embedding).** A computation trace $γ_1 ∈ Γ_{Loc_1}$ can be embedded in a trace $γ_2 ∈ Γ_{Loc_2}$, if there exists $π : Loc_1 \rightarrow Loc_2$ such that $π(γ_1) \sqsubseteq γ_2$, written $γ_1 \sqsubseteq πγ_2$. The mapping $π$ is then called an embedding witness.
### 2.2. Trace Embedding

Executing a program on a set of inputs $I$ results in a set of traces, one for each input $i \in I$. A set of traces $(\gamma_{1,i})_{i \in I}$ can be embedded in a set of traces $(\gamma_{2,i})_{i \in I}$ by $\pi$ if and only if $\gamma_{1,i} \sqsubseteq^\pi \gamma_{2,i}$ for all $i \in I$.

The Trace Embedding problem consists of finding an embedding witness, between two sets of traces.

Next, we illustrate the trace embedding problem on an example.

**Example 2.7.** Consider the following traces

\[
\gamma_1 = (\ell_1, 1) \cdot (\ell_2, 1) \cdot (\ell_3, 2) \cdot (\ell_4, 2) \cdot (\ell_5, 3)
\]

\[
\gamma_2 = (\ell_1, 3) \cdot (\ell_2, 1) \cdot (\ell_3, 1) \cdot (\ell_4, 2) \cdot (\ell_5, 2) \cdot (\ell_6, 3) \cdot (\ell_7, 3)
\]

and let $\pi = \{\ell_1 \mapsto \ell_4, \ell_2 \mapsto \ell_5\}$ be a mapping function.

Then we have $\gamma_1 \sqsubseteq^\pi \gamma_2$. We point out that the notion of trace embedding allows the location $\ell_3$ to be not mapped to any location of the trace $\gamma_1$, and that there is the element $(\ell_4, 3)$ in $\gamma_2$ that has no corresponding element in the trace $\gamma_1$.

**Complexity of Trace Embedding**

Assuming that equality checks can be done in polynomial time, Trace Embedding is in NP: Given some embedding witness $\pi$ it is easy to check if $\gamma_{1,i} \sqsubseteq^\pi \gamma_{2,i}$, for all $i \in I$. As discussed above, this can be checked in linear number of (polynomial) equality checks. However, it turns out that Trace Embedding is NP-complete. This holds even for a singleton input $I$ and a singleton computation domain $Val$.

**Theorem 2.8** (Trace Embedding NP-completeness). The Trace Embedding problem is NP-complete, assuming equality checks can be done in polynomial time.

**Proof.** In order to show NP-hardness we reduce Permutation Pattern [BBL98] to Trace Embedding. We point out that Permutation Pattern is NP-complete.

First, we formally define Permutation Pattern. Let $n, k$ be positive integers with $k \leq n$. Let $\sigma$ be a permutation of $\{1, \ldots, n\}$ and let $\tau$ be a permutation of $\{1, \ldots, k\}$. We say $\tau$ occurs in $\sigma$, if there is an injective function $\pi : \{1, \ldots, k\} \to \{1, \ldots, n\}$ such that $\pi$ is monotone, i.e., for all $1 \leq r < s \leq k$ we have $\pi(r) < \pi(s)$ and $\pi(\tau(1)) \cdots \pi(\tau(k))$ is a subsequence of $\sigma(1) \cdot \sigma(2) \cdots \sigma(n)$. **Permutation Pattern** is the problem of deciding whether $\tau$ occurs in $\sigma$.

We now give the reduction of Permutation Pattern to Trace Embedding. We will construct two traces $\gamma_1$ and $\gamma_2$ over a singleton computation domain $Val$, and over the sets of locations $Loc_1 = \{1, \ldots, k\}$ and $Loc_2 = \{1, \ldots, n\}$. Because $Val$ is singleton, we can ignore values in the rest of the proof. We set $\gamma_1 = 1 \cdot 2 \cdots k \cdot \tau(1) \cdot \tau(2) \cdots \tau(k)$ and $\gamma_2 = 1 \cdot 2 \cdots n \cdot \sigma(1) \cdot \sigma(2) \cdots \sigma(n)$. We now show that $\tau$ occurs in $\sigma$ iff there is an
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![Figure 2.2: Algorithm for the Trace Embedding problem.](image)

injective function \( \pi : \text{Loc}_1 \rightarrow \text{Loc}_2 \) with \( \gamma_1 \sqsubseteq \pi \gamma_2 \). We establish this equivalence by two observations: First, because every \( i \in \{1, \ldots, k\} \) occurs exactly twice in \( \gamma_1 \) and \( \gamma_2 \) we have \( 1 \cdot 2 \cdot \cdots \cdot k \sqsubseteq 1 \cdot 2 \cdot \cdots \cdot n \) and \( \tau(1) \cdot \tau(2) \cdot \cdots \cdot \tau(k) \sqsubseteq \sigma(1) \cdot \sigma(2) \cdot \cdots \cdot \sigma(n) \) iff \( \gamma_1 \sqsubseteq \pi \gamma_2 \). Second, \( 1 \cdot 2 \cdot \cdots \cdot k \sqsubseteq 1 \cdot 2 \cdot \cdots \cdot n \) iff \( \pi : \text{Loc}_1 \rightarrow \text{Loc}_2 \) is monotone. \( \square \)

**Algorithm** Figure 2.2 shows our algorithm, \textsc{Embed}, for the Trace Embedding problem. A straightforward algorithmic solution for the Trace Embedding problem is to simply test all possible mapping functions. However, there is an exponential number of such mapping functions w.r.t. the cardinality of \( \text{Loc}_1 \) and \( \text{Loc}_2 \). This exponential blowup seems unavoidable as the combinatorial search space is responsible for the NP hardness.

The core element of the algorithm is a pre-analysis that narrows down the space of possible mapping functions effectively.

We observe that if \( \ell_2 = \pi(\ell_1) \) and \( \gamma_1 \sqsubseteq \pi \gamma_2 \), then there exists a trace embedding restricted to locations \( \ell_1 \) and \( \ell_2 \); formally: \( \gamma_1|_{\{\ell_1\}} \sqsubseteq (l_1 \rightarrow \ell_2) \gamma_2|_{\{\ell_2\}} \). The algorithm uses this insight to create a (bipartite) graph \( G \subseteq \text{Loc}_1 \times \text{Loc}_2 \) of potential mapping pairs in lines 2-7. A pair of locations \( (\ell_1, \ell_2) \in G \) is a potential mapping pair iff there exists a trace embedding restricted to locations \( \ell_1 \) and \( \ell_2 \) as described above.

The key idea in finding an embedding witness \( \pi \) is to construct a maximum bipartite matching \([\text{Uno}97]\) in \( G \). A maximum bipartite matching has an edge connecting every program location from \( \text{Loc}_1 \) to a distinct location in \( \text{Loc}_2 \) and thus gives rise to an injective function \( \pi \). However, such an injective function \( \pi \) does not need to be an embedding witness, because, by observing only a single location pair at a time, it ignores the order of locations. Thus, for each maximum bipartite matching \( \pi \) the algorithm checks (in lines 8-15) if it is indeed an embedding witness.

The key strength of the algorithm is that it reduces the search space for possible embedding witnesses \( \pi \). The experimental evidence shows that this approach significantly reduces
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the number of possible matchings and enables a very efficient algorithm in practice, as
discussed in Section 3.7.

Finally, we discuss the algorithm on an example.

**Example 2.9.** For this example we set the computation values to natural numbers, that
is, \( Val = \mathbb{N} \).

Let

\[
Loc_1 = \{\ell_{1,1}, \ell_{1,2}, \ell_{1,3}, \ell_{1,4}\} \\
Loc_2 = \{\ell_{2,1}, \ell_{2,2}, \ell_{2,3}, \ell_{2,4}, \ell_{2,5}\} \\
Loc_3 = \{\ell_{3,1}, \ell_{3,2}, \ell_{3,3}, \ell_{3,4}\} \\
Loc_4 = \{\ell_{4,1}, \ell_{4,2}, \ell_{4,3}, \ell_{4,4}, \ell_{4,5}\}
\]

Consider the following traces, over the locations \( Loc_1, Loc_2, Loc_3, \) and \( Loc_4 \), respectively:

\[
\begin{align*}
\gamma_1 &= (\ell_{1,1}, 5) \cdot (\ell_{1,2}, 0) \cdot (\ell_{1,3}, 0) \cdot (\ell_{1,4}, 1) \cdot (\ell_{1,2}, 1) \cdot (\ell_{1,3}, 0) \cdot (\ell_{1,2}, 2) \cdot (\ell_{1,3}, 0) \\
\gamma_2 &= (\ell_{2,1}, 4) \cdot (\ell_{2,2}, 0) \cdot (\ell_{2,3}, 0) \cdot (\ell_{2,4}, 1) \cdot (\ell_{2,3}, 1) \cdot (\ell_{2,3}, 0) \cdot (\ell_{2,3}, 1) \cdot (\ell_{2,2}, 2) \\
\gamma_3 &= (\ell_{3,1}, 4) \cdot (\ell_{3,2}, 0) \cdot (\ell_{3,3}, 0) \cdot (\ell_{3,4}, 1) \cdot (\ell_{3,2}, 1) \cdot (\ell_{3,3}, 0) \cdot (\ell_{3,3}, 1) \cdot (\ell_{3,2}, 2) \\
\gamma_4 &= (\ell_{4,1}, 5) \cdot (\ell_{4,2}, 0) \cdot (\ell_{4,3}, 0) \cdot (\ell_{4,4}, 1) \cdot (\ell_{4,2}, 1) \cdot (\ell_{4,3}, 0) \cdot (\ell_{4,3}, 1) \cdot (\ell_{4,2}, 2) \\
&\quad \cdot (\ell_{4,3}, 0) \cdot (\ell_{4,3}, 1) \cdot (\ell_{4,3}, 2) \cdot (\ell_{4,4}, 4) \cdot (\ell_{4,5}, 5)
\end{align*}
\]

We first check whether the trace \( \gamma_1 \) can be embedded in the trace \( \gamma_2 \). \(^3\) In the first step of
the algorithm we have the following:

\[
\begin{align*}
\gamma_1|\{\ell_{1,1}\} &\sqsubset \{\ell_{1,1}\rightarrow \ell_{2,4}\} & \gamma_2|\{\ell_{2,4}\} \\
\gamma_1|\{\ell_{1,1}\} &\sqsubset \{\ell_{1,1}\rightarrow \ell_{2,5}\} & \gamma_2|\{\ell_{2,5}\} \\
\gamma_1|\{\ell_{1,2}\} &\sqsubset \{\ell_{1,2}\rightarrow \ell_{2,2}\} & \gamma_2|\{\ell_{2,2}\} \\
\gamma_1|\{\ell_{1,2}\} &\sqsubset \{\ell_{1,2}\rightarrow \ell_{2,3}\} & \gamma_2|\{\ell_{2,3}\} \\
\gamma_1|\{\ell_{1,3}\} &\sqsubset \{\ell_{1,3}\rightarrow \ell_{2,3}\} & \gamma_2|\{\ell_{2,3}\} \\
\gamma_1|\{\ell_{1,4}\} &\sqsubset \{\ell_{1,4}\rightarrow \ell_{2,4}\} & \gamma_2|\{\ell_{2,4}\} \\
\gamma_1|\{\ell_{1,4}\} &\sqsubset \{\ell_{1,4}\rightarrow \ell_{2,5}\} & \gamma_2|\{\ell_{2,5}\}
\end{align*}
\]

Hence, the algorithms constructs the following graph of potential mapping pairs:

\[
G_{1,2} = \{(\ell_{1,1}, \ell_{2,4}), (\ell_{1,1}, \ell_{2,5}), (\ell_{1,2}, \ell_{2,2}), (\ell_{1,2}, \ell_{2,3}), (\ell_{1,3}, \ell_{2,3}), (\ell_{1,4}, \ell_{2,4}), (\ell_{1,4}, \ell_{2,5})
\]

From \( G_{1,2} \) the algorithm obtains the following two maximum bipartite matchings:

\[
\begin{align*}
\pi_1 &= \{\ell_{1,1} \mapsto \ell_{2,4}, \ell_{1,2} \mapsto \ell_{2,2}, \ell_{1,3} \mapsto \ell_{2,3}, \ell_{1,4} \mapsto \ell_{2,5}\} \\
\pi_2 &= \{\ell_{1,1} \mapsto \ell_{2,5}, \ell_{1,2} \mapsto \ell_{2,2}, \ell_{1,3} \mapsto \ell_{2,3}, \ell_{1,4} \mapsto \ell_{2,4}\}
\end{align*}
\]

\(^3\)In this example we assume a single input, that is, singleton traces. This is done to make the
presentation easier to follow. Analysis of two sets of traces (each for one input) is analogous.
However, we have $\gamma_1 \not\sqsubseteq \gamma_2$ and $\gamma_1 \not\sqsubseteq \gamma_2$, hence the algorithm concludes that $\gamma_1$ cannot be embedded in $\gamma_2$.

Next, we check whether the trace $\gamma_1$ can be embedded in the trace $\gamma_3$. In the first step the algorithm constructs the following graph of potential mapping pairs:

$$G_{1,3} = \{(\ell_1,1,\ell_3,4), (\ell_1,2,\ell_3,2), (\ell_1,2,\ell_3,3), (\ell_1,3,\ell_3,3), (\ell_1,4,\ell_3,4)\}$$

There are not maximum bipartite matchings in $G_{1,3}$ because the locations $\ell_1,1$ and $\ell_1,4$ would both need to be mapped to the location $\ell_3,4$, and that mapping would not be injective. Hence, the algorithm concludes that $\gamma_1$ cannot be embedded in the trace $\gamma_3$.

Finally, we check whether the trace $\gamma_1$ can be embedded in the trace $\gamma_4$. In the first step the algorithm construct the following graph of potential mapping pairs:

$$G_{1,4} = \{(\ell_1,1,\ell_4,4), (\ell_1,1,\ell_4,5), (\ell_1,2,\ell_4,2), (\ell_1,2,\ell_4,3), (\ell_1,3,\ell_4,3), (\ell_1,4,\ell_4,1), (\ell_1,4,\ell_4,5)\}$$

From $G_{1,4}$ the algorithm obtains the following two maximum bipartite matchings:

$$\pi_3 = \{\ell_1,1 \mapsto \ell_4,5, \ell_1,2 \mapsto \ell_4,2, \ell_1,3 \mapsto \ell_4,3, \ell_1,4 \mapsto \ell_4,1\}$$

$$\pi_4 = \{\ell_1,1 \mapsto \ell_4,1, \ell_1,2 \mapsto \ell_4,2, \ell_1,3 \mapsto \ell_4,3, \ell_1,4 \mapsto \ell_4,5\}$$

We have $\gamma_1 \not\sqsubseteq \pi_3 \gamma_4$, but $\gamma_1 \sqsubseteq \pi_4 \gamma_4$. Hence, the algorithm concludes that the trace $\gamma_1$ can be embedded in the trace $\gamma_4$.

### 2.3 Generalizations of Trace Embedding

Next we discuss generalizations of the Trace Embedding problem discussed in the previous section. These generalizations will be useful later in Chapter 3 and Chapter 4.

#### 2.3.1 Trace Relations

In the previous section we defined the Trace Embedding problem using the subsequence relation (Definition 2.4) on two traces. Now we define two additional trace relations.

**Full Subsequence Relation**

Consider the following example.

**Example 2.10.** Let

$$\gamma_1 = (\ell_1, val_2) \cdot (\ell_2, val_5) \cdot (\ell_1, val_6)$$

$$\gamma_2 = (\ell_2, val_1) \cdot (\ell_1, val_2) \cdot (\ell_2, val_3) \cdot (\ell_3, val_4) \cdot (\ell_2, val_5) \cdot (\ell_1, val_6)$$

Then we have $\gamma_1 \sqsubseteq \gamma_2$.

We see that the subsequence relation, as defined in the previous section, allows that $\gamma_2$ has more elements over the locations present in both the traces.
More precisely, the trace $\gamma_2$ contains two additional elements $((\ell_2, val_1) \text{ and } (\ell_2, val_3))$ over the location $\ell_2$ than the trace $\gamma_2$.\(^4\)

However, we could be interested in a relation that restricts traces to have the same number of elements over all locations present in the trace $\gamma_1$, and allow extra elements in the trace $\gamma_2$ only if they are over the locations not present in the trace $\gamma_1$. In fact, this kind of subsequence will be useful for analyzing efficient student solutions in Chapter 3.

We call this subsequence full subsequence and define it formally next.

**Definition 2.11** (Full subsequence). Let $\gamma_1 = (\ell_{1,1}, val_{1,1}) \cdots (\ell_{1,n}, val_{1,n})$, and $\gamma_2 = (\ell_{2,1}, val_{2,1}) \cdots (\ell_{2,m}, val_{2,m})$ be two computation traces over some set of locations Loc.

Then, $\gamma_1$ is a full subsequence of $\gamma_2$, written $\gamma_1 \subseteq_{\text{full}} \gamma_2$, when:

- $\gamma_1 \subseteq \gamma_2$, and additionally
- $\gamma_1$ and $\gamma_2|_{\{\ell_1, \ldots, \ell_n\}}$ have the same length.

This definition ensures that there are the same number of trace elements at corresponding locations in both traces, while allowing extra locations in $\gamma_2$ that are not present in $\gamma_1$.

**Example 2.12.** For example, given ($\gamma_1$ and $\gamma_2$ are the same as in the previous example):

$$\gamma_1 = (\ell_1, val_2) \cdot (\ell_2, val_5) \cdot (\ell_1, val_6)$$

$$\gamma_2 = (\ell_2, val_1) \cdot (\ell_1, val_2) \cdot (\ell_2, val_3) \cdot (\ell_3, val_4) \cdot (\ell_2, val_5) \cdot (\ell_1, val_6)$$

$$\gamma_3 = (\ell_1, val_2) \cdot (\ell_3, val_4) \cdot (\ell_2, val_5) \cdot (\ell_1, val_6)$$

Then we have $\gamma_1 \subseteq_{\text{full}} \gamma_3$ (and $\gamma_1 \subseteq \gamma_3$), but $\gamma_1 \not\subseteq_{\text{full}} \gamma_2$ (although $\gamma_1 \subseteq \gamma_2$).

**Comparison Relation**

The subsequence operation considers two trace elements, or more precisely two values, equal when they are exactly the same. However, it might be interesting to consider two trace values equivalent even when they are not the same, but related in some way. In fact, this will be useful when analyzing two student solutions that differ only in the low-level data representation.

For this reason we extend the original subsequence relation by allowing arbitrary comparison functions, instead of the identity relation (as used in the original definition).

**Definition 2.13** (Comparison subsequence). Let $\gamma_1 = (\ell_{1,1}, val_{1,1}) \cdots (\ell_{1,n}, val_{1,n})$, and $\gamma_2 = (\ell_{2,1}, val_{2,1}) \cdots (\ell_{2,m}, val_{2,m})$ be two computation traces over some set of locations Loc.

\(^4\)The trace $\gamma_2$ also contains the additional location $\ell_3$ with the element $(\ell_3, val_4)$.
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Let \( \delta : \text{Loc} \to 2^{\text{Val} \times \text{Val}} \) be a comparison function that maps program locations to equality relations on the value domain \( \text{Val} \).

Then, \( \gamma \) is an comparison subsequence of \( \gamma_2 \), written \( \gamma \sqsubseteq_\delta \gamma_2 \), when:

- There are indices \( 1 \leq k_1 < k_2 < \cdots < k_n \leq m \), such that for all \( 1 \leq i \leq n \) we have \( \ell_{1,i} = \ell_{2,k_i} \) and \( (\text{val}_{1,i}, \text{val}_{2,k_i}) \in \delta(\ell_{1,i}) \).

We point out that with \( \delta(\cdot) = \text{Id} \) (where \( \text{Id} \) is the identity relation), for all \( \ell \in \text{Loc} \), we obtain the original subsequence definition. Note that this definition allows us to relate different (although related by \( \delta \)) elements of the trace.

We next discuss some examples of both the full and comparison subsequences.

Example 2.14. Consider the following traces:

\[
\begin{align*}
\gamma_1 &= (\ell_1, 1) \cdot (\ell_2, 1) \cdot (\ell_2, 2) \cdot (\ell_1, 2) \cdot (\ell_2, 3) \\
\gamma_2 &= (\ell_3, 0) \cdot (\ell_4, 1) \cdot (\ell_5, 1) \cdot (\ell_3, 3) \cdot (\ell_5, 2) \cdot (\ell_4, 2) \cdot (\ell_4, 3) \cdot (\ell_5, 3) \\
\gamma_3 &= (\ell_3, 0) \cdot (\ell_4, 1) \cdot (\ell_5, 1) \cdot (\ell_3, 3) \cdot (\ell_5, 2) \cdot (\ell_4, 2) \cdot (\ell_5, 3) \\
\gamma_4 &= (\ell_3, 1) \cdot (\ell_4, 2) \cdot (\ell_5, 2) \cdot (\ell_3, 4) \cdot (\ell_5, 3) \cdot (\ell_4, 3) \cdot (\ell_5, 4)
\end{align*}
\]

and let

\( \pi = \{ \ell_1 \mapsto \ell_4, \ell_2 \mapsto \ell_3 \} \) and \( \delta_1(\ell_1) = \delta_2(\ell_2) = \text{Id} \)

be a mapping function and an (identity) comparison function, respectively.

In the previous section we established that \( \gamma_1 \sqsubseteq_\pi \gamma_2 \). However, because of the element \( (\ell_4, 3) \) in \( \gamma_2 \) we have that \( \gamma_1 \not\sqsubseteq_\pi^{\text{full}} \gamma_2 \), that is, the trace \( \gamma_1 \) cannot be embedded in the trace \( \gamma_2 \), using the full subsequence.

The trace \( \gamma_3 \) is the same as the trace \( \gamma_2 \), but without the element \( (\ell_4, 3) \), hence we have that \( \gamma_1 \sqsubseteq^{\text{full}}_\pi \gamma_3 \).

Finally, the trace \( \gamma_4 \) is the same as the trace \( \gamma_3 \), except that every value is incremented by one. Hence, by setting

\[
\delta_2(\ell_1) = \delta_2(\ell_2) = \{ (a, b) \mid a + 1 = b \}
\]

that is, the comparison function \( \delta_2 \) (on both \( \ell_1 \) and \( \ell_2 \)) considers \( a \) and \( b \) as equal if \( a + 1 = b \), then we have that \( \gamma_1 \sqsubseteq_\delta \gamma_4 \).

The Algorithm

We next comment on the algorithm for the two subsequence definitions. It is not difficult to see that the algorithm for the Embedding Problem (defined in Figure 2.2) works also with the \( \sqsubseteq^{\text{full}}_\pi \) and \( \sqsubseteq_\delta \) relations (instead of the original \( \sqsubseteq \) relation). Further, it would also work for the combination of these two relations (full subsequence with comparison function). This is the case because the algorithm only assume that a relation is preserved when restricted to single locations, in order to construct a potential graph \( G \).
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**Arbitrary trace relations** Hence, the algorithm would work for any relation on the traces that is closed under location-projection; we define this formally next.

**Definition 2.15** (Closure under location-projection). Let $\text{Loc}$ be some set of program locations, and let $R \subseteq \Gamma_{\text{Loc}} \times \Gamma_{\text{Loc}}$ be a binary relation over traces of $\text{Loc}$.

$R$ is closed under location-projection if: for all traces $\gamma_1, \gamma_2 \in \Gamma_{\text{Loc}}$, $\gamma_1 R \gamma_2$ implies that, for all locations $\ell \in \text{Loc}$, $\gamma_1|_{\{\ell\}} R \gamma_2|_{\{\ell\}}$.

By $\text{EMBED}_R$ we denote the generalized version of the $\text{EMBED}$ algorithm (Figure 2.2), that works on some relation (closed under location-projection) $R$, instead of the original relation $\sqsubseteq$. The original algorithm is generalized at lines 5 and 11 to check whether the relation $R$, instead of the relation $\sqsubseteq$, holds (resp. does not hold).

### 2.3.2 Traces

The traces (as defined in Definition 2.3) record a single value for each program location, and the trace embedding relation allows us to compare values at matching program locations. However, for our repair algorithm (in Chapter 4) we will be interested in a variation of this notion, where we want to compare multiple values at matching program locations, instead of only a single value. We motivate this with the following example.

```
1 x = 1
2 y = 2
3 return f(x, y)

(a) Program A
```

```
1 a = 2
2 b = 1
3 return f(b, a)

(b) Program B
```

Figure 2.3: Example of two simple programs.

**Example 2.16.** Figure 2.3 shows two programs for which we would like to show that they have the same behavior (traces). Let us discuss some possible ways in which we could do this. Let us assume, for simplicity, that $f(1, 2) = 3$.

We could, as we did for the trace embedding problem, assign to each of the values (statements) a program location and assign the computed value to it. Then we would obtain the following traces:

$$
\gamma_A = (\ell_1, 1) \cdot (\ell_2, 2) \cdot (\ell_3, 3) \\
\gamma_B = (\ell_1, 2) \cdot (\ell_2, 1) \cdot (\ell_3, 3)
$$

The problem is that in this way the traces capture the order in which the variables were assigned and they are different in the two programs.

We could record (in the traces) only the resulting (return) value and thus, in the both cases, obtain the single-element trace $(\ell_1, 3)$. However, we would also like to capture the values of the intermediate variables, that is, this way we loose important information.
Finally, we could record an assigned variable, together with a value assigned to it, in a way that abstracts over the order in which they were assigned. More precisely, we construct the following mappings for the two programs:

\[
\{x \mapsto 1, y \mapsto 2, \text{return} \mapsto 3\}
\]

\[
\{a \mapsto 2, b \mapsto 1, \text{return} \mapsto 3\}
\]

Hence, we change the way traces are obtained in the following way:

- A program location is assigned to a sequence of statements (i.e., to basic-blocks), instead of to each statement. See Section 4.2 for more details.
- For each program location we attach a mapping from program variables to computed values, instead of a single value.

In this way we abstract over the order in which program variables are assigned (on some program location), but still require that all matching variables in both traces are assigned the same values.

We now define this notion formally.

**Definition 2.17 (Memory Trace).** Let \( \text{Var} \) be a set of program variables. A memory \( \sigma : \text{Var} \to \text{Val} \) is a mapping from program variables to computation values. Let \( \Sigma_{\text{Var}} \) denote the set of all memories over \( \text{Var} \).

A memory trace \( \gamma \in (\Sigma_{\text{Var}})^* \) is a finite sequence of memories; let \( \Gamma_{m\text{Var}} = (\Sigma_{\text{Var}})^* \) denote the set of all memory traces over \( \text{Var} \).

This trace definition does not directly fit the trace definition used in the previous sections (i.e., a sequence of location-value pairs), and hence we cannot apply the trace embedding algorithm directly to the memory traces. However, it is easy to transform memory traces to a representation analogous to the location-value pairs, and hence use the trace embedding algorithm on the transformed traces. We next define this formally.

**Definition 2.18 (Variable trace).** Let \( \text{Var} \) be a set of program variables, and let \( \text{Val} \) be a set of computation values.

A variable trace \( \gamma \in (\text{Var} \times \text{Val})^* \) is a finite sequence of variable-value pairs; let \( \Gamma_{\text{Var}} \) denote the set of all variable traces over \( \text{Var} \).

**Definition 2.19 (Variable trace construction).** Let \( \gamma = \sigma_1 \cdots \sigma_n \in \Gamma_{m\text{Var}} \) be a memory trace over the variables \( \text{Var} = \{v_1, \ldots, v_n\} \).

We define a corresponding variable trace as a flattening of the original memory trace:

\[
\mathcal{F}(\gamma) = (v_1, \sigma_1(v_1)) \cdots (v_n, \sigma_1(v_n)) \cdots (v_1, \sigma_n(v_1)) \cdots (v_n, \sigma_n(v_n))
\]

Then we have \( \mathcal{F}(\gamma) \in \Gamma_{\text{Var}} \).
We point out that all the development in the previous sections can be applied to the variable traces; the only difference is that here we use program variables $\text{Var}$, in place of program locations $\text{Loc}$. With the flattening function, all the development from the previous sections can be also applied to the memory traces. This is useful because in Chapter 4 we will base our technical development on the notion of memory traces.

In the following, we give explicit adaptations of our earlier definitions to memory traces.

**Definition 2.20** (Variable mapping and rewriting). Let $\text{Var}_1$ and $\text{Var}_2$ be two sets of variables, let $\tau : \text{Var}_1 \rightarrow \text{Var}_2$ be an injective function, and let $\sigma \in \Sigma_{\text{Var}_1}$ be a memory over $\text{Var}_1$.

Then we define $\tau(\sigma) = \{\tau(v) \mapsto \sigma(v) \mid v \in \text{Var}_1\}$, and lift it to the memory traces by setting $\tau(\sigma_1 \cdots \sigma_n) = \tau(\sigma_1) \cdots \tau(\sigma_n)$.

**Definition 2.21** (Memory trace matching). Let $\text{Var}_1$ and $\text{Var}_2$ be two sets of variables, and let $\gamma_1 \in \Gamma^m_{\text{Var}_1}$ and $\gamma_2 \in \Gamma^m_{\text{Var}_2}$ be two memory traces over $\text{Var}_1$ and $\text{Var}_2$, respectively.

If there exists a bijective function $\tau : \text{Var}_1 \rightarrow \text{Var}_2$, such that $\tau(\gamma_1) = \gamma_2$ we say that $\gamma_1$ and $\gamma_2$ match over $\tau$, written $\gamma_1 \sim^\tau \gamma_2$. We say that $\tau$ is a matching witness.

We point out that this notion of matching requires that corresponding variables (related by $\tau$) take the same values in the same order in both traces. Or put differently, the matching requires that the traces are equivalent, up to the renaming of variables by $\tau$.

Finally, we define an equivalent matching notion for the variable traces, which allows us to use the Trace Embedding algorithm (defined in Figure 2.2 and generalized to arbitrary relations in Section 2.3.1) for the memory trace matching.

**Definition 2.22** (Variable restriction and variable trace rewriting). Given some variable trace $\gamma \in \Gamma_{\text{Var}}$, and a set of variables $\text{Var}_2 \subseteq \text{Var}$, let $\gamma|_{\text{Var}_2}$ denote a sequence obtained from $\gamma$ by deleting all pairs $(v, \text{val})$, where $v \notin \text{Loc}_2$.

Let $\text{Var}_1$ and $\text{Var}_2$ be two sets of variables, let $\tau : \text{Var}_1 \rightarrow \text{Var}_2$ be an injective function, and let $\gamma = (v_1, \text{val}_1) \cdots (v_n, \text{val}_n)$ be a variable trace over $\text{Var}_1$. Then we define:

$$\tau(\gamma) = (\tau(v_1), \text{val}_1) \cdots (\tau(v_n), \text{val}_n)$$

**Definition 2.23** (Variable trace matching). Let $\text{Var}$ be a set of variables. We define a relation over variable traces, $\sim \subseteq (\Gamma_{\text{Var}} \times \Gamma_{\text{Var}})$, which is closed under the variable-projection as follows:

$$\gamma_1 \sim \gamma_2 \text{ iff } \gamma_1|_v = \gamma_2|_v \text{ for all } v \in \text{Var}$$

Let $\gamma_1 \in \Gamma_{\text{Var}_1}$ and $\gamma_2 \in \Gamma_{\text{Var}_2}$ be two variable traces, over the variables $\text{Var}_1$ and $\text{Var}_2$, respectively. We say that $\gamma_1$ and $\gamma_2$ match, if there exists a bijective function $\tau : \text{Var}_1 \rightarrow \text{Var}_2$, such that $\tau(\gamma_1) \sim \gamma_2$, written $\gamma_1 \sim^\tau \gamma_2$.

Next, we formally state that the two notions of matching agree.
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**Proposition 2.24** (Equivalence of matching). Let $\text{Var}_1$ and $\text{Var}_2$ be two sets of variables, and let $\gamma_1 \in \Gamma_{\text{Var}_1}^m$ and $\gamma_2 \in \Gamma_{\text{Var}_2}^m$ be two memory traces over $\text{Var}_1$ and $\text{Var}_2$, respectively.

Finally, let $\tau : \text{Var}_1 \rightarrow \text{Var}_2$ be a bijective function.

Then we have the following:

$$\gamma_1 \sim^\tau \gamma_2 \text{ if and only if } F(\gamma_1) \sim^\tau F(\gamma_2)$$

**Proof.** (Sketch) First, we observe that, given any two memories $\sigma_1$ and $\sigma_2$ over the variables $\text{Var} = \{v_1, \ldots, v_n\}$, we have: $\sigma_1 = \sigma_2$ if and only if $\sigma_1(v_1) \cdots \sigma_1(v_n) = \sigma_2(v_1) \cdots \sigma_2(v_n)$.

Then the theorem follows by induction on the length of the traces $\gamma_1$ and $\gamma_2$ (they need to be of the same length for $\sim^\tau$ to hold).

We conclude this section by illustrating the defined matching notions on an example.

**Example 2.25.** Let $\text{Var}_1 = \{a, b, c\}$ and $\text{Var}_2 = \{x, y, z\}$ be two sets of variables.

Next, consider the following two memory traces over the variables $\text{Var}_1$ and $\text{Var}_2$, respectively:

$$\begin{align*}
\gamma_1 &= \{a \mapsto 3, b \mapsto 0, c \mapsto 0\} \cdot \{a \mapsto 3, b \mapsto 1, c \mapsto 3\} \cdot \{a \mapsto 3, b \mapsto 2, c \mapsto 5\} \\
&\quad \cdot \{a \mapsto 3, b \mapsto 3, c \mapsto 6\} \cdot \{a \mapsto 3, b \mapsto 3, c \mapsto 6\}
\gamma_2 &= \{x \mapsto 0, y \mapsto 0, z \mapsto 3\} \cdot \{x \mapsto 3, y \mapsto 1, z \mapsto 3\} \cdot \{x \mapsto 5, y \mapsto 2, z \mapsto 3\} \\
&\quad \cdot \{x \mapsto 6, y \mapsto 3, z \mapsto 3\} \cdot \{x \mapsto 6, y \mapsto 3, z \mapsto 3\}
\end{align*}$$

The corresponding (flattened) variable traces are the following:

$$\begin{align*}
F(\gamma_1) &= (a, 3) \cdot (b, 0) \cdot (c, 0) \cdot (a, 3) \cdot (b, 1) \cdot (c, 3) \cdot (a, 3) \cdot (b, 2) \cdot (c, 5) \\
&\quad \cdot (a, 3) \cdot (b, 3) \cdot (c, 6) \cdot (a, 3) \cdot (b, 3) \cdot (c, 6)
F(\gamma_2) &= (x, 0) \cdot (y, 0) \cdot (z, 3) \cdot (x, 3) \cdot (y, 1) \cdot (z, 3) \cdot (x, 5) \cdot (y, 2) \cdot (z, 3) \\
&\quad \cdot (x, 6) \cdot (y, 3) \cdot (z, 3) \cdot (x, 6) \cdot (y, 3) \cdot (z, 3)
\end{align*}$$

With the bijective function $\tau : \text{Var}_1 \rightarrow \text{Var}_2$, defined with $\tau = \{a \mapsto z, b \mapsto y, c \mapsto x\}$ we have $\gamma_1 \sim^\tau \gamma_2$ and $F(\gamma_1) \sim^\tau F(\gamma_2)$.

2.4 Conclusion

We have presented a novel *dynamic relational program analysis*. The analysis is built upon the results of the manual code study and motivated by the need to distinguish different algorithmic strategies. The key observation behind the analysis is that the implementations of the same strategy compute the same *key-values* during execution on the same inputs.
2.4. Conclusion

We first define a basic version of the analysis, called the *Trace Embedding* problem, and then iteratively generalize different parts of the analysis. The program analysis presented in this chapter is, in its different instantiations, key building block for the feedback generation approaches presented in the next two chapters.

The main technical contributions of this chapter are the formal description of the analysis and the algorithm for the analysis.
CHAPTER 3

Performance Feedback

In this chapter we describe our approach for providing performance feedback on correct student solutions.

We start by discussing an overview of the approach on some examples in Section 3.1.

We then continue with the technical development of the approach: in Section 3.2 we describe some preliminaries required to discuss the core algorithms in Section 3.3, and some extensions to it in Section 3.4.

In Section 3.5 we describe the methodology how the approach could be used in practice, we discuss the implementation of the approach in Section 3.6, and in Section 3.7 we describe our experimental evaluation of the implementation and the obtained results.

3.1 Overview of the Approach

In this section we give an overview of our approach for providing performance feedback.

We first recapitulate the main observations behind our approach, discussed earlier in the thesis:

1. To provide performance feedback on a student’s implementation (of some programming problem) we first need to determine the strategy used in the implementation (Section 1.4).

2. A strategy is specified by its key-values (for some inputs) and an implementation is determined to use this strategy if it has the same key values when executed on the same inputs (Section 2.1 and Section 2.2).

However, while discussing key-values, we left the following question unanswered:

*How do we determine what are the key-values that define a strategy (on some input)?
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[Figure 3.1: High-level overview of the methodology.]

**Specification and matching** To that end, we propose a framework that allows a teacher to describe an algorithmic strategy by writing a *sample implementation* for each strategy. We refer to a sample implementation also as a *specification*. A teacher can annotate certain expressions (that produce key-values) in the specification using a special language statement `observe`.

The framework decides whether a student’s implementation $P_{impl}$ matches a teacher’s specification $P_{spec}$ by comparing their execution traces on common inputs, using the trace embedding notion (discussed in Section 2.2); as a reminder:

1. The execution trace of $P_{spec}$, generated by `observe` statements, is a subsequence of the execution trace of $P_{impl}$; and

2. For every *observed expression* in $P_{spec}$ there is an expression in $P_{impl}$ that generates the same values.

A high level description of our framework is given in Figure 3.1; parts (2), (2a) and (2b) can be ignored for now, they are explained below.

Next we discuss an example of a specification that uses the `observe` statement.
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Example 3.1. In Figure 1.6 (Section 1.4) we give the specification $CS$, for the implementations $C1$ and $C2$ (Figure 1.1 and Figure 1.4). The expressions that produce key-values (discussed in the previous example) are annotated with the observe statements:

- At lines 5 and 12 the observe statements annotate the iterated characters.
- At lines 10 and 17 the observe statements annotate the character count.

It is not difficult to see that when executed on the input $s=\text{"aba"}$ and $t=\text{"baa"}$, the annotated expressions produce the following sequence of values:

$$(a, b, a, 2, b, a, 2, a, b, a, 1, b, a, a, 1, a, b, a, 2, b, a, a, 1, a, b, a, 2, b, a, a, 2)$$

Note that this is the same trace produced by the underlined expressions of $C1$ and $C2$ on the same input. That is, the trace of the specification is a subsequence of the traces of $C1$ and $C2$.

Further, for each observe statement in the specification there is an expression in $C1$ and $C2$ that generates the same values. Hence, we say that implementations $C1$ and $C2$ match the specification.

Methodology Next, we briefly describe how the specification mechanism is used to provide feedback to student solutions (this is described in more detail in Section 3.5). The high-level idea is also given in Figure 3.1.

The teacher is maintaining a list of specifications, and each specification has attached a textual feedback. When a student submits an implementation, one of two scenarios can happen:

1. The implementation matches some specification, and the student is presented with the feedback attached to the specification.
2. The implementation does not match any specification and the teacher is notified that there is an unmatched implementation.

In the (2.) scenario there are two sub-scenarios:

a. The student has written an implementation of a new algorithmic strategy for which there is no specification yet. In this case the teacher writes a new specification for this strategy.

b. The student has written an implementation of an algorithmic strategy for which there is a specification, but the implementation does not match this specification. In this case the teacher refines the existing specification to also match the new implementation.
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Example 3.2. Imagine that the a teacher has already written the specification $CS$ in Figure 1.6 (discussed above).

When a student submits the implementations $C1$ or $C2$, the implementation is going to match the specification and the students are going to be given the appropriate feedback; as mentioned in Section 1.4, this might be: “Calculate the number of characters in each string in a preprocessing phase, instead of each iteration of the main loop”. This is scenario (1.) from the above.

When a student submits an implementation of any other strategy, for example $S2$ (discussed in Section 1.4, and given in Figure 1.5, the teacher will be notified of the new implementation, examine it, and determine that there is a need for a new specification (for the sorting strategy). This is scenario (2a.) from the above.

When a student submits the implementation $C3$ (discussed in Section 1.4, and given in Figure 1.4), the teacher will be notified of the new implementation, examine it, and determine that the counting specification needs to be refined to match $C3$. This is scenario (2b.) from the above.

We are not going to describe the refinement process in more detail here (see Section 3.5 for a detailed discussion). However, we are going to discuss one important refinement mechanism available to the teacher.

Non-deterministic choice Different implementations of the same strategy can have minor differences in key-values. Hence, the implementations will produce different, although related, traces on the same inputs. Without an additional help a teacher would need to write multiple specifications for the same strategy. To address variations in implementation details, the framework allows a teacher to use non-deterministic Boolean variables in the specification language. However, the non-determinism is fixed before the execution, and thus such a choice is merely a syntactic sugar to succinctly represent multiple similar specifications. A specification with $n$ different non-deterministic variables corresponds to $2^n$ different specifications.

We discuss this on an example.

```
void Puzzle(string s, string t) {
    if (nd1)
        s = s.ToUpperInvariant();
    char[] ca = s.ToCharArray();
    Array.Sort(ca);
    if (nd2) Array.Reverse(ca);
    observe (ca);
}
```

Figure 3.2: A specification for the sorting strategy using non-deterministic variables ($SS'$).
Example 3.3. In Figure 1.6 (b) (Section 1.4) we give the specification $SS$, for the sorting strategy. This specification observes the first input sorted. However, we have also seen examples where student’ implementations additionally convert the input strings to the upper case and sort the strings backwards.

To specify these variations the teacher would need to write 4 different specifications for the sorting strategy:

- Original (lower case) and sorted in the original direction;
- Original (lower case) and sorted backwards;
- Upper case and sorted in the original direction; and
- Upper case and sorted backwards.

By using non-deterministic variables the teacher can represent that succinctly, as shown in the specification $SS'$ in Figure 3.2. The teacher uses the following non-deterministic variables:

- $nd_1$ at line 2 to convert the first input string to the upper case; and
- $nd_2$ at line 6 to reverse the sorted first input.

For the input string $s=\text{"aba"}$, depending on the values of the non-deterministic variables, the teacher observes (at line 7) the following:

<table>
<thead>
<tr>
<th>$nd_1$</th>
<th>$nd_2$</th>
<th>The observed value</th>
</tr>
</thead>
<tbody>
<tr>
<td>false</td>
<td>false</td>
<td>aab</td>
</tr>
<tr>
<td>false</td>
<td>true</td>
<td>AAB</td>
</tr>
<tr>
<td>true</td>
<td>false</td>
<td>baa</td>
</tr>
<tr>
<td>true</td>
<td>true</td>
<td>BAA</td>
</tr>
</tbody>
</table>

In Section 3.3 we discuss how we match an implementation to a specification with non-deterministic variables.

3.2 Program Model

In this section we formally present an imperative language that supports standard constructs for writing implementations, and additional constructs for writing specifications. We then define how are execution traces obtained from implementations and specifications.
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Expressions $e ::= d \mid v \mid v_1 \text{op}_{\text{bin}} v_2 \mid \text{op}_{\text{un}} v \mid v_1[v_2]$

Statements $s ::= v := e \mid v_1[v_2] := e \mid v := f(v_1, \ldots, v_n) \mid s_1; s_2 \mid \text{skip} \mid \text{while } v \text{ do } s \mid \text{if } v \text{ then } s_1 \text{ else } s_2 \mid \text{observe}(v) \mid \text{observeFun}(f(v_1, \ldots, v_n))$

Figure 3.3: The syntax for implementations and specifications.

3.2.1 The Language

**Definition 3.4** (Data domain and library functions). A data value $d \in D$ is a value from some data domain set $D$. $D$ also contains a special value $\ast$ that represents any data value, and comes equipped with some equality relation $\equiv_D \subseteq D \times D$.

Let $F$ be a (finite) set of library functions.

The data domain $D$, the corresponding equality relation $\equiv_D$, and the set of library functions $F$, are defined by a concrete language. For example, for C#, $D$ contains all integers, characters, arrays, hash-sets, ..., and $(d_1, d_2) \in \equiv_D$ iff $d_1$ and $d_2$ are of the same type, and comparison by the `Equals` method returns `true`. Similarly, for C#, $F$ contains the standard set of library functions.

**Definition 3.5** (Expressions). Let variable $v \in \text{Var}$ belong to a (finite) set of variables $\text{Var}$.

The set of expressions $E$ is defined in BNF notation in Figure 3.3, where $\text{op}_{\text{bin}}$ ranges over a set of binary operators (e.g., $+$, $\cdot$, $\leq$), and $\text{op}_{\text{un}}$ ranges over a set of unary operators (e.g., $-$, $\neg$).

An expression is a either a data value $d$, a variable $v$, a binary operator applied to variables $v_1$ and $v_2$, a unary operator applied to a variable $v$, or an array access $v_1[v_2]$.

**Definition 3.6** (Value domain, equality relation). Given a data domain $D$, and a set of library functions $F$, we define $\text{Val} = D \cup (F \times D^\ast)$ as the value domain.

Further, let $\mathcal{E} = 2^{\text{Val} \times \text{Val}}$ be the set of all (binary) relations over $\text{Val}$. The default equality relation $\xi_{\text{def}} \in \mathcal{E}$ is defined as follows:

- $(x, y) \in \xi_{\text{def}}$ if and only if $x = \ast$ or $y = \ast$, or $(x, y) \in \equiv_D$.
- $(f(x_1, \ldots, x_n), g(y, \ldots, y_n)) \in \xi_{\text{def}}$ if and only if $f = g$ and $(x_i, y_i) \in \xi_{\text{def}}$, for all $1 \leq i \leq n$.

The definition of the (default) equality relation is important for trace comparison, i.e., for deciding whether two trace elements are equal. Later (see Section 3.4) we also allow user-specified equality relations.
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Definition 3.7 (Statements). The syntax of statements is defined in BNF notation in Figure 3.3.

Let $\text{Loc}$ be a set of program locations, then each statement $s$ in a program is assigned a unique location $\ell \in \text{Loc}$, denoted with $\ell : s$.

The statements of the language are the standard ones, and consist of: assignments to variables and array elements, skip statement, looping and branching constructs. There are also two special observe statements, which are available only to the teacher, and not to the student. We discuss the observe statements in more detail in Section 3.2.3 below.

Note that the syntax of the language ensures that the programs are in the three-address code. That is, operators can only be applied to variables, but not to arbitrary expressions. The three address code enables observing any expression in the program by observing only variables. However, any expression can be automatically translated into three address code by assigning each sub-expression to a new variable, and this is done automatically in the framework implementation, that is, teachers and students write normal C# code.

Example 3.8. If we have an assignment $v_1 := v_2 + f(v_3 + v_4 \ast v_5, v_6)$, it can be automatically transformed into a sequence of assignments in three-address code:

- $v_7 := v_4 \ast v_5$,
- $v_8 := v_3 + v_7$,
- $v_9 := f(v_8, v_6)$, and
- $v_1 := v_2 + v_9$.

Semantics We assume a standard imperative semantics for programs written in the given language. For example, for C#, we assume the standard semantics of C#. The two observe statements have the same semantic meaning as the skip statement.

Definition 3.9 (Computation trace). A computation trace $\gamma$ over some set of locations $\text{Loc}$ is a finite sequence of location-value pairs $(\text{Loc} \times \text{Val})^*$. Let $\Gamma_{\text{Loc}}$ be the set of all traces over $\text{Loc}$.

Given some trace $\gamma \in \Gamma_{\text{Loc}}$, and some set of locations $\text{Loc}_2 \subseteq \text{Loc}$, let $\gamma|_{\text{Loc}_2}$ denote the sequence obtained from $\gamma$ by deleting all pairs $(\ell, \text{val})$, where $\ell \notin \text{Loc}_2$.

Example 3.10. If we have

\[
\begin{align*}
\text{Loc} & = \{\ell_1, \ell_2, \ell_3, \ell_4\} \\
\text{Loc}_2 & = \{\ell_2, \ell_3\} \\
\gamma & = (\ell_1, \text{val}_1), (\ell_3, \text{val}_2), (\ell_3, \text{val}_3), (\ell_1, \text{val}_4), (\ell_2, \text{val}_5), (\ell_3, \text{val}_6) \\
\text{then} \\
\gamma|_{\text{Loc}_2} & = (\ell_3, \text{val}_2), (\ell_3, \text{val}_3), (\ell_2, \text{val}_5), (\ell_3, \text{val}_6)
\end{align*}
\]
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Functions  We defined our program model without functions for ease of exposition. However, this represents no restriction and it is straightforward to extend to programs with functions (also recursive). However, we point out that in case of non-recursive function we treat them as if they were inlined. This has the benefit that locations inside a function are considered different based on the location where the function was called from; in other words we get context-sensitivity inside functions. We illustrate this on an example.

Example 3.11. Consider the implementation $C1$ (from Figure 1.1, discussed in Section 1.1).

Without context-sensitivity the underlined expression at line 15 would be considered the same location, when the function $\text{countChars}$ is called from line 5 or 6. However, we want to distinguish whether the expression at line 15 is computed by calling $\text{countChars}$ from line 5 or from line 6.

Definition 3.12 (Memory). Given some set of variables $\text{Var}$, we define the memory $\sigma : \text{Var} \rightarrow \text{D}$ to be a mapping from program variables to data values. Let $\Sigma_{\text{Var}}$ denote all memories over variables $\text{Var}$.

We illustrate the defined program model and the semantics below, after we define how a trace is constructed for implementations and specifications.

3.2.2 Student Implementation

Now we describe how a computation trace $\gamma$ is constructed for a student implementation $P_{\text{impl}}$, during execution on some input $\sigma_{\text{input}}$. Note that a student cannot use any of the observe statements.

Before $P_{\text{impl}}$ is executed, the computation trace is initialized to the empty sequence $\gamma = \epsilon$. Then $P_{\text{impl}}$ is executed on the input $\sigma_{\text{input}}$, according to the semantics of the language. During the execution, we append location-value pairs to $\gamma$ after the following statements are executed:

- For an assignments. $\ell : v_1 := e$ or $\ell : v_1[v_2] := e$, we append $(\ell, \sigma(v_1))$ to $\gamma$.

- For a library function call, $\ell : v := f(v_1, \ldots, v_n)$, we append $(\ell, (f, \sigma(v), \sigma(v_1), \ldots, \sigma(v_n)))$ to $\gamma$.

Here, $\sigma(v)$ denotes a current value of a variable $v$. Note that for the assignment to some array $v_1$, we append the complete array $\sigma(v_1)$ to the trace. The trace constructed by the described process is denoted by $\gamma = [P_{\text{impl}}](\sigma_{\text{input}})$.

Next we show on an example how a trace is obtained from a student implementation.
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```c
bool Puzzle(s, t) {
    i = 0;
    n = sizeof(s);
    while (i < n) {
        c = s[i];
        ss = Split(s, c);
        cnt1 = sizeof(ss);
        st = Split(t, c);
        cnt2 = sizeof(st);
        i = i + 1;
    }
}
```

Figure 3.4: Representation (simplified) of the program C3 in our program model.

Example 3.13. Figure 3.4 shows a simplified (after conversion to three-address-code and code slicing for simplicity) model of the implementation C3 (from Figure 1.4 in Section 1.4).

Note that every assignment is on its own line; therefore, we denote line i by location $\ell_{C3,i}$.

If we run the program on s="aab" and t="aba" we obtain the following trace:

$$\gamma_{C3} = (\ell_{C3,0}) \cdot (\ell_{C3,3}, a) \cdot (\ell_{C3,5}, a) \cdot (\ell_{C3,6}, (\text{Split}, [, b], aab, a)) \cdot (\ell_{C3,7}, 3) \cdot (\ell_{C3,8}, (\text{Split}, [b, ], aba, a)) \cdot (\ell_{C3,9}, 3) \cdot (\ell_{C3,10}, 1) \cdot (\ell_{C3,11}, a) \cdot \ldots$$

3.2.3 Teacher Specification

Now we describe how a computation trace $\gamma$ is constructed for the specification of the teacher $P_{spec}$, during execution on some input $\sigma_{input}$. The teacher uses `observe(v)` and `observeFun(f(v1, ..., vn))` statements to specify the key values she wants to observe during the execution of the specification $P_{spec}$.

Before $P_{spec}$ is executed, the computation trace is initialized to the empty sequence $\gamma = \epsilon$. Then $P_{spec}$ is executed on the input $\sigma_{input}$, according to the semantics of the language. During the execution, we append location-value pairs to trace $\gamma$ only when the `observe statements` are executed:

- For a regular observe statement $\ell : \text{observe}(v)$, we append $(\ell, \sigma(v))$ to $\gamma$.
- For a library function observe statement $\ell : \text{observeFun}(f(v1, ..., vn))$, we append $(\ell, (f, \sigma(v1), ..., \sigma(vn)))$ to $\gamma$.

The trace constructed by the described process is denoted by $\gamma = [P_{spec}](\sigma_{input})$.

Non-deterministic variables We have already motivated non-deterministic variables in Section 3.1: they are useful for specifying variations of different implementations of the same strategy.
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```c
1 void Puzzle(string s, string t) {
2     for (int i = 0; i < s.Length; ++i) {
3         int cnt1 = 0, cnt2 = 0;
4         for (int j = 0; j < s.Length; ++j) {
5             if (s[i] == s[j]) {
6                 cnt1++;
7             }
8         }
9     }
10     for (int j = 0; j < t.Length; ++j) {
11         if (s[j] == t[j]) {
12             cnt2++;
13         }
14     }
15 }
```

Figure 3.5: The specification $CS'$ and its (simplified) representation in our program model.

The teacher can use in specifications some finite set of Boolean non-deterministic variables $B = \{nd_1, \ldots, nd_n\} \subseteq \text{Var}$. Non-deterministic variables are similar to the input variables, in the sense that are assigned before the program is executed (we discuss this further in Section 3.3 when we discuss the matching algorithm). Note that this results in $2^n$ different program behaviors for a given input.

Next we discuss on an example how a trace is obtained from a teacher specification with a non-deterministic variable.

Example 3.14. Figure 3.5 shows the specification $CS'$ (for the counting strategy) and its simplified (after conversion to three-address-code and code slicing for simplicity) representation in our model. This specification uses the constructs observe and observeFun, and the non-deterministic variable $nd_1$.

Same as in the previous example, every assignment and observe statement is on its own line; therefore, we denote line $i$ by location $\ell_{CS',i}$.
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If we run the program on \( s = \text{"aab"} \) and \( t = \text{"aba"} \) we obtain the following two traces, depending on the choice for the non-deterministic variable \( \text{nd}_1 \):

\[
\begin{align*}
\gamma_{CS',true} &= (\ell_{CS',7}, a) \cdot (\ell_{CS';12}, a) \cdot (\ell_{CS';12}, b) \cdot (\ell_{CS';18}, 2) \cdot (\ell_{CS';23}, a) \cdot (\ell_{CS';23}, b) \cdot (\ell_{CS';29}, 2) \cdot (\ell_{CS';29}, a) \\
&\quad \cdot (\ell_{CS';12}, a) \cdot (\ell_{CS';12}, b) \cdot (\ell_{CS';18}, 2) \cdot (\ell_{CS';23}, a) \cdot (\ell_{CS';29}, 2) \\
&\quad \cdot (\ell_{CS';7}, b) \\
\gamma_{CS',false} &= (\ell_{CS';7}, a) \cdot (\ell_{CS';17}, \text{Split, *}, *, *) \cdot (\ell_{CS';18}, 3) \cdot (\ell_{CS';28}, \text{Split, *}, *, *) \cdot (\ell_{CS';29}, 3) \\
&\quad \cdot (\ell_{CS';7}, a) \\
&\quad \cdot (\ell_{CS';17}, \text{Split, *}, *, *) \cdot (\ell_{CS';18}, 3) \cdot (\ell_{CS';28}, \text{Split, *}, *, *) \cdot (\ell_{CS';29}, 3) \\
&\quad \cdot (\ell_{CS';7}, b) \\
&\quad \cdot (\ell_{CS';17}, \text{Split, *}, *, *) \cdot (\ell_{CS';18}, 2) \cdot (\ell_{CS';28}, \text{Split, *}, *, *) \cdot (\ell_{CS';29}, 2)
\end{align*}
\]

3.3 Algorithms

In this section we formally discuss the notion of matching between an implementation and a specification, and the corresponding algorithms. The notion of matching builds on top of the Trace Embedding, defined and discussed in Chapter 2.

Partial and full matching We distinguish two types of matching: partial and full. The partial matching is used to define inefficient specifications and to match inefficient implementations, while the full matching is used to define efficient specifications and to match efficient implementations. A teacher has to specify which of the two matching criteria is to be used in a specific case, that is, if a specification is efficient or inefficient.

Intuitively, when an implementation matches an inefficient specification (using partial matching), this means that the implementation is at least as inefficient as the specification. When an implementation matches an efficient specification (using full matching), this means that the implementation is as efficient as the specification. This is further discussed later in the section when we discuss each of the matching types.

One might wonder why do we need efficient specifications at all; that is, if the student already wrote an efficient implementation, there is no need for feedback. However, we need to distinguish the cases when there is no feedback because an implementation did not match any specification (we remind the reader about the discussion about the methodology in Section 3.1), and when the student wrote an efficient implementation. We discuss this further in Section 3.5, when we discuss the methodology in more detail.
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3.3 Performance Feedback

3.3.1 Partial Matching

We now define the notion of partial matching (also referred to simply as matching), which is used to check whether an implementation involves (at least) those inefficiency issues that underlie a given inefficient specification.

Definition 3.15 (Partial Matching). Let $P_{\text{spec}}$ be a specification with observed locations $Loc_1$, and let $P_{\text{impl}}$ be an implementation whose assignment statements are labeled by $Loc_2$.

Then, implementation $P_{\text{impl}}$ (partially) matches specification $P_{\text{spec}}$, on a set of inputs $I$, if and only if there exists a mapping function $\pi : Loc_1 \rightarrow Loc_2$, and an assignment to non-deterministic variables $\sigma_{nd}$, such that $\gamma_{1,\sigma} \sqsubseteq \pi \gamma_{2,\sigma}$, for all input valuations $\sigma \in I$, where

$$\gamma_{1,\sigma} = [P_{\text{spec}}](\sigma \cup \sigma_{nd}), \quad \gamma_{2,\sigma} = [P_{\text{impl}}](\sigma).$$

We recall that we defined the $\sqsubseteq$ relation in Definition 2.6 (Section 2.2).

Figure 3.6 shows our algorithm, MATCHES, for testing if an implementation $P_{\text{impl}}$ (partially) matches a given specification $P_{\text{spec}}$ over a given set of inputs valuations $I$. In lines 4-5, the implementation $P_{\text{impl}}$ is executed on all input valuations $\sigma \in I$. In line 7, the algorithm iterates through all assignments $\sigma_{nd}$ to the non-deterministic variables $B_{P_{\text{spec}}}$ of the specification $P_{\text{spec}}$. In lines 8-9, the specification $P_{\text{spec}}$ is executed on all input valuations $\sigma \in I$. With both sets of traces, $(\gamma_{1,\sigma})_{\sigma \in I}$ and $(\gamma_{2,\sigma})_{\sigma \in I}$, available, line 10 calls the algorithm $\text{EMBED}_{\sqsubseteq}$ which returns $\text{True}$ if there exists a trace embedding.

We remind the reader that we have given the $\text{EMBED}$ algorithm in Figure 2.2 and discussed it in Section 2.2 and Section 2.3. Next, we discuss the MATCHES algorithm on an example.

Example 3.16. In Section 3.2 we have discussed the implementation $C3$ (Example 3.13) and the specification $CS'$ (Example 3.14).

---

1We omit the subscript $\sqsubseteq$ when it is clear from the context.
In those examples we have given the traces for the implementation and the specification when executed on the input s="aab" and t="aba". We point out that the matching algorithm works on a set of the inputs, but to make the presentation easier to follow we discuss the algorithm on this single input. This results in a single trace, instead of a set of traces.

We obtained the trace γ_{C3} from the implementation, and the traces γ_{CS',true} and γ_{CS',false} from the specification, depending on the value of the non-deterministic variable nd_1.

In this case the algorithm first calls the algorithm Embed with the traces γ_{C3} and γ_{CS',true}. There is no embedding between those two traces, hence Embed returns False, and the algorithm continues execution.

Next, the algorithm calls Embed with the traces γ_{C3} and γ_{CS',false}. There is an embedding between these two traces, hence Embed returns True, and therefore the matching algorithm also returns True.

3.3.2 Full Matching

Next we define the notion of full matching, which is used to match implementations against efficient specifications. To ensure that an implementation has at most the complexity of the efficient implementation, we put some additional constraints on the matching: we require that for every loop and every library function call in the implementation there is a corresponding loop and library function call in the specification. We start by defining these notions formally.

Definition 3.17 (Loop Iterations). We extend the construction of the implementation trace (defined in Section 3.2.2): for each statement ℓ: while v do s, we additionally append element (ℓ, ⊥) to the trace whenever the loop body s is entered. We call (ℓ, ⊥) a loop iteration.

Definition 3.18 (Observed Loop Iterations and Library Function Calls). We extend the relation ⊑_full defined in Definition 2.11.

Let γ_1 = (ℓ_{1,1}, val_{1,1}) ⋯ (ℓ_{1,n}, val_{1,n}), and γ_2 = (ℓ_{2,1}, val_{2,1}) ⋯ (ℓ_{2,m}, val_{2,m}) be two traces (over some set of locations Loc). Next, let γ_1 ⊑_full γ_2: hence there is an injective function ρ : {1,..., n} → {1,..., m} that maps matched elements of γ_1 to the elements of γ_2.

We say that all loops are observed (in γ_2) if and only if: for each pair (ℓ_{2,i_1}, ⊥) ∈ γ_2 and (ℓ_{2,i_2}, ⊥) ∈ γ_2 where i_1 < i_2 and ℓ_{2,i_1} = ℓ_{2,i_2}, there is 1 ≤ j ≤ n, such that i_1 < ρ(j) < i_2.

We say that all library calls are observed (in γ_2) if and only if: for each (ℓ_{2,i}, f(val_{1,1},..., val_k)) ∈ γ_2, there is 1 ≤ j ≤ n, such that ρ(j) = i.

We set γ_1 ⊑_fullObserve γ_2 if and only if:

- γ_1 ⊑_full γ_2, and
- all loops and library calls are observed in γ_2 (as defined above).
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In other words, we require that between any two iterations of the same loop in the implementation there exists some observed location in the specification, and that each function call in the implementation is also observed in the specification.

We point out that □_{fullObserve} is closed under location-projection (as defined in Definition 2.15), and hence we can use the EMBED_{□_{fullObserve}} algorithm.

**Definition 3.19 (Full Matching).** Let P_{spec} be a specification with observed locations Loc_1, and let P_{impl} be an implementation whose assignment statements are labeled by Loc_2.

Then, implementation P_{impl} fully matches specification P_{spec}, on a set of inputs I, if and only if there exists a mapping function π : Loc_1 → Loc_2, and an assignment to non-deterministic variables σ_{nd}, such that γ_1,σ ⊑ □_{fullObserve} γ_2,σ, for all input valuations σ ∈ I, where γ_1,σ = [P_{spec}](σ ∪ σ_{nd}), γ_2,σ = [P_{impl}](σ).

However, it might be quite tedious for a teacher to exactly specify all possible loop iterations and all library function calls that might be used in different efficient implementations. Therefore, we equip the defined language with two additional constructs to simplify the specification task.

**Definition 3.20 (Cover Statements).** We extend the language defined in Figure 3.3 with two additional cover statements: ℓ : cover(v) and ℓ : cover(f(v_1, . . . , v_n)) (that are available only in the specifications).

The first statement allows the □_{fullObserve} relation to relate ℓ (in the specification) to a location in the implementation that appears at most σ(v) times for each appearance of ℓ, where σ(v) is the current value of the variable v.

The second statement is the same as the statement ℓ : observeFun(f(v_1, . . . , v_n)), except that we allow the □_{fullObserve} relation to not relate ℓ to any location in the implementation.

This enables the teacher to:

1. Cover any loop with up to σ(v) iterations, with the first cover statement, and
2. Specify that the function f(v_1, . . . , v_n) may or may not appear in the implementation, with the second cover statement.

We point out that it is easy to extend the □_{fullObserve} relation to respect the definition of the cover statements. Next, we discussed the defined notions on an example.

**Example 3.21.** We already mentioned an efficient implementation E1 for the Anagram problem in Figure 1.3 (c). Figure 3.7 (a) shows another efficient implementation E2 for the Anagram problem. The implementation E2 is similar to the implementation E1, but instead of using two arrays to count the character occurrences for each of the input
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Figure 3.7: Examples for the efficient implementation and specification.

1 void Puzzle(string s, string t) {
    2 if (s.Length != t.Length) {
        3 return false;
    4 }
    5 char[] cs = s.ToCharArray();
    6 char[] ct = t.ToCharArray();
    7 int[] hash = new int[256];
    8 for (int i = 0; i < 255; ++i) {
        9 hash[i] = 0;
    10 }
    11 foreach (char ch in cs) {
        12 hash[(int)ch]++;
        13 }
    14 foreach (char ch in ct) {
        15 hash[(int)ch]--;
        16 }
    17 for (int i = 0; i < 255; ++i) {
        18 if (hash[i] < 0)
            19 return false;
        20 }
    21 return true;
    22 }

(a) Efficient / Difference (E2).

1 bool Puzzle(string s, string t) {
    2 if (s.Length != t.Length)
        3 return false;
    4 }
    5 string tt = t;
    6 t = s;
    7 s = tt;
    8 int[] cs = new int[256];
    9 int ct = new int[256];
    10 foreach (char ch in cs) {
        11 hash[(int)ch]++;
        12 }
    13 foreach (char ch in ct) {
        14 hash[(int)ch]--;
        15 }
    16 for (int i = 0; i < 255; ++i) {
        17 if (hash[i] < 0)
            18 return false;
        19 }
    20 return true;
    21 }

(b) Efficient specification (ES).

strings, it uses one array to count the character occurrences of the first input string, and
subtracts the count of the character occurrences of the second input string.

Figure 3.7 (b) shows a specification ES for an efficient strategy, inspired by the implementa-
tions E1 and E2, for the Anagram problem.

The teacher observes computed values (arrays with the count of character occurrences) at
lines 16, 21 and 24. Further the teacher uses two non-deterministic variables:

• nd1 at line 2 to swap the input strings, and

• nd2 at line 19 to choose whether implementations count the number of characters
in each string (inspired by E1), or substract one number from another (inspired by
E2).

Finally, the teacher uses cover statements to:

• At lines 10 and 11 to allow for up to two ToCharArray library function calls, and

• At lines 12 and 27 to allow for up to two loops with at most 255 iterations.
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```csharp
bool Puzzle(string s, string t) {
    if (s.Length != t.Length)
        return false;
    Char[] taux = t.ToCharArray();
    for (int i = 0; i < s.Length; i++) {
        Char sc = s[i];
        Boolean exists = false;
        for (int j = 0; j < t.Length; j++) {
            if (sc == taux[j]) {
                exists = true;
                taux[j] = '-';
                break;
            }
        }
        if (exists == false)
            return false;
    }
    return true;
}
```

Figure 3.8: Removing / Manual 2 (R4)

3.4 Extensions

In this section, we discuss useful extensions to the core material presented so far. These extensions are part of our implementation, but we discuss them separately to make the presentation easier to follow.

3.4.1 Custom Data Equality

Another source of variations in implementations of the same strategy is data-representation. That is, implementations might implement the same strategy using different representation of the data, and therefore key-values will be different, although related or similar.

We discuss this on an example.

Example 3.22. In Figure 1.5 (Section 1.4) we have given the implementation R3; this implementation implements the removing strategy (also discussed in Section 1.4). Figure 3.8 shows the implementation R4, also implementing the removing strategy.

The implementations R3 and R4 implement the removing strategy in almost identical ways — the only difference is at lines 11 in both programs: the former implementation marks a character removed from a string with ‘#’, the latter with ‘-’. Thus, the only difference is in the data representation of the removed characters.

The difference in the discussed example could be handled using non-deterministic variables, however we would need to add a new such variable for each new character used to mark removed characters.

Instead we extend the language to allow the teacher to specify custom data equality over the observed values.
### 3.4. Extensions

```csharp
3.4. Extensions

1 void Puzzle(string s, string t) {
2     if (nd1) {
3         string tt = t;
4         t = s;
5         s = tt;
6     }
7     for (int i = 0; i < s.Length; ++i) {
8         if (s.Substring(i) == t) return;
9         int ni = nd2 ? i : s.Length - i - 1;
10        int k = nd3 ? t.IndexOf(s[ni]) : t.LastIndexOf(s[ni]);
11        t = t.Remove(k, 1);
12        observe(t, CompareLetterString);
13    }
14 }
```

(a) Removing Specification (RS)

```csharp
1 bool CompareLetterString(string a, string b) {
2     var la = a.Where(x => char.IsLetter(x));
3     var lb = b.Where(x => char.IsLetter(x));
4     return la.SequenceEqual(lb);
5 }
```

(b) Custom data equality function (CDE)

Figure 3.9: Custom data equality example.

**Definition 3.23 (Comparison function).** We extend the `observe` and `observeFun` constructs with the additional comparison parameter $\xi \in \mathcal{E}$.

A function $\delta : \text{Loc} \to \mathcal{E}$ is called a **comparison function**, and defined in the following way:

- For any $\ell : \text{observe}(v, \xi)$ or $\ell : \text{observeFun}(f(v_1, \ldots, v_n), \xi)$ we have $\delta(\ell) = \xi$;
- For the `observe` statements where $\xi$ is left out (not specified), we have $\delta(\ell) = \xi_{\text{def}}$.

We remind the reader that we defined $\mathcal{E}$ and $\xi_{\text{def}}$ in Definition 3.6.

In practice the teacher specifies $\xi$ by providing a function $(\text{Val} \times \text{Val}) \to \{\text{true}, \text{false}\}$. The teacher can then use $\xi$ to define the equality of similar computation values.

The comparison function defined in a specification is then used in matching and trace embedding as defined in Definition 2.13 and discussed in Section 2.3.

We illustrate the usage of a comparison function specified by a teacher on an example.

**Example 3.24.** In the previous example we discussed the implementations $R3$ and $R4$ (for the removing strategy); these implementations differ in the character that they use to represent the removed characters.

Figure 3.9 show the specification $RS$ (for the removing strategy), which uses the equality function `CompareLetterString (CDE, given in the same figure). The equality
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```csharp
bool Puzzle(string s, string t) {
    if (s.Length != t.Length)
        return false;
    string cp = t;
    for (int i = 0; i < s.Length; i++) {
        char k = s[i];
        bool found = false;
        for (int j = 0; j < cp.Length; j++) {
            if (cp[j] == k) {
                if (j == 0) {
                    cp = (char)0 + cp.Substring(1);
                } else if (j == cp.Length - 1) {
                    cp = cp.Substring(0, j) + (char)0;
                } else {
                    cp = cp.Substring(0, j) +
                        (char)0 + cp.Substring(j + 1);
                }
                found = true;
                break;
            }
        }
        if (!found)
            return false;
    }
    return true;
}
```

Figure 3.10: Removing / Separate Computation (R5).

function compares only the letters of two strings, while ignoring any other non-letter characters.

The teacher uses the equality function in the observe statement at line 13. Hence, the teacher defines value representation of the both implementations \(^2\) as equal.

3.4.2 One-to-many Mapping

According to definition of Trace Embedding (Definition 2.6), an embedding witness \(\pi\) maps one implementation location to a specification location, i.e., it constructs a one-to-one mapping. However, it is possible that a student splits a computation of some value over multiple locations; we discuss this on an example.

Example 3.25. Figure 3.10 gives another example of a student attempt (R5) that implements the removing strategy for the Anagram problem.

In this implementation the student removes a character from the input string across three different locations (on lines 11, 13, and 15-16), depending on the location of the removed character in the string.

\(^2\)In this case of the implementations R3 and R4, but in general also for any other implementation that uses non-letter characters to mark the removed characters.
This example requires to map a *single location* from the specification to *multiple locations* in the implementation. For this reason, we extend the notion of trace embedding to *one-to-many* mappings:

**Definition 3.26** (One-to-many mapping). We extend mapping $\pi : \text{Loc}_1 \rightarrow \text{Loc}_2$, to $\pi : \text{Loc}_1 \rightarrow 2^{\text{Loc}_2}$, with restriction $\pi(\ell) \cap \pi(\ell') = \emptyset$, for all $\ell, \ell' \in \text{Loc}_1$ such that $\ell \neq \ell'$.

It is easy to extend the algorithm EMBED to this settings: the potential graph $G$ is also helpful to enumerate every possible *one-to-many* mapping. However, it is costly and unnecessary to search for arbitrary one-to-many mappings. We use heuristics to consider only a few one-to-many mappings. For example, one of the heuristics in our implementation checks if the same variable is assigned in different branches of an if-statement (e.g., in the above example R5, for all three locations there is an assignment to variable $cp$).

We note that although *many-to-many* mappings may seem more powerful, the teacher can always write a specification that is more succinct than the implementation of the student, i.e., the above described one-to-many mappings provide enough expressivity to the teacher.

### 3.4.3 Non-determinism in Semantics

(a) An implementation.  
(b) A specification.

Figure 3.11: Example of two programs whose behavior depends on the iteration order of sets.

Trace Embedding requires *equal values in the same order* in both the specification and implementation traces. However, an implementation can use a library function or a data structure with non-deterministic semantics, e.g., the values returned by a random generator or the iteration order over a set data structure.

For such library functions and data-structures we *eliminate non-determinism by fixing one particular behavior*. In this way, any implementation becomes *deterministic*, that is,
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on every execution (on the same input) it generates the same values in the same order, as required by the Trace Embedding notion.

For example, we fix the values returned by a random generator or the iteration order over a set during program instrumentation.

We point out that the fixed, deterministic, behavior does not impact functionally correct programs because they cannot rely on some non-deterministic behavior but allow us to apply our matching techniques.

Example 3.27. Figure 3.11 shows two programs\(^3\) (a specification and an implementation) whose behavior depends on the (non-deterministic) order of iteration of sets.\(^4\)

In the implementation the student adds all the characters of the input string \(s\) to the hash-set \(\text{set}\) in the reversed order (at lines 5-7), and then iterates this set (lines 9-11).

In the specification the teacher also adds all the characters of the input string \(s\) to the hash-set \(\text{set}\) (although not in the reversed order; lines 4-6), and then iterates this set (lines 7-9) and observes the iteration character (line 8).

The semantics of iteration over sets is under-specified: the order in which the set elements are iterated can depend on the underlying set implementation, an order in which the elements were inserted, and possible other undocumented factors. Hence, the implementation might or might not match the specification, depending on this non-deterministic behavior.

However, the sets in the implementation and the specification are equal (they contain the characters of the input string), and we would want that the implementation matches the specification. As mentioned above, we achieve this by fixing the order in which the set elements are iterated; in this example we might always iterate the characters in the alphabetic order.

3.5 Usage Methodology

In this section we discuss how we envision the described approach would be used by a teacher in a real programming class.

General setting We imagine two usage scenarios:

- A classroom setting, where the teacher wants to classify student attempts in order to grade them, and provide a feedback with the grade. Additionally, the teacher can allow students to submit a new version after the feedback has been given.

\(^3\)We point out that these are artificially made examples to illustrate non-deterministic behavior.

\(^4\)Lines with the comment //... in the implementation denote some missing code irrelevant for this example.
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- A MOOC setting, where students are given automated, interactive, feedback, and they can re-submit until they reach a final version. Of course, the number of re-submissions, and the number of times the feedback can be received, could be limited, or points could be deducted for the provided help.

We point out that in both cases the methodology is identical.

High-level view We remind the reader of the discussion in Section 3.1, and the high-level overview in Figure 3.1: The teacher is maintaining a list of specifications, each for one strategy, and both efficient and inefficient specifications. Each specification has a textual feedback assigned to it. In the case of an inefficient specification it could be an explanation of why the strategy is inefficient and how to make it efficient. In the case of an efficient specification it could either acknowledge that the strategy is efficient, or point to other possible efficient solutions (strategies).

Granularity of feedback The granularity of a feedback depends on the teacher. For example, in a programming problem where sorting the input value is an inefficient strategy, the teacher might not want to distinguish between different sorting algorithms, as they do not require a different feedback. However, in a programming problem where students are asked to implement a sorting algorithm it makes sense to provide different feedback for different sorting algorithms.

Input values Our dynamic analysis approach requires the teacher to associate input values with specifications. These input values should cause the corresponding implementations to exhibit their worst-case behavior; otherwise an inefficient implementation might behave similar to an efficient implementation and for this reason match the specification of the efficient implementation. This implies that trivial inputs should be avoided. We remark that it is easy for a teacher, who understands the various strategies, to provide good input values.

Example 3.28. Two strings with unequal lengths constitute a trivial input for the counting strategy since each of its three implementations $C1$-$C3$ (Figure 1.1 and Figure 1.4) then exit immediately. Similarly, providing a sorted input for the sorting strategy is meaningless.

For example, for all specifications in the anagram problem we used the following single input:

\[
\begin{align*}
  s &= "ddecdlzzzeefabbcddddeghkedddezd" \\
  t &= "eddcdlzzgeghkedddezdzeefabbcddd"
\end{align*}
\]

When a student submits an implementation, one of two scenarios can happen:

1. The implementation matches some specification, and the student is presented with the feedback assigned to this specification, either efficient or inefficient. In this
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case the student is either done, or changes her implementation according to the provided feedback and resubmits the new implementation (potentially receiving new feedback).

2. The implementation does not match any specification and the teacher is notified that there is an unmatched implementation. In this case the student needs to wait until feedback is available.

**Unmatched implementation and Inspection step** In the case of an unmatched implementation, the teacher studies the implementation and identifies one of the following reasons why it fails to match some existing specification:

(a) The student has written an implementation of a new algorithmic strategy for which there is no specification yet. In this case the teacher writes a *new specification* for this strategy.

(b) The student has written an implementation of an algorithmic strategy for which there is a specification, but the implementation does not match this specification; that is, the existing specification for the strategy is too specific to capture this implementation. In this case the teacher *refines* the existing specification to also match the new implementation.

This process, that we call an *inspection step*, is repeated for each unmatched implementation. We now describe the *inspection step* in more detail.

**(a) New specification** The teacher creates a new specification using the following steps:

(a.i) Copy the code of the unmatched specification.

(a.ii) Annotate certain values and function calls with observe statements.

(a.iii) Remove any unnecessary code, that is, not needed by the specification.

(a.iv) Identify input values for the dynamic analysis for matching.

(a.v) Associate a feedback with the specification.

**(b) Specification refinement** To refine a specification, the teacher first identifies one of the following reasons as to why an implementation fails to match it:

(b.i) The implementation differs in minor details.

(b.ii) The specification observes more values than those that appear in the implementation.
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```c
bool Puzzle(string s, string t) {
    if (s.Length != t.Length)
        return false;
    foreach (char c in t.ToCharArray()) {
        int index = s.IndexOf(c);
        if (index < 0)
            return false;
        s = s.Remove(index, 1);
    }
    return true;
}
```

(a) An implementation of a new strategy.

```c
void Puzzle(string s, string t) {
    foreach (char c in t) {
        int index = s.IndexOf(c);
        if (index < 0)
            return;
        s = s.Remove(index, 1);
    }
}
```

(b) A new specification RS1.

```c
void Puzzle(string s, string t) {
    for (int i = 0; i < t.Length; ++i) {
        int ni = nd * i; if (i < t.Length - i - 1)
        char c = t[ni];
        int index = s.IndexOf(c);
        if (index < 0)
            return;
        s = s.Remove(index, 1);
    }
}
```

(c) A refined specification RS2.

```c
void Puzzle(string s, string t) {
    for (int i = 0; i < t.Length; ++i) {
        if (s == t.Substring(i))
            return;
        int ni = nd * i;
        char c = t[ni];
        int index = s.IndexOf(c);
        if (index < 0)
            return;
        s = s.Remove(index, 1);
    }
}
```

(d) A refined specification RS3.

Figure 3.12: Examples of unmatched implementations and corresponding new or refined specifications (obtained from the inspection step).

(b.iii) The implementation uses different data representation.

The teacher then performs one of the following steps, respectively:

(b.i) The teacher adds a new non-deterministic choice, and if necessary, observes new values or function calls.

(b.ii) The teacher modifies the specification so that it observes less values (e.g., omits some loop iterations).

(b.iii) The teacher creates or refines a custom data-equality function.

Next we discuss some examples of the inspection step, and specification creation and refinement.

**Example 3.29.** We discuss this example on the removing strategy (already discussed in Section 1.4).

Assume that there is a new unmatched student implementation, similar to the implementation R1 (Figure 1.3), and that the teacher has not yet seen an implementation of the removing strategy.
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Hence, the teacher creates a new specification for this strategy. An example of a new specification is RS1, given in Figure 3.12. We comment on the above steps for creating a new specification:

(a.i) The teacher started from the code of the implementation R1.

(a.ii) The teacher annotated s, the string from which the characters are removed, with the observe statement on line 6.

(a.iii) The teacher removed unnecessary code, present in the implementation R1, but not needed in the specification (e.g., the beginning if-then-else statement, call to ToCharArray).

(a.iv) The teacher then added some inputs values, or reused the existing ones for the Anagram problem (as discussed above).

(a.v) Finally, the teacher associates feedback with the specification; as mentioned in Section 1.4, this could be: “Use a more efficient data-structure to remove characters”

Next we illustrate specification refinement scenarios.

(b.i) There is a new (unmatched) implementation of the removing strategy where the student iterates the string t from the end, instead of the beginning.

The teacher refines the earlier specification (RS1) using the non-deterministic Boolean variable. The result of this refinement is the specification RS2 (Figure 3.12): the teacher replaces the foreach with for loop (in order to access the index being iterated), and using the non-deterministic variable nd1 (on line 3) decides whether to search for the character to remove from the beginning or the end of the string t.

(b.ii) There is a new (unmatched) implementation of the removing strategy where the student performs a check in the loop whether the remaining of the original string (t) is equal to the string from which the characters are removed (s), and returns immediately in this case.

The teacher refines the earlier specification (RS2) by also returning (exiting) earlier, i.e., by observing less values. The result of this refinement is the specification RS3 (Figure 3.12): the additional equality check and early return are added at line 3.

(b.iii) There is a new (unmatched) implementation of the removing strategy where the student replaces removed characters with some special characters. This is the situation that we have already discussed in Section 3.4.1; we have also discussed the specification RS that uses a custom data-equality function for this purpose (Figure 3.9).
3.6 Implementation

We have implemented the presented framework, namely the algorithms EMBED and MATCHES, in a tool called OBSERVER. The implementation is in C#, and analyzes C# programs; that is, implementations and specifications are written in the C# language (this is because on PEX4FUN students solve exercises in C#).

Trace Construction We have implemented the trace construction (see Section 3.2.2 and Section 3.2.3) by instrumenting (discussed below) the student’s implementation, and providing observe and cover functions, as well as providing the special non-deterministic Boolean variables (distinguished by the prefix nd) to the teacher.

Further, we fixed the iteration order on data-structures where order is non-deterministic (as discussed in Section 3.4.3). This was done by instrumenting the iteration and conversion of unordered data-structures to ordered ones.
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We want to point out that the framework is language-independent; that is, it would be quite easy to implement it in any (imperative) language that can be suitably, as discussed above, instrumented to generate a computation trace.

**Instrumentation** The instrumentation was implemented using Microsoft’s *Roslyn compiler framework* 5. The implementation replaces each sub-expression with code that assigns an unique ID (program location), and remembers its value during an execution; and thus creating a computation trace. We point out that assigning a unique ID to each subexpression in the implementation achieves the same purpose as the three-address code in our formal model (each subexpression has a unique program location and it is recorded in the trace).

Next, we discuss an example when the tool is run on some specification-implementation pair. Additional discussion, further examples, and the tool itself are available on the original publication’s experimental evaluation web site 6.

The tool is run on a set of inputs (provided as a *JSON* file), a single teacher specification and on one or more student implementations; additionally the teacher has to specify whether to use partial or full matching. The output is *Match* or *No Match*, and some additional (optional) information on why matching succeeded or failed.

**Example 3.30.** We discuss the invocation of the tool on the counting specification *CS’* (Figure 3.5) and the implementation *C3* (Figure 1.4). This sample invocation is shown in Figure 3.13; we discuss some interesting details.

At line 1, the tool *observer.exe* is invoked with the inputs *anagram.json* (discussed in Example 3.28), on the specification *CS.cs* (*CS’*) and the implementation *C3.cs* (*C3*). Additionally, the tool is given the *-v* flag, which results in printing some additional (verbose) debug information.

The tool first explores the case when the non-deterministic variable nd₁ is *True* (lines 4-14 of the output). In this case the tool does not find an embedding, and hence the specification and the implementation do not match; we remind the reader that we have discussed this in more detail in Example 3.16.

The tool next explores (as discussed in Example 3.16) the case when the non-deterministic variable nd₁ is *False* (lines 15-37). In this case the tool finds an embedding and the specification and the implementation match. The actual embedding is given at lines 30-35; we comment on how to interpret the output next.

Lines 18-23 list the matched expressions of *C3* (we point out that these are the underlined expression in Figure 1.4), together with their unique IDs. Hence, the output at lines 30-35 encodes the following information:

---

6 http://forsyte.at/static/people/radicek/fse14/
3.7 Experimental Evaluation

In this section we describe an experimental evaluation of the implementation of our framework.

3.7.1 Data

The evaluation data, as already discussed Section 1.4, consisted of 3 programming problems that already existed on PEX4FUN, and 21 additional programming problems that we created.

Existing Programming Problems The descriptions of the 3 preexisting problems from PEX4FUN are given in Appendix A.1.1. We have chosen these 3 specific problems because they had a high number of student attempts, diversity in algorithmic strategies and a problem was explicitly stated (for many problems on the PEX4FUN platform students have to guess the problem from failing input-output examples).

Created Programming Problems We have created a new course on PEX4FUN. These problems were assigned as a homework to students in a second year undergraduate course. We created this course to understand performance related problems that computer science students make, as opposed to regular PEX4FUN users who might not have previous programming experience. We encouraged our students to write efficient implementations by giving more points for performance efficiency than for mere functional correctness.

7http://pexforfun.com/makingprogramsefficient
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The course consists of the 21 programming problems; the descriptions of these problems are given in Appendix A.1.2.

3.7.2 Evaluation

The aggregated evaluation results are in Table 3.1. Below we discuss the results in detail.

Results from the manual code study We first observe that a large number of students managed to write a functionally correct implementation on most of the problems (column \( \# \) correct implementations). This shows that PEX4FUN succeeded in guiding students towards a correct solution.

Our second observation is that for most problems a large fraction of correct implementations is inefficient (column \( \# \) inefficient implementations), especially for the Anagram problem: 90%. This shows that although students manage to achieve functional correctness, efficiency is still an issue (recall that in our homework the students were explicitly asked and given extra points for efficiency).

We also observe that for all, except two, problems there is at least one inefficient algorithmic strategy, and for most problems (62.5%) there are several inefficient algorithmic strategies (reported in the column \( N \)). These results highly motivate the need for a tool that can find inefficient implementations and also provide a meaningful feedback on how to fix the problem.

The questions we were interested in the evaluation are the following:

1. Are the proposed specification language and framework precise and expressive enough for providing strategy-based feedback?
2. What is the teacher effort required to provide feedback using the proposed method?
3. What is the performance of the framework?

Precision and Expressiveness For each programming problem we used the methodology described in Section 3.5, and wrote a specification for each algorithmic strategy (both efficient and inefficient). We then manually verified that each specification matches all implementations of the strategy, hence providing desired feedback for implementations. This shows that our approach is precise and expressive enough to capture the algorithmic strategy, while ignoring low level implementation details.

Teacher Effort To provide manual feedback to students the teacher would have to go through every implementation and look at its performance characteristics. In our approach the teacher has to take a look only at a few representative implementations. In column \( S \) we report the total number of inspection steps that we required to fully specify one programming problem, i.e., the number of implementations that the teacher would
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<table>
<thead>
<tr>
<th>Problem Name</th>
<th># correct impls.</th>
<th># inefficient impls.</th>
<th>N</th>
<th>S</th>
<th>I</th>
<th>ND</th>
<th>( \frac{L_s}{L_I} )</th>
<th>( O_s )</th>
<th>( O_I )</th>
<th>( M )</th>
<th>Performance (in s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anagram</td>
<td>290 (37.9%)</td>
<td>261 (90.0%)</td>
<td>5</td>
<td>25</td>
<td>1</td>
<td>3</td>
<td>1.41</td>
<td>11</td>
<td>89</td>
<td>28357</td>
<td>0.42</td>
</tr>
<tr>
<td>IsSorted</td>
<td>1460 (90.1%)</td>
<td>139 (9.5%)</td>
<td>3</td>
<td>23</td>
<td>2</td>
<td>2</td>
<td>1.45</td>
<td>6</td>
<td>51</td>
<td>13</td>
<td>0.33</td>
</tr>
<tr>
<td>Caesar</td>
<td>566 (81.2%)</td>
<td>343 (60.6%)</td>
<td>5</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>1.10</td>
<td>7</td>
<td>39</td>
<td>172</td>
<td>0.37</td>
</tr>
<tr>
<td>DoubleChar</td>
<td>46 (97.9%)</td>
<td>31 (67.4%)</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0.72</td>
<td>3</td>
<td>23</td>
<td>2</td>
<td>0.31</td>
</tr>
<tr>
<td>LongestEqual</td>
<td>37 (78.7%)</td>
<td>1 (2.7%)</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0.57</td>
<td>1</td>
<td>35</td>
<td>2</td>
<td>0.33</td>
</tr>
<tr>
<td>LongestWord</td>
<td>39 (83.0%)</td>
<td>13 (33.3%)</td>
<td>2</td>
<td>6</td>
<td>2</td>
<td>0</td>
<td>1.31</td>
<td>7</td>
<td>46</td>
<td>15</td>
<td>0.35</td>
</tr>
<tr>
<td>RunLength</td>
<td>43 (97.7%)</td>
<td>32 (74.4%)</td>
<td>1</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0.90</td>
<td>8</td>
<td>37</td>
<td>54</td>
<td>0.33</td>
</tr>
<tr>
<td>Vigenere</td>
<td>41 (93.2%)</td>
<td>32 (78.0%)</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0.64</td>
<td>3</td>
<td>84</td>
<td>6</td>
<td>0.34</td>
</tr>
<tr>
<td>BaseToBase</td>
<td>15 (89.5%)</td>
<td>14 (93.3%)</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.35</td>
<td>3</td>
<td>64</td>
<td>13</td>
<td>0.36</td>
</tr>
<tr>
<td>CatDog</td>
<td>41 (87.2%)</td>
<td>8 (19.5%)</td>
<td>2</td>
<td>18</td>
<td>1</td>
<td>1</td>
<td>2.02</td>
<td>21</td>
<td>53</td>
<td>1629</td>
<td>0.36</td>
</tr>
<tr>
<td>MinimalDelete</td>
<td>15 (39.5%)</td>
<td>8 (53.3%)</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>2.21</td>
<td>4</td>
<td>75</td>
<td>10</td>
<td>0.36</td>
</tr>
<tr>
<td>CommonElement</td>
<td>43 (95.6%)</td>
<td>32 (74.4%)</td>
<td>4</td>
<td>14</td>
<td>2</td>
<td>1</td>
<td>0.97</td>
<td>6</td>
<td>79</td>
<td>107</td>
<td>0.36</td>
</tr>
<tr>
<td>Order3</td>
<td>40 (87.0%)</td>
<td>30 (75.0%)</td>
<td>6</td>
<td>12</td>
<td>1</td>
<td>2</td>
<td>1.45</td>
<td>6</td>
<td>78</td>
<td>19</td>
<td>0.40</td>
</tr>
<tr>
<td>2DSearch</td>
<td>37 (84.1%)</td>
<td>36 (97.3%)</td>
<td>3</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1.09</td>
<td>2</td>
<td>67</td>
<td>1</td>
<td>0.34</td>
</tr>
<tr>
<td>TableAggSum</td>
<td>11 (25.0%)</td>
<td>10 (90.9%)</td>
<td>1</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0.89</td>
<td>3</td>
<td>144</td>
<td>1</td>
<td>0.40</td>
</tr>
<tr>
<td>Intersection</td>
<td>14 (31.8%)</td>
<td>12 (85.7%)</td>
<td>3</td>
<td>7</td>
<td>2</td>
<td>1</td>
<td>0.89</td>
<td>4</td>
<td>73</td>
<td>5</td>
<td>0.37</td>
</tr>
<tr>
<td>ReverseList</td>
<td>39 (97.5%)</td>
<td>0 (0.0%)</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0.35</td>
<td>4</td>
<td>34</td>
<td>1</td>
<td>0.34</td>
</tr>
<tr>
<td>SortingStrings</td>
<td>41 (91.1%)</td>
<td>34 (82.9%)</td>
<td>5</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td>1.48</td>
<td>13</td>
<td>110</td>
<td>866</td>
<td>0.55</td>
</tr>
<tr>
<td>MinutesBetween</td>
<td>45 (100.0%)</td>
<td>0 (0.0%)</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0.64</td>
<td>8</td>
<td>101</td>
<td>1</td>
<td>0.37</td>
</tr>
<tr>
<td>MaxSum</td>
<td>42 (95.5%)</td>
<td>17 (40.5%)</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>1</td>
<td>1.14</td>
<td>2</td>
<td>51</td>
<td>3</td>
<td>0.35</td>
</tr>
<tr>
<td>Median</td>
<td>47 (100.0%)</td>
<td>47 (100.0%)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.39</td>
<td>1</td>
<td>100</td>
<td>1</td>
<td>0.34</td>
</tr>
<tr>
<td>DigitPermutation</td>
<td>36 (100.0%)</td>
<td>1 (2.8%)</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0.26</td>
<td>4</td>
<td>29</td>
<td>4</td>
<td>0.32</td>
</tr>
<tr>
<td>Coins</td>
<td>27 (65.9%)</td>
<td>14 (51.9%)</td>
<td>2</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1.65</td>
<td>4</td>
<td>93</td>
<td>175</td>
<td>2.41</td>
</tr>
<tr>
<td>Seq235</td>
<td>33 (89.2%)</td>
<td>30 (90.9%)</td>
<td>4</td>
<td>12</td>
<td>1</td>
<td>2</td>
<td>1.79</td>
<td>3</td>
<td>232</td>
<td>3</td>
<td>0.94</td>
</tr>
</tbody>
</table>

Table 3.1: List of all programming problems in the evaluation, with experimental results (\( N \) is the number of inefficient strategies; \( S \) is the number of inspection steps; \( I \) is the number of inputs; \( ND \) is the maximal number of used non-deterministic variables; \( \frac{L_s}{L_I} \) is the largest ratio of specification and average matched implementation (in lines of code); \( O_s \) is the maximal number of observed variables in a specification; \( O_I \) is the maximal number of observed variables in an implementation; \( M \) is the maximal number of mapping functions that our tool had to explore).
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Figure 3.14: The number of inspection steps required to completely specify all the problems.
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Figure 3.15: Time (in minutes) required to completely specify all the problems.
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had to go through to provide feedback on all implementations. For the 3 pre-existing problems the teacher would only have to go through 66 out of 2316 (or around 3%) implementations to provide full feedback. Figure 3.14 shows the number of matched implementations with each inspection step, and Figure 3.15 shows the time it took us to create/refine all specifications (we measured the time it takes from seeing an unmatched implementation, until writing/refining a matching specification for it).

In column $L_s/L_I$ we report the largest ratio of specification and average matched implementation in terms of lines of code. We observe that in half of the cases the largest specification is about the same size or smaller than the average matched implementation. Furthermore, the number of the input values that need to be provided by the teacher is 1-2 across all problems (reported in the column $I$). In all but one problem (IsSorted) one set of input values is used for all specifications. Also, in about one third of the specifications there was no need for non-deterministic variables, and the largest number used in one specification is 3 (reported in the column ND). Overall, our semi-automatic approach requires considerably less teacher effort than providing manual feedback.

The complete log of inspection steps with all intermediate specifications can be downloaded from the original publication’s experimental web page 8.

Performance The main purpose of our framework is provide real-time feedback for a large number of students, so performance is critical. Our implementation consists of two parts. The first part is the execution of the implementation and the specification (usually small programs) on relatively small inputs and obtaining execution traces, which is, in most cases, neglectable in terms of performance. The second part is the Embed algorithm. As discussed in Section 2.2 the challenge consists in finding an embedding witness $\pi$. With $O_S$ observed variables in the specification and $O_I$ observed variables in the implementation, there are $O_I^{O_I-O_S}$ possible injective mapping functions. For example, for the SortingStrings problem that gives $\approx 10^{26}$ possible mapping functions ($O_I = 110, O_S = 13$). However, our algorithm reduces this huge search space by constructing a bipartite graph $G$ of potential mappings pairs. In $M$ we report the number of mapping functions that our tool had to explore. For example, for SortingStrings only 866 different mapping functions had to be explored. For all values ($O_S, O_I$ and $M$) we report the maximal number across all specifications.

In the last column we show the total execution time required to decide if one implementation matches the specification (average and maximal). Note that this time includes execution of both programs, exploration of all assignments to non-deterministic Boolean variables and finding an embedding witness $\pi$. Our tool runs, in most cases, under half a second per implementation. These results show that our tool is fast enough to be used in an interactive teaching environment.

8http://forsyte.at/static/people/radicek/fse14/
3.8 Conclusion

We have presented a novel semi-automated approach to performance-related feedback generation in introductory programming. We summarize the key contributions.

Performance feedback generation The key observation is that algorithmic strategies can be identified by observing key-values computed during the execution. Following this observation the technical contributions of this chapter are:

- We propose a new language construct, called observe, that allows a teacher to annotate key-values and thus specify an algorithmic strategy.
- We propose an automated dynamic analysis based approach to test whether a student’s implementation matches the teacher’s specification.

Implementation and experimental evaluation We describe an implementation of the proposed approach and its experimental evaluation. We show the following (in terms of the criteria set in Section 1.2):
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- *Performance*: the feedback is generated under half a second in most cases, hence enabling interactive teaching.

- *Correctness*: we observe no false-positives among generated feedback.

- *Exhaustiveness*: we were able to write specifications for all algorithmic strategies, thus providing feedback on all student attempts.

- *Automation and usefulness*: we show huge savings in teacher effort for providing performance feedback.
CHAPTER 4

Functional Correctness Feedback

In this chapter we describe our approach for providing repair-based functional feedback on incorrect student attempts.

We start by discussing an overview of the approach on some examples in Section 4.1.

We then continue with the technical development of the approach: in Section 4.2 we describe some preliminaries required to discuss the core algorithms in Section 4.3, and some extensions to it in Section 4.4.

In Section 4.5 we describe the methodology how the approach could be used in practice, we discuss the implementation of the approach in Section 4.6, and in Section 4.7 we describe our experimental evaluation of the implementation and the obtained results.

4.1 Overview of the Approach

In this section we give an overview of our approach for repairing incorrect student attempts, in order to provide functional feedback.

Our approach to program repair is based on the matching relation that we discussed in Chapter 2 (Definition 2.21): two programs match if they have the same memory traces (up to the renaming of the variables by a bijective function).

Given a correct student solution and an incorrect student attempt (also called an implementation), the goal is to minimally modify the implementation, such that the correct solution and the modified implementation have the same memory traces (i.e., that they match).

As mentioned earlier, the notion of matching is inspired by the notion of a simulation relation, adapted for a dynamic program analysis; hence, we also call this notion dynamic equivalence (to stress the usage of dynamic program analysis).
Figure 4.1 gives a high-level overview of our approach:

(I) For a given programming assignment, we first automatically cluster the correct student solutions (A–F in the figure), based on the notion of dynamic equivalence (any two correct solutions in the same cluster match each other). From each cluster (there are three in the figure) we arbitrary pick a cluster representative (A, E, and B in the figure).

(II) Given an incorrect student implementation (G in the figure) we run the repair algorithm against each cluster independently; for each cluster the algorithm generates a candidate repair (R₁–R₃ in the figure) such that the repaired implementation and the cluster representative match. Among the candidate repairs, the algorithms selects the minimal repair w.r.t. some cost metric \(^1\) (R₂ in the figure). To generate a candidate repair the algorithm combines expressions from multiple correct solutions of a cluster.

The overall idea is to use the wisdom of the crowd: our approach uses the already existing correct student solutions to repair new incorrect student implementations. The approach leverages the fact that MOOC courses already have tens of thousands of existing student attempts; this was already noticed by Drummond et al. [Dru+14].

Intuitively, the clustering algorithm groups together similar correct solutions. The repair algorithm can be seen as a generalization of the clustering approach of correct solutions to incorrect attempts. The key motivation behind this approach is as follows: to help the student, with an incorrect implementation, our approach finds the set of most similar correct solutions, written by other students, and generates the smallest modifications that get the student to a correct solution.

\(^1\)In this thesis we use syntactic distance as the cost metric.
We next discuss some key points about the clustering and repair algorithms. We start by discussing the clustering algorithm.

The goal of clustering is twofold:

1. **Scalability**: elimination of *dynamically equivalent* correct solutions that the repair algorithm would otherwise consider separately.

2. **Diversity of repairs**: mining of *dynamically equivalent*, but *syntactically different* expressions from the same cluster, which are later used to repair incorrect student attempts.

We next discuss on an example the notion of dynamically equivalent (correct) solutions, and discuss dynamically equivalent expressions later, in context of their usage in the repair algorithm.

**Clusters of Dynamically Equivalent Solutions**

Two programs, $P$ and $Q$, belong to the same cluster if they match each other. Hence, clusters are then *equivalence classes* of the matching relation.

In order to show that $P$ and $Q$ match, we need to find a total bijective relation between the variables of $P$ and $Q$, such that the related variables take the same values, in the same order, during the execution on the same inputs.

We next discuss this notion on an example. All the examples discussed in this section are attempts on the derivatives problem: “*Compute and return the derivative of a polynomial function (represented as a list of floating point coefficients). If the derivative is 0, return [0.0].*”

**Example 4.1.** In Figure 1.7 (Section 1.4) we have given two correct student solutions for the derivatives problem, $D1$ and $D2$.

Programs $D1$ and $D2$ match (are dynamically equivalent) because there is the bijective variable relation:

$$\tau = \{ \text{poly} \mapsto \text{poly}, \text{deriv} \mapsto \text{result}, ? \leftrightarrow ?, i \leftrightarrow e, \text{return} \leftrightarrow \text{return} \}$$

For example, on the input $\text{poly} = [6.3, 7.6, 12.14]$, the variable $\text{result}$, takes:

- the value $[]$ before the loop,
- the sequence of values $[7.6], [7.6, 24.28]$ inside the loop, and

---

2The variables $?$ and $\text{return}$ are *special variables* denoting the loop condition and the return value, which we need to make the control-flow and the return values explicit. This is further discussed in the following section (Section 4.2).
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- the value \([7.6, 24.28]\) after the loop.

Exactly the same values are taken by the variable \(\text{deriv}\); and similarly for all the other variables related by \(\tau\).

Therefore, \(D1\) and \(D2\) belong to the same cluster, which we denote by \(C\). For further discussion, we need to fix one correct solution as a cluster representative; we pick \(D1\), although it is irrelevant which program from the cluster we pick.

The Repair Algorithm

We have given a high-level overview of the repair algorithm in the beginning of this section. Now we illustrate some details on two examples.

**Example 4.2.** In Chapter 1 we discussed the incorrect implementations (on the derivatives problem) \(I1\) (Figure 1.1) and \(I2\) (Figure 1.8). We have also given repairs for these two implementations in Figure 1.9.

These repairs were generated using the cluster \(C\), with its representative \(D1\).

As mentioned above, the top-level procedure also considers other clusters (not discussed here), but found the smallest repair using the cluster \(C\).

In the rest of this section we discuss the repair algorithm on a single cluster.

The algorithm generates a repair in two steps:

1. The algorithm generates a set of local repairs for each implementation variable (its assigned expression). A local repair either replaces an implementation expression with an expression obtained from the correct cluster, or leaves it unmodified. \(^3\)

2. A (whole-program) repair consist of a combination of local repairs, exactly one for each implementation variable (its assigned expression). There could be numerous such combinations of local repairs; however we are interested in the correct repair (such that the repaired implementation and the cluster representative match) with the smallest cost. The algorithm finds such a repair by using a constraint-optimization technique.

We are not going to describe these two steps in more detail here (see Section 4.3.2 for a formal definition and a detailed discussion). However, we are going to discuss, on an example, how are expressions obtained from the correct solutions of a cluster, and how are those expressions used in the repair algorithm.

\(^3\)Actually, the algorithm can also delete or introduce new variables or statements. This is discussed in more detail in Section 4.4.
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1. result += [\texttt{float(poly[e]*e)},]

2. \texttt{if(e==0): result.append(0.0) else: result.append(float(poly[e]*e))}

3. result.append(1.0*poly[e]*e)

4. result.append(float(e*poly[e]))

5. result += [e*poly[e]]

(a) Expressions for the result variable inside the loop.

1. \texttt{if(len(result))==0): return [0.0] else: return result}

2. \texttt{if(len(result)>0): return result else: return [0.0]}

3. \texttt{return result or [0.0]}

(b) Expressions for the return statement after the loop.

Figure 4.2: Dynamically equivalent expressions.

Example 4.3. The following expressions are assigned to the variables result (from D1) and deriv (from D2) inside the loop body; we state the expressions in terms of the variables of the cluster representative D1:

- \texttt{append(result, float(poly[e]*e))}, and
- \texttt{result + [float(e)*poly[e]]}, where

the second expression has been obtained by replacing the variables from D2 with the variables from D1 using the variable relation \( \tau \) (e.g., we have replaced deriv with result, because \( \tau(deriv) = result \)).

We call the two expression dynamically equivalent, because they produce the same values on the same inputs (values for the variables in the expressions).

In our benchmark we found 15 syntactically different, but dynamically equivalent, ways to write expressions for the assignment to the result variable inside the loop body, and 6 different ways to write the return expression after the loop (observing only different ASTs, and ignoring formatting differences).

Some of these examples are given in Figure 4.2 (all the expressions are stated in terms of the variables of the cluster representative D1).

Finally, we discuss how are these different expressions used in a repair. In Figure 1.9 (b) we have given a repair for I2. The cluster representative and the repaired program match, because there is the following variable relation (we show only a part of the total bijective relation, relevant for this example):

\[ \tau_2 \subseteq \{ poly \mapsto poly, result \mapsto result, i \mapsto e \} \]

This repair combines the following expressions from the cluster C:
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- The first modification is generated using the expression from the cluster representative \( D_1 \), at line 3: \( \text{range}(1, \text{len}(\text{poly})) \).
- The second modification is generated using the expression (4.) from Figure 4.2 (a): \( \text{result}.\text{append}(\text{float}(e*\text{poly}[e])) \).
- The third modification is generated using the expression (3.) from Figure 4.2 (b): \( \text{return result or [0.0]} \).

In these expressions, the algorithm replaces the variables of \( D_1 \) with the variables of \( I_2 \), using the variable relation \( \tau_2 \) (same as above).

We point out that the algorithm also considered other dynamically equivalent expressions, but picked the above ones, because they give a correct repair with the smallest cost. For example, to generate the second modification, the algorithm considered all dynamically equivalent expressions in Figure 4.2 (a).

4.2 Program Model

In this section we define a program model that captures key aspects of imperative languages (e.g., C, PYTHON). This model allows us to formalize our notions of program matching and program repair.

**Definition 4.4 (Expressions).** Let \( \text{Var} \) be a set of variables, \( \text{K} \) a set of constants, and \( \text{O} \) a set of operations. The set of expressions \( \text{E} \) is built from variables, constants and operations in the usual way. We fix a set of special variables \( \text{Var}^\# \subseteq \text{Var} \). We assume that \( \text{Var}^\# \) includes at least the variable \( ? \), which we will use to model conditions, and the variable return, which we will use to model return values.

Definition 4.4 can be instantiated by a concrete programming language. For example, for the C language, \( \text{K} \) can be chosen to be the set of all C constants (e.g., integer, float), and \( \text{O} \) can be chosen to be the set of unary and binary C operations as well as library functions. The special variables are assumed to not appear in the original program text, and are only used for modelling purposes.

**Definition 4.5 (Program).** A program \( P = (\text{Loc}_P, \ell_{\text{init}}, \text{Var}_P, \mathcal{U}_P, \mathcal{S}_P) \) is a tuple, where \( \text{Loc}_P \) is a (finite) set of locations, \( \ell_{\text{init}} \in \text{Loc}_P \) is the initial location, \( \text{Var}_P \) is a (finite) set of program variables, \( \mathcal{U}_P : (\text{Loc}_P \times \text{Var}_P) \rightarrow \text{E} \) is the variable update function that assigns an expression to every location-variable pair, and \( \mathcal{S}_P : (\text{Loc}_P \times \{\text{true}, \text{false}\}) \rightarrow (\text{Loc}_P \cup \{\text{end}\}) \) is the successor function, which either returns a successor location in \( \text{Loc}_P \) or the special value end (we assume end \( \not\in \text{Loc}_P \)). We drop the subscript \( P \) when it is clear from the context.

We point the reader to the discussion around the semantics below for an intuitive explanation of the program model.
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**Definition 4.6** (Computation domain, Memory). We assume some (possibly infinite) set \( D \) of values, which we call the **computation domain**, containing at least the following values:

1. \( \text{true (} \text{bool true)}; \)
2. \( \text{false (} \text{bool false)}; \) and
3. \( \perp (\text{undefined}). \)

**Definition 4.7** (Memory). Let \( \text{Var} \) be a set of variables. A **memory** \( \sigma : (\text{Var} \cup \text{Var}') \rightarrow D \) is a mapping from program variables to values, where the set \( \text{Var}' = \{ v' \mid v \in \text{Var} \} \) denotes the primed version of the variables in \( \text{Var} \); let \( \Sigma_{\text{Var}} \) denote the set of all memories over variables \( \text{Var} \cup \text{Var}' \).

Intuitively, the primed variables are used to denote the variable values after a statement has been executed (see the discussion around the semantics below).

**Definition 4.8** (Evaluation). A function \([\cdot] : E \rightarrow \Sigma \rightarrow D\) is an **expression evaluation function**, where \([e](\sigma) = d\) denotes that \( e \), on a memory \( \sigma \), evaluates to a value \( d \).

The function \([\cdot]\) is defined by a concrete programming language. The function returns the undefined value (\( \perp \)) when an error occurs during the execution of an actual program.

**Definition 4.9** (Program Semantics). Let \( P = (\text{Loc}_P, \ell_{\text{init}}, \text{Var}_P, U_P, S_P) \) be a program. A sequence of location-memory pairs \( \gamma \in (\text{Loc}_P \times \Sigma_{\text{Var}_P})^* \) is called a **trace**. Given some (input) memory \( \rho \), we write \([P](\rho) = (\ell_1, \sigma_1) \cdots (\ell_n, \sigma_n)\) if:

1. \( \ell_1 = \ell_{\text{init}}; \)
2. \( \sigma_1(v) = \rho(v) \) for all \( v \in \text{Var}_P; \)
3a. \( \sigma_j(v') = [U_P(\ell_j, v)](\sigma_j), \) and
3b. \( \sigma_{j+1}(v) = \sigma_j(v'), \) and
3c. \( \ell_{j+1} = S_P(\ell_j, \sigma_j(\ell')), \) for all \( v \in \text{Var}_P \) and \( 0 \leq j < n; \) and
4. \( S_P(\ell_n, b) = \text{end}, \) for any \( b \in \{ \text{true, false} \}. \)

For some trace element \((\ell, \sigma) \in \gamma \) and variable \( v \), \( \sigma(v) \) denotes the value of \( v \) before the location \( \ell \) is evaluated (the old value of \( v \) at \( \ell \)), and \( \sigma(v') \) denotes the value of \( v \) after the location \( \ell \) is evaluated (the new value of \( v \) at \( \ell \)). The definition of \([P](\rho)\) then says:

1. The first location of the trace is the initial location \( \ell_{\text{init}}. \)
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(2) The old values of the variables at the initial location $\ell_{init}$ are defined by the input memory $\rho$.

(3a) The new value of variable $v$ at location $\ell_j$ is determined by the semantic function $\llbracket \cdot \rrbracket$ evaluated on the expression $U_P(\ell_j, v)$.

(3b) The old value of variable $v$ at location $\ell_{j+1}$ is equal to the new value at location $\ell_j$.

(3c) The next location $\ell_{j+1}$ in a trace is determined by the successor function $S_P$ for the current location $\ell_j$ and the new value of $\sigma$ at $\ell_j$ (i.e., $\sigma_j(\sigma')$).

(4) The successor of the last location, $\ell_n$, for any Boolean $b \in \{\text{true}, \text{false}\}$, is the end location end.

We next discuss some peculiar aspects of our model.

Control-flow modelling We model if-then-else statements differently, depending on whether they contain loops or they are loop-free. In the former case, the branching is modelled, as usual, directly in the control-flow. In the latter case, (loop-free) statements are (recursively) converted to ite expressions that behave like a C ternary operator (we discuss this below on an example). Hence, any loop-free sequence of code is treated as a single block, since blocks can include nested if-then-else statements without loops (for example, similar to Beyer et al. [Bey+09]).

We could have picked a different granularity of control-flow; e.g., to treat only straight-line code (without branching) as a block. However, this particular granularity enables matching of programs that have different branching-structure, and as a result the repair algorithm is able to generate repairs that involve missing if-then-else statements (see Section 4.3).

Multiple or no assignments According to Definition 4.5, we have exactly one assignment (update) for each variable per program location; more precisely, $U_P$ assigns exactly one expression to any location-variable pair. However, in C or Python programs a variable can be unmodified (not assigned) at some location or assigned multiple times.

The former case can be easily modeled by setting $U_P(\ell, v) = v$, if the variable $v$ is not assigned at the location $\ell$ in the program $P$. The latter case is modeled by rewriting the assignments in the original program such that there is at most one assignment to each variable at any program location. We illustrate this on an example.

**Example 4.10.** In the following sequence of assignment the variable $a$ is assigned twice:

\[ a = 1; \quad b = a + 1; \quad a = 2; \]

This can be rewritten into a semantically equivalent sequence of assignment, where $a$ is assigned only once:

\[ b = 1 + 1; \quad a = 2; \]

Next, we give a complete example of how a concrete program is represented in our model.
Example 4.11. We show how a concrete program (\textbf{D1} from Figure 1.7 in Section 1.1) is represented in our model.

The set of locations is

\[ \text{Loc} = \{ \ell_{\text{before}}, \ell_{\text{cond}}, \ell_{\text{loop}}, \ell_{\text{after}} \} \]

where:

- \( \ell_{\text{init}} = \ell_{\text{before}} \) is the location before the loop, and the initial location,
- \( \ell_{\text{cond}} \) is the location of the loop condition,
- \( \ell_{\text{loop}} \) is the loop body, and
- \( \ell_{\text{after}} \) is the location after the loop.

The successor function is given by:

- \( S(\ell_{\text{before}}, \text{true}) = S(\ell_{\text{before}}, \text{false}) = \ell_{\text{cond}} \),
- \( S(\ell_{\text{cond}}, \text{true}) = \ell_{\text{loop}}, S(\ell_{\text{cond}}, \text{false}) = \ell_{\text{after}} \),
- \( S(\ell_{\text{loop}}, \text{true}) = S(\ell_{\text{loop}}, \text{false}) = \ell_{\text{cond}}, \text{ and} \)
- \( S(\ell_{\text{after}}, \text{true}) = S(\ell_{\text{after}}, \text{true}) = \text{end} \).

Note that for non-branching locations the successor functions points to the same location for both \text{true} and \text{false}.

The set of variables is

\[ \text{Var} = \{ \text{poly, result, } e, \text{return, } ?, \text{it} \} \]

where it is used to model PYTHON’s for-loop iterator. An iterator is a sequence whose elements are assigned, one by one, to some variable (\( e \) in this example) in each loop iteration. The expression labeling function is given by:

- \( U(\ell_{\text{before}}, \text{result}) = [] \),
- \( U(\ell_{\text{before}}, \text{it}) = \text{range}(1, \text{len(poly)}) \),
- \( U(\ell_{\text{cond}}, ?) = \text{len(it)} > 0 \),
- \( U(\ell_{\text{loop}}, e) = \text{ListHead(it)} \),
- \( U(\ell_{\text{loop}}, \text{it}) = \text{ListTail(it)} \),
- \( U(\ell_{\text{loop}}, \text{result}) = \text{append(float(poly[e]*e))} \),
- \( U(\ell_{\text{after}}, \text{return}) = \text{ite(result==[], [0.0], result)} \).
4. Functional Correctness Feedback

For any variable \( v \) that is unassigned at some location \( \ell \) we set \( U(\ell, v) = v \), i.e., the variable remains unchanged.

Finally, we state the trace when \( C1 \) is executed on the input \( \rho = \{ \text{poly} \mapsto [6.3, 7.6, 12.14] \} \).

We state only defined variables that change from one trace element to the next. Otherwise, we assume the values remain the same or are undefined (\( \perp \)) (if no previous value existed).

\[
[C1](\rho) = \\
\langle \ell_{\text{before}}, \{ \text{poly} \mapsto [6.3, 7.6, 12.14], \text{result}' = [], i' = 0, it' = [1, 2] \} \rangle \\
\langle \ell_{\text{cond}}, \{ ?' = \text{true} \} \rangle \\
\langle \ell_{\text{loop}}, \{ e' \mapsto 1, it' = [2], i' \mapsto 1, \text{result}' \mapsto [7.6] \} \rangle \\
\langle \ell_{\text{cond}}, \{ ?' = \text{true} \} \rangle \\
\langle \ell_{\text{loop}}, \{ e' \mapsto 2, it' = [], i \mapsto 3, \text{result}' \mapsto [7.6, 24.28] \} \rangle \\
\langle \ell_{\text{cond}}, \{ ?' = \text{false} \} \rangle \\
\langle \ell_{\text{after}}, \{ \text{return} \mapsto [7.6, 24.28] \} \rangle
\]

4.3 Algorithms

In this section we formally define the clustering and the repair algorithm.

4.3.1 Clustering

The clustering is based on the trace matching notion (defined in Definition 2.21), with an additional constraint that the programs have the same control-flow.

Hence, informally, two programs match when:

1. The programs have the same control-flow (i.e., the same looping structure); and

2. The corresponding variables in the programs take the same values in the same order, or in other words, the programs have the same memory traces (up to the renaming of the variables by a bijective function).

For the following discussion we fix two programs, \( P = (\text{Loc}_P, \ell_{\text{init}_P}, \text{Var}_P, U_P, S_P) \) and \( Q = (\text{Loc}_Q, \ell_{\text{init}_Q}, \text{Var}_Q, U_Q, S_Q) \).

**Definition 4.12 (Program Structure).** Programs \( P \) and \( Q \) have the same control-flow if there exists a bijective function, called structural matching, \( \pi : \text{Loc}_Q \rightarrow \text{Loc}_P \), s.t., for all \( \ell \in \text{Loc}_Q \) and \( b \in \{ \text{true}, \text{false} \} \), \( S_P(\pi(\ell), b) = \pi(S_Q(\ell, b)) \).

We remind the reader, as discussed in Section 4.2, that we encode any loop-free program part as single control-flow location; as a result we compare only the looping structure of the two programs.
We note that both our matching and repair algorithms require the existence of a structural matching \( \pi \) between programs. Therefore, in the rest of this chapter we assume that such a \( \pi \) exists between any two programs that we discuss, and assume that \( \text{Loc} = \text{Loc}_P = \text{Loc}_Q \) and \( \mathcal{S} = \mathcal{S}_P = \mathcal{S}_Q \), since they can be always converted back and forth using \( \pi \).

Next, we state two definitions that will be useful later on.

**Definition 4.13 (Variables of expression).** Let \( e \) be some expression, by \( \mathcal{V}(e) = \{ v \mid v \in e \} \) we denote the set of variables used in the expression \( e \). We also say that \( e \) ranges over \( \mathcal{V}(e) \).

**Definition 4.14 (Variable substitution).** Let \( \tau : \text{Var}_1 \to \text{Var}_2 \) be some function that maps variables \( \text{Var}_1 \) to variables \( \text{Var}_2 \). Given an expression \( e \) over variables \( \text{Var}_1 \), i.e., \( \mathcal{V}(e) \subseteq \text{Var}_1 \), by \( \tau(e) \) we denote the expression, which we obtain from \( e \), by substituting \( v \) with \( \tau(v) \) for all \( v \in \text{Var}_1 \). Note that \( \mathcal{V}(\tau(e)) \subseteq \text{Var}_2 \).

In the rest of this chapter we call a bijective function \( \tau : \text{Var}_1 \to \text{Var}_2 \), between two sets of variables \( \text{Var}_1 \) and \( \text{Var}_2 \), a total variable relation between \( \text{Var}_1 \) and \( \text{Var}_2 \).

Next we give a formal definition of matching between two programs. Afterwards, we give a formal definition of matching between two expressions. The definitions involve execution of the programs on a set of inputs.

**Definition 4.15 (Program Matching).** Let \( I \) be a set of inputs, and let \( \gamma_{P,\rho} = \llbracket P \rrbracket(\rho) \) and \( \gamma_{Q,\rho} = \llbracket Q \rrbracket(\rho) \) be sets of traces obtained by executing \( P \) and \( Q \) on \( \rho \in I \), respectively.

We say that \( P \) and \( Q \) match over a set of inputs \( I \), denoted by \( P \sim_I Q \), if there exists a total variable relation \( \tau : \text{Var}_Q \to \text{Var}_P \), such that \( \gamma_{P,\rho} \sim^\tau \gamma_{Q,\rho} \), for all inputs \( \rho \in I \), where \( \sim^\tau \) is defined in Definition 2.21.

We call \( \tau \) a matching witness.

Intuitively, a matching witness \( \tau \) defines a way of translating \( Q \) to range over variables \( \text{Var}_P \), such that \( P \) and \( Q \) translated with \( \tau \) produce the same traces.

Given a set of inputs \( I, \sim_I \) is an equivalence relation on a set of programs \( P \): the identity relation on program variables gives a matching witness for reflexivity, the inverse \( \tau^{-1} \) of some total variable relation \( \tau \) gives a matching witness for symmetry, and the composition \( \tau_1 \circ \tau_2 \) of some total variables relations \( \tau_1, \tau_2 \) gives a matching witness for transitivity.

We remind the reader that the algorithm for finding \( \tau \) is discussed in Section 2.2 and Section 2.3.

**Definition 4.16 (Expression matching).** Let \( \Gamma \subseteq (\text{Loc} \times \Sigma_{\text{Var}_P})^* \) be a set of traces over variables \( \text{Var}_P \), and let \( e_1 \) and \( e_2 \) be two expressions over variables \( \text{Var}_P \), at some location \( \ell \in \text{Loc} \). We say that \( e_1 \) and \( e_2 \) match over a set of traces \( \Gamma \), denoted \( e_1 \simeq_{\Gamma,\ell} e_2 \), if \( \llbracket e_1 \rrbracket(\sigma) = \llbracket e_2 \rrbracket(\sigma) \), for all \( (\sigma, \ell_i) \in \gamma \) where \( \ell_i = \ell \), and all \( \gamma \in \Gamma \).
Expression matching says that two expressions produce the same values, when considering the memories at location \( \ell \), in a set of traces \( \Gamma \). In the following lemma we state that expression matching is equivalent to program matching; this lemma will be useful for our repair algorithm, which we will state in the next section.

**Lemma 4.17 (Matching Equivalence).** Let \( I \) be a set of inputs, and let \( \Gamma_I = \{ [P](\rho) \mid \rho \in I \} \) be a set of traces obtained by executing \( P \) on \( I \). We have the following equivalence:

\[ P \sim_I Q \text{ witnessed by } \tau : \text{Var}_Q \rightarrow \text{Var}_P, \text{ if and only if, } e_P \simeq_{\Gamma_I, \ell} \tau(e_Q), \text{ for all } (\ell, v_1) \in \text{Loc} \times \text{Var}_P, \text{ where } v_1 = \tau(v_2), e_P = U_P(\ell, v_1), \text{ and } e_Q = U_Q(\ell, v_2). \]

**Proof.** “\( \Rightarrow \)”: Directly from the definitions. “\( \Leftarrow \)”: By induction on the length of the trace \( \gamma = [P](\rho) \) for some \( \rho \in I \).

**Clustering** We define clusters as the equivalence classes of \( \sim_I \). For the purpose of matching and repair we pick an arbitrary class representative from the class and collect expressions from all programs in the same cluster:

**Definition 4.18 (Cluster).** Let \( \mathcal{P} \) be a set of (correct) programs. A cluster \( \mathcal{C} \subseteq \mathcal{P} \) is an equivalence class of \( \sim_I \). Given some cluster \( \mathcal{C} \), we fix some arbitrary class representative \( P_C \in \mathcal{C} \).

We define the set \( \mathcal{E}_C(\ell, v_1) \) of cluster expressions for a pair \( (\ell, v_1) \in \text{Loc} \times \text{Var}_{P_C} \): \( e_1 \in \mathcal{E}_C(\ell, v_1) \) iff there is some \( Q \in \mathcal{C} \) witnessed by \( \tau : \text{Var}_Q \rightarrow \text{Var}_{P_C} \) such that \( v_1 = \tau(v_2) \), \( e_2 = U_Q(\ell, v_2) \) and \( e_1 = \tau(e_2) \).

Note that it is irrelevant which program from \( \mathcal{C} \) is chosen as cluster representative \( P_C \); we just need to fix some program in order to be able to define the expressions \( \mathcal{E}_C \) over a common set of variables \( \text{Var}_{P_C} \). We note that by definition the sets of expressions \( \mathcal{E}_C \) have the following property: for all \( e_1, e_2 \in \mathcal{E}_C(\ell, v) \) we have \( e_1 \simeq_{\Gamma_I, \ell} e_2 \) that is, expressions \( e_1 \) and \( e_2 \) match.

**Example 4.19.** In Example 4.1 we have discussed why the solutions \( D1 \) and \( D2 \) (given in Figure 1.7) match; therefore these two solutions belong to the same cluster, which we denote here by \( \mathcal{C} \), and chose \( D1 \) as its representative \( P_C \).

In Figure 4.2 we also give examples of different dynamically equivalent expressions of assignment to the variable result inside the loop body and the return statement after the loop, respectively. To be more precise, these were examples of sets \( \mathcal{E}_C(\ell_{\text{loop}}, \text{result}) \) and \( \mathcal{E}_C(\ell_{\text{after}}, \text{return}) \), respectively.

**4.3.2 Repair**

As already mentioned in Section 4.1, the high-level idea of our algorithm is to use clusters of correct solutions to repair an incorrect student implementation. This is depicted in Figure 4.3, which shows the top-level repair algorithm, \( \text{REPAIR}\text{TOP} \). The algorithm takes
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```
def REPAIR_TOP(Clusters C, Implementation P_impl, Inputs I):
    R = map(λC. REPAIR(C, P_impl, I), C)
    return arg min_{R ∈ R} cost(R)
```

Figure 4.3: The Top-level Repair Algorithm.

a set of clusters C, a student implementation P_impl, and a set of inputs I, and returns a repair R (we define the repair R precisely below). The algorithm first (at line 2) runs the REPAIR algorithm on each cluster C separately \(^4\), which results in a set of repairs R (each for one cluster C). The algorithm returns (at line 3) a repair with the minimal cost.

In the rest of this section we discuss the underlying REPAIR algorithm that uses a single cluster C (with its representative P_C) to repair a student implementation P_impl, on some set of inputs I. We assume that P_impl and P_C have the same control-flow.

The goal is to repair P_impl; that is, to modify P_impl minimally, w.r.t. some notion of cost, such that the repaired program matches the cluster. More precisely, the repair algorithm searches for a program P_repaired, such that P_C ∼ I P_repaired, and P_repaired should be syntactically close to P_impl. Therefore, our repair algorithm can be seen as a generalization of clustering to incorrect programs.

We first define a version of the repair algorithm that does not change the set of variables, i.e., Var_impl = Var_repaired. In Section 4.4.2 we extend this algorithm to include changes of variables, i.e., we allow Var_impl ≠ Var_repaired. In both cases the control-flow of P_impl remains the same.

For the following discussion we fix some set of inputs I. Let \(\Gamma = \{[[P_C]](\rho) \mid \rho ∈ I\}\) be the set of traces of cluster representative P_C for the inputs I.

**High-level idea** As we discussed in the previous section, two programs match if all of their corresponding expressions match (see Lemma 4.17). Therefore the high-level idea of our repair algorithm is to consider a set of local repairs that modify individual implementation expressions. These local repairs are then combined into a full program repair with the minimal cost, using constraint-optimization techniques. This is depicted in Figure 4.4. We first discuss local repairs; later on we will discuss how to combine local repairs into a full program repair.

Local repairs are defined with regard to partial variable relations. It is enough to consider partial variable relations (as opposed to the total variable relations needed for matchings) because these relations only need to be defined for the expressions that need to be repaired.

**Definition 4.20** (Local Repair). Let \((\ell, v_2) ∈ Loc × Var_impl\) be a location-variable pair from P_impl, and let e_impl = U_impl(\(\ell, v_2\)) be the corresponding expression. Further, let

\(^4\)This can be done in parallel, as the invocations of the REPAIR on individual clusters are independent; in fact our implementation (described in Section 4.6) does exactly that.
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Figure 4.4: High-level overview of the repair algorithm.

\( \omega : \text{Var}_{\text{impl}} \rightarrow \text{Var}_{\text{C}} \) be a partial variable relation such that \( v_2 \in \text{dom}(\omega) \), let \( v_1 = \omega(v_2) \) be the related cluster representative variable, and let \( e_C = U_{\text{C}}(\ell, v_1) \) be the corresponding expression.

A pair \( r = (\omega, e_{\text{repaired}}) \), where \( e_{\text{repaired}} \) is an expression over implementation variables \( \text{Var}_{\text{impl}} \), is a local repair for \( (\ell, v_2) \) when \( e_C \simeq_{\Gamma, \ell} \omega(e_{\text{repaired}}) \) and \( \mathcal{V}(e_{\text{repaired}}) \subseteq \text{dom}(\omega) \). A pair \( r = (\omega, \bullet) \) is a local repair for \( (\ell, v_2) \) when \( e_C \simeq_{\Gamma, \ell} \omega(e_{\text{impl}}) \) and \( \mathcal{V}(e_{\text{impl}}) \subseteq \text{dom}(\omega) \).

We define the cost of a local repair \( r = (\omega, e_{\text{repaired}}) \) as \( \text{cost}(r) = \text{diff}(e_{\text{impl}}, e_{\text{repaired}}) \) and the cost of a local repair \( r = (\omega, \bullet) \) as \( \text{cost}(r) = 0 \).

We comment on the definition of a local repair. Let \( (\ell, v_2) \in \text{Loc} \times \text{Var}_{\text{impl}} \) be a location-variable pair from \( P_{\text{impl}} \), let \( e_{\text{impl}} = U_{\text{impl}}(\ell, v_2) \) be the corresponding expression, and let \( r \) be a local repair for some \( (\ell, v_2) \). In case \( r = (\omega, \bullet) \), the expression \( e_{\text{impl}} \) matches the corresponding expression of the cluster representative under the partial variable mapping \( \omega \); this repair has cost zero because the expression \( e_{\text{impl}} \) is not modified. In case \( r = (\omega, e_{\text{repaired}}) \), the expression \( e_{\text{repaired}} \) constitutes a modification of \( e_{\text{impl}} \) that matches the corresponding expression of the cluster representative under the partial variable mapping \( \omega \); this repair has some cost \( \text{diff}(e_{\text{impl}}, e_{\text{repaired}}) \). In our implementation we define \( \text{diff}(e_{\text{impl}}, e_{\text{repaired}}) \) to be the tree edit distance [Tai79; ZS89] between the abstract syntax trees (ASTs) of the expressions \( e_{\text{impl}} \) and \( e_{\text{repaired}} \).

Example 4.21. We illustrate the notion of local repairs on a few local repairs for I1 (Figure 1.1) with regard to the cluster representative D1 (Figure 1.7):
1. \((\omega_1, 0)\) is a local repair for new before the loop (i.e., \((\ell_1, \text{new})\)), where \(\omega_1 = \{\text{new} \mapsto \text{result}\}\), since the expressions of new and result match (i.e., they take the same values).

2. \((\omega_2, \text{if } \text{new}==[]): \text{return } [0.0] \text{ else: return } \text{new}\) is a local repair for return after the loop (i.e., \((\ell_4, \text{return})\)), where \(\omega_2 = \{\text{new} \mapsto \text{result}, \text{return} \mapsto \text{return}\}\), since then the return expressions match.

3. \((\omega_3, \text{if } \text{poly}==[]): \text{return } [0.0] \text{ else: return } \text{poly}\) is a local repair for return after the loop (i.e., \((\ell_1, \text{return})\)), where \(\omega_3 = \{\text{poly} \mapsto \text{result}, \text{return} \mapsto \text{return}\}\), since then the return expressions match.

Next we discuss how to combine local repairs into a full program repair.

**Note.** In the definitions below we use notation \(r = (\omega, \ast)\) when \(e_{\text{repaired}}\) or \(\bullet\) is not important in \(r\); similarly we use \(r = (\ast, e_{\text{repaired}})\) and \(r = (\ast, \bullet)\) when \(\omega\) is not important in \(r\).

**Definition 4.22** (Repair). Let \(R\) be a function that assigns to each pair \((\ell, v)\) of \(\text{Loc} \times \text{Var}_{\text{impl}}\) a local repair for \((\ell, v)\). We say that \(R\) is consistent, if there exists a total variable relation \(\tau: \text{Var}_{\text{impl}} \rightarrow \text{Var}_C\), such that \(\omega \subseteq \tau\), for all \(R(\ell, v) = (\omega, \ast)\). A consistent \(R\) is called a repair. We define the cost of \(R\) as the sum of the costs of all local repairs:

\[
\text{cost}(R) = \sum_{(\ell, v) \in \text{Loc} \times \text{Var}_{\text{impl}}} \text{cost}(R(\ell, v)).
\]

A repair \(R\) defines a repaired implementation \(P_{\text{repaired}} = (\text{Loc}, \ell_{\text{init}}, \text{Var}_{\text{impl}}, \text{U}_{\text{repaired}}, \mathcal{S})\), where \(\text{U}_{\text{repaired}}(\ell, v) = e_{\text{repaired}}\) if \(M(\ell, v) = (\ast, e_{\text{repaired}})\), and \(\text{U}_{\text{repaired}}(\ell, v) = \text{U}_{\text{impl}}(\ell, v)\) if \(M(\ell, v) = (\ast, \bullet)\), for all \((\ell, v) \in \text{Loc} \times \text{Var}_{\text{impl}}\).

**Theorem 4.23** (Soundness of Repairs). \(P_C \sim_I P_{\text{repaired}}\).

**Proof.** (Sketch) From the definition of \(R(\ell, v_2)\), we have \(e_C \sim_{\tau, \ell} \tau(e_{\text{repaired}})\), for all \((\ell, v_2) \in \text{Loc} \times \text{Var}_{\text{impl}}\), where \(v_1 = \tau(v_2)\), \(e_C = \text{U}_C(\ell, v_1)\) and \(e_{\text{repaired}} = \text{U}_{\text{repaired}}(\ell, v_2)\). Then it follows from Lemma 4.17 that \(P_C \sim_I P_{\text{repaired}}\). \(\square\)

**Example 4.24.** The repair for example 1 (Figure 1.9) corresponds to the total variable relation \(\tau = \{\text{poly} \mapsto \text{poly}, \text{new} \mapsto \text{result}, e \mapsto i, \text{return} \mapsto \text{return}, ? \mapsto ?\}\). The repair \(M\) includes local repairs (1) and (2) from the previous example, where only (2) has cost \(> 0\).

Next we discuss the algorithm for finding a repair.

**The repair algorithm** The algorithm is given in Figure 4.5: given a cluster \(C\), an implementation \(P_{\text{impl}}\), and a set of inputs \(I\), it returns a repair \(R\). The algorithm has two main parts: First, the algorithm constructs a set of possible local repairs; we define and discuss the possible local repairs below. Second, the algorithm searches for a consistent subset of the possible local repairs, which has minimal cost; this search corresponds to solving a constraint-optimization system.
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```python
def REPAIR(Cluster C, Implementation P_impl, Inputs I):
    if π = control-flow matching:
        return no repair
    Γ = \{P_ℓ(ρ) \mid ρ \in I\}
    for all (ℓ, v_2) ∈ Loc × Var_impl:
        LR(ℓ, v_2) = ø
        e_impl = U_impl(ℓ, v_2)
        for all v_1 ∈ Var_P_ℓ:
            e_C = U_P_ℓ(ℓ, v_1)
            for all ω : V(e_impl) ∪ {v_2}) → Var_P_ℓ s.t. ω(v_2) = v_1:
                if e_C ≃_{Γ,ℓ} ω(e_impl):
                    LR(ℓ, v_2) = LR(ℓ, v_2) ∪ {(ω, •)}
            for all ω : (V(e) ∪ \{v_1}) → Var_impl s.t. ω(v_1) = v_2:
                LR(ℓ, v_2) = LR(ℓ, v_2) ∪ \{ω⁻¹(ω(e))\}
        return FINDOREPAIR(LR)
```

**Definition 4.25** (Set of possible local repairs). For all (ℓ, v) ∈ Loc × Var_impl, we define the set of possible local repairs LR(ℓ, v) as:

1. (ω, e) ∈ LR(ℓ, v), if ω(e) ∈ E_C(ℓ, ω(v)); and
2. (ω, •) ∈ LR(ℓ, v), if e_C ≃_{Γ,ℓ} ω(e_impl)

where e_C = U_P_ℓ(ℓ, ω(v)) and e_impl = U_impl(ℓ, v).

The set of possible local repairs LR(ℓ, v) includes all expressions from the cluster E_C(ℓ, ω(v)), translated by some partial variable relation ω in order to range over implementation variables. It also includes (ω, •) if e_impl matches e_C under partial variable mapping ω. Next we describe how the algorithm constructs the set LR(ℓ, v) (at lines 6-16).

For the following discussion we fix a pair (ℓ, v_2) ∈ Loc × Var_impl (corresponding to line 6), and some v_1 ∈ Var_P_ℓ (corresponding to line 9); we set e_impl = U_impl(ℓ, v_2) and e_C = U_P_ℓ(ℓ, v_1). Possible local repairs for (ℓ, v_2) are constructed in two steps: In the first step, the algorithm checks if there are partial variable relations ω : Var_impl → Var_P_ℓ s.t. e_C ≃_{Γ,ℓ} ω(e_impl) (at line 11), and in that case adds a pair (ω, •) to LR(ℓ, v_2) (at line 13). In the second step, the algorithm iterates over all cluster expressions e = E_P_ℓ(ℓ, v_1) (at line 14), and all partial variable relations ω : Var_P_ℓ → Var_impl (at line 15), and then adds a pair (ω⁻¹(ω(e))) to LR(ℓ, v_2) (at line 16). We note that ω⁻¹(ω(e)) = e ∈ E_C(ℓ, v_1) = E_C(ℓ, ω⁻¹(v_2)), and thus (ω⁻¹(ω(e))) is a possible local repair as in Definition 4.25.

We remark that in both steps, the algorithm iterates over all possible variable relations ω. However, since ω relates only the variables of a single expression — usually a small subset of all program variables, this iteration is feasible.

Figure 4.5: The Repair Algorithm.
Finding a Repair With the Smallest Cost

Finally, the algorithm uses sub-routine FINDREPAIR (at line 17) that, given a set of possible local repairs \( LR \), finds a repair with smallest cost. FINDREPAIR encodes this problem as a Zero-One Integer Linear Program (ILP), and then hands it to an off-the-shelf ILP solver. Next, we define the ILP problem, describe how we encode the problem of finding a repair as an ILP problem, and how we decode the ILP solution to a repair.

**Definition 4.26 ((Zero-One) ILP).** An ILP problem, over variables \( I = \{x_1, \ldots, x_n\} \), is defined by an objective function \( O = \square \sum_{1 \leq i \leq n} w_i \cdot x_i \), and a set of linear (in)equalities \( C \), of the form \( \sum_{1 \leq i \leq n} a_i \cdot x_i \geq b \). \(^5\) Where \( \square \in \{\min, \max\} \) and \( \geq = \{\geq, =\} \). A solution to the ILP problem is a variable assignment \( A : I \to \{0,1\} \), such that all (in)equalities hold, and the value of the objective functions is minimal (resp. maximal) for \( A \).

We encode the problem of finding a consistent subset of possible local repairs as an ILP problem with variables \( I = \{x_{v_1v_2} \mid v_1 \in \text{Var}_{P_c} \text{ and } v_2 \in \text{Var}_{impl}\} \cup \{x_r \mid r \in LR(\ell,v), (\ell,v) \in \text{Loc} \times \text{Var}_{impl}\} \); that is, one variable for each pair of variables \((v_1,v_2)\), and one variable for each possible local repair \( r \). The set of constraints \( C \) is defined as follows:

\[
\begin{align*}
\sum_{v_2 \in \text{Var}_{impl}} x_{v_1v_2} &= 1 \text{ for each } v_1 \in \text{Var}_{P_c} \quad (4.1) \\
\sum_{v_1 \in \text{Var}_{P_c}} x_{v_1v_2} &= 1 \text{ for each } v_2 \in \text{Var}_{impl} \quad (4.2) \\
\sum_{r \in LR(\ell,v)} x_r &= 1 \text{ for each } (\ell,v) \in \text{Loc} \times \text{Var}_{impl} \quad (4.3) \\
-x_r + x_{u_1u_2} &\geq 0 \text{ for each } r = (\omega, -) \in LR \quad (4.4) \\
&\text{and each } \omega(u_2) = u_1
\end{align*}
\]

Intuitively, the constraints encode:

(4.1) Each \( v_1 \in \text{Var}_{P_c} \) is related to exactly one of \( v_2 \in \text{Var}_{impl} \).

(4.2) Each \( v_2 \in \text{Var}_{impl} \) is related to exactly one of \( v_1 \in \text{Var}_{P_c} \). Together (1) and (2) encode that there is a total variable relation \( \tau : \text{Var}_{impl} \to \text{Var}_{P_c} \).

(4.3) For each \( (\ell,v) \in \text{Loc} \times \text{Var}_{impl} \) exactly one local repair is selected.

(4.4) Each selected local repair \( r = (\omega, -) \in LR \) is consistent with \( \tau \), i.e., \( \omega \subseteq \tau \).

The objective function \( O = \min \left( \sum_{r \in LR} \text{cost}(r) \cdot x_r \right) \) ensures that the sum of the costs of the selected local repairs is minimal.

\(^5\) In general, the coefficients of the objective function and the inequalities range over the real numbers; that is, \( w_i, a_i, b \in \mathbb{R} \) (for all \( 1 \leq i \leq n \)). In our encoding, as we discuss below, we have \( w_i \in \mathbb{N} \), \( a_i \in \{-1,0,1\} \), and \( b \in \{0,1\} \).
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Decoding an ILP solution to a repair Let $\mathcal{A} : \mathcal{I} \rightarrow \{0, 1\}$ be a solution of the ILP problem.

We obtain the following total variable relation from $\mathcal{A}$:

$$\tau(v_2) = v_1 \text{ if and only if } \mathcal{A}(x_{v_1v_2}) = 1$$

For each $\mathcal{A}(x_v) = 1$, where $LR(\ell, v) = r$, we set $R(\ell, v) = r$.

4.4 Extensions

In this section, we discuss useful extensions to the core material presented so far. These extensions are part of our implementation, but we discuss them separately to make the presentation easier to follow.

4.4.1 Order of Statements

In our model we tacitly assumed that all variables at some location are updated simultaneously. However, in C or Python programs an assignment to some variable can depend on the value of some other variable already assigned at the same location (block). Hence, we need to model the order in which variables are assigned in the original program.

Order of statements in the program model To model variable order (or their dependencies) we use primed versions of variables. That is, given some variable $v$, we denote by its primed version $v'$ the value of $v$ already assigned at that location. More precisely, given some sequence of assignments $v_1 := e_1; \cdots; v_n := e_n$ (in the original program), we replace all occurrences of $v_i$ with $v'_i$ in $e_j$ when $i < j$.

We illustrate this on an example.

Example 4.27. The following sequence of statements (taken from one of our benchmarks)

$$f = f + i; \quad i = n1 + 1; \quad n1 = i;$$

is represented in our model (at some location $\ell$) as:

- $U(\ell, f) = f + i$,
- $U(\ell, i) = n1 + 1$, and
- $U(\ell, n1) = i'$ (note that $i$ is primed here).

Primed and unprimed variables here denote that:

- $f$ is assigned before $i$,
• \( i \) is assigned before \( n_1 \) and
• \( n_1 \) is assigned after \( i \).

Note that primed and unprimed variables align with our definition of the semantics (in Section 4.2): (unprimed) \( v \) denotes the old value (before the location is executed) and (primed) \( v' \) denotes the new value (after the location is executed).

**Order of statements in repair** Next we discuss how ordering of statements affects the repair algorithm. We motivate this by considering some repairs for the program discussed in the previous example above.

**Example 4.28.** Consider a repair that changes \( n_1 \) from \( i' \) to \( i \), that is to, moves the assignment to \( n_1 \) before the assignment to \( i \).

However, the unmodified assignment to \( i \) \((n_1+1)\) requires that \( i \) is assigned before \( n_1 \). Obviously, both is not possible.

We now discuss how we augment the repair algorithm to consider only the possible (valid) order of statements. We first define conflicting variable orders.

**Definition 4.29** (Variable Order). Let \( v \) be a variable, and \( e \) an expression; we define

\[
\text{order}(v, e) = \{(v, v_2) \mid v_2 \in e\} \cup \{(v_2, v) \mid v_2' \in e\}
\]

Two orders \( o_1 \) and \( o_2 \) are conflicting if there are two distinct variables \( v_1 \) and \( v_2 \) for which we have both \((v_1, v_2) \in o_1\) and \((v_2, v_1) \in o_2\).

Let \( r_1 \) and \( r_2 \) be two local repairs for some pairs \((\ell, v_1) \in \text{Loc} \times \text{Var}_\text{impl}\) and \((\ell, v_2) \in \text{Loc} \times \text{Var}_\text{impl}\). Further, let \( e_1 \) and \( e_2 \) be expressions corresponding the repairs \( r_1 \) and \( r_2 \) (by corresponding we mean \( e_i = e \) when \( r_i = (-, e) \), or \( e_i = U_\text{impl}(\ell, v_i) \) when \( r_i = (-, \bullet) \)). Finally, let \( o_1 = \text{order}(v_1, e_1) \) and \( o_2 = \text{order}(v_2, e_2) \) be the corresponding orders.

If \( o_1 \) and \( o_2 \) are conflicting orders we disallow that both local repairs \( r_1 \) and \( r_2 \) appear in a repair generated by the algorithm.

**ILP encoding** The restriction can be done in our ILP encoding in the following way: for each \( r_1 \) and \( r_2 \) with conflicting orders \( o_1 \) and \( o_2 \) (as just discussed above) we add the following constraint to the ILP model:

\[
x_{r_1} + x_{r_2} \leq 1
\]

This ensures that the final repair cannot involve both the local repairs \( r_1 \) and \( r_2 \).

However, we noticed that adding all possible order-constraints to an ILP instance considerably increases the solving time, and also that repairs with conflicting orders rarely occur. Therefore, we adopt the following incremental approach, instead of adding all the constraints:
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1. When a repair is generated we check for conflicting orders;
2. If there are conflicting orders, then we add constraints to an ILP model only for those orders, and solve a new model.

4.4.2 Adding and Deleting Variables

The repair algorithm described so far does not change the set of variables, i.e., $\text{Var}_{\text{repaired}} = \text{Var}_{\text{impl}}$. However, since the repair algorithm constructs a bijective variable relation, this only works when the implementation and cluster representative have the same number of variables, i.e., $|\text{Var}_{\text{impl}}| = |\text{Var}_{\text{PC}}|$. Hence, we extend the algorithm to also allow the addition and deletion of variables.

We extend total variable relations $\tau : \text{Var}_{\text{impl}} \rightarrow \text{Var}_{\text{PC}}$ to relations $\tau \subseteq (\text{Var}_{\text{impl}} \cup \{\star\}) \times (\text{Var}_{\text{PC}} \cup \{-\})$. We relax the condition about $\tau$ being total and bijective: $\star$ and $-$ can be related to multiple variables or none.

When some variable $v \in \text{Var}_{\text{PC}}$ is related to $\star$, that is $\tau(\star) = v$, it denotes that a fresh variable is added to $P_{\text{impl}}$, in order to match $v$.

Conversely, when some variable $v \in \text{Var}_{\text{impl}}$ is related to $-$, that is $\tau(v) = -$, variable $v$ is deleted from $P_{\text{impl}}$, together with all its assignments.

We show examples of these kinds of repairs in Section 4.7.1.

Completeness of the algorithm We point out that with this extension the repair algorithm is complete (assuming $P_{\text{impl}}$ and $P_{\text{PC}}$ have the same control-flow). This is because the repair algorithm can always generate a trivial repair: all variables $v_2 \in \text{Var}_{\text{impl}}$ are deleted, that is $\tau(v_2) = -$ for all $v_2 \in \text{Var}_{\text{impl}}$; and a fresh variable is introduced for every variable $v_1 \in \text{Var}_{\text{PC}}$, that is $\tau(\star) = v_1$ for all $v_1 \in \text{Var}_{\text{PC}}$. Clearly, this trivial repair has high cost, and in practice it is very rarely generated, as witnessed by our experimental evaluation in the next section.

4.5 Usage Methodology

In this section we discuss how we envision the described approach would be used by a teacher in a real programming class.

The approach can be used in two different scenarios, where the methodology is mostly identical:

- a classroom setting, and
- a MOOC setting.

We have already discussed these two scenarios in Section 3.5.
We point out that the overall methodology for the functional feedback approach is simpler than for our performance feedback approach, since the former is fully automated, while the latter is semi-automated and requires more of the teacher attention.

**The workflow** The teacher maintains a list of the correct solutions, or more precisely a list of correct clusters. When a student submits a new attempt, the following scenarios can happen:

1. The submitted attempt is *correct*. In this case the clustering algorithm is run on this correct solution with respect to the existing clusters. There are two possible outcomes:
   
   (a) The correct solution *matches one of the existing clusters*; in this case the solution is *added to this cluster*.
   
   (b) The correct solution *does not match any of the existing clusters*; in this case a *new cluster is added* to the existing clusters. The new cluster at this point contains only the new correct solution.

2. The submitted attempt is *incorrect*. In this case the top-level repair procedure is run on the incorrect attempt and all the existing clusters. Again, there are two possible outcomes:
   
   (a) The repair algorithm found a repair for the incorrect attempt and feedback is generated for the student from this repair. We discuss this further in the next section.
   
   (b) The repair algorithm could not find a repair for the incorrect attempt. In this case the student cannot be given feedback, but the system could notify the teacher and the teacher could manually write a correct solution (repair the incorrect attempt) and add it to the system in the same manner as described in (1.b). After the teacher has added this new solution, the algorithm will be able to find a repair and the feedback is generated in the same way as in (2.a).

Except for the scenario described in (2.b), the system is fully automated and does not require any manual effort from the teacher. Further, in our experimental evaluation (see Section 4.7) we show that the scenario where we cannot provide feedback automatically occurs very rarely.

**Correct student solutions** As mentioned above, the teacher is maintaining a list of correct student solutions. These correct solutions come from two sources:

1. Already existing correct solutions from the previous course offerings. As we already mentioned in Section 4.1, MOOC courses already have tens of thousands of existing student attempts.
II. New correct solutions obtained during the course offering, as described in scenarios (1.a) and (1.b).

We believe that our approach is best suited for MOOC-like setting where there already exists a lot of correct student solutions.

4.6 Implementation

We implemented the proposed approach in the publicly available tool CLARA\textsuperscript{6} (for CL\textsuperscript{2}uster And RepAir). The tool currently supports programs in the programming languages C and PYTHON, and consists of:

1. Parsers for C and PYTHON that convert programs to our internal program representation;

2. Program and expression evaluation functions for C and PYTHON, used in the matching and repair algorithms;

3. Matching algorithm;

4. Repair algorithm;

5. Simple feedback generation system.

\textsuperscript{6}https://github.com/iradicek/clara
We use the [lpsolve](http://sourceforge.net/projects/lpsolve/) ILP solver, and the [zhang-shasha](https://github.com/timtadh/zhang-shasha) tree-edit-distance algorithm.

**Feedback generation** We have implemented a simple feedback generation system that generates the location and a textual description of the required modifications (similar to, for example, AutoGrader). Other types of feedback can be generated from the repair as well, and we briefly discuss it in Section 6.2.

Next, we discuss some example invocations of the tool; a more detailed documentation can be found on the tool web site (mentioned above).

Example 4.30. Figure 4.6 shows two invocations of the Clara:

1. To demonstrate the matching algorithm on the correct solutions $D_1$ and $D_2$ (Figure 1.7);
2. To demonstrate the repair algorithm and feedback generation on the correct solution $D_1$ and the incorrect attempt $I_1$ (Figure 1.9).

At line 1 Clara is invoked to test for matching between $D_1$ and $D_2$; the additional arguments are: --entryfnc to specify the entry function, --args to provide the inputs, --verbose to output extra debug information, and --ignoreio to ignore the standard input and output. Lines 4-10 show the matching witness found by the algorithm. We point out that the tool uses two variables ($\text{ind#0}$ and $\text{iter#0}$) to model Python’s for-loop iterator (discussed in Example 4.11); the special variables return and ? (discussed in Section 4.2), are denoted in the tool with $\text{ret}$ and $\text{cond}$.

At line 13 Clara is invoked to generate feedback for $I_1$, using the correct solution $D_1$; the arguments are the same as for the matching. Line 16 shows the embedding witness for the matching between $D_1$ and the repaired $I_1$, line 17 shows the repaired variable ($\text{ret}$) and the cost (1.0, since a single modification has been made: 0.0 has been modified to \{0.0\}), line 18 shows the time required for the feedback generation, and line 19 shows the generated feedback.

### 4.7 Experimental Evaluation

In this section we describe an experimental evaluation of the implementation of our framework. We evaluate our approach in two experiments:

---
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- On a MOOC-size dataset (Section 4.7.1); and
- A user study on repair usefulness (Section 4.7.2).

4.7.1 MOOC-size Experiment

**Setup** In the first experiment we evaluate CLARA on data from the MITx introductory programming MOOC \(^{11}\), which is similar to the data used in evaluation of AutoGrader [SGSL13].

This data is stripped from all information about student identity, i.e., there are not even anonymous identifiers. To avoid the threat that a student’s attempt is repaired by her own future correct solution, we split the data into two sets. From the first (chronologically earlier) set we take only the correct solutions: these solutions are then clustered, and the obtained clusters are used during the repair of the incorrect attempts. From the second (chronologically later) set we take only the incorrect attempts: on these attempts we perform repair. We have split the data in 80 : 20 ratio since then we have a large enough number (12973; see the discussion below) of correct solutions that our approach requires, while still having quite a large number (4293) of incorrect attempts for the repair evaluation. We point out that this is precisely the setting that we envision our approach to be used in: a large number of existing correct solutions (e.g., from a previous offering of a course) are used to repair new incorrect student submissions.

**Results** The evaluation summary is in Table 4.1; the descriptions of the problems are given in Appendix A.2.1. CLARA automatically generates a repair for 97.44% of attempts. As expected, CLARA can generate repairs in almost all the cases, since there is always the trivial repair of completely replacing the student implementation with some correct solution of the same control flow. Hence, it is mandatory to study the quality and size of the generated repairs. We evaluate the following questions in more detail:

1. **What are the reasons when CLARA fails?**
2. **Does CLARA generate non-trivial repairs?**
3. **What is the quality and size of the generated repairs?**

We next discuss the results of the evaluation.

**(1) Clara fails** CLARA fails to generate repair in 110 cases: in 69 cases there are unsupported PYTHON features (e.g., nested function definitions), in 35 cases there is no correct attempt with the same control-flow, and in 6 cases a numeric precision error occurs in the ILP solver. The only fundamental problem of our approach is the inability to generate repairs without matching control-flow; however, since this occurs very rarely,

\(^{11}\)https://www.edx.org/school/mitx
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<table>
<thead>
<tr>
<th>Problem name</th>
<th>LOC median</th>
<th>AST size median</th>
<th># correct</th>
<th># clusters (% of # correct)</th>
<th># incorrect</th>
<th># repaired (% of # incorrect)</th>
<th>avg. (median) time in s</th>
</tr>
</thead>
<tbody>
<tr>
<td>derivatives</td>
<td>14</td>
<td>33</td>
<td>1472</td>
<td>532 (36.14%)</td>
<td>481</td>
<td>472 (98.13%)</td>
<td>4.9s (4.4s)</td>
</tr>
<tr>
<td>oddTuples</td>
<td>10</td>
<td>25</td>
<td>9001</td>
<td>454 (5.04%)</td>
<td>3584</td>
<td>3514 (98.05%)</td>
<td>3.0s (2.6s)</td>
</tr>
<tr>
<td>polynomials</td>
<td>13</td>
<td>25</td>
<td>2500</td>
<td>234 (9.36%)</td>
<td>228</td>
<td>197 (86.40%)</td>
<td>1.9s (1.6s)</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>25</td>
<td>12973</td>
<td>1220 (9.40%)</td>
<td>4293</td>
<td>4183 (97.44%)</td>
<td>3.2s (2.7s)</td>
</tr>
</tbody>
</table>

Table 4.1: List of the problems with evaluation results for the MOOC data (with AutoGrader comparison).
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![Histogram of relative repair sizes.](image)

Figure 4.7: Histogram of relative repair sizes.

we leave the extension for future work. Hence, we conclude that CLARA can repair almost all programs.

(2) Non-trivial repairs Since a correct repair is also a trivial one that completely replaces a student’s attempt with a correct program, we measure how much a repair changes the student’s program. To measure this we examine the relative repair size: the tree-edit-distance of the repair divided by the size of the AST of the program. Intuitively, the tree-edit-distance tells us how many changes were made in a program, and normalization with the total number of AST nodes gives us the ratio of how much of the whole program changed. Note, however that this ratio can be $>1.0$, or even $\infty$ if the program is empty. Figure 4.7 shows a histogram of relative repair sizes. We note that 68% of all repairs have relative size $<0.3$, 53% have $<0.2$ and 25% have $<0.1$; the last column ($\infty$) is caused by 436 completely empty student attempts. As an example, the two repairs in Figure 1.9 (a) and (b) (discussed in Section 1.1), have relative sizes of 0.03 and 0.24; below, we also state the relative size of some example repairs that we discuss. We conclude that CLARA in almost all cases generates a non-trivial repair that is not a replacement of the whole student’s program.

(3) Repair quality and repair size We inspected 100 randomly selected generated repairs, with the goal of evaluating their quality and size. Our approach of judging repair quality and size mirrors a human teacher helping a student: the teacher has to guess the student’s idea and use subjective judgment on what feedback to provide. We obtained the following results: (a) In 72 cases CLARA generates the smallest, most natural repair; (b) In 9 cases the repair is almost the smallest, but involves an additional modification that is not required $^{12}$; (c) In 11 cases we determined the repair, although correct, to be

---

$^{12}$We discuss two examples of this kind of repairs below (Example 4.32 and Example 4.33).
4.7. Experimental Evaluation

(a) The number of modified expressions per repair.  

(b) Distribution of the number of modified expressions per repair.

Figure 4.8: Comparison of the generated repairs size between AutoGrader and CLARA.

...different from the student’s idea; (d) In 8 cases it is not possible to determine the idea of the student’s attempt, although CLARA generates some correct repair.

For the cases in (d), we found that program repair is not adequate and further research is needed to determine what kind of feedback is suitable when the student is far from any correct solution. For the cases in (c), the set of correct solutions does not contain any solution which is syntactically close to the student’s idea; we conjecture that CLARA’s results in these cases can partially be improved by considering different cost functions which do not only take syntactic differences into account but also make use of semantic information (see the discussion in Section 4.8). However, in 81 cases (the sum of (a) and (b)), CLARA generates good quality repairs. We conclude that CLARA mostly produces good quality repairs.

Summary  Our large-scale experiment on the MOOC data-set shows that CLARA can fully automatically repair almost all programs and the generated repairs are of high quality.

Clusters  Finally, we briefly discuss the correct solutions, since our approach depends on their existence. The quality of the generated repair should increase with the number of clusters, since then the algorithm can generate more diverse repairs. Thus, it is interesting to note that we experienced no performance issues with a large number of clusters; e.g., on derivatives, with 532 clusters, a repair is generated on average in 4.9s. This is because the repair algorithm processes multiple clusters in parallel. Nonetheless, clustering is important for repair quality, since it enables repairs that combine expressions taken from different correct solutions from the same cluster, which would be impossible without clustering. We found that 2093 (around 50%) repairs were generated using at least two different correct solutions, and 110 (around 3%) were generated using at least three different correct solutions, in the same cluster.
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Comparison with AutoGrader

While the setting of AutoGrader [SGSL13] is different (a teacher has to provide an error model, while our approach is fully automated), the same high-level goal (finding a minimal repair for a student attempt to provide feedback) warrants an experimental comparison between the approaches.

Setup and Data We were not able to obtain the data used in AutoGrader’s evaluation, which stems from an internal MIT course, because of privacy concerns regarding student data. Hence, we compare the tools on the same MITx introductory programming MOOC data, which we used in the paper for CLARA evaluation. This dataset is similar to the dataset used in AutoGrader’s evaluation. AutoGrader’s authors provided us with an AutoGrader version that is optimized to scale to a MOOC, that is, it has a weaker error model than in the original AutoGrader’s publication [SGSL13]. According to the authors, some error rewrite rules were intentionally omitted, since they are too slow for interactive online feedback generation.

Results The evaluation summary is in Table 4.1. AutoGrader is able to generate a repair for 19.29% of attempts, using manually specified rewrite-rules, compared to 97.44% automatically generated repairs by CLARA. (We note that AutoGrader is able to repair fewer attempts than reported in the original publication [SGSL13] due to the differences discussed in the previous paragraph.) As CLARA can generate repairs in almost all the cases, these numbers are not meaningful on their own; the numbers are, however, meaningful in conjunction with our evaluation of the following questions:

(1) How many repairs can one tool generate that other cannot, and what are the reasons when AutoGrader fails?
(2) What are the sizes of repairs?
(3) What is the quality of the generated repairs, in case both tools generate a repair?

We next summarize the results of this evaluation.

(1) Repair numbers In all but one case, when CLARA fails to generate a repair, AutoGrader also fails. Further, we manually inspected 100 randomly selected cases where AutoGrader fails, and determined that in 77 cases there is a fundamental problem with AutoGrader’s approach: The modifications require fresh variables, new statements or larger modifications, which are beyond AutoGrader’s capabilities. This shows that CLARA can generate more complicated repairs than AutoGrader.

In the 100 cases we manually inspected we also determined that in 74 cases CLARA generates good quality repairs, when AutoGrader fails.

13We discuss several examples of this kind of repairs below (starting with Example 4.31).
(2) Repair sizes  We do not report the relative repair size metric for AutoGrader, because we were not able to extract the repair size from its (textual) output. However, Figure 4.8 (a) compares the relation of the number of modified expressions when both tools generate a repair. We note that the number of modified expressions is a weaker metric than the tree-edit-distance, however, we were only able to extract this metric for the repairs generated by AutoGrader. We conclude that AutoGrader produces smaller repair in around 10% of the cases.

Figure 4.8 (b) also compares the overall (not just when both tools generate a repair) distribution of the number of changed expression per repair. We notice that most of AutoGrader’s repairs modify a single expression, and the percentage falls faster than in CLARA’s case.

(3) Repair quality  Finally, we manually inspected 100 randomly selected cases where both tools generate a repair. In 61 cases we found both tools to produce the same repair; in 19 cases different, although of the same quality; in 9 cases we consider AutoGrader to be better; in 5 cases we consider CLARA to be better; and in 6 cases we found that AutoGrader generates an incorrect repair. We conclude that there is no notable difference between the tools when both tools generate a repair.

Examples of repairs from the manual inspections  Finally, we discuss some repair examples that we mentioned while describing the different manual inspections:

- Examples when AutoGrader fails, but CLARA is able to generate a repair; in particular we discuss an example that AutoGrader’s authors describe as a big conceptual error.

- Two examples when CLARA generates a repair that is almost the smallest, but involves an additional modification that is not necessary.

Example 4.31. Figure 4.9 shows an incorrect attempt on the oddTuples problem, and a repair for it generated by CLARA.

On the other hand, AutoGrader cannot generate a repair for this attempt for several reasons:

- It requires addition of a fresh variable, which their error model does not support;

- It requires addition of two new statements (assignment to new_x and a return statement), which their error model also does not support;

- It requires changing a whole sub-expression i.length() with a variable.

The modification (2.) from the generated repair is not possible in AutoGrader (even if we ignore the freshly added variable) because it requires changing an arbitrary expression.
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```python
1 def oddTuples(aTup):
2     tuple = ()
3     for i in aTup:
4         if i.length() % 2 != 0:
5             tuple = tuple + (i,)
```

The repair generated by **Clara**:

1. Add a new variable with assignment `new_x = 1` at the beginning of function `oddTuples`.
2. In condition at line 4 change `i.length() % 2 != 0` to `new_x % 2 != 0`.
3. Add assignment `new_x = new_x + 1` inside the loop starting at line 3.
4. Add return statement `return tuple` after the loop staring at line 3.

The relative cost of this repair is 0.28.

Figure 4.9: A big conceptual error and a repair involving addition of a fresh variable.

```python
1 def oddTuples(aTup):
2     if len(aTup) == 1:
3         return aTup
4     elif len(aTup) == 0:
5         return aTup
6     else:
7         for n in range(1, len(aTup)):
8             if (n-1)%2 == 0:
9                 print ((aTup)[n-1])
```

The repair generated by **Clara**:

1. Add a new variable with assignment `new_ans = ()` to the beginning of function `oddTuples`.
2. In condition at line 2 change `len(aTup) == 1` to `len(aTup) == 0`.
3. In condition at line 4 change `len(aTup) == 0` to `len(aTup) == 1`.
4. In the iterator at line 7 change `range(1, len(aTup))` to `range(0, len(aTup), 2)`.
5. Add assignment `new_ans = new_ans + aTup[n]` inside the loop starting at line 7.
6. Add return statement `return new_ans` after the loop staring at line 7.

The relative cost of this repair is 0.48.

Figure 4.10: Reverse condition branches in the repair.

with some variable. **AutoGrader**’s authors describe this as a big conceptual error in their paper, and also mention that this is one of the biggest challenges for **AutoGrader**.

**Example 4.32.** Figure 4.10 shows another incorrect attempt on the `oddTuples` problem, and a repair for it generated by **CLARA**.
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```python
1 def oddTuples(aTup):
2     rTup = ''
3     for index in range(0, len(aTup)):
4         rTup += aTup[index]
5         index += 1
6     return rTup
```

The repair generated by CLARA:

1. Change assignment `rTup = ''` to `rTup = ()` at line 2.
2. Add assignment `index = 0` in the beginning of function `oddTuples`.
3. In the iterator at line 3, change `range(0, len(aTup))` to `range(0, len(aTup), 2)`.
4. Change assignment `rTup += aTup(index)` to `rTup += (aTup[index],)` at line 4.

The relative cost of this repair is 0.19.

Figure 4.11: An additional statement.

The generated would also be correct if modifications (2.) and (3.) were omitted, but CLARA generates this repair since the closest correct attempt has the branches reversed, i.e., it first examines the case when `len(aTup)==0`, and since the repair algorithm requires the same control-flow, it also suggests these modifications. To eliminate these two modifications, we would have to relax our repair algorithm’s requirement on control-flow; however it is not clear at the moment how to do that.

On the other hand AutoGrader cannot repair this attempt for two reasons:

- It requires addition of a new variable, which is not expressible in its error model;
- It requires adding 3 new statements (two assignments to the fresh variable `new_ans`, and a return statement), which is also not expressible in its error model.

Example 4.33. Figure 4.11 shows yet another incorrect attempt on the `oddTuples` problem, and a repair for it generated by CLARA.

This repair would be also correct if the modification (2.) is omitted, but, same as in the previous example, because it is present in the correct solution CLARA generates this modification as well.

This could be handled by performing an additional analysis that would find this statement redundant.

However, AutoGrader did not manage to generate any repair for this example.

4.7.2 User Study on Usefulness

In the second experiment we performed a user study, evaluating CLARA in real time. We were interested in the following questions:
Table 4.2: List of the problems with evaluation details for the user study.

| Problem          | LOC | 
|------------------|-----|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
|                  |     | #           | #             | #              | #              | #              | #              | #              | #              | #              | #              | #              | #              | #              | #              |
|                  |     | correct     | incorrd       | feedback       | repair         | time (s)       | # grades       | median (exist.+study) | avg. (exist.+study) | median (exist.+study) | avg. (exist.+study) | median (exist.+study) | avg. (exist.+study) | median (exist.+study) | avg. (exist.+study) | median (exist.+study) | avg. (exist.+study) |
| **Fibonacci**    | 12  | 512+84      | 70 + 17 (14.60%) | 572            | 539 (94.23%)   | 440 (81.63%)   | 10.44          | 8.51            | 1 / 2 / 3 / 4 / 5   |
| **Special**      | 15  | 358+59      | 39 + 3 (10.07%) | 121            | 109 (90.08%)   | 94 (86.24%)    | 3.77           | 2.38            | 2 / 3 / 8 / 9 / 12  |
| **Reverse**      | 17  | 342+46      | 48 + 8 (14.43%) | 103            | 77 (74.76%)    | 68 (88.81%)    | 4.39           | 3.07            | 4 / 4 / 5 / 3 / 5   |
| **Factorial**    | 14  | 391+44      | 56 + 8 (14.71%) | 234            | 232 (99.15%)   | 185 (79.74%)   | 3.33           | 3.17            | 2 / 5 / 4 / 5 / 13  |
| **Trapezoid**    | 14  | 281+41      | 36 + 15 (15.84%)| 143            | 129 (90.21%)   | 121 (93.80%)   | 7.55           | 4.82            | 7 / 5 / 7 / 7 / 7   |
| **Rhombus**      | 21  | 264+38      | 73 + 22 (31.46%)| 525            | 417 (79.43%)   | 192 (46.04%)   | 9.16           | 5.35            | 6 / 9 / 6 / 5 / 3   |

Note: The table shows the evaluation details for each problem, including the number of LOC, the number of clusters, the number of incorrect submissions, the number of feedback given, the number of repair feedback, and the time taken (in seconds). The table also includes the median and average grades for the problems.
4.7. Experimental Evaluation

(1) *How often and fast is feedback generated (performance)?*

(2) *How useful is the generated repair-based feedback?*

**Setup** To answer these questions we developed a web interface for CLARA and conducted a user study, which we advertised on programming forums, mailing lists, and social networks. Each participant was asked to solve six introductory C programming problems, for which the participants received feedback generated by CLARA. There was one additional problem, not discussed here, that was almost solved, and whose purpose was to familiarize the participants with the interface. After solving a problem each participant was presented with the question: “*How useful was the feedback provided on this problem?*”, and could select a grade on the scale from 1 (“*Not useful at all*”) to 5 (“*Very useful*”). Additionally, each participant could enter an additional textual comment for each generated feedback individually and at the end of solving a problem.

We also asked the participants to assess their programming experience with the question: “*Your overall programming experience (your own, subjective, assessment)*”, with choices on the scale from 1 (“*Beginner*”) to 5 (“*Expert*”).

The initial correct attempts were taken from an introductory programming course at IIT Kanpur, India. The course is taken by around 400 students of whom several have never written a program before. We selected problems from two weeks where students start solving more complicated problems using loops. Of the 16 problems assigned in these two weeks, we picked those 6 that were sufficiently different.

**Results** Table 4.2 shows the summary of the results; detailed descriptions of all problems are given in Appendix A.2.2. The columns # correct and # clusters show the number of correct attempts and clusters obtained from:

(a) the existing ESC 101 data (exist. in the table), and

(b) during the case study from participants’ correct attempts (study in the table).

**Note 4.34.** The complete data, with all the attempts, grades and textual comments is publicly available 14.

**Performance of Clara** Feedback was generated for 1503 (88.52%) of incorrect attempts. In the following we discuss the 3 reasons why feedback could not be generated:

1. In 57 cases there was a bug in CLARA, which we have fixed after the experiment finished. Then we confirmed that in all 57 cases the program is correctly repaired and feedback is generated (note that this bug was only present in this real-time experiment, i.e., it did not impact the experiment described in the previous section);

---

14https://forsyte.at/static/people/radicek/pldi18_survey_data.tar.gz
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2. In 43 cases a timeout occurred (set to 60s);

3. In 95 cases a program contained an unsupported C construct, or there was a syntactic compilation error that was not handled by the web interface (CLARA currently provides no feedback on programs that cannot be even parsed).

Further, the average time to generate feedback was 8 seconds. These results show that CLARA provides feedback on a large percentage of attempts in real time.

Feedback usefulness The results are based on 191 grades given by 52 participants. Note that problems have a different number of grades. This is because we asked for a grade only when feedback was successfully generated (as noted above, in 88.52% cases), and because some of the participants did not complete the study. The average grade over all problems is 3.4. This shows very promising preliminary results on the usefulness of CLARA. However, we believe that these results can be further improved (see Section 4.8).

The participants declared their experience as follows: 22 as 5, 19 as 4, 9 as 3, 0 as 2, and 2 as 1. While these are useful preliminary results, a study with beginner programmers is an important future work.

Note 4.35. In the case of a very large repair (cost > 100 in our study), we decided to show a generic feedback explaining a general strategy on how to solve the problem. This is because the feedback generated by such a large repair is usually not useful. We generated such a general strategy in 403 cases.

4.7.3 Threats to Validity

Program size We have evaluated our approach on small to medium size programs typically found in introductory programming problems. The extension of our approach to larger programming problems, as found in more advanced courses, is left for future work. Focusing on small to medium size programs is in line with related work on automated feedback generation for introductory programming (e.g., D’Antoni, Samanta, and Singh [DSS16], Singh, Gulwani, and Solar-Lezama [SGSL13], Head et al. [Hea+17]). We stress that the state-of-the-art in teaching is manual feedback (as well as failing test cases); thus, automation, even for small to medium size programs, promises huge benefits. We also mention that our dataset contains larger and challenging attempts by students which use multiple functions, multiple and nested loops, and our approach is able to handle them.

Unsoundness Our approach guarantees only that repairs are correct over a given set of test cases. This is in accordance with the state-of-the-art in teaching, where testing is routinely used by course instructors to grade programming assignments and provide feedback (e.g., for ESC101 at IIT Kanpur, India [Das+16]). When we manually inspected the repairs for their correctness, we did not find any problems with soundness. We believe
that this due to the fact that programming problems are small, human-designed problems that have comprehensive sets of test cases.

In contrast to our dynamic approach, one might think about a sound static approach based on symbolic execution and SMT solving. We decided for a dynamic analysis because symbolic execution can sometimes take a long time or even fail when constructs are not supported by an SMT solver. For example, reasoning about floating points and lists is difficult for SMT solvers. On the other hand, our method only executes given expressions on a set of inputs, so we can handle any expression, and our method is fast. Further, our evaluation showed our dynamic approach to be precise enough for the domain of introductory programming assignments. The investigation of a static verification of the results generated by our repair approach is an interesting direction for future work: one could take the generated repair expressions and verify that they indeed establish a simulation with the cluster against which the program was repaired.

4.8 Conclusion

We have presented a novel fully-automated approach for generating functional feedback in introductory programming. We summarize the key contributions.

Functional feedback generation The key idea is to use the already existing correct student solutions to repair the incorrect student solutions:

- We propose a novel clustering algorithm that groups dynamically equivalent correct solutions.
- We propose a novel program repair algorithm that extends our clustering algorithm: the repair algorithm searches for a minimal repair w.r.t. some cluster of correct solutions, such that the repaired program is dynamically equivalent to the programs in that cluster.

Implementation and experimental evaluation We describe an implementation of the proposed approach and its experimental evaluation. We show the following (in terms of the criteria set in Section 1.2):

- **Performance**: the feedback is generated in order of seconds, hence enabling interactive teaching.
- **Correctness**: we observe no incorrect repairs in generated feedback.
- **Exhaustiveness**: the feedback is generated for most of the student attempts (for 97.44% of student attempts in the MOOC experiment, and 88.52% of student attempts in the user study).
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- *Usefulness:* in the MOOC experiment we perform a manual inspection of the generated repairs, and conclude that the generated repairs are of good quality; we also perform a user study that shows very promising preliminary results on the usefulness of CLARA.
CHAPTER 5

Related Work

In this chapter we give an overview of the related work; some of the related work has already been discussed in Chapter 1, here we give a more systematic and detailed discussion. The discussed related work is far from comprehensive; however, we intend our best to discuss all work that has been encountered while working on this thesis.

We categorize the related work as follows, although some of the mentioned approaches can be put in multiple categories:

- directly related to providing feedback in (mostly programming) education (Section 5.1),
- performance analysis (Section 5.2),
- program repair (Section 5.3),
- relational program analysis (Section 5.4).

5.1 Feedback in (programming) Education

There has been a lot of work in the area of generating automated feedback for programming assignments. We mention several of these approaches, categorized as follows (although, same as above, many approaches can be put in multiple categories):

- debugging - approaches that help in debugging errors in student programs (Section 5.1.1),
- trace-based - approaches that analyze execution traces (Section 5.1.2),
- non-functional - approaches that provide feedback on non-functional properties (Section 5.1.3),
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- **classification** - approaches whose goal is to classify student attempts (Section 5.1.4),
- **education platforms** - approaches that develop (mostly web-based) platforms where students can solve programming problems (Section 5.1.5),
- **pedagogy** - approaches whose goal is to study pedagogy of generate feedback (Section 5.1.6),
- **other areas** - approaches that provide feedback on areas outside programming (Section 5.1.7).

5.1.1 Debugging

TALUS [Mur87] matches a student’s attempt with a collection of teacher’s algorithms. It first tries to recognize the algorithm used and then tentatively replaces the top-level expressions in the student’s attempt with the recognized algorithm for generating correction feedback.

LAURA [AL80] heuristically applies program transformations to a student’s program and compares it to a reference solution, while reporting mismatches as potential errors (they could also be correct variations).

In contrast, we perform trace comparison (instead of source code comparison), which provides robustness to syntactic variations.

5.1.2 Trace-based Analysis

Striewe and Goedicke [SG11] have proposed localizing bugs by presenting full program traces to the students, but the interpretation of the traces is left to the students. They have also suggested automatically comparing the student’s trace to that of a sample solution [SG13], for generating more directed feedback. However, the approach misses a discussion of the situation when the student’s code enters an infinite loop, or has an error early in the program that influences the rest of the trace. No implementation was reported.

Apex [Kim+16] is a system that automatically generates error explanations for bugs in programming assignments by comparing their execution traces. In contrast, our goal is to also repair incorrect student attempts.

5.1.3 Non-functional Properties

There has been very little work on generating feedback for non-functional properties.

The ASSYST [JU97] system uses a simple form of tracing for counting execution steps to gather performance measurements.

The Scheme-robo [SMK01] system counts the number of evaluations done, which can be used for very coarse complexity analysis. The authors conclude that better error messages are the most important area of improvement.
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We point out that these approaches cannot point the student to the root cause of the performance issues in her program.

5.1.4 Program Classification

CodeWebs [Ngu+14] classifies different AST sub-trees in equivalence classes based on probabilistic reasoning and program execution on a set of inputs. The classification is used to build a search engine over ASTs to enable the instructor to search for similar attempts, and to provide feedback on some class of ASTs.

OverCode [Gla+14] is a visualization system that uses a lightweight static and dynamic analysis, together with manually provided rewrite rules, to group student attempts.

Drummond et al. [Dru+14] propose a statistical approach to classify interactive programs in two categories (good and bad), without repairing incorrect programs or generating feedback.

CoderAssist [Kal+16] provides feedback on student implementations of dynamic programming algorithms: the approach first clusters both correct and incorrect programs based on their syntactic features; feedback for incorrect program is generated from a counterexample obtained from an equivalence check (using SMT) against a correct solution in the same cluster.

5.1.5 Education Platforms

Ihantola et al. [Iha+10] present a survey of various platforms developed for automated grading of programming assignments. The majority of these efforts have focussed on checking for functional correctness. This is often done by examining the behavior of a program on a set of test inputs. These test inputs can be manually written or automatically generated [Til+13b].

Pex4Fun [Til+13a], and its successor CodeHunt [Til+14] are browser-based, interactive platforms where students solve programming assignments with hidden specifications, and are presented with a list of automatically generated test cases.

Prutor [Das+16] is a cloud-based web application to conduct introductory programming courses. It provides instant counterexample-based feedback to students while solving programming problems.

5.1.6 Pedagogy

This thesis is focused on technical approach to feedback generation, that is, how can we generate feedback for students. An orthogonal research direction is focused on pedagogy of generated feedback, that is, what kind of feedback should be given to the students. We believe that the latter is not sufficiently understood and that more research should be done in that direction in the future to fully utilize the power of automated feedback generation.
Head et al. [Hea+17] and Suzuki et al. [Suz+17] discuss how useful feedback can be generated from repairs of student attempts.

Yi et al. [Yi+17] explore different automated program repair (APR) approaches in the context of intelligent tutoring systems. They also conclude that further research is required to understand how to generate the most effective feedback for students from these repairs.

5.1.7 Other Education Areas

As mentioned in Chapter 1, techniques for generating automated feedback have been developed also in other areas, outside of introductory programming (although mostly in STEM area):

- Automata theory: Alur et al. [Alu+13] and D’antoni et al. [D’a+15];
- Arithmetic: Andersen, Gulwani, and Popovic [AGP13] and Andersen, Gulwani, and Popovič [AGP14];
- Algebra and geometry: Singh, Gulwani, and Rajamani [SGR12] and Gulwani, Korthikanti, and Tiwari [GKT11];
- Proofs: Ahmed, Gulwani, and Karkare [AGK13].

5.2 Performance Analysis

The Programming Languages and Software Engineering communities have explored various kinds of techniques to generate various performance related feedback for programs. We discuss some automated static performance analysis and dynamic analysis approaches.

5.2.1 Static Analysis

These techniques aim to automatically and statically (without executing the program) determine upper bounds on program execution time. The techniques can be categorized by the type of programs analyzed (imperative and functional) and the underlying technology.

There are variety of different approaches for performance analysis of imperative programs; for example, based on recurrence equations [Alb+12; DLH90; FMH14], template constraints [CHS15], term-rewriting systems [ADLM15; Bro+16], ranking functions [Ali+10], abstract interpretation [GMC09; GZ10; Her+05], abstract program models [Gup+08; SZV14; SZV17], and interactive verification [MKK17].

1In general, these techniques could also analyze other types of resources, e.g., memory or energy consumption.
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Since the topic of this thesis are not functional programs, we only briefly mention the RAML project [HAH12]; this is a fully automated technique for inferring polynomial bounds on functional programs, based on amortized analysis and the method of potentials.

These approaches aim for automated performance analysis, while in this thesis we are interested in identifying whether or not there is a performance issue and generating feedback based on its root cause. Further, as already discussed in Section 2.1, automated performance analysis is of little help to introductory programming students, who struggle with basic programming concepts and do not yet understand performance implications.

However, we believe that these approaches offer great benefits to experienced software engineers for understanding performance of their code; similarly, we believe that these tools would help senior students who already understand computation complexity and performance issues.

5.2.2 Dynamic Analysis

The dynamic analysis approaches were developed for various performance-related feedback; we mentioned three representative approaches known to us.

Goldsmith, Aiken, and Wilkerson [GAW07] use dynamic analysis techniques for empirical computational complexity.

The Toddler [Nis+13] tool finds a specific pattern in programs: computations with repetitive and similar memory-access patterns.

The Cachetor [NX13] tool finds memoization opportunities by identifying operations that generate identical values.

Same as for the static analysis approaches we believe that these techniques could be very useful to experienced engineers, but not very useful to novice students.

On the other hand, we conjecture that our dynamic relational analysis and the idea of comparing program traces to a specification could also be useful in settings outside of programming education: for empirical computational complexity analysis or finding various patterns in programs (see Section 6.2 for further discussion).

5.3 Program Repair

The research on program repair is extensive, we mention some general-purpose repair approaches as well as some approaches related to programming education.

5.3.1 General Purpose

Gopinath, Malik, and Khurshid [GMK11] propose a SAT-based approach for generating likely bug fixes in programs that manipulate structurally complex data.
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Könighofer and Bloem [KB11] propose an approach for automated error localization and correction based on symbolic execution and model-based diagnosis for error localization, and template-based corrections of the RHS expressions.

Jobstmann, Griesmayer, and Bloem [JGB05] and Staber, Jobstmann, and Bloem [SJB05] model the localization and correction problem as a game between the environment that provides different inputs, and the system which provides the repairs.


Angelic Debugging [Cha+11] is an approach that identifies at most one faulty expression in the program and tries to replace it with a correct value; that is, instead of finding a correct replacement expression, it finds a set of values that the corrected expression should take.

Other approaches are based on program mutation [DW10], or genetic programming [Arc08; For+09], combining mutation with crossing operators and choosing repairs based on a fitness function.

These approaches are not suitable for generating feedback in introductory programming education. For example, Yi et al. [Yi+17] show that using automated program repair approaches out-of-the-box in the setting of programming education seems infeasible due to the low repair rate. Similarly, the general purpose program repair techniques discussed in Goues et al. [Gou+15] on the Intro-Class benchmark, either repair a small number of defects (usually <50%) or take a long time (i.e., over one minute).

In contrast, our program repair approach is designed to work well on programs in introductory programming education, for which it can generate complex and large repairs in couple of seconds.

5.3.2 Programming Education

We mention several approaches to program repair in programming education and comment on their relation to the approach proposed in this thesis.

AutoGrader [SGSL13] is a synthesis- and SAT-based technique for repairing student programs. However, as already discussed in Section 1.1, AutoGrader is limited in several ways.

REFAZER [Rol+17] learns programs transformations from example code edits made by the students, and then uses these transformations to repair incorrect student submissions. In comparison to our approach, REFAZER does not have a cost model, and hence the generated repair is the first one found (instead of the smallest one).

Rivers and Koedinger [RK17] transform programs to a canonical form using semantic-preserving syntax transformations, and then report syntax difference between an incorrect
program and the closest correct solution; the paper reports evaluation on loop-less programs. In contrast, our approach uses dynamic equivalence, instead of (canonical) syntax equivalence, for better robustness under syntactic variations of semantically equivalent code.

QLOSE [DSS16] automatically repairs programs in education based on different program distances. The idea to consider different semantic distances is very interesting, however the paper reports only a very small initial evaluation (on 11 programs), and QLOSE is only able to generate small, template-based repairs. We believe that the idea to consider different distances (cost functions) is orthogonal to our approach and that our approach could be extended with different cost functions (see Section 6.2).

SARFGEN [WSS18] is a follow-up work directly inspired by our approach: it repairs an incorrect student attempt by finding the syntactically closest correct solution and reporting syntactic differences; that is, compared to our dynamic analysis approach, it relies more on syntactic methods. Additionally, SARFGEN has a post-processing step that removes unnecessary repairs (by excluding a subset of repairs and running a repaired program to determine the effect of the exclusion), which could be also easily added to CLARA.

5.4 Relational Program Analysis

We mention several approaches to relational program analysis.

Translation Validation [PSS98; Nec00] is an approach for checking equivalence between the original program and the program resulting from compilation or optimization, using a simulation-relation between the variables of the two programs in order to demonstrate equivalence; the simulation relation is derived using heuristics and domain knowledge about the performed transformations.

Lahiri et al. [Lah+15] apply automated differential program verification to show that an approximate program does not diverge significantly from a reference implementation.

Radiček et al. [Rad+17], co-authored by the author of this thesis, is a relational cost analysis based on proof systems combining cost analysis and functional properties.

In contrast to these approaches, our dynamic relational analysis guarantees that results hold only over the provided inputs. We believe that using our analysis as a seed for a formal proof might be an interesting research direction (see Section 6.2 for more details).
Conclusions and Future Work

As defined in the aims of this thesis (Section 1.2) we have:

- Studied a large number of student solutions to better understand performance-related issues in introductory programming.

- Developed novel methods for performance and functional feedback generation in introductory programming. The performance feedback approach is semi-automated, while the approach for functional feedback is fully-automated. Further, these methods have:
  - a rigorous mathematical foundation, and
  - a practical implementation with experimental evidence showing their speed, correctness, exhaustiveness, and usefulness.

In Section 1.5 we summarized the contributions of this thesis; in this chapter we give a more detailed discussion. After that, we conclude the thesis with some limitations of our approach and directions for future work.

6.1 Contributions

6.1.1 Study of Correct Student Solutions

We study a large number of correct student solutions on 21 different programming problems, with the goal of understanding performance problems faced by students in introductory programming classes.

This study surfaced two things:
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1. The notion of *algorithmic strategies*, that is, that for providing performance feedback it is sufficient to understand the student’s high-level idea that defines the performance characteristics, while ignoring low-level program details.

2. The idea of *key-values*, that is, that the algorithmic strategy employed by a student solution can be identified by observing the values computed during the execution of the solution.

6.1.2 Dynamic Relational Program Analysis

Based on the observations from the study and the idea of *key-values* we develop a novel dynamic relational program analysis. The analysis is inspired by the notion of a *simulation relation* [Mil71] and adapted for a dynamic program analysis.

We give two instantiations of the analysis and use them as a core element in our methods for feedback generation.

Overall, we believe that this thesis shows the effectiveness of using dynamic program analysis in the domain of introductory programming education (as demonstrated by our experimental evaluation; see below):

- Because of their simplicity these kinds of analyses generate the result quite fast.
- Although in general unsound, we show that in this domain it is not difficult to specify all the interesting inputs and hence avoid any unsound results.\(^1\)

6.1.3 Performance Feedback

We propose a novel semi-automated approach for generating performance feedback. As discussed earlier this approach is based on the observations from our code study and the algorithmic strategies notion.

In order to allow the teacher to specify algorithmic strategies we propose a new language construct called *observe*. The teacher uses this construct to specify key-values that a strategy computes during the execution, for each strategy that she wishes to provide feedback for. The key strength of this language extensions is that it is lightweight: the teacher has to implement the strategy for which she wants provide feedback and merely annotate the expressions that compute the key values with *observe*.

We also propose a novel automated algorithm, based on our dynamic relational program analysis, that decides whether a student’s implementation matches (implements) the teachers specification.

\(^1\)This does not hold in general for analysis of arbitrary program.
6.1.4 Functional Feedback

We propose a novel automated approach for generating functional feedback. The key idea behind our approach is to use the existing correct student solutions, which are available in tens of thousands in large MOOC courses, to repair incorrect student solutions.

The first step of the approach is to cluster existing correct solutions into equivalence clusters, using our dynamic relational program analysis.

The second step is to use our novel repair algorithm to find a minimal repair with respect to the clusters of correct solutions. The key idea of the repair algorithm is to extend our dynamic relation program analysis to incorrect programs. That is, the algorithm searches for the minimal repair such that the repaired program matches one of the correct clusters.

The key strengths of the proposed algorithm are:

- It can generate various kinds of modifications: changing expressions, swapping the order of statements, adding and delimiting variables and statements.
- It is complete modulo the control-flow, i.e., if a correct solution with the matching control-flow as the incorrect solution exists, the algorithm is able to find a repair.

6.1.5 Implementations and Experimental Evaluation

We have implemented both of the proposed approaches in a practical tool and performed an experimental evaluation on a large number of student attempts. We show the following:

- **Performance**: Both of the approaches generate feedback in order of seconds; this makes them suitable for real-time feedback generation (e.g., in context of MOOC courses).
- **Correctness**: In both of the approaches we manually verified that the generated feedback is sound; this is especially important in context of our dynamic program analysis.
- **Exhaustiveness**: Both of the approaches generate feedback in most cases:
  - In the context of performance feedback we evaluate this by the ability to write specifications for all algorithmic strategies, thus providing feedback on all student attempts.
  - In the context of functional feedback we evaluate this by the percentage of incorrect solutions for which the approach is able to generate repairs; in the MOOC experiment the repair is generated for 97.44% of attempts, while in the user study it is generated for 88.52% of attempts.
- **Automation and usefulness**: 
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– For the performance feedback generation we show huge savings in teacher effort for providing feedback (e.g., for one of the problems we show that teacher would have to examine only 3% of student attempts to provide feedback on all of them).

– For the functional feedback we study the usefulness of the generated repair. In the MOOC experiment we manually check a number of generated repairs and determine that in 81% of cases CLARA generates good quality repairs. In the user study the participants graded the generated feedback with the average grade of 3.4 (on a scale from 1 to 5).

6.2 Future Work

In this section we discuss some ideas for the future work.

6.2.1 Using Dynamic Analysis as a Seed for a Formal Proof

Our dynamic analysis is unsound in the same way as is program testing: the results are guaranteed to hold only over the provided inputs.

However, in our experimental evaluation we did not observe any unsoundness. We believe that this is the case because it is easy to provide quite exhaustive set of inputs for the problems in introductory education.\(^2\)

On the other hand, an interesting research direction might be to investigate whether the results of our analysis can be used as a seed for a formal proof. More precisely, an embedding witness or a total variable relation produced by our methods could by used as a guess for a simulation relation that can then be formally verified by other techniques.

6.2.2 Automated Specification Generation

In our approach to performance feedback generation, the teacher needs to write the specifications manually. Although our experimental evaluation (see Section 3.7) shows that writing specifications requires considerably less teacher effort than manual grading, it would be interesting to investigate if this process could be even more automated.

We sketch a possible direction of automation, based on the insight that our approach does not require specifications directly: they are just a way to specify a set of key-value traces that implementations of the corresponding algorithmic strategy should match. Hence, instead of writing a specification for some strategy, the teacher would manually label several implementations of this strategy, and the system would automatically find a set of traces that all of them match. When there is a new implementation that does not match any of the existing strategies, the teacher labels it accordingly and the system

\(^2\)This is especially the case for the teachers with ample experience in the introductory programming courses.
automatically generalizes the traces of the corresponding strategy. Some challenges of this approach are:

- How to guarantee that the generated traces are not too general (so that they match too many programs) or too specific (so that they match too few programs and need to be generalized too often)?

- How can the teacher interpret the automatically generated traces?

6.2.3 Pattern Finding in General-Purpose Programs

We have evaluated our Trace Embedding approach on introductory programming assignments because the aims of this thesis were to develop methods to generate feedback in introductory education. However, it would be interesting to investigate whether the similar methods could be used to analyze larger (general-purpose) programs.

Although it is currently not clear how this approach would apply to larger programs, we imagine the following scenarios.

Similar to the Toddler [Nis+13] and Cachetor [NX13] projects (mentioned in Section 5.2), we imagine our approach being used for detecting different inefficiency patterns in code. While these projects look for a set of specific patterns, we imagine that our approach would allow a domain expert to write specifications (similar to the specifications written by the teacher in our approach) that describe inefficient patterns.

Further, it would be interesting to investigate whether this could be used in a similar way for finding patterns going beyond performance, that is, for functional correctness. For example, to find incorrect usages of an API.

6.2.4 Cost Function in the Repair Algorithm

As discussed in Section 4.3, our repair algorithm uses the tree edit distance [Tai79; ZS89] between the abstract syntax trees (ASTs) as the cost function while finding the repair with the minimal cost.

We believe that the cost function could take into account more information; we mention two possible ideas for extension, based on the existing work.

In QLOSE [DSS16] approach the authors are also considering various notions of semantic distance between programs, going beyond pure syntactic differences, but taking into account differences in program behavior.

Demyanova, Veith, and Zuleger [DVZ13] study variable roles (e.g., flag, loop iterator, counter, index) and their use in software analysis. In would be interesting to extend CLARA with knowledge of variable roles and reduce the repair search space such that it only matches variables with the same roles. This would not only have performance benefits (on the repair algorithm), but potentially might better match the student’s intention.
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6.2.5 Control-flow Matching

Our clustering and repair algorithms (Section 4.3) are restricted to the analysis of programs with the same control-flow. In our experiments (Section 4.7) we observed only 35 cases (out of 4293 attempts in our MOOC experiment) that require analysis of programs with different control-flow. Hence, we did not extend our algorithms to handle programs with different control-flow.

We conjecture that the algorithms could be extended to programs with similar (instead of the same) control-flow.

6.2.6 Extension to Functional Programming Languages

Our relational dynamic analysis and both of our feedback generation techniques (for performance and functional properties) are presented and evaluated in the context of imperative programming languages.

We already argued that our techniques should easily apply to other imperative languages, besides the ones we use in our implementations, since the techniques do not depend on any particular feature of the implementation languages.

It would be interesting to investigate if the same techniques could be applied in the context of functional programming languages as well. We speculate that it would not be difficult to obtain an execution trace of a functional program and use the same algorithms.

6.2.7 Pedagogy of Automated Feedback Generation

While this thesis is mainly focused on the technical problem, an interesting orthogonal direction for future work is to consider pedagogical research questions ([Hea+17; Suz+17]). For example, in the context of functional feedback:

1. How much information should be revealed to the student (the line number, an incorrect expression, the whole repair)?

2. Should the use of automated help be penalized?

3. How much do students learn from the automated help?

One possible direction is to consider different types of feedback that can be generated from a repair of a student’s program. The straightforward feedback is to present the student with full or partial set of changes. However, different kinds of feedback are possible; for example: A course instructor could annotate variables in the correct solutions with their descriptions, and when a repair for some variable is required, a matching feedback is shown to a student.
Problems List

Here we list the descriptions of all programming problems discussed in the thesis.

A.1 Performance Feedback Evaluation

A.1.1 Existing Problems on Pex4Fun

Anagram

Given two strings $s$ and $t$, determine whether they are anagrams. Two strings are anagrams when one can be permuted (rearranged) to match the other.

IsSorted

Given an integer input array $A$, check if $A$ is sorted (i.e., whether $A[i] \leq A[j]$, for all $i < j$).

Caesar

Apply the Caesar cipher \(^1\) to the input string.

A.1.2 Created Course Problems

DoubleChar

Double every character in the input string.

For example: return "xxyyzz" for the input string "xyz".

\(^1\)https://en.wikipedia.org/wiki/Caesar_cipher
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**LongestEqual**
Given an integer input array, find the length of the longest sequence of equal values.

**LongestWord**
Find the longest word in the input string (words are contiguous sequences of letters separated by spaces).

**RunLength**
Run-length $^2$ encode the input string.

**Vigenere**
Return the Vigenere cipher $^3$ of the input string.

**BaseToBase**
Convert the input string, representing a number in the base $b_1$, to the base $b_2$, where $2 \leq b_1, b_2 \leq 36$. Characters 0 - 9 represent values 0 - 9 and characters A - Z represent values 10 - 35.

**CatDog**
Check if the number of "cat" substrings in the input string the same as the number of "dog" substrings.

**MinimalDelete**
Find the minimal number of characters that have to be deleted so that the two input strings become equal.

**CommonElement**
Find the smallest common element of the three sorted input integer arrays.

**Order3**
Sort an integer array containing only the elements 1, 2, and 3, by using solely the swap function.

Note: $\text{swap}(\text{A, } i, \ j)$ changes the value of the array element $\text{A}[i]$ with the value of the array element $\text{A}[j]$, and vice versa.

$^2$http://en.wikipedia.org/wiki/Run-length_encoding

$^3$https://en.wikipedia.org/wiki/Vigen%C3%A8re_cipher
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2DSearch
Find the position of an integer in a 2D ordered integer array.

TableAggSum
Return the aggregated sum for IDs (the input is an array of ID-value pairs).

Intersection
Compute the intersection of the three input integer arrays.

ReverseList
Reverse the pointers in a linked list represented as an integer array.

SortingStrings
Sort the input array of strings, where each string is four characters long.

MinutsBetween
Calculate the number of minutes between two points of time (represented as strings in the "HH:MM" 24-hour format).

MaxSum
Given an integer array, find the contiguous subarray whose sum is maximal and return that sum.

Median
Compute the median of the input integer array.

DigitPermutation
Calculate the next permutation of the input integer array with regard to the lexicographic ordering.

Coins
For the input array of integers (representing coin values), and the input value $S$, find the minimum number of coins the sum of which is $S$.

Seq235
For the input $n$, find the $n^{th}$ element in the sequence of numbers that are divisible only by 2, 3 and 5 (starting with 1,2,3,4,5,6,8, ...).
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A.2 Functional Feedback Evaluation

A.2.1 MOOC experiment

derivatives

Compute and return the derivative of a polynomial function represented as a list of floats. If the derivative is 0, return [0.0].

input: list of numbers (length ≥ 0).
return: list of numbers (floats).

oddTuples

input: a tuple aTup.
return: a tuple, every other element of aTup.

polynomials

Compute the value of a polynomial function at a given value \(x\). Return that value as a float.

inputs: list of numbers (length > 0) and a number (float).
return: float.

A.2.2 User Study on Usefulness

Fibonacci sequence

Write a program that takes as input an integer \(k > 0\) and prints the integer \(n > 0\) such that \(F_n \leq k < F_{n+1}\).

Here \(F_n\) means the \(n^{th}\) number in the Fibonacci sequence defined by the relation:

\[
F_n = F_{n-1} + F_{n-2} \text{ for } n > 2 \\
F_1 = 1 \\
F_2 = 1
\]

Examples of Fibonacci numbers are: 1, 1, 2, 3, 5, 8, . . .

Special number

Write a program that takes as input an integer \(n \geq 0\) and prints \text{YES} if \(n\) is a special number, and \text{NO} otherwise.

A number is special if the sum of cubes of its digits is equal to the number itself.

Note: A cube of some number \(x\) is \(x^3 = x \cdot x \cdot x\).

For example: 371 is a special number, since \(3^3 + 7^3 + 1^3 = 27 + 343 + 1 = 371\).
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**Reverse Difference**

Write a program that takes as input a positive integer \( n > 0 \) and prints the difference of \( n \) and its reverse.

*For example:* if \( n \) is 1234, the output will be \(-3087\) (result of \( 1234 - 4321 \)).

**Factorial interval**

Write a program that takes as input two integers \( n \) and \( m \) (where \( 0 \leq n \leq m \)), and prints the number (*count*) of factorial numbers in the closed interval \([n, m]\).

A number \( f \) is a factorial number if there exists some integer \( i \geq 0 \) such that \( f = i! \).

*Note:* \( i! = 1 \cdot 2 \cdot \ldots \cdot i \), that is, \( i! \) is a product of first \( i \) natural numbers, excluding 0.

Examples of factorial numbers are: 1, 2, 6, 24, 120, . . .

**Trapezoid**

Write a program to do the following:

(a) Read height \( h \) and base length \( b \) as the input.

(b) Print \( h \) lines of output such that they form a pattern in the shape of a regular trapezoid.

(c) Trapezoid should be formed using the symbol "*".

Example output for \( h = 5 \) and \( b = 14 \) (*"-" denotes where spaces should go, you should print a space " " instead of "-"):

```
---********
-----******
------******
--------********
-----------**************
```

*Important:* There should be *NO EXTRA SPACE* (before the pattern, between rows, between columns, . . . ). The last line should be an empty line.

**Rhombus**

Write a program to do the following:

(a) Take height \( h \) as the input.
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(b) Print $h$ lines of output such that they form a pattern in the shape of a rhombus.

(c) Each line should be formed by the integer representing the column number modulo 10.

*Note:* You can assume that $h$ will be odd and $h \geq 3$.

Example output for $h = 5$ ("-" denotes where spaces should go, you should print a space " " instead of "):

```
--3
-234
  12345
-234
--3
```

*Important:* There should be NO EXTRA SPACE (before the pattern, between rows, between columns, . . . ). The last line should be an empty line.
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