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Abstract
In this work, we present a novel visual perception-inspired local description approach as a preprocessing step for deep learn-
ing. With the ongoing growth of visual data, efficient image descriptor methods are becoming more and more important. 
Several local point-based description methods were defined in the past decades before the highly accurate and popular deep 
learning methods such as convolutional neural networks (CNNs) emerged. The method presented in this work combines a 
novel local description approach inspired by the Gestalt laws with deep learning, and thereby, it benefits from both worlds. 
To test our method, we conducted several experiments on different datasets of various forensic application domains, e.g., 
makeup-robust face recognition. Our results show that the proposed approach is robust against overfitting and only little 
image information is necessary to classify the image content with high accuracy. Furthermore, we compared our experimental 
results to state-of-the-art description methods and found that our method is highly competitive. For example it outperforms 
a conventional CNN in terms of accuracy in the domain of makeup-robust face recognition.

Keywords Image analysis · Deep learning-based methods · Gestalt descriptors · Image classification · Face recognition · 
Person identification

1 Introduction

Deep learning is a predominant method in visual information 
retrieval today. Though typically applied on the pixel level, 
there are good reasons to combine deep learning methods 
with signal processing-based feature extraction methods in 
order to create a powerful visual media analysis scheme. For 
once, there appears to be sufficient evidence that a similar 
approach is also taken in the human brain [25]. Then, dec-
ades of fruitful scientific research have yielded a multitude 
of sophisticated visual description methods. Eventually, the 
local point-based description methods in particular are able 
to provide strong descriptions of visual cues that are in line 
with the findings about the processing of information in the 
visual cortex.

In this work, we present a novel local description 
approach inspired by the Gestalt laws as a preprocessing 
step for deep learning. To the best of our knowledge there 
are no other scientific works about utilizing Gestalt laws to 
preprocess images for deep learning until now. The experi-
ments in Sects. 3.2 and 3.3 were made to test the fundamen-
tal idea, different parameterization and some variations of 
our method. We came to the conclusion that it outperforms 
all of the baseline local description methods to which we 
compared it. However, the experiments of Sect. 3.3 revealed 
that a general-purpose CNN is often more accurate, despite 
much slower, than our approach. Based on our findings, 
we decided to fuse our method with the CNN approach to 
build an even more powerful image recognition system. 
It turns out that feeding the output of our method into a 
CNN makes the image recognition process more accurate 
and robust against overfitting for our application domain of 
makeup-robust face recognition. This is due to the heavily 
compressed and content-rich image description produced 
by our approach.

In machine learning, a CNN is a class of deep neural net-
works (DNNs), most commonly applied to describing visual 
imagery. CNNs are computing systems inspired by the bio-
logical neural networks that constitute the brains of humans 
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and animals. Such systems learn tasks by considering exam-
ples utilizing a sophisticated learning algorithm. Typically, 
CNNs learn by updating the weights of their interconnec-
tions. CNNs are arranged in multiple layers, including an 
input layer, where the data are fed into the system; an output 
layer where the answer is given; and several hidden layers, 
for the learning of example patterns. Although CNNs trained 
by backpropagation had been around for decades, and GPU 
implementations of neural networks for years, including 
CNNs, fast implementations of CNNs with max pooling on 
GPUs in the style of Ciresan and colleagues helped to make 
progress on computer vision. For the first time, in 2011 this 
approach achieved superhuman performance in a visual pat-
tern recognition contest [7]. A few years later the AlphaGo 
system [42] was very important to generate wide public 
awareness of DNNs and thus also for CNNs.

As already mentioned, one part of this work demonstrates 
the effectiveness of our method as a preprocessing step for 
a CNN. However, a CNN is only one type of deep network, 
and our method could also be combined with other types, 
e.g., deep residual networks (ResNets) proposed by Kaiming 
et al. [19]. One could assume that building more accurate 
deep learning models could be performed by simply stacking 
more and more layers. Kaiming et al. demonstrated the depth 
problem, i.e., to some point, accuracy would improve, but 
beyond about 25+ layers, accuracy tends to drop. As a solu-
tion for this problem, Kaiming et al. presented the ResNets 
which have since allowed the training of over 2000 layers 
with increasing accuracy. A ResNet builds on constructs 
known from pyramidal cells in the cerebral cortex. ResNets 
do this by utilizing skip connections or shortcuts to jump 
over some layers. The motivation for skipping over layers is 
to avoid the problem of vanishing gradients [17], by reusing 
information as residuals from a previous layer until the layer 
next to the current one has learned its weights.

1.1  Theories of visual perception

Cognitive computing methods often make use of a variety 
of cognitive concepts. Our proposed method is inspired by 

visual perception. The psychological theories behind our 
proposed method are described below.

Marr [32] described visual perception as a multistage 
process. In the first stage a 2D sketch of the retina image is 
generated, based on feature extraction of fundamental com-
ponents of the scene, including edges, regions and so forth. 
The second stage extracts depth information by detecting 
textures. Finally, a 3D model is generated out of the previ-
ously gathered information.

Hermann von Helmholtz examined in his work [20] 
about visual perception that the information gathered via 
the human eye is a very simplified version of the real world. 
He therefore concluded that most of the visual percep-
tion processes take place in the brain. In his theory, vision 
could only be the result of making assumptions and draw-
ing conclusions from incomplete data, based on previous 
experience.

Gestalt psychology [28] is an attempt to understand the 
laws behind the ability to acquire and maintain meaningful 
perceptions in an apparently chaotic world. According to this 
theory, there are eight so-called Gestalt laws that determine 
how the visual system automatically groups elements into 
patterns: Proximity, Similarity, Closure, Symmetry, Com-
mon Fate, Continuity as well as Good Gestalt and Past Expe-
rience. In particular, the Gestalt law of closure was of great 
interest for our work. The Gestalt law of closure states that 
the perception of individuals fills in visual gaps in incom-
plete shapes. For example, humans are able to recognize a 
whole circle, even if there are gaps in its contour. For our 
approach this means that due to the Gestalt law of closure, 
it is still possible to recognize what an image depicts, only 
by considering its local representation. This effect is shown 
in Fig. 1. Obviously, such interest point sets are more useful 
for media understanding than points from which humans 
cannot identify the semantic content of an image. If the user 
cannot reconstruct the object from the interest points, how 
should the machine?

The remainder of the paper is arranged as follows: we 
first discuss the related work and contributions of this paper 
in Sects. 1.2 and 1.3, and then we provide a comprehensive 

Fig. 1  The left edge map of a 
face is represented by points 
from a Harris corner detector 
and a Laplacian of Gaussian 
(LoG) operator. Many of the 
important face features (e.g., 
the eyes) are thereby lost. The 
rightmost image shows the 
GIP description. It preserves 
the perceptual features of the 
original stimulus well, but does 
not produce a longer description 
than the LoG operator [14]
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overview of the Gestalt interest points (GIPs) algorithm in 
Sect. 2. The details of our Gestalt regions of interest (GROI) 
method are presented in Sect. 2.2.2. Experimental results 
are analyzed in Sect. 3, and conclusions are finally given 
in Sect. 4.

1.2  Related work

A fundamental aspect of our work is the deployment of 
Gestalt laws to describe images in a meaningful and effi-
cient way. The basic Gestalt rules were first proposed by 
Wertheimer et al. [47] for specifying the perceptual relation-
ship between the human vision system and the perceived 
visual world. Some important problems in computer vision 
are modeled by utilizing the Gestalt principles [12, 13]. In 
[41] the authors proposed a novel method for establishing 
visual correspondences between images based on Gestalt 
theory. Their method detects visual features from images, 
with a particular focus on improving the repeatability of the 
local features in those images containing the same seman-
tic contents. In [4] four new image features are presented, 
inspired by the Gestalt Laws of Continuity, Symmetry, Clo-
sure and Repetition. The resulting image representations are 
used jointly with existing state-of-the-art features to improve 
the accuracy of object detection systems. The authors of 
[26] proposed a context-based method for object recogni-
tion inspired by the Gestalt Laws of Proximity and Simi-
larity. Qiu et al. [38] presented a novel lung nodule detec-
tion scheme based on the Gestalt visual cognition theory. 
The proposed scheme involves two parts which simulate 
human eye cognition features such as simplicity, integrity 
and classification. In [48] the authors presented a method 
for image salient object detection with Gestalt laws-guided 
optimization.

The second research direction that is related to our work 
is the development of methods which combine deep and 
handcrafted image features. For instance, in [34] the authors 
combined deep and handcrafted image features for presen-
tation attack detection in face recognition systems. Their 
method uses a CNN to extract deep image features and the 
multi-level local binary pattern (MLBP) method to extract 
skin detail features from face images. Qiangliang et al. [18] 
detect keypoints with a method utilizing the difference of 
Gaussian (DOG) operator. Then, they describe the key-
points by the proposed local convolutional features which 
are inspired by a CNN. In their work they showed results of 
applying the proposed method on the domain of power trans-
mission line icing monitoring. In [2] they merged SIFT with 
CNN features for facial expression recognition. Because 
local methods like SIFT do not require extensive training 
data to generate useful features, the authors achieved com-
paratively high performance on small data.

1.3  Contributions

We list the main contributions of this work as follows: (1) 
We present the combination of the novel Gestalt region of 
interest (GROI) method with a CNN in Sect. 3.4. We applied 
it on the problem of makeup-robust face recognition, and our 
experimental results show that it outperforms a conventional 
CNN for the given task. The presented GROI method and 
the results of the makeup-robust face recognition experi-
ments are completely new and have not yet been made pub-
licly available by us in previous works. (2) We provide a 
detailed overview of our previously presented [21–24] GIP 
feature which defines the fundamental basis of the GROIs. 
It can be used as a feature in itself without a CNN for image 
understanding tasks where a long training time is unaccepta-
ble and/or a huge amount of training data is unavailable. (3) 
Additionally, we show our experimental results on various 
forensic application domains in Sects. 3.2 and 3.3, which 
can be also found in previously published material [22, 23].

2  Proposed approach

In this section we provide a detailed overview over the 
Gestalt interest of points (GIPs) algorithm [23]. Below, 
we illustrate how the GIPs are detected and described by 
feature vectors. Furthermore, it is shown how to intercon-
nect the GIP method via GROIs with a CNN to exploit the 
strengths of a highly effective local description method and 
deep learning.

2.1  Gestalt Interest Points Detection

The theories of visual perception mentioned in Sect. 1.1 
build the foundation of the GIP algorithm. Firstly, as 
inspired by David Marr the GIP algorithm extracts edge and 
texture information. Secondly, inspired by the way Helm-
holtz described visual perception, the information gathered 
by the GIP algorithm greatly simplifies the input image. 
Therefore, the algorithm is fast and highly effective because 
it extracts very little but well-selected image information. 
Thirdly, the GIP algorithm is based on the Gestalt laws of 
closure and continuity, i.e., the idea that, unlike in other 
local image description methods, certain weaker candidates 
may—in addition to the local extrema—also be useful as 
interest points.

The algorithm works as depicted in Fig. 2. After the 
input image is converted to gray scale (Fig. 2a), the image 
gradient vectors are calculated (Fig. 2b). The gradient 
image is split into m by n (e.g., 16 × 16 ) macroblocks, but 
not every block is interesting for further processing. For 
human perception edges appear to carry far more of the 
important image semantics than areas with low contrast. 
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According to this assumption, we assume that low-contrast 
image macroblocks may sometimes be omitted for the ben-
efit of better edge description elsewhere. For each block, 
we calculate the variance of gray values. If the variance 
of a block is below a certain threshold t, then the block is 
excluded from subsequent processing steps. During our 
experiments which are presented later in this work, we 
investigated the influence of t on the recognition accuracy. 
For each remaining image block, the three points with the 
largest gradient magnitudes are identified. This point set is 
called P, and a subset of points Q ⊆ P is selected accord-
ing to the strategy described in the following paragraph.

The similarity grouping experiments of Olson and 
Attneave [35] showed that human beings are signifi-
cantly faster in grouping horizontal or vertical lines than 
of diagonals or other patterns. As an explanation for this 
observation they assumed that significantly larger parts 
of the receptive field are oriented horizontally and verti-
cally rather than diagonally. This concept inspired us to 
experiment with discarding interest points that are not on 
horizontal or vertical edges, as these might be less expres-
sive for the description and recognition process. Figure 3 
depicts the basic idea of the implementation. The adjust-
able inclination angle � defines circle segments. We apply 
the inverse tangent function on the gradient vectors of 
each image point from P to get the gradient directions. 
All image points with gradient vectors pointing in a direc-
tion within one of the circle segments are added to Q. If 
one gradient vector does not point in a direction within 
one of the circle segments, the underlying edge is con-
sidered to be diagonal and therefore we suppose that its 
interest points—so the hypothesis—are of insufficient use 
for the recognition process. Describing an image with 
less information should have a positive effect on resource 
usage and the performance of the recognition process. The 
remaining image points contained in Q are the so-called 
GIP (Fig. 2c).

2.2  Gestalt Interest Points Description

After detecting the GIPs, feature vectors are computed to 
describe the image. Each feature vector describes one image 
block and is defined by:

where m1,m2,m3 are the three gradient magnitude values, 
p1, p2, p3 are the three absolute positions, and o1, o2, o3 are 
the three orientations of the interest point’s gradients, which 

(1)F =
(
m1 m2 m3 p1 p2 p3 o1 o2 o3

)

Fig. 2  GIP algorithm overview

Fig. 3  The point in the origin indicates a GIP and vector a its gradi-
ent, which is within one of the four circle segments. In this case, the 
GIP will be accepted as an interest point. If vector b was the gradient 
of this GIP, the GIP would be discarded because its underlying edge 
has diagonal orientation
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were chosen within one macroblock. Since this is the basic 
version of the GIP feature vector that employs absolute pixel 
position values, we denote the GIP algorithm utilizing the 
feature vector described in this section as GIP-ABS.

Experiments have shown that this simple recipe results 
in very compact descriptions that satisfy the major Gestalt 
laws. Figure  4 depicts an example output of the GIP 

algorithm. Among the advantages of this straightforward 
scale-less implementation are the guarantee that the visual 
object shape is preserved in the description, and that clus-
ters of high-curvature interest points in close proximity are 
avoided: compared to SIFT, SURF and related methods the 
local description is more evenly distributed over the entire 
input signal without ending up in a global description. The 
GIP-ABS pseudocode is presented in Algorithm 1.
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2.2.1  Inter‑GIP distances (IGD)

As described above, the GIP-ABS descriptor contains the 
three absolute positions of the three interest points detected 
within one image block. The absolute positions are causing 
the GIP-ABS descriptor to be neither translation-invariant 
nor scale-invariant and are therefore not appropriate for some 
application domains where translation and scale invariance are 
desired. To address this issue, we developed a GIP descriptor 
which contains the so-called inter-GIP distances (IGD). They 
are intended to replace the interest points absolute positions 
in the GIP descriptor when needed. During our experiments 
which are presented later in this work, we tried both variants 
of the GIP descriptor and investigated their influence on the 
recognition process. The idea of GIP-IGD is as follows. As 
described previously, the GIP algorithm detects three inter-
est points inside each image block of an image. These three 
points are interpreted as the corner points of a triangle. The 
distances between these points could therefore be seen as 
the triangle’s side lengths and can serve as features. Figure 5 

visualizes this concept, and the result is one triangle within 
every image block.

Since a variety of different distance functions does exist, 
the question arose, which one would be the best for the GIP-
IGD operator. We also wanted to measure, how the choice of 
a certain distance function affects the classification accuracy 
and speed. Therefore, one goal of this work was to identify 
the most suitable distance measure to compute the IGD. We 
decided to test our algorithm with several known distance 
functions, which are listed for the two-dimensional case in 
Eqs. (2)–(7).

where P = (x1, y1) and Q = (x2, y2) representing two points 
in the two-dimensional space. Minkowski distance (6) can 
be considered a generalization of three other distances, the 
Euclidean if p = 2 , the Cityblock if p = 1 and the Cheby-
shev distance if p = ∞ . For the experiment in Sect. 3.3 we 
defined p = 3 . Please note that (4) is actually a similarity 
measure, hence inverse to the others. That, however has no 
effect on the discriminative value of the descriptor. Further 
information about distance functions can be found in [15].

2.2.2  Gestalt regions of interest (GROI)

Later in this paper we present our experimental results of 
combining GIP with a CNN. For feeding the output of the 
GIP algorithm into a CNN we enhanced the GIP algorithm 
to produce so-called Gestalt regions of interest (GROI) 
images. Since GIPs are the basis for GROIs, the GROI 
images are also based on the Gestalt principles. They are 
intended to be produced in a preprocessing step of a CNN 
to feed the CNN only with the most interesting image 
regions. Converting images into GROI images works as 

(2)DChebychev =max(|x2 − x1|, |y2 − y1|)

(3)DCityblock =|x2 − x1| + |y2 − y1|

(4)DCosine =1 −
P�Q

√
(P�P)(Q�Q)

(5)DEuclidean =

√
(x2 − x1)

2 + (y2 − y1)
2

(6)DMinkowski =
p

√∑n

i=1
|xi − yi|p

(7)DJaccard = 1 −

n∑
i=1

min(xi, yi)

n∑
i=1

max(xi, yi)

Fig. 4  A face image on the left and its GIP representation on the 
right. The GIP algorithm is fast and highly effective. Because it is 
inspired by cognition, it extracts very little but well-selected image 
information

Fig. 5  Inter-GIP distances
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follows: in the first step the GIPs are detected in the input 
image as described in Sect. 2.1. These GIPs are serving 
as center pixels for quadratic regions of interest. The size 
of these squares is controlled through parameter s. The 
remaining pixels of the image, which are not within the 
squares, are set to white. They are considered as not use-
ful enough for the recognition process. Furthermore, we 
claim that preserving only the GROIs for training a CNN, 
instead of using the whole images, reduces the risk of 
data-overfitting drastically. Figure 6 shows various GROI 
example images produced with different GIP parameters 
t and � (see Sect. 2.1 for detailed explanation) and GROI 
parameter s.

3  Experiments and results

In this section we present the experimental results of 
applying the GIP algorithm on various application 
domains—all related to concrete forensic applications. 
We used two different evaluation measures for our 

experiments, namely accuracy and F1-score. In terms of 
statistical significance, accuracy is the better choice when 
a huge number of test samples is unavailable. Based upon 
the size of the test set, we decided to use the accuracy for 
some experiments, and for others we utilized the F1-score.

3.1  Overview of experiments

In Sect. 3.2 we show the results of applying the GIP-
ABS algorithm for the recognition of faces of people 
that have undergone significant body weight change [22]. 
As described in Sect. 2.1 the GIP detection algorithm is 
based on the assumption that some interest points contrib-
ute more to the description of images than others. This 
experiment was designed to find out which GIPs can be 
eliminated to make the whole method more efficient while 
retaining our classification results. The remaining GIPs 
are the fundamental basis for our final GROI-CNN experi-
ments. Furthermore, we investigated the robustness of GIP 
against image rotation.

The experimental results of Sect. 3.3 present the GIP-IGD 
algorithm applied on two different image classification tasks 

Fig. 6  An example face image and its Gestalt region of interest (GROI) image representations. Each GROI image was produced with different 
parameter combinations
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[23]. This experiment shows that only a few of the very com-
pact GIP-IGD image descriptors are necessary to quickly 
classify the images from the datasets with high accuracy. 
Furthermore, we compared our results to several local point-
based description methods and to a CNN. As mentioned in 
Sect. 2.2.1, GIP-ABS does not work well when it comes 
to categorizing scaled images. In contrast this experiment 
shows that GIP-IGD is resilient to some scale changes.

The final experiment and the ultimate goal of this work 
are presented in Sect. 3.4. As demonstrated in the experi-
ments of Sect. 3.3 our method outperforms the other applied 
local description methods. Nevertheless, the CNN dominates 
our method and all the other applied local description meth-
ods in terms of accuracy for the given application domain, 
but it is significantly slower. Therefore, we decided to merge 
the GIP method and CNNs to create an even more powerful 
recognition system. This experiment shows that a special 
variant of the GIP algorithm as a preliminary stage for a 
CNN outperforms a conventional CNN for the given appli-
cation domain.

3.2  GIP for weight‑invariant face recognition

This section describes the application of GIP-ABS on the 
description of face images in a way that outperforms the 
baseline methods for the domain of significant change of 
person weight. In addition, the experimental results of inves-
tigating the influence of the GIP parameters t and � on the 
recognition accuracy are presented. Adjusting t and � causes 
the algorithm to extract more or fewer GIPs from the image. 
This experiment was designed to find out which GIPs can 
be omitted to make the whole method more efficient while 
retaining our classification results. The remaining GIPs are 
the fundamental basis for our final GROI-CNN experiments. 
Eventually, we show our evaluation of GIP with respect to 
sensitivity against rotation. The results are an extension of a 
previously published work [22].

We assumed that the ability of the GIP algorithm to select 
interest points within high-contrast image blocks and on 
non-diagonal edges (Sect. 2.1) should increase the face rec-
ognition performance. Both are targeted at typical properties 
of face images: on the one hand, face features are often dis-
tinguished by high contrast which is to a certain degree due 
to the morphology of the human skull. On the other hand, 
face features tend to have a clear orientation. Both aspects 
are influenced by weight change: weight gain reduces the 
availability and contrast of face features which also influ-
ences their orientation. The investigation of the reasonability 
of these assumptions and their implementation are—next to 
the identification of the best-performing GIP parameters—a 
second target of our research.

3.2.1  Dataset

To our knowledge, a standardized dataset for the recogni-
tion of faces of overweight people is currently not available. 
The commonly used databases (UMIT, FERET, etc.) do not 
include such material. This is unfortunate as the problem 
is of high practical relevance, in particular in the forensic 
application of face recognition. As a consequence, we had to 
compile a dataset for our experiments. It turned out that pairs 
of face images with significant weight gain/loss in-between 
are hard to find. Eventually, we succeeded in assembling a 
dataset of face photographs for a group of fifteen persons 
who underwent significant weight change (at least 20 kg) 
in less than 1 year. The majority of the photographs were 
taken from a diet web forum [39]. Others were provided by 
acquaintances of the authors.

3.2.2  Experimental setup

Five local feature description methods were chosen for com-
parison with the GIP feature: SIFT [31], SURF [3], MSER 
[33], FREAK [36] and ORB [40]. After feature extraction 
with one of the above methods, we received multiple feature 

Fig. 7  The GIP algorithm was 
applied on pictures such as 
these examples. GIPs which 
are within low-contrast mac-
roblocks, and many of the GIPs 
on diagonal edges were dis-
carded. Left: the image shows 
a normal weight person and the 
detected GIP points, indicated 
as circles. Middle: shows the 
same person after 30 kg of 
weight gain and the detected 
GIP points. Right: shows the 
person image rotated by 30◦ and 
the detected GIP points
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vectors for each image. Then we generated a vocabulary 
composed of 300 visual words via the k-means clustering 
algorithm and quantized all the feature vectors with the 
popular BoVW algorithm [9]. Each of our images was now 
represented by a single histogram. For classification of the 
features, we employed the Euclidean distance. Hence, all 
standard descriptors as well as our approach are employed 
in exactly the same way. This is a mandatory requirement 
for comparing the description performance for the recogni-
tion problem at hand. During our experiments it turned out 
that on the given application domain the GIP algorithm out-
performs the above-mentioned state-of-the-art description 
methods. It dominates them both in terms of recognition 
accuracy and of description compactness. In summary, the 
GIP algorithm produces shorter description that contains 
more weight-invariant face information.

For the experiments, without loss of generality we employ 
the face images with lower weight as the training set. The 
test set consists of the face photographs that show the higher 
weight. Figure 7 shows three example images and descrip-
tions extracted by the GIP algorithm. The evaluation task is 
to associate each test image with the corresponding training 

image. Due to the small number of samples success is meas-
ured as accuracy, i.e., here the number of true positives. The 
ground truth is provided by the authors.

Remark: In practical forensic application, pictures of sus-
pects (e.g., taken by a surveillance camera) are typically of 
very low quality. To evaluate how well ours and the state-
of-the-art local description algorithms can deal with this 
aspect, the photographs in the dataset are left in their origi-
nal resolutions, ranging from 201 × 285 to 508 × 728 pixels. 
However, the contrast of the test images was adapted to the 
contrast of the training images using histogram equalization 
because this step improves the overall classification perfor-
mance without limiting the generality of the experiment.

3.2.3  Evaluation

The second column of Table 1 shows that using the five 
baseline interest point features SIFT, SURF, MSER, FREAK 
and ORB to identify the faces of people who experienced 
significant weight change delivers only moderate classifica-
tion accuracies. Of all five features, SURF provides the best 
results with 33%. However, to obtain this result an average 

Table 1  A comparison of 
classification accuracies 
and the average number of 
description values per face for 
identifying faces of people who 
experienced significant weight 
change

Method Acc. (%) Accuracy 30◦ 
rotated (%)

Average number of 
description values per 
face

BoVW + SIFT 20 13.3 25,309
BoVW + SURF 33 13.3 57,984
BoVW + MSER 6.7 6.7 132
BoVW + FREAK 20 20 59,473
BoVW + ORB 13.3 13.3 8883
BoVW + GIP 53.3 53.3 52,536
BoVW + GIP t = 70 53.3 53.3 23,086
BoVW + GIP � = 0.0009 46.7 46.7 23,101
BoVW + GIP t = 70 � = 0.0009 46.7 46.7 10,425

Fig. 8  The average number 
of description values per face 
and categorization accuracy in 
percent as a function of image 
macroblock variance threshold 
t. A value of t = 0 means that 
no image macroblocks are 
excluded from the recognition 
process
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of 57,984 description values per face (last column) is neces-
sary. This number is calculated as the product of the average 
number of description vectors per face (453) times the size 
of one description vector (128). Using the MSER feature, 
only 132 description values per face are required on average. 
In return, the classification accuracy is only 6.7% which is 
far below an acceptable rate for practical application.

Compared to the five baseline features above, the GIP 
description algorithm is by far more accurate in its original 
form with 53.3%. This performance is 20% ahead of the 
SURF algorithm that leads the baseline description methods. 
As Fig. 8 shows, discarding interest points that lie within 
low-contrast macroblocks does not affect the accuracy until 
the threshold reaches t = 70 . At the same time, the aver-
age number of description values per face goes down from 
52,536 to 23,086. That is, by discarding low-contrast blocks, 
we maintain the original accuracy of the GIP algorithm but 
reduce the amount of data to just 44%. The required informa-
tion for this result is even less than the information SIFT, 
SURF and FREAK need to achieve their lower performance. 
Hence, we consider it justified to say that for the given 

domain, the GIP approach clearly dominates the baseline 
local description methods.

Figure 9 shows that the elimination of diagonal edges 
in the GIP algorithm does not affect the accuracy until an 
� = 0.64 is reached, but this modification reduces the aver-
age number of description values per face drastically. With 
� = 0.0009 and 23,101 description values, the algorithm 
still reaches an accuracy of 46.7%. A classification accuracy 
of 46.7 percent is still significantly higher than the results 
reached by the commonly used local feature transformations. 
We find these results encouraging to employ these modifica-
tions also in other application domains.

Selecting interest points within high-contrast image 
blocks and on non-diagonal edges leads to a significant 
reduction of the average number of description values 
required to 10,425 values per face. Figure 10 illustrates 
the behavior of the algorithm. An accuracy of 46.7% is 
still significantly higher than the results of the baseline 
features. This result supports our hypothesis that interest 
points on almost horizontal or vertical edges are more use-
ful for face description than other points. Furthermore, it 

Fig. 9  The average description 
values per face and categori-
zation accuracy in percent as 
a function of circle segment 
angle � . A value of � = 0.8 
radians means that no GIPs are 
discarded. If there are no perfect 
straight lines in the face image 
dataset, then for � = 0 the accu-
racy will drop to zero

Fig. 10  The average number 
of description values per face 
and categorization accuracy in 
percent as a function of circle 
segment angle � with t = 70
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indicates that our hypothesis (certain interest points in low 
contrast areas can be neglected) has empirical substance. 
There appears to exist a trade-off between Gestalt percep-
tion and focusing on salient points.  

Eventually, we evaluated the sensitivity of our approach 
against rotation. All baseline feature extraction methods 
are to a certain degree rotation-invariant. To find out how 
robust the GIP approach is against rotation, we conducted 
an experiment with all test images rotated by 30◦ . The 
third column of Table 1 depicts the outcome. SIFT and 
SURF are known from literature as scale and rotation-
invariant features. In many works they have been very 
successfully applied in numerous different application 
domains. However, for our specific application domain, 
Table 1 shows that SIFT and SURF deliver lower accu-
racy for rotated images. The accuracy of MSER, FREAK 
and ORB remains constant. Likewise, GIP is not affected 
by rotation: the performance remains constant. Hence, 
we consider it fair to conclude that the GIP approach is 
a highly competitive local description approach for the 
problem under consideration.

In summary, it appears that the GIP approach describes 
faces in a weight-invariant way to a sufficiently higher 
degree than the baseline methods do. Its accuracy is at least 
20% better than the first competitor (SURF). As assumed, 
the relative completeness of Gestalt interest points makes a 
clear difference in recognition performance. GIP descrip-
tions are more compact than most other descriptions, and 
they are rotation-invariant. That is, we need less disk space 
and processing power for description storage and evaluation. 
This is an important advantage in a big data domain such as 
face recognition. Rotation invariance is a simple requirement 
satisfied by most—yet not all—algorithms.

The GIP algorithm is based on the assumption that some 
interest points contribute more to the description of images 
than others. The experiment demonstrated that certain well-
selected GIPs can be omitted in order to make the whole 
method more efficient while retaining our classification 
results. The remaining GIPs are the fundamental basis for 
our final GROI-CNN experiments presented in Sect. 3.4.

3.3  GIP‑IGD for image categorization

In this section, we present an extensive evaluation of apply-
ing the GIP algorithm in combination with the IGD fea-
ture vector (GIP-IGD) on image categorization. GIP-IGD is 
described in Sect. 2.2.1. One goal of the following experi-
ments was to find the IGD distance measure which maxi-
mizes the categorization accuracy while keeping the compu-
tational complexity as low as possible. Moreover, we wanted 
to test how robust our GIP-IGD algorithm is against image 
scaling. The presented results are an extension of a previ-
ously published work [23].

As demonstrated in the experiments of this section our 
method outperforms all of the other applied local description 
methods. Nevertheless, the CNN dominates our method and 
all the other applied local description methods in terms of 
accuracy for the given application domain, though it is much 
slower. Therefore, we decided to build a bridge between the 
GIP method and CNNs to create an even more powerful 
recognition system. The experimental results addressing this 
issue are presented in Sect. 3.4.

3.3.1  Datasets

In our first evaluation task, we tested the detection perfor-
mance with the INRIA Horses dataset [16], consisting of 
170 images containing horses and 170 without horses. The 
goal of the evaluation task was to categorize the images into 
images containing horses and images without horses.

The second dataset which we used to test our algorithm 
is the Food-5K dataset [44]. It consists of 2500 food images, 
which cover a wide variety of food items and 2500 randomly 
selected non-food images. Some food images also contain 
other objects or people. The Food-5K dataset with a total 
size of 5000 images is significantly bigger than the INRIA 
horses dataset. The goal of this evaluation task was to cat-
egorize the images into food and non-food images.

3.3.2  Experimental setup

We compared our method to several different local fea-
ture description algorithms, namely SIFT [31], SURF [3], 
BRISK [29] and FREAK [36]. Additionally, we compared 
GIP-IGD to GIP-ABS and to a CNN. Recently, the CNN 
offers a very accurate state-of-the-art technique for many 
general image classification and object recognition prob-
lems. The SIFT and SURF descriptors are both vectors con-
taining floating point values. More recent binary descriptor 
methods like BRISK and FREAK are less computationally 
expensive, but their accuracy is lower.

After quantizing the extracted local descriptors with the 
BoVW algorithm [9] we fed the resulting histograms into 
MATLAB’s Classification Learner App. The app compares 
several different classifiers, e.g., different variations of 
Trees, Support Vector Machines (SVM), Nearest Neighbor 
Classifiers, Ensemble Classifiers and so forth. It turned out 
that the medium Gaussian SVM appeared to be best suited 
for our categorization problems.

3.3.3  Evaluation

The experimental results of applying our algorithm on the 
INRIA Horses dataset are shown in Fig. 11, and the results 
for the Food-5K dataset are presented in Fig. 12. Figures 11a 
and 12a depict the F1-scores over extraction time of our IGD 
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experiments with different distance measures. Adjusting 
the values of the two GIP parameters t and � causes the 
algorithm to extract more or fewer image feature vectors. 
Therefore, these parameters indirectly affect the extraction 

time per image and the categorization accuracy because they 
determine the number of extracted feature vectors. With 
higher t and lower � , the number of extracted feature vec-
tors per image decreases. It is assumed that the remaining 

Fig. 11  The experimental results of applying our algorithm on the 
INRIA Horses dataset. Our algorithm is also compared to several 
different baseline methods. The different F

1
-scores for each IGD dis-

tance measure in Fig. 11a arise through adjusting the two GIP param-
eters t and � , which are described in Sect. 2.1

Fig. 12  The experimental results of applying our algorithm on the 
Food-5K dataset. Our algorithm is also compared to several differ-
ent baseline methods. The different F

1
-scores for each IGD distance 

measure in Fig. 12a arise through adjusting the two GIP parameters t 
and � , which are described in Sect. 2.1
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descriptors carry a considerable amount of information and 
descriptors with less information are omitted. A small set of 
descriptors for the categorization task reduces the computa-
tional complexity significantly.

As already mentioned, the binary descriptor methods 
BRISK and FREAK are very fast and therefore strong com-
petitors when it comes to computational complexity. Yet, 
their F1-scores are relatively low. The F1-scores of SURF 
and SIFT are higher but not as high as the F1-score of GIP. 
SIFT is with about 400 ms extraction time per image, com-
paratively slow. The clear winner in terms of F1-score is the 
CNN, but the serious drawback is the high computational 
complexity. The CNN needs more than one second to extract 
the features from one image, and therefore, it is by far the 
slowest method.

Figures 11b and 12b show the F1-scores over scaled ver-
sions of the test images. As mentioned earlier, GIP-ABS 
does not perform well when it comes to categorizing scaled 
images. In contrast, GIP-IGD is resilient to some scale 
changes. In particular, GIP-IGD in combination with the 
Minkowski distance measure delivers outstanding results 
in the case of horse categorization, and in the case of food 
categorization GIP-IGD delivers good results in general, no 
matter which distance measure is used. For our application 
domains GIP-IGD is more robust against scaling than SURF, 
SIFT, BRISK and FREAK. The CNN has the highest accu-
racy, but as mentioned above, it is significantly slower.

Figures 11c and 12c depict the average numbers of feature 
values extracted from one image. The description vectors 
of SURF, BRISK and FREAK are 64-dimensional, and the 
SIFT vector has 128 elements. Hence, they are more mem-
ory-consuming than the 9-dimensional GIP-IGD feature 

vectors. For example, in case of using FREAK for horse 
categorization a total number of 918 ∗ 64 = 58, 752 feature 
values per image are necessary to get a comparatively poor 
F1-score of 69%. In other words, Figures 11 and 12 demon-
strate that GIP outperforms SIFT’s, SURF’s, BRISK’s and 
FREAK’s accuracy while reducing the descriptor length per 
image to only a few percent.

A CNN can achieve extremely high accuracies, but this 
advantage does not come without a price. CNNs in general 
are computationally expensive and slow compared to interest 
point features, even with graphical processing units. Addi-
tionally, a huge set of training data is needed, which can 
be difficult to provide and the training process itself can be 
very time-consuming. We showed above that it is possible 
to use the GIP feature for image understanding tasks where 
a long training time is unacceptable and/or a huge amount 
of training data is unavailable. As demonstrated our method 
outperforms all the other applied local description methods. 
Nevertheless, the CNN dominates these methods including 
ours in terms of accuracy for the given application domain. 
Therefore, we decided to build a bridge between the GIP 
method and CNNs to create an even more powerful recogni-
tion system. The next section shows that the GROI variant 
of the GIP algorithm merged with a CNN outperforms a 
conventional CNN for the given application domain.

3.4  Deep Gestalt regions of interest 
for makeup‑robust face recognition

In our last experiment we present the results of training 
a CNN with the novel GROI images for the domain of 
makeup-robust face recognition. The rapid evolution of 

Fig. 13  Before (top line) and after (bottom line) makeup examples of four subjects contained in our makeup dataset
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face recognition systems into real-time applications has 
raised new concerns about their ability to resist presentation 
attacks, particularly in unattended application scenarios such 
as automated border control. Research about makeup-robust 
face recognition is still very limited, and we think that our 
work could be beneficial in solving this problem. Dantch-
eva et al. [11] claimed in their study that the application of 
facial cosmetics significantly decreases the performance of 
both academic face verification approaches and commer-
cial approaches. As shown in Fig. 13, significant appearance 
changes can be observed for individuals with and without 
makeup.

To our knowledge, there is only limited scientific liter-
ature that addresses the challenge of makeup-robust face 
recognition. Chen et al. [10] addressed this problem with 
a patch-based ensemble learning method. Song et al. [30] 
synthesize a non-makeup image from a face image with 
makeup via a generative network. After that, deep features 
are extracted from the synthesized image to further accom-
plish the makeup-robust face recognition. Zheng et al. [49] 
proposed a hierarchical feature learning framework for face 
recognition under makeup changes. Their method seeks 
transformations of multilevel features because these features 
tend to be more invariant on higher semantic levels and less 
invariant on the lower levels.

Many recent works on face recognition have proposed 
numerous variants of CNN architectures [37, 45, 46]. GROI 
images and CNNs are both inspired by cognition. There-
fore, it appears reasonable to merge both concepts into one 
powerful face recognition system. In this experiment, after-
makeup against before-makeup face samples were matched 
and it was designed for exploring the effectiveness of feed-
ing GROI images into a CNN. To obtain baseline results 
to which we can compare our method, we decided to feed 
the unmodified raw pixel images into the same CNN which 
we fed with the GROI images. Note that there is no overlap 
between training images and test images of the subjects, and 
therefore, this experiment is a very sophisticated recognition 
task. For the training stage 6000 non-makeup face images 
of 6 subjects serve as input. Henceforth, the classification 
stage assigns each of the 1200 makeup test images to one 
of the 6 subjects. One advantage of our approach is that 
we do not need color information, which is often not avail-
able, e.g., frames of surveillance cameras. Actually, it is 
very likely that a color-based recognition approach would 
perform worse, because makeup changes the skin color and 
therefore the recognition process may lead to false positives.

3.4.1  Dataset

Since we wanted to keep CNN training times as low as pos-
sible, we decided to utilize a subset of the self-compiled 
YouTube makeup dataset, which we presented in an earlier 

work [24]. This subset consists of 6 subjects with 1000 non-
makeup face images per subject for training and 200 makeup 
images per subject for testing. Figure 13 shows some exam-
ple images. On the one hand, the dataset is small and there-
fore it saves training time, but, on the other hand, it is big 
enough to deliver reasonable experimental results. However, 
we plan to employ the GROI method on bigger datasets in 
future work. The makeup in the test face images varies from 
subtle to heavy. The cosmetic alteration affects the quality 
of the skin due to the application of foundation and change 
in lip color and the accentuation of the eyes by diverse eye 
makeup products. This dataset includes some variations in 
expression and pose. The illumination condition is reason-
ably constant over multiple shots of the same subject. In a 
few cases, the hair style before and after makeup changes 
drastically.

3.4.2  Experimental setup

We implemented a prototype for this experiment utilizing 
Python in combination with the machine learning framework 
Tensorflow [1] and the high-level neural networks API Keras 
[6]. The structure of the chosen CNN model is shown in 
Table 2. It is an adapted version of the VGG-like model from 
the Keras website. VGGNet [43] was invented by VGG (Vis-
ual Geometry Group) from University of Oxford. According 
to VGGNet we also use filters of size 3 × 3 because smaller 
filters generally provide better results. The number of layers 
was chosen to satisfy our requirements. On the one hand, we 

Table 2  Structure of the adapted example CNN model from Keras 
website [5]

Layer name (type) Output shape

conv2d_1 (Conv2D) (158, 158, 32)
conv2d_2 (Conv2D) (156, 156, 32)
max_pooling2d_1 (MaxPooling2) (78, 78, 32)
dropout_1 (Dropout) (78, 78, 32)
conv2d_3 (Conv2D) (76, 76, 64)
conv2d_4 (Conv2D) (74, 74, 64)
max_pooling2d_2 (MaxPooling2) (37, 37, 64)
dropout_2 (Dropout) (37, 37, 64)
conv2d_5 (Conv2D) (35, 35, 64)
max_pooling2d_3 (MaxPooling2) (35, 11, 64)
dropout_3 (Dropout) (35, 11, 64)
conv2d_6 (Conv2D) (35, 10, 64)
max_pooling2d_4 (MaxPooling2) (17, 10, 64)
dropout_4 (Dropout) (17, 10, 64)
flatten_1 (Flatten) (10880)
dense_1 (Dense) (256)
dropout_5 (Dropout) (256)
dense_2 (Dense) (6)
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wanted a CNN with enough layers to ensure high accuracies, 
and on the other hand, limiting the number of layers for 
shorter training times was a second important requirement.

During training of a CNN its network weights are updated 
iteratively by an optimization algorithm. The choice of this 
optimization algorithm is crucial for the performance of a 
CNN. We empirically identified that the Adam optimiza-
tion algorithm [27] with an initial learning rate lr = 0.00001 
and the categorical cross-entropy loss function leads to fast 
training accuracy convergence for our dataset. Each epoch 
the training progress was validated using 10% of the training 
images. To avoid long training times and possible overfitting 
we decided to use an early stop strategy. A patience value 
of 15 was set, i.e., the number of epochs to wait before early 
stop, if the validation accuracy stagnates.

A powerful hardware infrastructure is necessary when it 
comes to CNN training. For our experiments we decided to 
run them on Crestle [8]. The Crestle servers are equipped 
with NVIDIA Tesla K80 GPUs, and therefore, they have 
been considered adequate for our purposes.

3.4.3  Evaluation

Figure 14 shows the training accuracies for each epoch over 
the training period, and Fig. 15 the validation accuracies, 
respectively. See Sect. 2.2.2 for a detailed explanation of 
the parameters t, � and s. As mentioned above the valida-
tion set comprises 10% of the train images. We trained six 
types of CNNs, one with the raw pixel images and 5 with 
different versions of GROI images. For a visual overview of 
the different input image types see Fig. 6. As can be seen in 
Figs. 14 and 15 the CNN fed by the raw pixel images leads 
to the fastest convergence, closely followed by the CNN fed 
by GROI images with parameters t = 1.5 , � = 38 and s = 8 . 
A greater value for s causes the algorithm to produce bigger 
GROIs. We assume that this is the reason why the train-
ing employing GROI images produced with s = 8 leads to 
similar convergence as with raw pixel images. The GROI 
images with s < 8 leading to slower training and validation 
accuracy convergence.

For test purposes the resulting model was stored after 
every fifth training epoch during the training process. These 
models were used to classify the makeup images from the 
test set. Each line marker in Fig. 16 denotes an accuracy 
produced using one of these stored models. After 30 training 

Fig. 14  Train accuracies for each epoch of the training process. Each line marker denotes one train epoch
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epochs the CNN model trained by the GROI images ( t = 1.5 , 
� = 45 , s = 6 ) starts to outperform the baseline CNN trained 
by the unmodified images. With the model trained for 50 
epochs by the GROI images ( t = 1.5 , � = 45 , s = 6 ) 88.3% 
of the test images are classified correctly. The baseline 
model in comparison delivered only 80% accuracy after 50 
epochs of training. The peak of 89.8% was produced after 60 
epochs with the model trained by the GROI images ( t = 1 , 
� = 38 , s = 6).

Figure 16 demonstrates that training a CNN by GROI 
images clearly outperforms a CNN trained from raw pixel 
images for the domain of makeup-robust face recognition. 
The model trained by GROI images ( t = 1.5 , � = 45 , s = 6 ) 
produces the highest accuracies among all models. With a 
greater parameter t more low-contrast GROIs are omitted. 
A value of 45◦ is the maximum for � , and this means that 
the parameter does not have any effect on producing GROI 
images.

As described above the CNN trained by GROI images 
leads to slower training convergence in comparison with the 
CNN trained by raw pixel images. This fact in combina-
tion with the high test accuracies proves that our presented 
method is more robust against overfitting than the conven-
tional method, training a CNN by raw pixel images. Another 

advantage of the GROIs is that it is possible to describe the 
semantic content of images more compactly than with whole 
images. For example, it would be possible to store only the 
GROIs and their center point coordinates instead of storing 
GROIs on white background, thus requiring less disk space. 
This is a very important argument in big data domains such 
as face recognition.

4  Conclusion

In this work, we proposed a novel visual perception-inspired 
local description approach as a preprocessing step for deep 
learning. To show the effectiveness of our GROI method we 
fed its output into a state-of-the-art convolutional neural net-
work. Our experimental results revealed that it outperforms 
a CNN that is trained on images which are not preprocessed 
by our method in the domain of makeup-robust face recogni-
tion. The problem of makeup-robust face recognition is of 
high relevance for practical life, and our method could be 
helpful in solving this problem. The proposed GROI method 
interconnected with a CNN dominates a conventional 
CNN in terms of accuracy and robustness against overfit-
ting. Another advantage of the GROI approach is that it is 

Fig. 15  Validation accuracies for each epoch of the training process. Each line marker denotes one train epoch



105Pattern Analysis and Applications (2021) 24:89–107 

1 3

possible to describe the semantic content of images more 
compactly than with whole images.

In our opinion, a serious comparison between the results 
of this work and results of other works in a scientifically sub-
stantiated way is not possible based on the facts (i) we could 
not find many works about makeup-robust face recognition, 
and (ii) we had to assembly our own dataset to fit our needs. 
Nevertheless, we want to list the results of some other works. 
Chen et al. [10] reached a Rank-1 accuracy of 89.40% apply-
ing their patch-based ensemble learning method in combi-
nation with Commercial Off-The-Shelf (COTS) Systems on 
the YMU-dataset. The bi-level adversarial network (BLAN) 
proposed by Song et al. [30] delivers up to 94.8% Rank-1 
accuracy applied on three different datasets. Zheng et al. [49] 
proposed a new hierarchical feature learning framework and 
achieved an accuracy up to 81.11% with two different data-
sets. As we showed in our experiments, with our method an 
accuracy of 89.8% was reached through applying the GROI 
method on our self-compiled makeup faces dataset. These 
results could be a baseline for future work.

The GROI feature is based on the earlier presented GIP 
feature. We showed that it is possible to use the GIP feature 
as a feature in itself without a CNN for image understand-
ing tasks where a long training time is unacceptable and/or 

a huge amount of training data is unavailable. Experiments 
have demonstrated that the GIP algorithm results in very 
compact descriptions that satisfy the major Gestalt laws.

However, a CNN is only one—but successful—example 
of a deep learning method and our approach could also be 
combined with other methods, e.g., ResNets. As is evident 
from our experiments, the output of our algorithm consists 
of heavily compressed content-rich information. We assume 
that adding this information as residuals to the output of 
ResNet convolution operations could improve the ResNet in 
a similar way as the CNN was improved during our experi-
ments. Furthermore, with higher accuracy it would be possi-
ble to use fewer network layers and thus shorten the training 
time of the network. Experiments addressing this topic are 
planned for future work.
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models were used to classify the makeup test images. Each line marker denotes an accuracy produced using one of these stored models
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