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Abstract

Decreasing the number of road accidents is a major objective of governments
worldwide. A big step to achieve this goal is the implementation of on-board sys-
tems that capture the surroundings of motorized vehicles. These systems extend
the driver’s perception and support his reaction. Recent advancements in Silicon-
Germanium bipolar technology will drop the cost of millimeter-wave radar based
safety systems, which will result in their implementation even in low-budget cars.
The effect were a substantial improvement in road safety.
This work presents the design, implementation, and characterization of millimeter-
wave receiver circuits in SiGe bipolar technology. The target applications are long-
range and short-range automotive radar. One circuit has the additional feature
of being suitable for high data rate point-to-point communication. These systems
operate in the frequency range from 76 to 86 GHz, which is a major challenge in
the design process. The development of two integrated receiver circuits for differ-
ent applications is elaborated.
The first design consists of an active down-conversion mixer for long-range au-
tomotive radar systems in the frequency range from 76 to 77 GHz. The circuit
comprises a double-balanced mixer and on-chip single-ended to differential signal
converters at the local oscillator as well as the signal port. The goal of this de-
sign is the simultaneous achievement of high linearity and low noise figure. The
integrated circuit exhibits a measured input-referred 1 dB gain compression point
of 0 dBm and a measured single-sideband noise figure of 16.5 dB. The conversion
gain is 11 dB. This circuit consumes 75 mA from a 5.5 V supply.
The second integrated circuit is a receiver front-end that exhibits a high inte-
gration level of millimeter-wave components. The front-end covers either short-
range automotive radar applications (77-81 GHz) or communication purposes (81-
86 GHz). The integrated circuit employs a low-noise amplifier, single-ended to dif-
ferential signal converters, and down-conversion mixers that deliver differential
quadrature output signals. The quadrature generation is done on-chip by a passive
transmission line coupler. The receiver front-end exhibits a single-sideband noise
figure smaller than 12 dB and a conversion gain larger than 28 dB over the whole
frequency range. The quadrature mismatch is at most 8◦. The input-referred 1 dB
gain compression point, measured at 79 GHz, is -19 dBm. The front-end consumes
192 mA from a 5.5 V supply.
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Kurzfassung

Die jährlichen Statistiken zu Verkehrsunfällen zeigen auf, dass Maßnahmen zur
langfristigen Erhöhung der Verkehrssicherheit getroffen werden müssen. Fort-
schritte in der Entwicklung von Silizium-Germanium Bipolartechnologie bieten
die Möglichkeit Systeme, welche die Fahrzeugumgebung erfassen und den Fahrer
auf Gefahrensituationen aufmerksam machen, günstig anzubieten. Dadurch kann
die Zahl der Verkehrsunfälle drastisch gesenkt werden.
In dieser Arbeit wird die Entwicklung und Charakterisierung von integrierten
Schaltungen im Millimeterwellenbereich beschrieben. Die Einsatzgebiete der Schal-
tungen reichen von Nah- und Fernbereichsradar bis hin zu schneller Datenkommu-
nikation. Der verwendete Frequenzbereich liegt zwischen 76 und 86 GHz. Diese
hohen Frequenzen erfordern spezielle Maßnahmen bei der Entwicklungsarbeit.
Zwei Schaltungen für unterschiedliche Applikationen werden vorgestellt.
Zunächst wird ein aktiver Abwärtsmischer für den Einsatz in einem Fernbereichs-
radarsystem präsentiert. Die Arbeitsfrequenz liegt zwischen 76 und 77 GHz. Die
integrierte Schaltung beinhaltet neben der aktiven differentiellen Mischerzelle
auch passive Elemente zur Transformation der asymmetrischen Eingangssignale
auf differentielle Signale. Besonderes Augenmerk beim Entwurf dieser Schaltung
wurde auf das gleichzeitige Erreichen hoher Linearität und niedriger Rausch-
zahl gelegt. Der gemesse eingangsseitige 1 dB Verstärkungskompressionspunkt
von 0 dBm und die Einseitenbandrauschzahl von 16.5 dB bestätigen das Errei-
chen dieses Ziels. Der Konversionsgewinn ist 11 dB. Der Mischer benötigt 75 mA
bei einer Versorgungsspannung von 5.5 V.
Als zweite Schaltung wird ein Empfänger vorgestellt, der einen hohen Integra-
tionsgrad an Hochfrequenzkomponenten aufweist. Als Anwendungen kommen
Nahbereichsradar oder Datenkommunikation in Frage. Die integrierte Schaltung
besteht aus einem rauscharmen Verstärker, Konvertern zur Umwandlung der
asymmetrischen in differentielle Signale, Abwärtsmischern und Verstärkern für
das Oszillatorsignal. Die Ausgangssignale dieses Empfängers sind differentiell und
90◦ phasenverschoben, was durch eine passive Kopplerstruktur auf dem Chip er-
reicht wird. Der Empfänger weist eine gemessene Einseitenbandrauschzahl kleiner
als 12 dB bei einem Konversionsgewinn von mehr als 28 dB über den gesamten
Frequenzbereich auf. Die Abweichung der Phasen der Ausgangssignale von 90◦

beträgt höchstens 8◦. Der eingangsseitige 1 dB Kompressionspunkt ist -19 dBm,
gemessen bei 79 GHz. Der Empfänger arbeitet an 5.5 V und benötigt 192 mA.
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Chapter 1

Introduction

Road accidents cause a high number of injuries and fatalities worldwide. Statistics
state that each year, 50 million people are injured and 1.2 million people are
killed because of accidents involving motorized vehicles. Within the European
Union (EU), 1.7 million are injured and 40.000 die annually [Strohm 05]. Hence,
the EU reacted to these shocking high numbers and set the ambitious target to
reduce road deaths by 50 % until the year 2010. A report from the World Health
Organization (WHO) suggests that ”a scientific, systems approach to road safety
is essential to tackling the problem” [WHO 07]. This approach covers traffic as a
whole, and interactions between vehicles, road users, and the road infrastructure
are used to identify and solve traffic problems.

Road safety systems require monitoring of the actual traffic situation and advis-
ing the road users how to react to it. Active reaction by the vehicle alone, like
autonomous emergency braking and steering, is a much more reliable solution
than driver interaction, but legal issues prevent its implementation. In addition,
system malfunction can lead to dangerous situations.

Substantial progress in preventing accidents is achieved by reducing the time span
from the recognition of the situation to the vehicle’s reaction. Figure 1.1 shows
typical probabilities of different kinds of accidents versus a shift-forward of the
driver reaction time. Lowering the reaction time by 0.25 s results in a decrease of
collision probability in case of rear-end collisions by 30 %, for example. Collisions
at intersections, e.g., can be avoided in 50 % of all cases if the driver knows about
the situation 0.5 s in advance. If an accident cannot be avoided, the information
about the location and the severity of the impact lets the vehicle prepare safety
features such that the risk of injuries is minimized. For example, the detection of
an unavoidable side impact gives enough time to inflate airbags.

Hence, the key to increase road safety is scanning and mapping the vehicle’s envi-
ronment. On-board equipment is the first choice, since it is easiest to implement.
It informs the driver in advance about probable hazardous situations. Next steps
include car-to-car communication and car-to-infrastructure communication. An
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Figure 1.1: Probability of different crash scenarios versus driver reaction time
[Gresham 04].

implementation of these features gives the ultimate protection of all road users
without the need to establish new laws.

An additional benefit of equipping vehicles with systems that scan the environ-
ment is the simultaneous implementation of comfort features. The well-known
cruise control can be extended to a version that brakes and accelerates the car
on its own, depending on the traffic situation. The braking process does not
suffer from legal issues in cruise control applications since the deceleration is
much slower than in case of an emergency braking [Audi AG 07, BMW AG 07,
DaimlerChrys 07, Lexus 07].

Today’s safety and comfort features in the automotive environment are depicted
in figure 1.2. These features are coarsely distinguished by the covered ranges:
Short-range systems monitor the surroundings in the vicinity of the car up to
30 m. Long-range systems scan distances up to 200 m in front of or at the rear
end of the car. Table 1.1 lists safety and comfort features and the way they are
implemented today. Different technologies are used. These include CCD/CMOS
cameras, infrared sensors, ultrasonic sensors, lidar (light detection and ranging),
and radar (radio detection and ranging). The variety of sensors makes the im-
plementation of several safety features expensive. This is contradictory to the
target of improving road safety. An improvement can only be achieved if safety
systems are offered at affordable prices so that they are standard equipment even
in low-budget cars. Therefore, the goal is to provide systems that consist of as
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Figure 1.2: Safety and comfort features in the automotive environment [Strohm 05].

Table 1.1: Automotive safety and comfort features and today’s implementation.

Function Implementation

Pedestrian Detection CCD/CMOS Camera, SRR
Blind Spot Surveillance / Lane Change Assistant CCD/CMOS Camera, SRR

Lane Departure Warning System Active Infrared1

Emergency Braking Assistant LIDAR, LRR, SRR
Rear-view Applications CCD/CMOS Camera, Ultrasonic, SRR

Occupant Detection and Assessment Ultrasonic, Computer Vision
Automatic Cruise Control LIDAR, LRR, SRR

Night Vision Passive Infrared Camera, LRR
Autonomous Driving LRR, SRR, Infrared/CCD/CMOS Camera

few components as feasible, but at the same time cover as many safety features
as possible.

Automotive radar systems for short-range and long-range applications are ideal
candidates for the simultaneous integration of different safety and comfort fea-
tures. As shown in table 1.1, short-range radar systems (SRR) can take over
the functionality of many different sensors. Long-range automotive radar (LRR)
serves the same range of functions as LIDAR systems, but has the advantage of
being less susceptible to weather conditions. Another advantage of SRR and LRR
is the option to hide these devices behind the car’s bumpers.

Long-range automotive radar systems were introduced to the market in 1998.
These systems scan a narrow beam (2◦ to 3◦) over an azimuth variation of 5◦ to
8◦, covering distances up to 200 m in front of or behind the car. LRR systems

1Active infrared systems irradiate infrared light vertically onto the street and use the reflec-
tions to scan for road markings [Citroën 07].
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operate in the frequency range from 76 to 77 GHz. These millimeter-wave fre-
quencies offer the realization of a narrow beamwidth without the need for large
antennas. Today’s LRR systems are fabricated in III-V semiconductor technolo-
gies that are more cost intensive and do not offer the possibility of high-level
integration. Silicon-Germanium (SiGe) bipolar technology excels these technolo-
gies by offering a high integration level and low production cost at the same
time. Recent advancements in SiGe bipolar technology allow the implementa-
tion of radar components operating in the millimeter-wave range. Even higher
integration levels can be achieved by fabricating the entire transceiver, including
baseband, in CMOS. Recent publications report on the first building blocks in
65 nm CMOS, like a 90 GHz injection-locked frequency divider [Mayr 07].

Short-range automotive radar applications operate at a center frequency larger
than 24.075 GHz with a bandwidth of at most 7 GHz. The allocated frequency
band ranges from 22 to 29 GHz [FCC 02]. Systems operating at this frequency are
commonly named 24 GHz systems. Due to interference with frequency bands used
by radio astronomers [ERC 07, NTIA 07], limitations are imposed on the use of
24 GHz short-range radar systems worldwide. These limitations are, for example,
that the penetration of vehicles with SRR systems must not exceed 7 %, and that
the systems must be switched off in the vicinity of radio astronomy sites either
automatically (using G.P.S.© or Galileo©) or by hand. In addition, these systems
must not be placed on the market after 2012.

An implementation of an SRR system in SiGe is presented in [Gresham 04]. The
biggest competitor of SiGe in the 24 GHz SRR market is CMOS. In [Fujushima 06],
a 22–29 Ghz pulse generator in 90 nm CMOS is presented. A 24 GHz phased-array
transceiver in 130 nm CMOS is reported in [Krishnaswamy 07].

One solution to overcome the SRR problem of interference is moving to another
frequency band. The frequency band from 77 to 81 GHz does not have this limi-
tation. Another advantage moving to higher frequencies is the associated shrink
of the antenna and, hence, module size.

Aside from sensing, the frequencies above 70 GHz are attractive for data commu-
nication applications because of the large available bandwidths. Additionally, the
narrow beam widths associated with the high operational frequencies offer the
implementation of multiple point-to-point data communication systems that do
not suffer from interference. A recent ECC recommendation suggests to approve
the frequency bands from 71 to 76 GHz and from 81 to 86 GHz for very high-speed
data communication [WGSE 05].

The presented thesis is organized as follows:

Automotive radar systems are implemented in different ways. An overview about
the functionality of different concepts is presented in chapter 2.

The circuits presented in this work are designed and implemented in Infineon’s
SiGe:C bipolar technology. The components used within the circuits are outlined

4



in chapter 3. Resistors, capacitors, and transmission lines are treated in detail
since the high operational frequencies of the circuits require thorough analyses of
passive elements.

A down-conversion mixer that was developed for use in a low-cost long-range
automotive radar system is elaborated in chapter 4. The circuit is analyzed in
great detail in terms of noise, linearity, and stability. Excellent measurement
results proof the successful design.

Chapter 5 presents a complete receiver front-end that shows a high level of inte-
gration of high-frequency components. The measurement results reveal that this
IC outperforms published state-of-the-art millimeter-wave receivers.

Finally, chapter 6 summarizes the main achievements of this work, and an outlook
for future systems and circuit implementations is given.
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Chapter 2

Radar Systems

The implementation of safety and comfort features in the automotive environment
requires exact knowledge about the surroundings of the car. This information is
provided by high-frequency radar systems. Radar is superior to other technologies
since it is de facto immune to weather conditions.

Automotive radar systems can be classified with respect to the covered area.
Short-range radars (SRR) are used to scan 360◦ of the car’s surrounding up to
distances of 30 m. These sensors are used for blind-spot surveillance, lane-change
assistants, or rear-view applications, for example. Long-range radars (LRR) map
the environment located far ahead of the car. Maximum ranges are 200 m, and the
angular coverage is at most 4◦ to the left and the right of the driving direction.

The basic functionality common to all presented radar systems is described in
section 2.1. This covers the radar range equation that gives the received power
depending on the target and the channel, and techniques that are used to get
angular resolution. The measurement of the distance to and the relative velocity of
the target is done depending on the specific implementation. The most prominent
implementations are frequency-modulated continuous-wave (FMCW) systems for
LRR and pulse-Doppler radar systems for SRR. They are introduced in sections
2.2 and 2.3, respectively. Another implementation of a radar system that uses
spread-spectrum techniques is discussed in section 2.4.

2.1 General Aspects

Automotive radar systems transmit high-frequency signals and use the reflected
echoes to determine the exact location and velocity of targets. The distance to tar-
gets and their relative angle to the driving direction (the azimuth) are measured
to precisely determine the targets’ location. The respective relative velocities are
determined by measurement of Doppler-frequency shifts. Multiple targets must
be resolved simultaneously.
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Depending on the location of the transmit and the receive antenna, radar systems
are classified monostatic or bistatic. The transmit and the receive antenna are at
the same location in a monostatic radar system. The transmitter and the receiver
do not necessarily share the antenna, but the distance between the antennas
must be negligible compared with the covered range. When the distance between
the transmit and the receive antennas cannot be neglected, the radar system is
bistatic. Only monostatic solutions are used for automotive radars.

A target can be detected only if the received signal power is above a certain
power level. This level is determined by the high-frequency transmit and re-
ceive front-ends and the baseband processing. Since the baseband processing is a
well-protected secret of all manufacturers, no general expression for the required
minimum power level can be stated. For a specific system and channel, the power
level of the received signal is derived using the radar range equation.

Radar Range Equation

The radar range equation yields the received signal power after the transmitted
power is scattered from a target. This scenario is depicted in figure 2.1. The re-

PT, Ae,λ

d

PR, Ae σ

Figure 2.1: Illustration of the radar range equation in an automotive environment.

ceived signal power for a monostatic radar system is given by [Royal School 04,a]

Preceive =
PtransmitAe

2σ

4πd4λ2
. (2.1)

The power of the transmitted radar signal is Ptransmit. The distance between the
antenna of the radar system and the target is given by d. The radar cross section
(RCS) σ of the target is defined as the equivalent area that intercepts the radiated
electromagnetic power and scatters it isotropically such as to produce the same
power at the receiver as the real target. The RCS is dependent on the wavelength
λ, the angle of the incident and the reflected waves, and material properties.
Variable Ae is the effective antenna aperture1. It is linked to the antenna gain via

GISO =
4πAe

λ2
, (2.2)

1For a bistatic radar system, Ae
2 must be replaced by the product of the effective antenna

apertures of the transmit and the receive antenna, Ae,transmitAe,receive. The range d4 must also
be substituted by d2

1d
2
2, where d1 and d2 are the distances from the transmitter and the receiver

to the target.
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where GISO is the relative antenna gain with reference to an isotropic radiator.

Equation (2.1) shows that the received signal power increases with increasing
antenna gain and radar cross section, and decreases with increasing distance and
wavelength. For a real 77 GHz automotive radar system, the power of the trans-
mitted signal can reach levels up to +16 dBm [Li 04]. An RCS of 10 dBsm (area
referred to 1 square meter) at 77 GHz is assumed as a realistic target [Hall 02].
The radar system is supposed to identify targets up to 200 m. Publications report
on antenna gains of 27 dBi [Grubert 03] and 30 dBi [Kolak 01] at 77 GHz, which is
equivalent to effective antenna apertures of 6.05 cm2 and 12.08 cm2, respectively.
Taking the higher value of the two antenna apertures, the received power will
be -87 dBm in case of no atmospheric losses. The received signal is then down-
converted by a mixer for further processing. The signal-to-noise ratio (SNR) is
additionally deteriorated by the noise figure of the mixer.

Angle Measurement

The angular measurement capability of a radar system can be implemented either
by steering the antenna mechanically or using an antenna array. These antenna
configurations are independent of the architecture of the radar, i.e., whether it is
a CW or a pulsed radar.

Mechanical steering has the advantage of simplicity in baseband processing since
the angle of the target is known directly from the angle of the antenna. The an-
tenna is set to a certain azimuth αtarget and the signal is transmitted. The received
signal is collected at the same azimuth. The antenna is then set to a different an-
gle, and the procedure is repeated. If a range of e.g. 200 m must be covered,
which is typical for an automotive long-range radar system, the antenna must re-
main at the same position for transmitting and receiving for at least 1.33µs. The
drawback of the mechanical solution is the sensitivity to environmental impacts,
like humidity or variations in temperature, that require a robust thus expensive
antenna design.

Using antenna arrays for the determination of the angle is more robust to envi-
ronmental impacts than mechanically steered antennas. In addition, this solution
offers the possibility for on-chip integration. In receive mode information about
the angle of incidence is extracted from the phase difference of the received sig-
nals, see figure 2.2. Arrays that consist of antennas with equal antenna gain and
equal spacing d between the elements have a phase delay ∆ϕ between the received
signals of

∆ϕ = d sin(αtarget)
360◦

λ
. (2.3)

Rearranging this equation gives the angle of the transmitted wave αtarget in de-
pendence of the phase difference ∆ϕ. An implementation of a receiver front-end
with four on-chip antennas is presented in [Babkhani 06].
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αtarget

d

t

A

Δϕ

1 2

1 2

Δϕ = d sin (αtarget) 
360° λ

reflected wave

Receiver

Figure 2.2: Working principle of an antenna array in receive mode. In transmit mode,
the phase difference ∆ϕ determines the angle αtarget.

In transmit mode antenna arrays have the ability to use the phase difference ∆ϕ of
the driving signals to steer the antenna beam. This feature is not implemented in
today’s long-range automotive radar systems since the required azimuth coverage
is already obtained from multiple antennas on the receive side. Beam steering
increases the covered area and will be useful in next-generation radar systems.
A transmitter with four on-chip antennas and the possibility to adjust the beam
electrically is presented in [Natarajan 06].

The increased robustness of antenna arrays comes at the cost of increased base-
band processing, which requires a powerful digital signal processor (DSP). An-
tenna arrays for long-range automotive radar are commercially available, e.g.
[Electronic 07].

2.2 Frequency-Modulated Continuous-Wave Radar

Frequency-modulated continuous-wave (FMCW) radar systems simultaneously
determine the relative velocity of a target and the distance to a target. This is
done by varying the frequency of a continuous-wave (CW) radar system in time.

A classic CW radar system uses a fixed transmit frequency. The HF signals are
transmitted and received without interruption. This system can only measure
Doppler shifts, but not the distance to a target. Therefore, it is not of interest
for automotive radar applications. Varying the frequency of the carrier in time
solves this problem since the frequency difference between the received signal and
the transmitted signal can be mapped directly to an unambiguous distance. The
frequency can be changed by a (linear or nonlinear) sweep (frequency-modulated
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continuous-wave, FMCW) or in discrete steps (frequency-stepped continuous-
wave, FSCW). The latter will not be treated further since it does not have ad-
vantages over FMCW in an automotive environment.

An implementation of a homodyne FMCW radar system is depicted in figure 2.3.
The local oscillator (LO) generates the transmit signal. A coupler feeds this signal

LO

IF

TX/RX

LORF

Coupler

Mixer

Figure 2.3: Implementation of a single-antenna FMCW radar system consisting of
a local oscillator (LO), a coupler, one antenna, and a homodyne down-
conversion mixer.

to the antenna. Part of the signal is used as the LO for the down-conversion mixer.
The LO signal can be split to feed several coupler/mixer/antenna sections for the
ability to detect angles. In the receive case, the signal that is backscattered from
the target gets to the RF port of the mixer through the coupler. Part of the RF
signal is lost in the output of the LO. The RF signal is down-converted to the
intermediate frequency (IF), where it is sampled, digitized, and further processed
by Fast Fourier Transformation (FFT) methods to calculate the relative velocity
of the target.

The coupler in figure 2.3 can be implemented as a rat-race coupler, for example
[Pozar 01]. This topology is depicted in figure 2.4. The signal is fed into port
number one (P1) and split into equal parts to the ports numbered two (P2)
and three (P3), which are 180◦ out of phase. Port number four (P4) is isolated.
One drawback of this coupler is the occupied chip area (e.g., λ/4 = 493µm at
77 GHz in SiO2, yielding a total length of 2.96 mm). Another disadvantage arises
from the losses of the transmission lines: Path 1 → 2 is λ/2 longer than path
1 → 3, so the amplitude difference is 0.5 dB due to transmission line losses only
(see chapter 3.4). The same considerations apply for the isolation of P4 from P1:
Going from P1 clockwise to P4 is λ/2 longer than going counter-clockwise, which
results in an amplitude difference. Thus the incident waves do not cancel perfectly.
The maximum achievable isolation is therefore given by

ISO = −20 log10(A1 − A2) dB, (2.4)
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Figure 2.4: Rat-race coupler. Z0 = 70.7 Ω

where A1,2 are the amplitudes of the interfering waves. An amplitude difference
of 5.6 %, which is equal to 0.5 dB on a logarithmic dB scale, results in a maximum
isolation of 25 dB. Taking a peak output power of +16 dBm for the VCO [Li 04],
the unwanted LO signal at the RF port of the mixer has a power level of −9 dBm,
neglecting parasitic coupling. In addition, LO power that is reflected from the
antenna enters directly into the RF port. Therefore, the down-conversion mixer
must exhibit high linearity. The design of such a mixer is elaborated in chapter 4.

FMCW Radar Functionality

The functionality of FMCW radar is explained using figure 2.5. The transmit
signal changes its frequency periodically according to

ftransmit = fmin +
(fmax − fmin)

Tm/2
t for 0 ≤ t < Tm/2, (2.5)

ftransmit = fmax −
(fmax − fmin)

Tm/2
(t− Tm/2) for Tm/2 ≤ t < Tm, (2.6)

where Tm is the period. The minimum and maximum transmit frequencies are fmin

and fmax, respectively. The duration of one sweep from fmin to fmax (equivalently
from fmax to fmin) is termed the block length TBlock = Tm/2. The transmit signal
is the red trace in figure 2.5. The transmit signal propagates to the target and
returns to the radar system after backscattering, resulting in the blue signal in
figure 2.5. Since the frequency at the transmitter has changed in the meantime, the
received frequency deviates from the transmitted frequency by the beat frequency
fb. Its absolute value is

fb =
fmax − fmin

TBlock

· 2d

c
. (2.7)

The propagation delay of the received signal is 2d
c

with d being the distance
between the radar system and the target. The speed of the propagating signal is
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Figure 2.5: Range and relative velocity detection using a swept frequency FMCW
radar. This figure depicts the scenario where the receding target is located
at distance d from the radar transceiver.

c. It is approximately equal to the speed of light in vacuum, c0 = 2.998 · 108 m/s.

Targets with zero relative velocity to the transmitter result in no frequency shift of
the received signal, corresponding to no shift of the blue curve in vertical direction
in figure 2.5. The down-converted echoes then result in constant intermediate
frequencies. This is only the case if the slope of the frequency sweep is constant,
which is a stringent requirement on the VCO and the phase-locked loop (PLL).

Information about the target is therefore contained in the intermediate frequency.
Hence, also frequency components that arise from non-ideal system components
are treated as targets (”ghost targets”). The third-order nonlinearities of the
down-conversion mixer, for example, cause ghost targets at twice the IF. These
frequency components can be identified by using different slopes for the frequency
sweep. The impact of nonlinearities is also reduced when highly linear components
are employed. A highly-linear down-conversion mixer is presented in chapter 4.

If the relative velocity between the radar transceiver and the target is non-zero,
the backscattered frequency changes according to

fD = −2vrelftransmit

c
= − 2vrel

λtransmit

. (2.8)

The frequency shift fD is the Doppler frequency. In this equation, ftransmit =
c/λtransmit is the frequency of the transmitted signal. The relative velocity of
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the target is vrel. It is determined by vrel = vtarget sinαtarget with the target’s
absolute velocity vtarget and azimuth angle αtarget (the driving direction equals
αtarget = 90◦). The relative velocity vrel is positive for receding and negative for
approaching targets. The Doppler effect is illustrated in figure 2.6.

vtarget

αtarget
A

B

ftransmit

ftransmit  + fD

Figure 2.6: Illustration of the Doppler effect. This scenario represents a receding tar-
get, vtarget > 0.

The smallest resolvable frequency ∆f is determined by the sampling frequency
fsample of the analog-to-digital converter (ADC) and the observation time. The
observation time is usually chosen such as to be equal to the block length TBlock

[Mende 99]. The sampling frequency fsample is set to fulfill TBlock = NTsample,
where Tsample = 1/fsample is the sampling period and N the number of samples in
one observation period. These settings result in the general expressions

∆T = NTsample = TBlock ↔ ∆f =
fsample

N
=

1

TBlock

(2.9)

for the smallest resolvable time span ∆T and the largest resolvable frequency ∆f ,
respectively.

Equation (2.9) directly determines the resolvable relative velocity, ∆vrel from
equation (2.8),

∆vrel =
λtransmit∆fD

2
=
λtransmit

2

1

TBlock

. (2.10)

This equation shows that a large block length TBlock results in a good resolution
of the Doppler frequency shift.

Rearranging equation (2.7) yields an expression for the resolution of the distance,

∆d =
c

2(fmax − fmin)
∆fbTBlock, (2.11)
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where ∆fb represents the change in beat frequency. Since the product ∆fbTBlock

is equal to ”1”, refer to equation (2.9), this equation simplifies to

∆d =
c

2(fmax − fmin)
. (2.12)

A large difference between the maximum and the minimum frequency of the
FMCW signal therefore results in a high resolution of the distance.

The maximum unambiguous range is derived from equation (2.7) by insertion
of the maximum detectable frequency fb,max that is set by the used baseband
components,

dmax =
fb,maxcTBlock

2(fmax − fmin)
. (2.13)

If the frequency difference is set according to equation (2.12), fb,max and TBlock

are the only degrees of freedom left. The maximum detectable frequency fb,max

depends on the used hardware, i.e., the ADC. Since TBlock is also set according to
equation (2.10), a trade-off must be found to achieve the required performance.

The frequency difference associated with the distance between the radar system
and the target adds to the frequency shift due to the Doppler effect. Referring to
figure 2.5, the absolute values of the received frequencies after down-conversion
to baseband (intermediate frequency, IF) are

fIF,1 = fb + fD (2.14)

and
fIF,2 = fb − fD. (2.15)

The combination of these two frequencies yields the distance to and the relative
velocity of the target,

fIF,1 − fIF,2

2
= fb → d =

cTBlock(fIF,1 − fIF,2)

4(fmax − fmin)
, (2.16)

fIF,1 + fIF,2

2
= fD → vrel = −c(fIF,1 + fIF,2)

4ftransmit

. (2.17)

2.3 Pulse-Doppler Radar

Pulse-Doppler radar systems use the time and the frequency domain to determine
the distance to and the relative velocity of targets. The functionality of a pulse-
Doppler radar system is explained using figure 2.7. The receiver is turned off
while transmitting. The duty cycle of pulse-Doppler radars is typically a few
percent, resulting in the transceiver spending more time listening to echoes than
transmitting signals. This results in a low average transmit power (Ptransmit× duty
cycle) for pulsed radar systems.
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TX
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d
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∝

Figure 2.7: Pulse-Doppler Radar functionality: The transmitter sends pulses of width
TPulse and frequency ftransmit every TPRF = 1/PRF seconds. The moving
targets with RCS σ and relative velocity vtarget reflect the signal and
change the frequency.

Determination of the distance is done by transmitting high-frequency signals with
a pulse-shaped envelope. The time span between transmission of the pulses and
reception of echoes is measured. This time span is proportional to the target’s
distance. The rate at which pulses are sent is the pulse repetition frequency, PRF.
Low PRFs result in large unambiguous ranges. The unambiguous range is defined
as the distance at which targets can be uniquely identified. For example, an object
located beyond the unambiguous range causes echoes that are indistinguishable
from echoes of objects within the unambiguous range.

The resolution of the radar system is defined as ∆d, given by

∆d =
c

2∆fPulse

. (2.18)

The bandwidth occupied by a pulse is ∆fPulse. For constant transmit frequencies
and rectangular pulses, approximately 90% of the signal power is located within
a bandwidth of ∆fPulse = 1/TPulse. Thus, the pulse width must be low for high
resolution.

The frequencies contained in one short pulse cannot be used to accurately measure
the Doppler frequency shift [Royal School 04,b]. The Doppler frequency, equa-
tion (2.8), is on the order of a few kilohertz in an automotive environment, cor-
responding to a time period 1/fD of hundreds of microseconds. The duration of
one pulse is on the order of a few microseconds, thus the time interval of one
pulse is only a fraction of the Doppler time period. The information about the
relative velocity of the target can only be extracted if the duration of one pulse

15



is increased or if more than one pulse is analyzed. Increasing the pulse width de-
creases the resolution, therefore, the PRF must be chosen high enough to collect
the information contained in many pulses and extract the Doppler frequency.

The dilemma of small pulse widths for high resolution and large pulse widths for
accurate Doppler frequency determination is resolved using pulse-compression
techniques. Radar systems employing pulse compression modulate the frequency
of the transmit pulses, thereby increasing ∆fPulse. This reduces ∆d in equa-
tion (2.18) [Barton 98].

The received signal arrives with an arbitrary phase angle with reference to the
LO. These signals can be out-of-phase such that coherent detection results in
zero output. No information about the target’s relative velocity can therefore be
extracted [Royal School 04,b]. A second branch in the receive chain that is shifted
in phase by 90◦ yields the desired information in that case. The combination

of both in-phase (0◦, I) and quadrature (90◦, Q) components using
√
S2

I + S2
Q

results in no loss of information. The front-end presented in chapter 5 addresses
the implementation of an I/Q receiver.

Pulse-Doppler radar systems are used mainly for short-range automotive radar
(SRR) applications, that is, up to a maximum detection range of 30 m. The use of
a constant transmit frequency results in a simple and cheap transmitter, since the
frequency must be held constant only. Knowledge of the absolute frequency is not
necessary. Due to the simplicity and the low duty cycle, the power consumption
is less than in FMCW systems. Since SRR applications necessitate up to 16
sensors for complete coverage around the car, the power consumption is of great
concern. Additionally, requirements on the large-signal properties of the receiver
are relaxed since the transmitter and the receiver are not ”on” at the same time.

The frequency band allocated to SRR ranges from 22 to 29 GHz, with a center
frequency larger than 24.075 GHz [FCC 02]. Interference with other applications
in this frequency range, like radio astronomy, force the use of other frequencies.
For example, the frequency band from 77 to 81 GHz is allocated to future SRR
implementations. A 24 GHz pulse-Doppler radar demonstrator for automotive
applications is reported in [Gresham 01].

2.4 Direct-Sequence Spread-Spectrum Radar

The drawback of both FMCW and pulsed radar systems is their susceptibility
to interference. It is impossible to distinguish whether the received signal origi-
nated from the own transmitter or from the transmitter of another system. This
increases the probability of erroneous detections.

Modulating the transmit signal with a pseudo-noise (PN) code marks the trans-
mitted signal with a unique tag, making it immune to interferers and improving its
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performance regarding multipath propagation. In addition, the increased band-
width of the signal results in good resolution in distance measurement, similar to
equation (2.18). This technique is called direct-sequence spread-spectrum (DSSS).
Circuit implementations for the receiver and the transmitter of a 79 GHz DSSS
system will be presented in [Trotta 07,a].

The functionality of a spread-spectrum radar system is explained in figure 2.8.
The biphase modulator toggles the phase of the transmitted signal between 0◦

VCO

τ

Biphase Modulator

Correlator

Pseudo Noise
Generator

τ-TC

τ

1

-1/L

τ+TC0 t

TX

0 f0

f0-fC f0+fC

A(f)

RX
0 f0

f‘0-fC f‘0+fC

A(f)

Figure 2.8: Simplified functionality of a spread-spectrum radar system.

and 180◦ according to the PN sequence. Each chip of the sequence has a length
of TC. Roughly 90% of its power is concentrated in a bandwidth of fC = 1/TC.
The power spectral density of the transmit signal is shown on the right hand side
of the transmit antenna (TX). The received signal is an attenuated version of the
transmitted one. The absolute frequency can also be shifted due to the Doppler
effect. The received signal is down-converted and subsequently correlated with
a time-delayed version of the PN sequence. The output of the correlator is the
correlation function shown at the bottom of figure 2.8. The distance to the target
is extracted from the peak in the correlation function and the related time delay
τ . The magnitude of the peak is equal to ”one” for correlation and -1/L if the
sequences are not correlated. The variable L is the code length.

The delayed reference and the incoming signal are incoherent, therefore the corre-
lation can yield zero output. For that case, the correlation with both I and Q ver-
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sions of the received signal are needed [Filimon 00]. The receiver front-end elab-
orated in chapter 5 features in-phase and quadrature low-noise down-conversion
of the received signal.

The deviation of the received center frequency from the transmitted one gives
directly the Doppler frequency and, hence, the relative velocity.

The disadvantage of direct-sequence spread-spectrum systems is the complexity
in transmit path, receive path, and baseband. The PN sequence must be gen-
erated, stored, and shifted in time. The determination of the relative velocity
from the measured Doppler frequency shift requires additional efforts since the
intermediate frequency will be close to zero.

A spread-spectrum transmitter for 79 GHz SRR is presented in [Trotta 07,b]. This
transmitter features on-chip PN-code generation.
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Chapter 3

Infineon’s SiGe:C Bipolar
Technology

The circuits presented in this work are designed and implemented in Infineon’s
SiGe:C bipolar technology [Böck 04]. This chapter outlines the used components.

Details about the vertical npn transistors are given in section 3.1. This section
also covers the electric model of the transistor that is provided by Infineon’s
designkit. The technology additionally offers vertical pnp devices which are not
treated since they were not used in the designs.

Passive components include different types of resistors and metal-insulator-metal
(MIM) capacitors. They are introduced in section 3.2 and section 3.3, respectively.

Transmission lines are essential components of the circuits presented in chapters
4 and 5. Section 3.4 is therefore dedicated to the implementation and modeling
of these elements.

3.1 High-Speed NPN Bipolar Transistor

Infineon’s SiGe:C technology offers different kinds of transistors. These are high
speed (HS) and high voltage (HV) transistors, of which only the HS transistor is
implemented in the presented circuits. The main differences in transistor types
are in transit frequency fT, maximum oscillation frequency fmax, and breakdown
voltage. For each of the transistor types, a wide range of emitter dimensions is
provided which allows to choose emitter areas such as to operate the transistor
at optimum current density. A summary of typical performance parameters of
available transistor types is given in table 3.1. The parameter AE gives the fab-
ricated emitter area of the characterized device, BVCEO is the collector-emitter
breakdown voltage at open base, and BVCBO is the collector–base breakdown
voltage at open emitter. The DC current gain is β0. The frequencies fT and fmax

are the transit frequency and the maximum oscillation frequency at optimum
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Table 3.1: Transistor types of Infineon’s SiGe:C technology and their measured per-
formance [Infineon 05, Vytla 06].

HS1 HV
AE 0.18× 2.6µm2 0.14× 2.6µm2

fT 200 GHz 52 GHz
fmax 256 GHz 174 GHz
β0 320 300

BVCEO 1.7 V 5.0 V
BVCBO 5.8 V 17 V

fT · BVCEO 340 GHz·V 260 GHz·V

current density, respectively. The transit frequency is the frequency where the
current gain is equal to unity, and the maximum oscillation frequency gives the
frequency where the unilateral power gain equals unity. These frequencies are
linked by [Rein 96]

fmax ≈

√
fT

8πRBCµ

, (3.1)

where RB is the base resistance and Cµ is the base-collector capacitance that
consists of the junction capacitance plus additional parasitic oxide capacitance.
Plots of fT and fmax for the HS transistor under different biasing conditions are
shown in figure 3.1(a) and figure 3.1(b), respectively. The highest fT of 200 GHz is
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Figure 3.1: High-frequency characteristics of the HS transistor. The size of the emitter
is 0.18× 2.6µm2 [Infineon 05].

achieved at a current density of 7 mA/µm2 and a base-collector voltage VBC of 0 V.

1The technology also provides an ultra-high speed transistor with 10 % higher fT and fmax

at the cost of 10 % lower BVCEO and BVCBO.
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The same current density and VBC = −1 V result in the highest fmax = 256 GHz.
The value of fmax is higher at a larger VBC since CBC decreases with increasing
VBC.

Infineon’s SiGe:C technology offers a wide range of emitter mask areas AE and
different contact configurations for the transistors themselves. The standard tran-
sistor contact configuration is the base-emitter-collector (BEC) configuration. Its
layout is shown in figure 3.2(a). If, for example, a low base resistance is needed, a

Collector

Emitter

Base

p+ polysilicon

buried layer

(a) BEC configuration.

Collector

Emitter

Base

p+ polysilicon

buried layer

Base

(b) BEBC configuration.

Figure 3.2: Single and double base transistor configuration [Perndl 04,a]

transistor with two base contacts (BEBC) can be chosen at the cost of increased
base-emitter and base-collector capacitances. This geometry is depicted in fig-
ure 3.2(b). Another example is a configuration where two transistors share the
same collector. The realization of high-frequency applications, like up-conversion
mixers, latches, or multiplexers, is facilitated by this configuration. The shared
collector results in a small parasitic capacitance between the buried layer (the
collector) and the substrate, CCS. The variety of transistor geometries available
from the technology, of which only a few are mentioned here, allows for a powerful
optimization of circuit performance.

Transistor cross-section

The npn transistors of Infineon’s SiGe:C technology are implemented using a
double-polysilicon self-aligned configuration [Cuthbertson 85]. The SiGe:C base
is grown by selective epitaxy, which means that the desired material only grows
on a specific surface, e.g. the Si-surface.

A cross-sectional view of the HS npn transistor is depicted in figure 3.3. This
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Figure 3.3: Cross-sectional view of a HS npn transistor in BEC configuration
[Infineon 05].

figure shows the schematic cross-section (figure 3.3(a)) and a TEM photograph of
a fabricated transistor (figure 3.3(b)). The cross-section also depicts shallow and
deep trench isolation structures. Shallow trench isolation (STI) enables compact
transistor dimensions, while deep trenches (DT) isolate the transistors electrically.
In addition, due to the position of the DT below the base contact, the collector-
substrate capacitance CCS and the base-collector capacitance CBC are small. The
base is contacted by a silicided p+ polysilicon layer and by tungsten vias. The
collector contact is brought out from below the transistor via a highly doped, thus
low-ohmic, buried layer. It is then contacted to the surface by a highly doped n+

region and tungsten vias.

The emitter mask window has a drawn width of 0.35µm, resulting in a small base
resistance. The processed emitter window width is defined by L-shaped nitride
spacers that separate the emitter from the base contact. This results in an effective
emitter width of 0.18µm. The n+ polysilicon layer for contacting the emitter
grows monocrystalline in the effective emitter window. Thus, no barrier exists
between the intrinsic emitter and the tungsten emitter contact, yielding a low
ohmic contact.

The width of the SiGe:C base is determined by the doping profile. Steep doping
gradients enable a small base thickness, which is a requirement for high-frequency
transistors. The measured doping profile is depicted in figure 3.4. Doping silicon
with germanium (Ge) increases the electron mobility. This results in increased
high-frequency performance. The maximum Ge content in the base of the tran-
sistors is 25%. A higher concentration does not improve the performance further.
The Ge concentration has a graded profile over the base to additionally increase
the electrons’ drift velocity. Doping the base with boron (B) yields a p-type base.
Since the B profile would flatten in further process steps, carbon (C) is imple-
mented in the base to suppress boron diffusion. The n-type characteristic of the
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Figure 3.4: Vertical SIMS doping profile of the HS transistor: Germanium, Carbon,
Boron, Phosphor, and Arsenic [Infineon 05].

emitter and the collector are achieved by doping with arsenic (As) and phosphor
(P), respectively.

Small-signal electric transistor model

The currently used electric transistor model within the designkit is based on the
SPICE–Gummel-Poon model. The basis for this model is the charge-control the-
ory that links junction voltages, collector current, and base charge. The actual
implementation in the designkit extends the model by external resistances and
capacitances. The model for a BEC transistor geometry is depicted in figure 3.5.
This figure also shows the orientation of the voltages used throughout this docu-
ment. Details about the SPICE–Gummel-Poon transistor model are not included
in this work. A detailed summary about this model is given in an Agilent appli-
cation note, [Agilent Tech 07,c], for example. The extrinsic model parameters are
explained in table 3.2.

Table 3.2: Parameters associated with the extrinsic electric transistor model shown
in figure 3.5

Parameter Description

RB base series resistance
RC collector series resistance
CBE base-emitter oxide capacitance
CBC base-collector oxide capacitance
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Figure 3.5: Small-signal electric model for an npn transistor in BEC configuration.

High-current effects, like base push-out (Kirk-effect [Kirk 62]), are not included
in the model. These operating conditions of the transistor must be avoided by
careful circuit design.

3.2 Resistors

The used technology offers three different types of resistors: two polysilicon re-
sistors and a TaN resistor [Infineon 05]. They differ in their sheet resistance,
temperature coefficient, and parasitic capacitance. Different types of resistors are
necessary to provide a wide range of implementable resistance values with rea-
sonable layout area.

Polysilicon resistors are implemented in Infineon’s SiGe:C technology with the
same process steps as the p+-polysilicon base contact, but with a different dop-
ing concentration. The two polysilicon resistors themselves differ in their doping
concentration only. As a result, they have sheet resistances of 1000 Ω/� and
150 Ω/�, respectively. The resistors are located on top of a 300 nm oxide layer
which isolates them from the substrate. Since the subsequent process steps for
the base contact, like the silizidation process, must not affect the resistors, they
are covered with oxide. A TEM cross-sectional view of the processed polysilicon
resistors is depicted in figure 3.6.

Infineon’s SiGe technology offers an additional type of resistor that consists of a
tantalum-nitride compound (TaN). This resistor has a sheet resistance of 20 Ω/�.
It is implemented between the first and the second metal layer (M1 and M2, re-
spectively), which results in a lower parasitic capacitance than for polysilicon
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Figure 3.6: TEM cross-sectional view of the polysilicon resistor [Infineon 05].

resistors. An additional feature of the TaN resistor is its improved matching con-
stant compared with the polysilicon resistors [Infineon 05]. The matching constant
gives the deviation of two adjacent, equally fabricated resistors.

3.3 Metal-Insulator-Metal Capacitor

The required chip area and, thus, the costs of integrated circuits can be kept low
if adequate capacitors are included in the technology. The main requirement on
capacitors therefore is a large specific capacitance. High quality factors, equiv-
alent to low series resistances, are also required. In addition, coupling into the
substrate must be minimized, which requires small parasitic capacitances between
the capacitor and the substrate.

Integrated capacitors are fabricated with a thin layer of dielectric between metal
layers. The dielectric Al2O3 with a relative dielectric constant of εr = 7.9 is used
[Infineon 05]. An implementation of a metal-insulator-metal (MIM) capacitor is
depicted in figure 3.7. This figure shows that the surface roughness of the capacitor
is only a few nanometers. This is a result of the way the dielectric is implemented.
It is processed layer by layer using CVD (chemical vapor deposition). The thick-
ness of the dielectric is 50 nm. This gives a specific capacitance of 1.4 fF/µm2.
Figure 3.8 shows a detailed cross-sectional view of the MIM capacitor. The MIM
capacitor is implemented between the second and the third metallization layer of
the metal stack (see section 3.4 for details about the metallization). This yields
a small parasitic capacitance to the substrate.
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Figure 3.7: Implementation of the Metal-Insulator-Metal (MIM) capacitor
[Infineon 05].
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Figure 3.8: Detailed cross-sectional view of the MIM capacitor [Infineon 05].

3.4 Transmission Lines

The dimensions of the circuits presented in this work are in the same range
as the wavelengths they are operated at. Therefore, passive components can be
implemented using distributed in addition to lumped elements. On the other
hand, attention must be paid to the design of interconnections between and within
building blocks.

Metallization

The technology provides four layers of copper metallization. Other technologies
use aluminum for the metal stack. One advantage of copper is the reduced
electromigration. In addition, high-quality passive components, like coils and
transmission lines, can be implemented due to the high conductivity of copper,
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σCu = 57 S/µm. A schematic plot of the metallization is shown in figure 3.9.
The top metal layer (M4) has the largest thickness of all layers, thus it has the

M4

M3

M2

M1
MIM

TaN
npn

Pad

Figure 3.9: Schematic view of the metallization layers [Infineon 05].

lowest DC resistance. The thickness of the oxide between the metallization layers
increases from M1 to M4. This leads to low capacitive coupling between the top
metallization layers and the substrate. Therefore, the M4 layer is attractive for
the implementation of coils [Dehlink 07].

Aluminum pads have been used to externally contact the demonstrator chips
presented in this work. This material allows the usage of standard techniques
and materials for bonding.

Figure 3.10 shows a TEM picture of the metallization layers (or metal stack).
Thin layers of nitride compounds are used within the oxide and for the passivation
[Schwerd 03]. Those layers have an impact on the properties of the transmission
lines that will be described later.

Skin effect

High frequencies cause the resistance of signal lines to be higher than the DC
value. Induced eddy currents in the metal result in magnetic fields that push the
electric field to the outside of the conductor. This is called skin effect. Thus, the
area that is penetrated by the current is reduced, resulting in increased resistance.
A measure for the area that is penetrated by the current is the skin depth. It
is defined as the distance from the metal surface where the amplitude of an
electromagnetic wave is attenuated to 1/e of its value at the surface. The skin
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Figure 3.10: Metallization of Infineon’s SiGe:C bipolar technology [Infineon 05].

depth of plane or circular geometries is given by

δ =
1√

π · µ0µr · f · σx
, (3.2)

where f is the frequency, σx is the electric conductivity, and µ0 and µr are the
magnetic permeability of vacuum and of the material, respectively. Copper has
a conductivity σCu of 57 S/µm. The skin depth of copper versus frequency is
depicted in figure 3.11. This plot shows that the penetration depth of the current
in a plane copper conductor, like a wide ground plane, is 236 nm for 80 GHz.

As a result of the skin effect, the effective area for current conduction is smaller,
which increases resistivity. Closed form solutions for the calculation of the AC
resistance RAC do not exist for rectangular geometries, like the signal line of
a microstrip configuration. Thus, the determination of this resistance is left to
simulations or approximations. In [Lotfi 95], conformal mapping, power series
solutions, and asymptotic matching techniques are used to provide a single so-
lution for the AC resistance of a single rectangular conductor. The rectangular
cross-section is regarded as an ellipse of large eccentricity in this publication. The
parameters of the ellipse are

b =
2b′√
π
, (3.3) a = a′

b

b′
, (3.4) and h =

√
a2 − b2, (3.5)

where 2a′ and 2b′ are the dimensions of the rectangular conductor (a′ > b′), a and
b are the half-axes, and h is the eccentricity of the ellipse. The length-specific AC
resistance of a single rectangular conductor in free space is given by [Lotfi 95]

R′AC =
K(h/a)

πa

√
µ0f0σxπ ·

[
1 +

(
f

fl

)2

+

(
f

fu

)5
]1/10

. (3.6)
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Figure 3.11: Skin depth for plane geometries of copper versus frequency.

The first part of this equation gives the length-dependent DC resistance. The
complete elliptic integral of the first kind, K(·), is given by

K(k) =

∫ 1

0

1√
(1− t2)(1− k2t2)

dt, 0 ≤ k ≤ 1. (3.7)

The corner frequencies fl and fu are introduced to satisfy the asymptotic behavior
of the AC resistance at low and high frequencies,

R′AC ∼
√
f, f →∞ (3.8)

R′AC ∼ 1 + f 2, f → 0. (3.9)

The corner frequencies are calculated according to

fl =
π

8σxµ0a′b′
(3.10)

and

fu =
π2

4σxµ0b′2
K−2(

√
1− b′2/a′2). (3.11)

For the used technology, these corner frequencies are fl = 1.33 GHz and fu =
2.88 GHz.

A comparison between equation (3.6) and simulations from a 2D field simulator
[Weiss 04] is depicted in figure 3.12. The length-specific DC resistance is obtained
from the conductivity and the cross-section, R′DC = 1/[σCu(5.5 × 2.4µm2)] =
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Figure 3.12: Comparison of calculation and simulation of the length-specific AC re-
sistance of a single 5.5µm wide and 2.4µm thick copper line.

1.3 Ω/mm. This figure shows that the deviation of calculations and simulations
is smaller than 5% up to 70 GHz. The spikes in the simulated curve result from
convergence issues of the simulator at certain frequencies.

Embedded microstrip configuration

Microstrip transmission lines consist of a signal line, a ground plane, and dielec-
tric between them. The signal line is on top of the dielectric and surrounded by
air. These lines do not support the propagation of pure TEM waves due to the
electric discontinuity between the dielectric and air. The exact fields are best
described as hybrid TM-TE waves. Since the thickness of the dielectric is electri-
cally very thin (d � λ), modes that have quasi-TEM character develop, which
means that the electric and magnetic field components in propagation direction
are negligible [Pozar 01]. Therefore, the phase velocity of a TEM wave gives a
good approximation for the phase velocity of quasi-TEM waves,

vp =
c
√
εeff

. (3.12)

The relative dielectric constant εr, used for TEM waves, is replaced by the effective
dielectric constant εeff , since some of the electric field components are inside the
dielectric and some are in air. Therefore, 1 < εeff < εr. Approximations for the
calculation of εeff exist for microstrip configurations [Hammerstad 80, Pozar 01].
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Also approximations for the characteristic impedance Z0 of a microstrip line are
given there.

The metal layers of the SiGe:C bipolar technology are embedded in oxide. Thus,
an implementation of a traditional microstrip configuration is not possible. In-
stead, an embedded microstrip configuration is used, as depicted in figure 3.13.
Shown in the same plot are the substrate (resistivity: 18.5Ωcm) and the pas-

M4

M2

Si-Substrate

Oxide

PassivationAir

Figure 3.13: Magnitude of the electric field of a propagating wave at 80 GHz in an
embedded microstrip configuration. The largest field components are
red (at the bottom corners of M4), and dark blue represents negligible
electric field.

sivation on top of the oxide (nitride, εr = 7.5). Thin SiN layers in the oxide
[Schwerd 03] (not shown in the figure) result in a relative dielectric constant εr

of 4 (pure SiO2: εr = 3.9).

Figure 3.13 additionally plots the magnitude of the electric field, simulated at
80 GHz. The magnitude of the electric field in air is small. This indicates that
the mode that develops in this configuration will be a quasi-TEM mode like with
the classic microstrip. The approximations for the transmission line properties
of microstrip configurations cannot be used for the embedded microstrip line.
The transmission line properties are therefore obtained from simulations. The
simulated value for the effective dielectric constant of the configuration shown in
figure 3.13 is εeff = 3.8 at 80 GHz. This value results in wavelengths of λ/4 =
498µm at 77 GHz and 480µm at 80 GHz.

Special attention must be paid to the realization of the ground plane in the
layout. The maximum width of an M2 metal line is limited to 15µm by design
rules. A cheesed structure is used to expand the ground plane. The holes used
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for this purpose are much smaller (20× 20µm2) than a tenth of the wavelength.
Remembering the distribution of the electric field, figure 3.13, this measure should
not impact the properties of the transmission line.

The embedded microstrip configuration supports wave propagation of different
modes. The fundamental mode is the quasi-TEM mode. The frequency limit
where other modes arise is given by [Hoffmann 83]

fg =
c0

2weff
√
εeff

. (3.13)

Using the definitions given in the cited book for the effective width of the mi-
crostrip, weff , results in a frequency limit of 2.4 THz for the implemented M4 over
M2 transmission lines. Thus, only the fundamental mode will propagate on the
embedded microstrip configuration.

Some transmission line configurations can suffer from the excitation and propaga-
tion of slow-wave modes [Johnson 01]. If the semiconductor in a metal-insulator-
semiconductor-metal transmission line configuration is conductive, the electric
field penetrates only to the interface between the insulator and the semiconduc-
tor. The magnetic field, however, penetrates down to the bottom metallization of
the chip. This physical separation of the field components results in the combina-
tion of a large capacitance and a large inductance. The group velocity of signals is
therefore much slower than the permittivity of either insulator or semiconductor
alone would indicate. In addition, the frequency-dependence of slow-wave modes
results in signal distortion. Coplanar transmission lines, e.g., or unshielded (from
the substrate) interconnects are prone to slow-wave modes. The implemented
embedded microstrip configuration is shielded from the substrate, therefore slow-
wave modes cannot occur.

Transmission line model

Transmission line components are included in our electric circuit simulations using
the lumped element equivalent circuit [Pozar 01]. In this model, an incremental
length dz of transmission line is represented by an RLCG circuit. This equivalent
circuit is depicted in figure 3.14. The elements of the equivalent circuit model dif-
ferent properties of the transmission line. The length-specific series resistance R’
represents the finite conductivity of the conductors; the length-specific inductance
L’ models the self-inductance; the length-specific shunt conductance G’ stands for
dielectric losses in the material between the conductors; and the length-specific
shunt capacitance C’ arises from the close spacing between the conductors. The
resistive components R’ and G’ therefore represent losses. A transmission line of
arbitrary length is modeled by cascading the RLCG circuit of figure 3.14.

Closed form solutions for the calculation of the RLCG parameters do not exist
for arbitrary geometries. For example, closed form solutions for the parameters
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Figure 3.14: Lumped-element equivalent circuit of a transmission line segment of
length dz.

associated with microstrip configurations, where a dielectric fills the space be-
tween the signal line and the ground plane, do not exist. Approximate analytical
solutions, however, are possible in many cases, see e.g. [Kaden 74, Hoffmann 83].
Since these approximations cannot be applied to the embedded microstrip con-
figuration, simulations give the parameters. They are presented in figure 3.15
for the configuration shown in figure 3.13. The results are obtained from a sim-
ulator that was developed at Infineon [Weiss 04]. The frequency dependence of
the length-specific resistance R’ is explained by the skin effect, see figure 3.12.
The difference to figure 3.12 is a result of the additional resistance associated
with the ground plane. Roughly 70 % of the transmission line’s AC resistance
are caused by conductor M4, while 30 % are contributed by the ground plane,
M2. At 80 GHz, R’ has a value of 9 Ω /mm. The length-specific inductance L’
decreases with frequency. This behavior is also related to the skin effect: The
current does not occupy the entire conductor at high frequencies, therefore the
inner inductance, which results from the magnetic flux inside the conductor, de-
creases. The component L’ is roughly 325 pH / mm at 80 GHz. The capacitance
of the embedded microstrip configuration is given by the geometry of the cross-
section alone. Hence, the length-specific capacitance is nearly independent of
frequency, accounting to 131.4 fF / mm. The conductance G’ represents the losses
associated with the dielectric. No published measurements exist for the dielectric
losses of SiO2 at millimeter-wave frequencies, but a low-frequency value states
tan δSiO2 = 15 ·10−6@1 MHz [Centerline 07]. The millimeter-wave frequency value
is expected to be of the same order, therefore G’ will be neglected in the model.
This assumption is confirmed by the matching of circuit simulations and mea-
surements, presented in chapter 4 and chapter 5.

The RLCG model parameters can be converted to the physical properties of a
transmission line. The characteristic impedance Z0 is given by [Pozar 01]

Z0 =

√
R′ + ωL′

G′ + ωC′
. (3.14)

For the embedded microstrip configuration depicted in figure 3.13, the simulated
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Figure 3.15: Frequency-dependent lumped element parameters of the 5.5µm wide M4
over M2 embedded microstrip line.
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characteristic impedance Z0 is (50.38 − 1.43) Ω., which is close to the targeted
impedance of 50 Ω.

The effective dielectric constant εeff is a measure for the electric field distribution
of the microstrip configuration. It is almost independent of frequency. The simu-
lated value is εeff = 3.8. This value is obtained from the ratio of the length-specific
capacitance of the embedded microstrip configuration as shown in figure 3.13, and
the length-specific capacitance of the same configuration with vacuum as dielec-
tric.

Electromagnetic waves are characterized by their propagation constant. The com-
plex propagation constant γ is linked to the length-specific parameters from the
electric model using

γ = α + β =
√

(R′ + ωL′)(G′ + ωC′), (3.15)

where β is the phase constant and α determines the attenuation of the wave. The
total attenuation αtotal associated with a transmission line can be split according
to

αtotal = αconductor + αdielectric, (3.16)

where αconductor is the attenuation resulting from the metallization and αdielectric is
the attenuation associated with the dielectric. As stated before, dielectric losses
are neglected in the model, therefore αtotal = αconductor. Figure 3.16 shows the
frequency-dependent attenuation (in dB per mm) of the embedded microstrip
configuration. The total attenuation associated with the embedded microstrip
configuration from figure 3.13 is α = 0.8 dB per mm at 80 GHz.

The simulator used, Advanced Design System (ADS), employs the following pa-
rameters to model transmission lines: The characteristic impedance Z0, the effec-
tive dielectric constant εeff , the attenuation coefficient α, and the length. These
properties are converted to an equivalent RLCG model internally.
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Figure 3.16: Attenuation coefficient α versus frequency (M4 = 5.5µm, M2 ground).
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Chapter 4

Highly Linear 77 GHz
Down-Conversion Mixer

The design of a receiver frontend at frequencies in the millimeter wave (MMW)
range is a challenging task. It is important to analyze every single component
regarding its impact on the overall performance. Design, realization, and char-
acterization of an active mixer for automotive radar applications at 77 GHz are
discussed in this chapter. The focus in the presented frontend is on simultaneous
high linearity and low noise figure. For the HF part of the mixer, different circuit
topologies are examined in terms of noise, linearity, and stability. However, it
turns out that the best configuration regarding the noise behavior is the one with
the highest potential for instability.

4.1 Design Considerations

The frequency translation process in any mixer is accomplished either by exploit-
ing building blocks with nonlinear transfer functions, or by using building blocks
with time-varying transfer functions. The nonlinearities can be single device non-
linearities, like the nonlinear transconductance of a transistor. The time-varying
transfer function is implemented using switches. While the frequency translation
process by nonlinearities is mainly an unwanted side effect, the implementation
of a time-varying transfer function is the preferred choice for the realization of
mixers.

A time-varying transfer function is implemented by switches. The transfer func-
tion A of a switch used in mixers has two discrete states either in amplitude
(A = 1 and A = 0, unipolar operation) or in phase (A = ±1, bipolar operation).
Both operations result in a multiplication of the RF signal by a rectangular wave-
form with angular frequency ωLO. For bipolar operation, the transfer function in
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the frequency domain is represented by

SLO =
4

π

{
sin(ωLOt)− 1

3
sin(3ωLOt) +

1

5
sin(5ωLOt)− . . .

}
. (4.1)

After multiplication with the RF signal, SRF = sin(ωRF t), expansion of the
trigonometric products yields

SIF =
2

π

{
cos([ωRF − ωLO]t) + cos([ωRF + ωLO]t)−

−1

3
cos([ωRF − 3ωLO]t)− 1

3
cos([ωRF + 3ωLO]t)+

+
1

5
cos([ωRF − 5ωLO]t) +

1

5
cos([ωRF + 5ωLO]t) . . .

}
. (4.2)

The first element in this equation, 2/π cos([ωRF−ωLO]t), is the the desired mixing
product for a down-conversion mixer. From this equation, the mixing procedure
by ideal multiplication with a square wave is inherently associated with signal
losses on the order of 2/π, or −3.9 dB.

Active mixers are classified by the configuration of the LO and the RF section.
Either single-ended or differential circuit topologies are possible [Gilbert 95]. An
overview of mixer implementations suitable for millimeter-wave integration is
given in figure 4.1:
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Figure 4.1: Mixer topologies.

� Unbalanced mixer: The single-ended RF signal is applied to the LO section
of the mixer. An unipolar LO switch continuously opens and closes the RF
path to the IF. This mixer topology is depicted in figure 4.1(a). Advantages
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are low power consumption and low complexity, disadvantages are bad LO
- IF and RF - IF isolations. For homodyne systems, the LO - RF isolation
is bad since both spectral components are closely spaced and therefore can-
not be filtered. A special implementation of the unbalanced mixer is the
sampling mixer where the switch is opened for a very short period of time
rather than by a signal with 50% duty cycle.

� Single-balanced mixer: The RF section of this mixer is a single-ended con-
figuration, like a transconductance stage, while the LO part consists of a
bipolar switch. The LO signal thus needs to be applied differentially, which
means that two single-ended signals have the same amplitude but opposite
sign. The IF output is differential. The single-balanced mixer is shown in
figure 4.1(b). An advantage of the single-balanced mixer is the single-ended
RF input since the RF signal is usually provided single-ended. The disad-
vantage of this configuration is the leakage of LO signal at the IF output.

� Double-balanced mixer: Differential circuit configurations are used at the
RF as well as the LO section. Therefore, the LO and the RF signals must
be applied differentially. The double-balanced mixer, also known as Gilbert
cell, is depicted in figure 4.1(c). An advantage of this configuration is the
cancelation of second-order harmonics. With respect to single-ended signal
sources, the noise performance of the double-balanced mixer is worse than
the noise performance of single-ended configurations since additional losses
in front of the active stages are introduced by baluns. Due to the fully
balanced topology, no LO components are present at the IF output.

Differential signal transmission uses two signal lines, one carrying the signal, and
the other one the inverse of the signal. The information lies in the difference of
both. This configuration makes differential signals less susceptible to interferers
than single-ended configurations since external impacts in general appear on both
lines as a common mode.

The advantages of differential over single-ended designs are [Rein 96, Peeters 97]:

� Reduced distortion (crosstalk, interferers)

� Improved PSRR (Power supply rejection ratio)

� Simpler mounting techniques (ground connections are less critical)

� Lower single-ended voltage swing across load resistors for equal absolute
voltage swing

There also exist disadvantages:

� Higher noise figure due to increased number of noise sources
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� Increased chip area

Due to these dominant benefits, I prefer the double-balanced mixer configura-
tion to single-ended ones for the implementation of the 77 GHz mixer. Since the
measurement of the fabricated device limits the use of differential techniques,
single-ended interfaces must still be included.

4.1.1 Mixer Core

An active down–conversion mixer was designed, implemented, and characterized.
The mixer is intended for use in an automotive environment, posing stringent
requirements on its performance.

The mixer consists of a Gilbert-type mixer core, emitter followers as a buffer
for the local oscillator, and on-chip baluns at the RF as well as the LO port
for single-ended to differential conversion. An RC low-pass filter with a cut–off
frequency of 5 GHz is the load of the mixer. The purpose of this specific load is to
low-pass filter any spectral components other than the intermediate frequency. A
simplified schematic of the mixer is depicted in figure 4.2. The blocks ”RF bias”
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Figure 4.2: Schematic of the Mixer. The RF and LO baluns are yellow-colored, the
LO buffer is rose, the mixer core blue, and the biasing blocks are marked
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and ”LO bias” consist of level shifting diodes, resistors, and bypass capacitors.
Details of these blocks are not shown since the design is straight forward.

The topology of the mixer core is based on the four quadrant multiplier presented
in [Gilbert 68]. The difference in the design is the focus on mixing operation rather
than multiplication. Mixers must exhibit linear behavior only at one port rather
than at both input ports, which is the case for multipliers. The linear RF input
stage is implemented as a differential common base stage, transistors Q5 and Q6

in figure 4.2. This configuration has a broad bandwidth (up to the transistors’
fT) since the base–collector capacitance CBC is shorted to the virtual ground
node. Additionally, a differential common base stage is less susceptible to stability
issues than common emitter stages. Another advantage of this configuration is
the inherent linearization by the resistance of the signal source. The disadvantage
of the common base configuration is the limited noise performance in comparison
with the degenerated common-emitter configuration.

The thermal noise of the base resistances of the RF transistors Q5,6 is amplified
like in a common emitter configuration. For this reason, these transistors are
designed with a very large size. The RF transistors consist of two emitter fingers
with an area of 10.15×0.2µm2 each, and three base contacts. This measure leads
to a base resistance on the order of 9 Ω.

The switching behavior of the four current commutating transistors Q1−4 impacts
the noise figure and the conversion gain of the mixer. Thus, the transistors are
designed to operate at maximum fT, or 7 mA/µm2. Since these transistors operate
as switches, they must exhibit their fastest behavior when the current is flowing
completely through the outer or the inner pair of transistors, Q1,4 or Q2,3, respec-
tively. The disadvantage of this design rule is the large base resistance, resulting
in high thermal noise that is transferred to the IF output and increases the noise
figure.

A current mirror feeds the mixer current of 20 mA to the mixer core. This high
current is necessary for the linearity requirement. The current is fed to the mixer
core through the virtual ground node. This node is decoupled from the signal path
by quarter-wavelength transformers. The two capacitors C1 and C2 transform the
inductive input impedance of the differential common-base stage to a purely real
value.

4.1.2 Local Oscillator Buffer

The performance of the mixer in terms of noise and conversion gain depends on
the switching speed of the current commutating transistors (Q1−4 in figure 4.2).
Thus, as described section 4.1.1, the transistors were designed to operate at max-
imum fT, i.e. 7 mA/µm2. Switching is ideally performed by a rectangular signal.
This kind of waveform exhibits an ideal transition from one voltage level to the
inverse, so that at no time all switching transistors are ’on’. Fast switching can
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be obtained only if large currents are supplied to charge and discharge the inher-
ent parasitic capacitances. These currents must be delivered either by the signal
source or by a buffer amplifier. Since loading of the signal source must be avoided,
a buffer amplifier that has a high input impedance and a low output impedance
is implemented.

The amplifier supplies the current needed to switch the transistors between the
’on’ to the ’off’ states. It is implemented using cascaded emitter followers since
this configuration is capable of driving the subsequent stage without loading
the source. The schematic of the LO buffer amplifier without biasing details is
depicted in figure 4.3. The input impedance is high, the output impedance is low.
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Figure 4.3: Schematic of the LO buffer. Biasing details are not shown. The differential
signal is provided by the balun. The output voltage is applied to the
switching transistors of the Gilbert cell.

Therefore the voltage swing at the load can be larger than the voltage swing at
the source.

The input impedance ZIN of an emitter follower depends on the load impedance
ZE times the current gain β,

ZIN ≈ βZE. (4.3)

Due to the low current gain at high frequencies, a high value for ZIN can be
achieved only by employing a second emitter follower.

The high-frequency input impedance of an emitter follower is given by a series
connection of the base resistance rb, the load impedance ZE, and a parallel con-
nection of an equivalent resistance and capacitance, R and C. The collector-base
capacitance Cµ can be included as a parallel impedance to ground. The equivalent
small-signal input impedance of an emitter follower is depicted in figure 4.4 as
ZIN. The analytical expression is [Gray 01]

ZIN = rb +
R

1 + jωRC
+ ZE, (4.4)
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The variables R and C are defined by

R = (1 + gmZE)rπ =
β

gm
+ βZE (4.5)

and

C =
Cπ

1 + gmZE

. (4.6)

The transistor’s transconductance is gm, rπ = β/gm is the small-signal input
resistance, and Cπ is the small-signal input capacitance1. Accounting also for Cµ,
which dominates the input capacitance, the emitter follower’s input impedance
is capacitive.

The high-frequency output impedance of an emitter follower is given by [Gray 01]

ZOUT =
zπ + RS + rb

1 + gmrπ
, (4.7)

where RS is the source impedance of the generator driving the emitter follower,
and

zπ =
rπ

1 + ωCπrπ
. (4.8)

1This capacitance consists of the forward-active base-emitter junction depletion capacitance
Cje and the base-charging capacitance Cb = gmτF. The parameter τF is the forward transit
time.
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At low frequencies, zπ ≈ rπ, thus

ZOUT|ω=0 ≈
1

gm
+

RS + rb
β0

, (4.9)

where β0 is the low-frequency current gain. At high frequencies, zπ → 0, yielding

ZOUT|ω→∞ ≈ RS + rb. (4.10)

Therefore, the output impedance of an emitter follower is resistive at low and
at high frequencies, and its impedance in between depends on parameter values.
For low collector currents, 1/gm is large and dominates the low-frequency output
impedance in equation (4.9). With increasing frequency, the impedance decreases
to reach the value given in equation (4.10), thus the overall behavior of the emitter
follower’s output impedance is capacitive.

For collector currents where 1/gm < RS + rb, |ZOUT| increases with frequency
which is equivalent to inductive behavior. In this case, the output impedance
ZOUT can be represented by a parallel connection of an equivalent resistor R2

and a series connection of an equivalent resistor R1 with an inductance L. This
small-signal output impedance is shown in figure 4.4 as ZOUT. It is given by
[Gray 01]

ZOUT =
(R1 + jωL)R2

R1 + R2 + jωL
, (4.11)

where

R1 =
1

gm
+

RS + rb
β0

, (4.12)

R2 = RS + rb, (4.13)

and

L = Cπrπ
RS + rb
β0

. (4.14)

The topology of the configuration depicted in figure 4.4 is the same as that of
a negative resistance oscillator [Pozar 01]. From equation (4.4), the real part of
the emitter follower’s input impedance becomes negative for certain capacitive
loads. An inductive impedance at the base of transistor Q in figure 4.4, like the
inductance of a short grounded transmission line or the output impedance of
another emitter follower, then causes unstable behavior [Kozikowski 64].

The voltage transfer function, depicted in figure 4.5, exhibits a peak at 70 GHz.
This is a result of the series resonant circuit formed by the output impedance of
the first emitter follower and the input impedance of the second one [Trotta 06].
The mixer circuit in figure 4.2 was simulated with small-signal and large-signal
excitation at the LO port. The plot shows the differential voltage at the output
referred to the differential voltage at the input of the emitter followers, VOUT/VIN

in figure 4.3. The blue curves are the result of small-signal (AC) simulations, the
red ones result from large-signal (Harmonic Balance) simulation, where PLO =
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Figure 4.5: Simulated differential voltage transfer function of the used LO Buffer,
VOUT/VIN in figure 4.3. The simulation frequency is 77 GHz.

0 dBm. The emitter current was provided by resistors (solid curves) and current
sources (dashed curves), both including parasitics. The mismatches in the results
have different causes:

� The load of the LO buffer are the switching transistors of the Gilbert cell.
Their input impedance2 is dependent on the LO level. The load impedance
connected to the emitter of one switching transistor, ZE, is given by the
parallel connection of the impedance looking into the emitter of the second
transistor and the output impedance of the RF transistor (Q5,6 in figure 4.2).
Different signal levels result in different impedances:

– For small-signal operation, the input impedance of one switching tran-
sistor is mostly determined by the low impedance path to ground
through the opposite transistor. Its input impedance is given by the
output impedance of an emitter follower, see equation (4.11).

– Large-signal operation increases the input impedance of the differential
pair to the input impedance of an emitter follower, see equation (4.4).
The load impedance at the emitter, ZE, is now mostly determined by
the output impedance of the RF transistor since the second transistor

2The term ’impedance’ refers to the voltage to current ratio at the fundamental frequency.
The LO signal is assumed to be a sinusoidal waveform, which is justified due to the high
operational frequency.
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is turned ”off”. The output impedance of the RF transistor consists
of the small-signal output impedance ro of the transistor in parallel to
the collector-substrate and collector-base capacitances, CCS and CBC,
respectively. The output resistance ro is given by

ro =
VA
IC

. (4.15)

The numerator, VA, is the forward Early voltage, and its absolute value
is 150 V for the technology used. The denominator is the collector cur-
rent, IC, and is 10 mA for the presented circuit. This results in a value
of 15 kΩ for ro. The total capacitance at the collector of the RF transis-
tors is on the order of Cpar = 20 fF, so the overall impedance is domi-
nated by this value (1/ωCpar = 103.3 Ω at 77 GHz). Under large-signal
operation, the LO buffer including the switching transistors forms a
series connection of three emitter followers with capacitive load, which
is the reason for the increased overall gain compared to the case of
small-signal excitation.

� The difference in the shape of the AC and HB curves is a result of changes
in the input impedance of the first emitter followers under large-signal ex-
citation. By this, the resonant tank that consists of the transmission lines
of the balun and the capacitance of the emitter follower changes. Therefore,
the curves from the HB simulation are not as smooth as the ones from AC
simulation.

Figure 4.6 shows a Harmonic Balance simulation of the differential voltage trans-
fer function versus temperature. The available resistor types of the used tech-
nology (p+ poly, p− poly-, and TaN) are compared with respect to their impact
on the LO buffer transfer function. At room temperature, the voltage transfer
function of the LO buffer has a value of +1 dB. The resistor of the p+ poly type
has a positive temperature coefficient, which means that the resistance increases
with temperature, and the other types have negative temperature coefficients. A
negative temperature coefficient thus results in larger currents at higher temper-
atures. Therefore, the p− poly resistor is the best choice. The TaN resistor shows
comparable performance in terms of temperature behavior, but its size in the lay-
out is much larger than the size of the other implementations because it has a low
specific resistance. Using p− poly resistors instead of p+ poly resistors increases
the temperature where the voltage transfer function of the buffer is larger than
0 dB from 80� to 110�.

4.1.3 Balun Design

Measurement equipment for millimeter–wave frequencies typically have single-
ended inputs or outputs. Therefore, an unbalanced to balanced transformer must
be included to benefit from the advantages of differential circuits.
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Figure 4.6: Simulated (HB) temperature behavior of the differential voltage transfer
function of the LO buffer. Different types of resistors are compared. PLO =
0 dBm, fLO = 77 GHz

Regarding the RF path, a requirement on the performance of the balun is low
insertion loss. Any losses in front of the device degrade the noise figure and the
conversion gain of the mixer. Therefore, coupled structures like Lange couplers or
transformers are bad choices. In addition, these configurations occupy large chip
area.

A simple and low insertion loss implementation of an on–chip balun is based on
the LC–balun described in [Vizmuller 95]. This balun consists of two inductors
and two capacitors in a bridge configuration. One branch shifts the single-ended
input signal by +90◦, the other branch by −90◦. The LC realization provides the
desired phase shift, amplitude balance, and impedance matching simultaneously.
These properties and the small occupied area make it an ideal candidate for
on-chip integration.

The required values for the inductors and capacitors are dependent on the source
resistor RS and the differential load resistor RL. They are calculated using

L1,2 =

√
RSRL

ω
(4.16) and C1,2 =

1

ω
√

RSRL

. (4.17)

High-frequency applications offer the possibility to replace the inductors with
transmission lines [Bakalski 02], as depicted in figure 4.7. The replacement of
capacitors with stubs is also an option but was not implemented since the used
technology provides MIM capacitors. The procedure for the calculation of the
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lengths of the transmission lines is as follows:

1. Calculate the value of the capacitors C1,2 and the inductors L1,2 using equa-
tions 4.16 and 4.17.

2. Transform the inductor values to electric lengths using

ϕ1 = arctan
ωL1

Z0

, ϕ1 <
π

2
, (4.18)

ϕ2 = arcsin
ωL2

Z0

, ϕ2 <
π

2
, (4.19)

where Z0 is the impedance of the transmission line, π
2
, λ

4
, and λ is the

wavelength in the microstrip line, e.g. λ = 1.992 mm in SiO2 at 77 GHz.

3. Calculate the length of the transmission lines for the layout.

The disadvantage of the described procedure is the necessity for real load and
source impedances. Usually, the source impedance has an imaginary part, for
example due to the parasitic pad capacitance (Cpad = 25 fF). Additionally, the
used capacitors have a parasitic stray field that cannot easily be included in the
above calculations. These points show the need for an automated optimization
tool. The used simulator, ADS, offers such an optimizer. The calculated values
of idealized circuits were used as the starting point for the optimization process.

The optimizer uses small-signal analyses to determine the amplitude and phase
difference at the input of the differential pairs. Then, an error function returns a
measure for the deviation from the desired value, which can be, e.g., 180◦ ± 5◦

for the phase difference. By variation of the parameters, which are the length
of the transmission lines and the capacitors, the gradient of the error function is
determined. The gradient is used to find the minimum value for the error function
and the corresponding device parameters.
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The amplitude ratio in dB and the phase difference at the output port of the RF
balun are depicted in figure 4.8. At the center frequency of 77 GHz, the amplitudes
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Figure 4.8: Simulated (AC) amplitude ratio and phase difference at the differential
port of the RF balun versus frequency.

are equal and the phase difference is 180◦. From 73 to 88 GHz, the amplitude ratio
remains below 3 dB. The phase difference is in the range of 180◦± 10◦ from 74 to
83 GHz. The overall mixer circuit behavior is only weakly affected by variations
in the phase difference since the baluns are followed by differential amplifiers that
suppress common mode signals.

Designing the balun for the LO path requires additional attention. The emitter
followers of the LO buffer are operated with large signals that influence the LO
buffer’s biasing and, consequently, its input impedance (see section 4.1.2). The
balun is designed for a specific load impedance, therefore, any changes in this
impedance affect the phase split and the amplitude ratio. Therefore, after op-
timizing the balun using small-signal analysis, the behavior of the balun must
be checked when large signals are applied to the following stages. If needed, the
values must be adjusted. The deviations of the phase and the amplitude for an
AC (small-signal) and a Harmonic Balance (large-signal) simulation are depicted
in figure 4.9(a) and figure 4.9(b), respectively. The balun was optimized using
AC simulations only. The graph shows that the differences between the AC and
the HB simulation regarding the amplitude ratio are negligible over the whole
frequency range. The phase shows the largest difference at 60 GHz, 6◦. Around
the frequency of interest, 77 GHz, the difference between the two simulations is
1◦ at most .
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Figure 4.9: Comparison of the phase difference and amplitude ratio of the LO balun’s
differential output signals. Small-signal (AC, blue curve) and large-signal
(Harmonic Balance, red curve) analyses are investigated. The large-signal
analyses use an input power PLO of +5 dBm.

4.2 Performance Parameters

The design considerations presented in the previous section are only a gross
overview of the implemented design. In this section, the most important param-
eters of the active circuit are elaborated in detail. These are linearity, noise, and
stability. Other properties, like AM suppression of the LO signal, LO leakage, and
a sensitivity analysis are important for the application and are therefore treated
at the end of this section.

4.2.1 Linearity

The nonlinearity of a circuit is one measure for signal degradation. Any changes
of the signal shape in the time domain except scaling and delay are regarded
as distortion. In the frequency domain, distortion refers to additional frequency
components that are generated by the circuit. Frequency converting devices like
mixers exploit nonlinearities to generate frequency components different from the
input signal. Thus, only unwanted additional frequency components are regarded
as distortion.

Linear circuits can also cause distortion [Sansen 99]. For example, a filter with
a linear but nonconstant amplitude or phase transfer characteristic changes the
shape of a broadband input waveform, e.g. of a square wave.

Nonlinear distortion is the major cause for linearity issues in active circuits. Dif-
ferent mechanisms that have an impact on the linearity can be identified:

Nonlinear transconductance: Distortion in heterojunction bipolar transistors
(HBTs) is caused by the nonlinear dependence of the HBT’s collector current IC
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on the base-emitter voltage VBE. For operation in the forward-active region, this
dependence follows an exponential law,

IC(VBE) ≈ ICS

[
exp

(
VBE

VT

)
− 1

]
, (4.20)

where ICS is the collector saturation current and VT the thermal voltage. Equa-
tion (4.20) is a strongly nonlinear function. Since only large magnitudes of VBE

are treated in this section, the last term in equation (4.20) will be neglected in
the following considerations.

The nonlinearity of an HBT is dependent on the peak signal levels of VBE and,
thus, IC [Sansen 99]: Both the base-emitter voltage and the collector current can
be split into a DC and an AC component,

IC = IC0 + iC, (4.21)

VBE = VBE0 + vBE. (4.22)

Insertion of these expressions into equation (4.20) results in

IC0 + iC ≈ ICS exp

(
VBE0 + vBE

VT

)
. (4.23)

Normalizing the components of this equation to the DC values obtained from
equation (4.20) yields

1 + ĩC ≈ exp

(
vBE

VT

)
, (4.24)

where ĩC is the relative current swing iC/IC0. It is the fraction of the DC current
in the transistor that generates AC output signals.

The exponential term in equation (4.24) can be expanded into a Taylor series,

exp(x) = 1 + x+
x2

2
+
x3

6
+ . . . . (4.25)

Since the peak absolute values of the base–emitter voltage V̂BE and the collector
current ÎC are the largest magnitudes that appear in the device, they determine
the linearity. Thus, these values are inserted into equation (4.24), yielding

îC =
ÎC

IC0

=
V̂BE

VT

+
1

2

(
V̂BE

VT

)2

+
1

6

(
V̂BE

VT

)3

+ . . . . (4.26)

The first term of this equation is the small-signal transconductance, ÎC = gmV̂BE.

Equation (4.26) shows that the peak base–emitter voltage’s impact on the linear-
ity depends on the DC collector current [Sansen 99]. Aside from the peaks related
to the input signal, voltage or current spikes caused by switching, e.g., also result

51



in an increase of the magnitude of higher-order harmonics. In order to realize a
highly linear circuit, a large tail current (20 mA) was chosen for the design of the
mixer cell.

Nonlinearities due to the transistor’s capacitances: The behavior of the
transistor in terms of linearity is, aside from the voltage–current dependence,
additionally influenced by the base–emitter and base–collector depletion capaci-
tances3. The bias dependence of the depletion capacitance CJ is given by [Reisch 02]

CJ(V) =
CJ0

(1− V/VJ)M
, (4.27)

where V is the applied voltage and CJ0 is the value of CJ for V= 0. The voltage VJ

is dependent on the doping and the exponent M depends on the type of junction
(M = 1/2 for abrupt junctions, M = 1/3 for linear junctions). Equation (4.27)
shows that the depletion capacitance is de facto constant for large reverse biases
(V � 0). This applies to the biasing conditions of all base–collector junctions
in the mixer core. When the voltage across the junction is close to zero or the
junction is forward biased (as in the base–emitter junction), the changes in capac-
itance CJ are nonlinear. Both the voltage dependence and the absolute value of
the base–emitter depletion capacitance have an impact on the linearity of HBTs
[Welch 99].

The entire transistor: Although many elements in an HBT exhibit nonlin-
ear behavior, the overall linearity of the transistor can be quite good at high
frequencies. The reason for this phenomenon is the partial cancelation of nonlin-
ear effects. In [Maas 92], the partial cancelation of the nonlinear behavior of the
base–emitter junction resistance and capacitance are identified as contributors to
the HBT’s linearity. It depends on several factors, like the frequency, the load
impedance, and the biasing, whether or not these nonlinearities cancel. This is
verified analytically in [Samelis 92] and experimentally in [Welch 99]. The latter
two publications identify impacts associated with CBC as the largest contributions
to the total linearity.

Under small-signal operation, CBC is quite linear (if biased properly). Thus, it is
not the nonlinearity of this capacitance, but the feedback path from the collector
to the base provided by this capacitance that linearizes the device [Wambacq 98]:

� Part of the fundamental tone is fed back to the base of the device and acts
as a negative feedback which linearizes the transistor.

� Degradation of linearity due to CBC is caused by the second-order harmonics
at the collector of the device. They are fed back to the base through CBC

and generate distortion at the fundamental frequency by mixing with the
fundamental tone [Aparin 99, Sheng 03].

3The impact of the diffusion capacitance of the base–emitter junction is usually negligible
[Niu 99].
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Nonlinearity of the differential amplifier The basis for differential designs is
the differential amplifier. A differential amplifier can be either an emitter-coupled
pair (with or without degeneration) or a differential common-base stage . The
differential voltage transfer function of an emitter-coupled pair is [Meyer 77],

Vod = αFIEERC tanh

(
− Vid

2VT

)
, (4.28)

where Vid and Vod are the differential input and output voltages, respectively, αF

is the ratio of the collector and the emitter current, IEE is the tail current, and
RC represents the load. It is apparent from this equation that the input–output
characteristic is, strictly speaking, never linear.

The smallest changes in the slope of equation (4.28) are in the vicinity of Vid = 0.
This region can be extended by insertion of an impedance between the emitters
of the emitter-coupled pair. This measure results in a linearization by introducing
negative feedback [Abidi 03]. It is shown in [Fong 98] that inductive degeneration
is superior to resistive and capacitive degeneration in suppressing intermodula-
tion products. Regarding noise behavior, inductive degeneration outperforms re-
sistive degeneration. In a differential common-base stage, the voltage drop across
the series connection of the source resistance of the signal source and the input
impedance of the transistor is large due to the high input signal current. Thus,
this configuration offers inherent resistive degeneration [Qin 07].

Under large-signal excitation, the output waveform can be distorted due to lim-
ited voltage headroom at the load impedance. The maximum available output
swing is limited by the supply voltage on the one side, and by saturation of the
transistors on the other side. Once the output signal is ”clipped” due to these
limits, additional harmonics are generated.

Nonlinearities in Mixers: Regarding mixers, the switches have an influence on
signal distortion [Meyer 86]. The intermodulation products are dependent on the
voltage level driving the LO. At low LO levels, the intermodulation performance
improves with increasing LO amplitude since the impact of the nonlinearities
introduced by the switching transistors is small. When the switching transistors
are fully switched, they are in a common base configuration for the signal path.
This topology has good properties in terms of linearity [Sansen 73]. High LO
levels result in large voltage variations at the common-emitter node, thus the
collector potentials of the RF transistors change. This modulates the collector–
base capacitance, generating harmonics. In the design process, the voltage across
the base–collector junction of the RF transistors should therefore be as large
as possible. An optimum value exists for minimum intermodulation products
[Kim 02, Meyer 86, Terrovitis 00].
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Second-order Intermodulation

Two tones at closely spaced frequencies ω1 and ω2 applied to the input of a
nonlinear device result in second-order intermodulation products that are located
at ω1 ± ω2. Therefore, they appear in the baseband and at roughly twice the
RF frequency. The baseband components lead to errors in target detection of
radar systems. The high-frequency components result in additional third-order
distortion due feedback via CBC and mixing with the fundamental tone. Thus,
the second-order intermodulation point, defined as the (extrapolated) point where
the second-order harmonics are as large as the fundamental tone, is important
from a system as well as from a linearity point of view.

Second-order intermodulation arises from impairments in the symmetry of the
circuit [Kivekäs 01, Sheng 03]. In a mixer, the suppression of even order products
additionally requires LO amplitude balance at the switches and a 50 % duty cycle
[Razavi 97]. In [Kivekäs 01], analyses and experiments show that a combination
of device mismatches and LO mismatches can result either in IP2 improvement or
degradation. The absolute voltage level of the LO additionally impacts the IP2.

Third-Order Intermodulation

Applying two closely spaced input tones at ω1 and ω2 to a nonlinear device yields
intermodulation products of third order that are closely spaced to the frequencies
of the fundamental tones, 2ω1 − ω2 and 2ω2 − ω1. They cannot be filtered since
also the fundamental tones were affected.

The simulated fundamental tone and third-order intermodulation products of the
mixer from subsection 4.1.1 versus RF input power are depicted in figure 4.10.
The extrapolated lines intersect at the third-order intercept point (IP3). This
graph shows the RF power in dBm on the horizontal and the differential peak-to-
peak output voltage of the intermediate frequency in dBVpp at the vertical axis4.
The RF frequencies for the two-tone simulation are 76.510 GHz and 76.515 GHz.
The LO frequency is 76.5 GHz, the LO power level is +2 dBm. The simulated
input-referred third-order intercept point is +7.5 dBm.

Frequency components at twice the RF input frequency have an impact on the
IP3 as derived at the beginning of the subsection. The largest components are
generated by the emitter-coupled LO transistors, which act as full-wave rectifiers
for the LO signal [Pozar 01]. Expanded to a Fourier series, the rectified LO signal
is

ALO| sin(ωLOt)| = ALO
4

π

(
1

2
− cos(2ωLOt)

3
− cos(4ωLOt)

15
− . . .

)
, (4.29)

where ALO is the magnitude of the LO signal. Neglecting the DC component, the
largest components at the common emitter node are at twice the LO frequency.

4The unit dBVpp refers to the peak-to-peak voltage referred to 1 V on a logarithmic scale.
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Figure 4.10: Simulation of the input-referred third-order intercept point. iIP3sim =
+7.5 dBm.

This large signal is then fed to the base of the RF transistor via CBC, generating
further harmonics by interaction with the RF signal. The dependence of the input-
referred IP3 on the LO power is depicted in figure 4.11. At low LO power levels,
the degradation of the IP3 due to the LO can be neglected since the LO power
is too weak to generate perceivable harmonics. At a power level of −2 dBm, the
distance between the amplified fundamental tone and the third-order harmonics is
maximum. Beyond that power level, the generation of harmonics due to excessive
LO power deteriorates the IP3.

1 dB Compression Point

The input referred 1 dB compression point is defined as the input power level
where the gain of the device decreases from the nominal value by 1 dB. In contrast
to the second and third-order intermodulation points, the 1 dB compression point
can be determined experimentally without the uncertainty of extrapolation.

For systems that exhibit mainly third-order nonlinearities, the 1 dB compression
point and the third-order intercept point are 9.64 dB apart [Sansen 99]. For sys-
tems that cannot be classified weakly nonlinear, the distance between the 1 dB
compression point and the third-order intercept point differs from this value.
The reason is that the 1 dB compression point is determined by the magnitudes
and the phases of all intermodulation products and harmonics, contrary to the
IP3 that measures the magnitude of the intermodulation products due to third-
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Figure 4.11: Dependence of the third-order intercept point on the LO power. The
optimum value for the LO power level is -2 dBm.

order nonlinearities only. The mixer presented in this work cannot be classified as
weakly nonlinear, thus higher-order nonlinearities must be included. Figure 4.12
shows the simulated 1 dB compression point of the presented mixer. The simu-
lated input-referred 1 dB compression point is -3 dBm.

4.2.2 Noise

Noise in general refers to every spectral component that is not part of the sig-
nal containing the desired information. The sources of noise can be random or
deterministic. On the one hand, noise contributors may be signals from other
transmitters. Their operational frequency is not necessarily the same as the re-
ceived signal. Also signals that couple to the input via the substrate are regarded
as this type of noise. On the other hand, random fluctuations of the charge car-
riers (thermal or Johnson noise), or noise arising from the discrete nature of the
electrons (shot noise), contribute to the noise floor. In this work, the impact of
random noise is treated.

Noise Sources

There are different mechanisms in electric circuits that result in noise. The most
important ones are summarized briefly:
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Thermal noise (Johnson noise, Nyquist noise): The movement of electric
charges in a conductor exhibits statistical fluctuations due to thermal issues.
This causes random fluctuations in the current and the voltage across the
conductor, which is called thermal noise. This type of noise was measured
first by J.B. Johnson [Johnson 28] for different types and values of resistors
and at various temperatures. Shortly after these experiments, theoretical
work by H. Nyquist [Nyquist 28] explained the experimental results.

The mathematical description of thermal noise is given by the variance of
the noise voltage. It is equal to the root mean square of the noise voltage,
v̄2
n, which is

v̄2
n = 4kBTRB [V2]. (4.30)

In this equation, kB denotes Boltzmann’s constant (kB = 1.38×10−23 J / K),
T is the temperature (in K), R is the value of the resistor (in Ω), and the
bandwidth is B (in Hz). The spectral representation of this equation is
frequency independent, i.e. it is white noise5.

Shot noise The granular structure of electric current is the source of shot noise.

5In fact, equation (4.30) is an approximation that must be extended by the Planck factor for
frequencies in the THz range [Reisch 02]. The error in v̄2

n assuming independence of frequency
is only v̄2

n · 8× 10−3 at an operating frequency of 100 GHz. Therefore, thermal noise is assumed
white.
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Whenever a potential barrier is present, e.g. in the base-emitter junction
of a bipolar transistor, charge carriers pass this barrier depending on their
kinetic energy. The energy is statistically distributed, which results in vari-
ations of the current with the mean value equal to the direct current, IDC.
The shot noise associated with the base current results from the injection
of holes into the emitter, and the shot noise associated with the collec-
tor current from the injection of electrons into the base. The shot noise
is quantified by the root mean square of the noise current. It is given by
[Müller 89, Reisch 02]

ī2n = 2qIDCB [A2]. (4.31)

The charge of a single electron is q = 1.602 × 10−19 As, and the mean (or
DC) current is given by IDC. The bandwidth is denoted B. The spectral
characteristic of shot noise is white.

Shot noise in a bipolar transistor is caused mainly by the potential barrier of
the base-emitter junction [Gilbert 06]. This can be illustrated by comparing
the transistor with a vacuum diode, where the electrons need sufficiently
high kinetic energy to leave the cathode. Regarding the base-collector junc-
tion of a bipolar transistor, the transition of electrons from the base to the
collector is a drift process [Niu 05]. Therefore, no additional shot noise is
introduced. The origin of the shot noise in the collector current is to be
found in the emitter base junction.

1/f noise The spectral behavior of this type of noise is dependent on the fre-
quency by 1/f . Thus, it is dominant at very low frequencies. The frequency
where 1/f noise becomes larger than the frequency-independent noise is
marked by the corner frequency fc. The corner frequency is dependent on
the type of device and on the current density the device is operated at.
Published values for fc range from a few Hertz, e.g. for some bipolar tran-
sistors, up to the GHz range, e.g. for MOS transistors. The causes for this
kind of noise are various [Müller 89]. Impurities in the crystal lattice of a
semiconductor result in 1/f noise, for example. Also traps for electrons and
holes, located at the surface of the transistor’s base, are the cause for 1/f
noise. The spectral representation S(f) of this type of noise is generally
given by

S(f) =
const.

|f |γ
, (4.32)

where const. refers to an empirical parameter that is specific to the device,
and γ is usually close to unity.

Generation / Recombination noise The number of electrons and holes in a
semiconductor varies stochastically due to generation and recombination.
This leads to fluctuations in the base current and, subsequently, in the
collector current. The spectrum of this type of noise is given by [Müller 89,
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Reisch 02]

S∆n(f) =
2(G+R)τ 2

1 + (2πfτ)2

1

V
, (4.33)

where G and R are the generation and recombination rates, respectively, V
is the semiconductor volume, and τ is the relaxation time. Generation and
recombination processes contribute to the generated noise in equal parts.

Avalanche noise When a large voltage is applied to a junction of a transistor,
for example the collector–base junction, charge carriers gather sufficient
energy to tear out other carriers through physical impact (”Impact Ioniza-
tion”). This is a statistical process, so the resulting current has random
behavior. The current produced by this mechanism is therefore regarded
as noise. Noise current due to avalanche multiplication can be much higher
than shot noise current. The electron current shot noise from the emitter
base junction is also amplified by the avalanche process since it traverses
the large electric field, generating additional electron – hole pairs. Similar
to shot noise, avalanche noise has a white spectrum.

Burst noise Also known as ”Popcorn noise”, burst noise is characterized by
its multimodal amplitude distribution. This means that the noise ampli-
tude switches between two or more discrete values at random times. The
transitions happen at intervals in the audio range, e.g. 100 ms, causing a
”popping” sound in an audio amplifier for example.

Device impurities are the cause for burst noise. Thus, it can rarely be ob-
served in modern integrated circuits.

Noise Figure Definition

An important measure for the quality of a signal at any stage in a receiver chain
is the ratio of the signal power and the noise power,

SNRlin =
Signal power

Noise power
=

PS,lin

PN,lin

. (4.34)

where SNRlin denotes the linear Signal-to-Noise ratio. The quantities PS,lin and
PN,lin refer to the available signal power and the available noise power on a linear
scale. Available power is the power level that can be delivered to a power matched
load. It is therefore independent of the impedance of the circuit it is actually
attached to.

It is more convenient to define the SNR using logarithmic scales,

SNR = 10 log10

PS,lin

PN,lin

= PS [dB]− PN [dB], (4.35)

where PS [dB] and PN [dB] are the available signal and available noise power on
a logarithmic dB scale, respectively.
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Each building block in a receiver changes the signal to noise ratio. The absolute
value of both signal power and noise power at the input are amplified by the
block’s gain or attenuated by its loss. In addition, the noise that is inherent in
each device is added. The amount of noise power added to the noise floor at the
input is quantified by the noise factor.

The noise factor of any two–port is defined as

F =
SNRIn,lin

SNROut,lin

(4.36)

=
PS,In

PN,In

· PN,Out

PS,Out

(4.37)

=
PS,In · (PN,InGav + PN,DUT)

PN,In ·GavPS,In

(4.38)

=
PN,InGav + PN,DUT

PN,InGav

(4.39)

=
kT0BGav + PN,DUT

kT0BGav

. (4.40)

In this equation, Gav is the available gain, B is the bandwidth, and PN,DUT is the
noise that is added by the device under test (DUT). This definition is independent
of the input or output signal. It only accounts for the amplified noise at the input
(kT0) and the inherent noise of the DUT. The temperature T0 is by definition
290 K. Another way of defining the noise factor is by using the concept of noise
temperatures, resulting in [Agilent Tech 07,a]

F = 1 +
TDUT

T0

. (4.41)

In this equation, TDUT is the equivalent noise temperature of the DUT.

The more common measure for the noise of a DUT is the logarithm of the noise
factor, being

NF = 10 log10 F [dB]. (4.42)

The quantity NF is called noise figure. It is a direct measure for the degradation of
the SNR. The changes in SNR due to the gain and the noise figure are illustrated
in figure 4.13.

Further definitions need to be introduced in order to define the noise figure of
frequency converting devices. A mixer translates all frequency components from
the RF frequency range to the IF frequency range. In addition to the wanted RF
signal, noise from both the upper (USB) as well as the lower (LSB) sideband is
translated to the IF. The spectral representation of the components contributing
to the IF output of the mixer is depicted in figure 4.14.

In a radar system, the RF signal resides only in one sideband. The corresponding
single sideband noise factor is derived from equation (4.40), yielding

FSSB =
kT0BLSBGav,LSB + kT0BUSBGav,USB + PN,DUT

kT0BUSBGav,USB

, (4.43)
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where the RF signal is located in the upper sideband in this case. Equation (4.43)
applies for unequal receiver bandwidths and conversion gains in the USB and the
LSB, denoted BUSB,LSB and Gav,USB/LSB, respectively. The single-sideband noise
figure is defined by

NFSSB = 10 log10 FSSB. (4.44)

If the RF signal is located in both sidebands, the double sideband noise figure is
defined by

FDSB =
kT0BLSBGav,LSB + kT0BUSBGav,USB + PN,DUT

kT0BUSBGav,USB + kT0BLSBGav,LSB

. (4.45)

and
NFDSB = 10 log10 FDSB. (4.46)

For equal receiver bandwidths in the USB and the LSB, equation (4.43) and equa-
tion (4.45) are related

FSSB = FDSB(1 +
Gav,LSB

Gav,USB

) (4.47)
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for the RF signal located in the USB. If the RF signal is located in the LSB,
the expression in brackets reads (1 +

Gav,USB

Gav,LSB
). In the case of equal gains, equa-

tion (4.47) states that FSSB is two times larger than FDSB. In a logarithmic scale,
this yields NFSSB = NFDSB + 3 dB. This assumption is justified for the measure-
ments presented later in this chapter. Since the IF is close to DC, the variations
in conversion gain are negligible.

Noise in Mixers

The frequency bands where mixers collect RF power lie in various ranges. Noise
in all of these bands contributes to the total noise power at the output of the
mixer. These contributions are

� Noise at the RF frequency (including the image frequency),

� Noise at the IF frequency,

� Noise at multiples of the LO frequency.

The noise power of these components may only be superimposed if their power
spectra are uncorrelated [Weinrichter 91]. This requirement is not fulfilled by
noise components that are translated to the IF from multiples of the LO frequency.
These components have cyclostationary power spectral densities, thus correlation
exists between any two frequency components that are separated by multiples of
the LO frequency [Hull 93]. A cyclostationary process is converted to a stationary
process when it is filtered. The requirement for the filter is that the bandwidth
is smaller than the LO frequency. This is the case in most mixers, since an IF
filter usually follows the mixer. Frequency components at multiples of the LO
frequency are additionally attenuated by the active stages since the gain of the
latter is quite low. For the mixer presented in this work, the second harmonic of
the LO frequency is at 154 GHz. The gain of the transconductance stages at this
frequency is small.

The total output noise power of a mixer depends mainly on two factors: The noise
properties of the amplifier stage (the RF transistors), and the contribution from
the switches (the LO quad).

The main noise contributors of the RF amplifier are the thermal noise of the
base resistance and the shot noise generated in the base-emitter junction by
the collector current. If resistive degeneration is used, also the thermal noise
introduced by this resistor has a large contribution.

In the IF section, the load resistors (RL in figure 4.2) contribute thermal noise
that enters into the output noise voltage independently of the operating state of
the mixer.

The switching transistors of the mixer determine the transfer function of most
of the noise contributors to the IF output. The individual contribution of each
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noise component changes with the power that is fed to the switching quad. This
procedure is illustrated in figure 4.15, where the total output noise power referred
to 1 Ω in 1 Hz bandwidth of the mixer depicted in figure 4.2 is plotted versus the
applied LO power level. The relative contributions to the total noise power are
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Figure 4.15: Absolute noise power referred to 1 Ω (green line) in 1 Hz bandwidth at
the IF port of the mixer depicted in figure 4.2 versus LO power. The
abbreviations ’Tran LO’ and ’Tran RF’ refer to noise from the LO and
the RF transistors. Noise from the base resistances is denoted RB, noise
from the emitter resistance RE. Shot noise due to the collector current
is labeled ICE. Contributions from the load resistors are marked RL.

shown in figure 4.16. Under regular operating conditions, that means the LO
power set to an appropriate level, roughly 55% of the total noise power results
from shot noise due to the collector currents. The thermal noise of the base and
the emitter resistances adds approximately 30%.

The noise at low power levels is dominated by the properties of the transistors
in the switching quad. The two differential pairs operate in a linear mode, thus
the primary contributor to the output is the amplified thermal noise of the base
resistances, RB. The shot noise due to the base–emitter junction of the LO tran-
sistors also adds substantial noise power. The largest values come from the shot
noise associated with the collector current.

When the LO transistors of the mixer start to act as switches, which happens at an
LO power level of -20 dBm, their impact on the total output noise power gradually
decreases. The largest contributor at low LO power levels, which is the noise of
the base resistances of the LO transistors, drops from 77% to 11%. Even if the LO
transistors switch instantaneously, noise from the base resistances and the shot
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Figure 4.16: Largest noise contributors to the total IF noise power depending on the
LO power level. Refer to figure 4.15 for the explanation of the entries in
the legend. The simulated mixer is the device shown in figure 4.2.

noise contribute to the output. This is a result of the non-negligible impedance
at the emitters of the differential pairs, consisting of the collector–substrate and
the collector–base capacitance of the RF transistors, and of the base–emitter
capacitance of the LO transistors. This non-negligible impedance provides a low
ohmic path to ground, since the RF transistors are usually designed with a large
size to minimize their thermal noise. For non-ideal switching, the low impedance
path to ground is provided by the input impedance seen into the emitter of the
second transistor in the differential pair. The absolute value of this impedance
is approximately 1/gm, thus it is small compared to the impedance associated
with the RF pair [Razavi 98]. As a result, even if the effect of the capacitance at
the common emitter node is reduced, for example by the use of an inductor, the
low impedance path to ground is still present. The impact of the low impedance
path to ground via 1/gm can be reduced by increasing the LO voltage swing. This
reduces the time during which both transistors are simultaneously ”on”.

With the onset of the switching action of the LO transistors, the noise contri-
bution of the RF transistors rises. At a certain power level, the behavior of the
RF transistors dominates the overall performance. Since the RF transistors are
optimized for low noise, the total IF output noise power is much less than at
low LO power levels. A minimum in noise power is reached at an LO power level
of -2 dBm. Beyond this point, the noise power slowly increases. The main cause
for this behavior is the DC current through the RF and the LO transistors. It
is varied by charge storage in the collector-substrate capacitance, and by current
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injection through the base–emitter capacitance of the LO transistors.

A dynamic effect that comes from the modulation of the base–emitter voltage of
the RF transistors also changes the DC current. The potential at the emitter of the
LO transistors varies with twice the LO frequency due to the rectifying property
of the differential pair. As a result, also the base potential of the RF transistor
(through CBC) and, subsequently, the base emitter voltage varies, which changes
the collector current. Therefore, the rms value rises, which results in additional
shot noise. Simulations show that the effects described above rise the rms current
per branch from 11 mA at low LO power levels up to 15.5 mA at +10 dBm.

Figure 4.15 shows that the impact of the load resistor’s thermal noise remains
unchanged. This is evident, since their transfer function to the output is the same
for each operating state of the mixer.

Other contributors to the total noise power at the IF output result from high volt-
age effects in the LO transistors. Beyond the collector–emitter breakdown voltage
of the transistor, the avalanche effect has an additional noise contribution. Al-
though the device can sustain these voltage levels if the base is connected to a low
impedance load, noise is generated due to the avalanche effect. This mechanism is
not limited to voltage levels above the breakdown voltage [Greenberg 03]. Noise
contributors due to this effect are not depicted in figure 4.15 and figure 4.16 since
they are not modeled in the used designkit.

Various differential circuit configurations for 77 GHz RF amplifiers were investi-
gated regarding their noise behavior. They were incorporated in a Gilbert mixer
to represent the target application. The circuit configurations are a differential
common-emitter stage with inductive and resistive degeneration and a differential
common-base stage. These configurations are depicted in figure 4.17. The induc-
tors in figure 4.17(a) are implemented as transmission lines that show inductive
behavior.

The simulation results of the single-sideband noise figure and the conversion gain
are shown in figure 4.18. They are plotted versus the input RF power (in dBm).
The LO frequency is set to 77 GHz, the IF frequency is 100 MHz. The LO power
is +5 dBm. The RF as well as the LO signals are applied differentially using ideal
baluns.

The emitter-coupled pair with inductive degeneration is superior to the resistively
degenerated emitter-coupled pair by roughly 2 dB and to the common base stage
by roughly 4 dB in terms of noise performance. The differences in conversion gain
are at most 1.5 dB, which partly contributes to the differences in noise figure.
Since the three configurations exhibit identical behavior regarding the linearity
(Pin,1dB = −3 dBm), the comparison is meaningful.
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Figure 4.17: Investigated mixer circuit configurations. (Biasing details are not
shown.)

4.2.3 Stability

The stability of a mixer is a critical point in the design process. Since a differential
design is used, the stability in terms of differential as well as common mode
behavior must be investigated. Classic stability criteria that can be used for two
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Figure 4.18: Comparison of the single-sideband noise figure and the conversion gain
of the emitter-coupled pair with inductive and resistive degeneration
and the common-base stage. All configurations exhibit the same 1 dB
compression point.

port networks, like Rollet’s stability factor and the stability measure, cannot be
applied to mixers directly since these methods are based upon linear two ports.

Any circuit is potentially unstable when it does not act as a passive load, that is,
when the magnitude of the reflection coefficient at any port is larger than ”1”.
This is equivalent to a negative input resistance [Pozar 01]. Similar to oscillators,
two conditions must be fulfilled for instability,

� the losses in the resonator must be compensated by the negative resistance
of the active device (amplitude condition), and

� the phase shift caused by the resonator and the phase shift caused by the
active device must add to a multiple of 2π (phase condition).

For the circuit presented in this work, the resonator consists of the biasing cir-
cuit, the balun, and parasitics. Especially the parasitics complicate the investiga-
tion of the resonator’s phase. In addition, transmission lines are used extensively
throughout the design, so broadband models are necessary to ensure the correct
determination of the phase. Therefore, a better way to prevent instability is to
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ensure that the input resistance of the circuit remains positive over the whole fre-
quency range which is equal to the magnitude of the input reflection coefficient
being smaller than ”1”.

The differential input impedance of the mixer’s differential ports is determined in
order to investigate the differential mode stability. Since the large-signal opera-
tion of the LO transistors changes the load of the RF differential pair, a harmonic
balance analysis yields the most realistic results. The real part of the differential
input impedance of the RF port of mixers employing three different RF ampli-
fier configurations is plotted in figure 4.19. The LO power level is +5 dBm. The
different amplifiers are depicted in figure 4.17. This plot shows only the real part
of the impedance since it primarily determines the stability. The difference in
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Figure 4.19: Simulated (AC – solid line, HB – dashed line) real part of the differen-
tial impedance for different circuit configurations (emitter-coupled pair
with inductive and resistive degeneration, and differential common base
stage). PLO = +5 dBm for the HB simulation.

input impedance between small-signal and large-signal analysis is small for the
three configurations. The differential input impedance of the LO port is shown
in figure 4.20. Figures 4.19 and 4.20 indicate that differential mode instability
is unlikely to occur since the real part of the input impedance is far away from
becoming negative.

The common mode stability can also be determined by checking the common
mode input impedance. This is done by applying the same signal to both pins
of the differential amplifier and calculating the input impedance or, equivalently,
the input reflection coefficient. This method results in equal source impedances
at both inputs of the differential amplifier. An LC balun does not provide equal
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impedances to these inputs over the whole frequency range. Thus, it is neces-
sary to find the source and load impedances where the differential amplifier is
potentially unstable to ensure unconditional stability.

The input impedances of any network depend in general upon the properties of
the network itself as well as upon the loads attached to the other ports. Similarly,
the input reflection coefficients also depend on the loads. Since the representation
by impedances and reflection coefficients are equivalent but the use of reflection
coefficients is more convenient, the latter will be used from now on. This theory
is only valid for linear and weakly nonlinear systems.

For a two port network, unconditional stability is given for [Gonzales 97]

|ΓS| < 1, (4.48)

|ΓL| < 1, (4.49)

|ΓIN| =
∣∣∣∣S11 +

S12S21ΓL

1− S22ΓL

∣∣∣∣ < 1, (4.50)

|ΓOUT| =
∣∣∣∣S22 +

S12S21ΓS

1− S11ΓS

∣∣∣∣ < 1, (4.51)

where ΓS and ΓL are the source and the load reflection coefficients, respectively.
The input and output reflection coefficients of the two port network are repre-
sented by ΓIN and ΓOUT. The coefficients Sik are the elements of the S-matrix.

The region where conditions 4.48 – 4.51 are fulfilled can be determined by solving
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these equations graphically. The solutions are the stability circles [Gonzales 97].
They represent the regions where the circuit is potentially unstable. These con-
siderations apply to linear or weakly nonlinear systems.

For unconditional stability, only the minimum distance of the stability circle from
the ρ = 0 point in the Smith chart needs to be known. This distance is given by
the µ factor [Edwards 92],

µ =
1− |S11|2

|S22 − S∗11 ·∆|+ |S12S21|
, (4.52)

where the asterisk stands for the complex conjugate, and ∆ is the determinant
of the S-matrix, ∆ = |S11S22−S12S21|. Unconditional stability is given when the
stability circles are outside the ρ = 1 circle in the Smith chart, which is equivalent
to µ > 1.

Equation (4.52) is used to determine the common mode stability of the LO as well
as the RF port of the mixer. Referring to figure 4.19 and figure 4.20, the deviations
between small-signal and large-signal operation regarding the input impedance
are not negligible. Therefore, the results from both analyses are significant for
the stability.

Figure 4.21 shows the common mode µ factor of the LO port for small-signal and
large-signal excitation. Large-signal excitation makes the circuit more stable at
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Figure 4.21: Simulated common mode µ factor for the LO port of the mixer (PLO =
+5 dBm). For unconditional stability, µ must be larger than 1. The µ
factor of the LO port is independent of the RF section of the mixer.

higher frequencies. This is explained by the dynamic behavior of the emitter fol-
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lowers, refer to section 4.1.2. Hence, the LO section of the mixer is unconditionally
stable.
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Figure 4.22: Simulated (AC) common mode µ factor of the RF port for different
circuit configurations (Emitter-coupled pair with inductive and resistive
degeneration, and differential common-base stage).

A comparison of the three RF circuit configurations from figure 4.17 regarding
their common mode stability is depicted in figure 4.22. While the emitter-coupled
pair with inductive degeneration shows the best performance in terms of noise
behavior, it is potentially unstable regarding common mode stability. Also the
resistively degenerated emitter-coupled pair suffers from stability issues. From
the stability point of view, the differential common-base stage is the most robust
configuration regarding source impedance variations (the output impedance of
the balun) and parasitics.

4.2.4 Local Oscillator Amplitude Noise Suppression

The LO signal usually has non-ideal behavior, described by the phase noise and
the amplitude noise. Normally, the spectral density of the phase noise is larger
than the spectral density of the amplitude noise in a free running oscillator, and
the amplitude noise is neglected. When the phase noise of the oscillator is reduced
by a phase-locked loop, the amplitude noise can become dominant.

Since amplitude noise appears like a double-sideband amplitude modulation at
the LO, it is down-converted to the IF of the mixer like an RF signal. Therefore,
this type of noise is also called AM noise.
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The LO transistors of the mixer are operated as switches. As long as the LO
power is at a level where variations do not affect the noise figure and the gain,
the impact of amplitude noise on the IF output spectrum is quite low. From
simulation, the suppression of LO AM components at the IF is 38.8 dB in the
target frequency range.

4.2.5 Local Oscillator Leakage

Parasitic paths cause the LO signal to couple to the RF port [Razavi 97]. These
paths include substrate coupling or coupling via bond wires for mounted chips.
Also paths arising from the system configuration result in a parasitic LO signal at
the RF port. In the system example in section 2.2, a mixer is employed in a ratrace
coupler which yields a system where one antenna can be used for transmitting
and receiving without additional components. The non-ideality of the integrated
coupler, described in section 2.2, results in LO components that can be larger
than the LO signal reflected from mismatches at the antenna.

Additionally, asymmetries in the layout and in the device fabrication add to par-
asitic LO coupling. This results in a DC offset at the IF output, and subsequently
in noise figure and conversion gain degradation. The DC offset is shown in fig-
ure 4.23. The impact of the LO leakage on the noise figure and the conversion
gain is depicted in figure 4.24. A cancelation of the DC offset at the IF port does

−40 −35 −30 −25 −20 −15 −10 −5 0 5
−1

−0.5

0

0.5

1

1.5

2

LO power @ RF port [dBm]

[V
]

ϕ = 40°

ϕ = 113°

ϕ = 0°

Figure 4.23: Simulated DC offset due to LO leakage. The parameter ϕ gives the phase
difference between the LO signal at the LO port and the parasitic LO
signal at the RF port. fLO = 76.5 GHz, fIF = 10 MHz.
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Figure 4.24: Simulated conversion gain and noise figure degradation due to LO leak-
age for different phase shifts between the LO signal at the LO port and
the parasitic LO signal at the RF port. fLO = 76.5 GHz, fIF = 10 MHz.

not cancel the degradation in noise figure and conversion gain.

The figures also show the dependence on the phase of the LO signal coupled
to the RF port. This is explained by the multiplication of two cosine signals,
representing the local oscillator signal at the LO port (ωLO and ϕLO), and the
leaked LO signal at the RF port (ωLO and ϕLO,par):

cos(ωLOt+ ϕLO) · cos(ωLOt+ ϕLO,par) = (4.53)

cos((ωLO + ωLO)t+ ϕLO + ϕLO,par) + cos((ωLO − ωLO)t+ ϕLO − ϕLO,par),

which, after low-pass filtering, results in

cos(ϕLO − ϕLO,par). (4.54)

The DC offset is largest at a phase difference ϕLO−ϕLO,par = 113◦, which is also
the worst phase regarding the noise figure and the conversion gain. As expected,
the least degradation of those two parameters occurs where also the DC offset is
lowest, which is at a phase difference of 40◦. Ideally, this value should be 0◦, but
the circuit elements that precede the point where the mixing occurs introduce
different phase shifts at the RF and the LO branch.

A DC offset between the two IF outputs can be caused by device mismatches in
the mixer, too [Kivekäs 01]. These mismatches include transistor size and resistor
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tolerances. They cannot be overcome since they are inherent in the production
process, but their effect is usually very low (a few millivolts).

The leakage of the local oscillator signal to the IF port can result in unwanted
radiations through the bond wires that connect the IF pads. A suppression of
this leakage path is inherent when a double balanced mixer type is used, as
described in section 4.1. Additionally, an RC low pass consisting of the load
resistors (RL = 100 Ω) and large capacitors (280 fF) is included to further reduce
LO to IF leakage.

4.2.6 Sensitivity Analysis

Process variations have an impact on the transistor parameters. This results in
variations of the mixer performance. The linear dependence of the single-sideband
noise factor, the conversion gain, and the RF and LO matching of the mixer from
section 4.1.1 on linear variations in the base resistance RB, the base-collector ca-
pacitance CBC, and the forward transit time τF are depicted in figure 4.25. The
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Figure 4.25: Simulated sensitivity on a linear scale of single-sideband noise factor,
conversion gain, and matching of the RF and the LO port (|S11,RF| and
|S11,LO|) on linear variations in the transistor’s base resistance RB, base-
collector capacitance CBC, and forward transit time τF. PLO = +5 dBm,
fLO = 77 GHz, fIF = 10 MHz
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variation ranges of ±20% for RB and CBC and ±10% for τF are chosen for illustra-
tion purposes. The real values are company confidential. Additionally, the effects
of the parameter variations are investigated without taking any correlations into
account. The largest variation of the noise figure comes from τF, which results
from the noise figure’s dependence on the switching speed of the current commu-
tating transistors (see section 4.2.2). Faster transistors result in faster switching,
decreasing the noise figure. The base resistance RB is the second largest con-
tributor to noise figure variations because of the amplified thermal noise. Larger
resistances exhibit higher noise, which also increases the noise figure. A decrease
in CBC lowers the noise figure due to the reduced parasitic capacitances at the
collectors of the RF transistors (see section 4.2.2). The associated changes of
the noise figure due to changes in the matching are not deembedded from these
results.

The conversion gain remains almost unaffected by the variations of the three
parameters. The strongest impact comes from the speed of the transistors, but
the overall variations are lower than ±3%. The conversion gain variations result
mainly from variations in the input matching of the RF port.

The input matching at the RF port is strongly dependent on the base resistance
RB since this value enters directly into the input impedance of the core cell.

The input impedance of the LO buffer is high compared to the absolute value of
RB. Variations in RB appear in series to this high impedance so they have a minor
impact on the input impedance and therefore on the LO matching (±5%). The
CBC of the emitter followers act as a shunt capacitors to VCC. So their value deter-
mines the input impedance of the buffer directly. The impedance transformation
process of the emitter follower is dependent on the current gain, thus changes in
τF result in the largest variations of the input impedance and, therefore, in the
matching.

4.3 Measurement Results

A photograph of the fabricated mixer chip is shown in figure 4.26. The LO input
is on the left hand side, and the RF input on the right hand side. This is the
largest possible separation of the two ports, which is important to decrease the
parasitic coupling from the LO to the RF input. Especially when the chip is
mounted, the mutual inductance of the bond wires results in unwanted emissions
over the antenna on the one hand, and in blocking of the RF input on the other
hand. Ground pads are placed to the left and the right of the signal pads. This
enables to use Ground–Signal–Ground (GSG) probes when measuring the chip
on-wafer. Probes with this configuration have a lower insertion loss than probes
with single ground contacts (GS or SG configuration), increasing the accuracy
of the measurement (see section 4.3.1). The differential output is taken from the
pads labeled IF and IFX. The layout offers three pads to connect the positive
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Figure 4.26: Die photograph of the highly linear mixer. Three components are
marked: The LO balun (1), the RF balun (2), and the mixer core in-
cluding the LO buffer (3). Die size is 700 × 700µm2. VCC = 5.5 V,
IEE = 75 mA.

supply, labeled VCC. The pad labeled B1 is connected to the tail current source
of the mixer core cell. This enables an external control of the core current. The
other three bias pads, B2-B4, are not connected.

Figure 4.27 shows an overview of the measurement setup for the noise figure and
the conversion gain measurement. All measurements were done with probes. The
power was also supplied via probes, except for the measurement of the matching.
The on-wafer measurement setup for the determination of the noise figure and
the conversion gain is depicted in figure 4.28(a). A detailed view of the probe
connections is shown in figure 4.28(b). Here, the LO section is connected from
the left hand side, while the RF connections are on the right hand side.

The setup consists of the following devices:

Noise figure meter HP’s 8970B noise figure meter automatically measures the
noise figure and the conversion gain of the mixer. The meter also acts as
the system master, controlling the noise source and the synthesizer. It can
measure down to 10 MHz. Its internal noise figure is 7 dB. It is capable of
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Figure 4.27: Block diagram of the measurement setup for the determination of the
conversion gain and the noise figure.

measuring noise figures in the range of 0 . . . 30 dB.

Noise Source The W–band noise source NC 5110 and the V–band noise source
NC 5115, both from NoiseCom, were used as RF sources for the measure-
ments. The large impedance difference of the sources in the ”ON” and
”OFF” state results in a ripple in the measurement results. Thus, an isola-
tor (QIF-W00000 from Quinstar) had to be used. This measure additionally
reduces the measurement uncertainty.

LO source The local oscillator is provided by HP’s 83650A frequency synthe-
sizer. Due to its limited frequency range (max. 50 GHz), appropriate fre-
quency extenders (83557A and 83558A for the V– and W–band, respec-
tively) are used. A comparison of the delivered output power with the value
set on the synthesizer showed unsatisfactorily large differences, therefore an
adjustable attenuator, a 20 dB directional coupler, and a harmonic mixer
were used to set and to monitor the power delivered to the DUT.

Thermal chuck This device (ERS Wafertherm SP 53 A) keeps the backside
temperature of the wafer at a defined level. The wafer temperature can be
set from −10� to +140�. The temperature for all measurements was set
to 25�. Due to the lack of a thermal chamber, temperature sweeps were
carried out down to +10� only. Neither the chuck nor the control unit can
be seen in figure 4.28(a).
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(a) Setup for the measurement of the noise figure and the conversion gain.

(b) Detailed view of the noise figure measurement setup. The devices on the left hand
side, including the ×6 frequency extender, the variable attenuator, the directional cou-
pler (QDC-HW20000 from Quinstar), and the GS probe, supply the LO. The noise
source and the isolator on the right hand side supply the RF signal.

Figure 4.28: Photographs of the measurement setup for the determination of the con-
version gain and the noise figure.
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IF Buffer The output of the DUT is designed for high impedance external loads.
Therefore, voltage followers with an input impedance of 100 kΩ were em-
ployed as IF Buffers. Low-noise operational amplifiers (OPA620 from Burr
Brown / Texas Instruments) were chosen to ensure that their impact on the
noise figure measurement is small. The outputs of the buffers are matched
to the 50 Ω measurement environment. The input to the noise figure meter
is single-ended, so a low-frequency 0◦/180◦ hybrid from Minicircuits was
used to combine the differential IF outputs.

4.3.1 Noise Figure and Conversion Gain

The noise figure of any device, building block, or system can be determined in sev-
eral ways. The most common methods are the direct noise measurement method,
the signal generator method, and the Y-factor method.

The direct noise measurement method uses a known signal at the input. It is
assumed that also the noise floor at the input is known. The thermal noise is
usually taken as a reference, resulting in a noise floor of

PN,In = 10 log10(kT) + 30 = −174 dBm/Hz. (4.55)

The gain of the device is determined by measuring the signal power (in dBm) at
the output and relating this value to the input,

G = PS,Out − PS,In [dB]. (4.56)

Then, the noise floor (in dBm, 1 Hz bandwidth) at the output is measured and
the noise figure calculated using

NF = PN,Out − PN,In −G [dB]. (4.57)

The signal generator method uses a signal source at the input of the device, and
a power meter at the output [Battle 07]. First, the 3 dB bandwidth is determined
by sweeping the frequency. Then, with the signal source turned off, the noise
power level at the output is measured,

PN,Out = FGavkT0B, (4.58)

Next, the signal source is turned on and tuned to the frequency of maximum gain.
The absolute value of the gain is not needed. The input power level is adjusted
such that the output power reads exactly 2 × PN,Out, that is, PN,In and PS,In,
which are uncorrelated, contribute in equal parts to PS,Out. Therefore,

GavPS,In = FGavkT0B, (4.59)

and

F =
PS,In

kT0B
. (4.60)
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These two methods can be applied to DUTs independent of their noise figure.
Especially DUTs with high noise figures can be accurately characterized. The
disadvantages are the need for a separate measurement of the bandwidth, and
the dependence of the noise figure on the determination of the signal gain using
the direct noise measurement method. Moreover, both methods are not well suited
for automatic measurements.

The Y-factor method does not need a measurement of the DUT’s gain or the band-
width. A graphical description of this method is depicted in figure 4.29. The noise

POut [dBm]

TS [K]Tcold Thot

Pcold

Phot

0
0

PN,DUT

kG avB

ΔT

Figure 4.29: Determination of the noise figure using the Y-factor method.

powers at two different input temperatures, Tcold and Thot = Tcold +∆T, are mea-
sured. Then, the noise figure is determined from the slope and the intercept with
the y-axis of an extrapolated line that connects both noise temperature / output
noise power pairs.

This procedure can be derived by rearranging equation (4.40), which yields

F = 1 +
PN,DUT

kT0BGav

. (4.61)

The output powers referring to the ”cold” and the ”hot” state are

Pcold = kGavB(Tcold) + PN,DUT (4.62)

and
Phot = kGavB(Tcold + ∆T) + PN,DUT. (4.63)

Dividing equation (4.63) by equation (4.62) results in

Phot

Pcold

= 1 +
kGav∆TB

kGavTcoldB + PN,DUT

, (4.64)

which after rearrangement yields

F =
∆T/Tcold

Phot/Pcold − 1
. (4.65)
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The fraction in the denominator, Phot/Pcold, is called the Y-factor. The fraction
in the numerator, Thot/Tcold, is a property of the noise source. The value that
is provided by noise source manufacturers is the excess noise ratio (ENR). It is
defined by the ratio of noise powers delivered to a 50 Ω load. This is not equal to
the temperature ratio since the expressions derived above always refer to avail-
able powers. These are different from the actually delivered ones since the input
impedance of the DUT usually differs from 50 Ω. The error introduced by taking
the ENR as the temperature ratio is therefore very small for matched loads.

Equation (4.65) shows the benefits of the Y-factor method: Neither the bandwidth
B nor the gain of the DUT, Gav,DUT need to be determined. In addition, this
method uses ENR values and power level measurements only, therefore it is well
suited for automatic measurements.

The gain of the DUT is a property that is also of interest. It is also obtained from
the Y-factor measurement using

GDUT =

Phot−Pcold

Thot−Tcold

Phot,cal−Pcold,cal

Thot,cal−Tcold,cal

, (4.66)

where the index ”cal” refers to the values obtained during calibration, that is,
without the DUT.

All of these measurement methods usually do not provide the noise figure and the
gain of the DUT, but the system noise figure and the system gain. The DUT and
the measurement equipment make up a cascaded system, and both properties,
NFDUT and GDUT, need to be deembedded from the measured results. The noise
factor Ftotal of a cascaded system is determined using Friis’ formula [Friis 44],

Ftotal = F1 +
F2 − 1

G1

+
F3 − 1

G1G2

+ . . .. (4.67)

In this equation, the index refers to the number of the stage in the chain. Note
that any losses in front of the DUT directly deteriorate the noise figure. The gain
of the DUT is obtained by subtracting the gain and the losses of the measurement
setup.

Automated noise figure measurement systems, such as the noise figure meter HP
8970B, offer calibration to get precise measurement results. Thus, no deembedding
of the equipment’s noise figure needs to be done by hand. Regarding the overall
measurement setup, a calibration is only possible if the operating frequency of the
DUT is entirely covered by the input frequency range of the measurement system.
This is usually not the case when millimeter wave mixers are characterized. In
this scenario, only the low frequency losses at the IF and the noise figure meter’s
internal noise figure can be deembedded automatically. All other losses need to
be deembedded from the measurement results by hand.

The measured noise figure and conversion gain are shown in figure 4.30, together
with the simulated results. Two extenders (V– and W–band) were used to cover
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Figure 4.30: Single-sideband noise figure (red) and conversion gain (blue). The solid
lines represent the measured values, the dashed lines are the simulated
results. LO Power was set to +7 dBm. The measurement uncertainty
of the noise figure is ±0.58 dB (3 σ̄), and the conversion gain has an
uncertainty of ±0.61 dB (3 σ̄).

the frequency range from 60 GHz to 85 GHz. All losses have been deembedded
from the measurements. Both the measured noise figure and conversion gain show
good agreement with simulations.

The precision of the measurement procedure is determined by several uncertain-
ties:

Losses before DUT: Losses in the measurement setup that appear between
the noise source and the DUT deteriorate the measurement result. As long
as they are not present during calibration, their impact can be derived
in two ways. Either Friis’ formula, equation (4.67), shows that the total
noise figure rises by the losses before the DUT since passive devices have
a noise figure equal to their losses. A more precise formula that also ac-
counts for the temperature TL of the lossy parts before the DUT is given
by [Agilent Tech 07,b]

Ftotal = 1 +
TDUT

T0

1

L
− (L− 1)

L

TL

T0

, (4.68)

where L represents the losses on a linear scale, and TL stands for the tem-
perature of the lossy device. The error that arises when Friis’s formula is
used instead of this one is depicted in figure 4.31. The changes in noise figure
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Figure 4.31: Error (in dB) in noise figure measurement when the temperature of the
lossy parts before the DUT is not accounted for. The parameter is the
loss in dB.

are small as long as the insertion losses are moderate or their temperature
is close to T0.

In the measurements that are presented later in this chapter, an isolator and
a measurement probe are placed between the noise source and the DUT.
The overall loss of this configuration is 3.2 dB (2 dB from the isolator and
1.2 dB from the probe, both values are obtained from datasheets). The error
that is made when the temperature of these devices is not accounted for
stays lower than 0.15 dB up to a temperature of 120�. Therefore, Friis’
formula was used to deembed these losses.

Losses after DUT / Second stage contribution According to Friis’ formu-
la, the overall noise figure will be mostly determined by the noise figure of
the DUT alone if its gain is high compared to the noise figure of the second
device in the chain. The second term in equation (4.67) is called second
stage contribution. Regarding the noise figure, losses after the DUT do not
enter strongly into the measured noise figure since a low noise IF amplifier
was used. These considerations do not apply for the gain, which must be
corrected according to the actual gain or losses after the DUT.

Mismatches The interfaces between the noise source and the DUT, between the
noise source and the noise figure meter (during calibration), and between
the DUT and the noise figure meter are not perfectly matched. In addition,
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the output impedance of the noise source changes when it is switched from
the ’hot’ to the ’cold’ state. To reduce effects related to changing impedance
ratios at the interface between the noise source and the DUT, an isolator
was used. Impedance changes result in a ripple on the measured parameters
versus frequency if the DUT is not well matched.

ENR of noise source The actual ENR of the noise source deviates from the
value in the data sheet by a given uncertainty that is usually provided
by the manufacturer. A source of error are unknown changes in the ENR
due to aging. Furthermore, the ENR depends on the load impedance. This
uncertainty is reduced by using an isolator between the noise source and
the DUT.

External interferers Interfering signals picked up from the measurement setup
or from the power supply of the DUT result in wrong measurement results.
Since these spurs are usually located in a narrow frequency band, their im-
pact can be eliminated by monitoring the spectrum during the measurement
and changing the center frequency.

Noise figure meter The device that actually measures the parameters has an
uncertainty in determining the noise figure and the gain. These values can
be obtained from the manual.

The uncertainty in noise figure measurement is determined by the total differential
of Friis’ formula for a three stage system that consists of the DUT, the isolator,
and the noise figure meter. The measured noise figure is given by

Fmeas = FISO +
FDUT − 1

GISO

− FNFM − 1

GISOGDUT

, (4.69)

where FISO = 1/GISO is the noise figure of the isolator (GISO is the gain of the
isolator). The noise factor of the noise figure meter and the measured noise factor
are denoted FNFM and Fmeas, respectively. The noise factor and the conversion
gain of the DUT are labeled FDUT and GDUT. Rearranging equation (4.69) yields

FDUT = FmeasGISO −
FNFM − 1

GDUT

(4.70)

of which the total differential is given by

δFDUT = (4.71)

∂FDUT

∂Fmeas

δFmeas +
∂FDUT

∂GISO

δGISO +
∂FDUT

∂FNFM

δFNFM +
∂FDUT

∂GDUT

δGDUT.

The partial derivatives are denoted ∂
∂x

. Insertion of the derivatives yields

δFDUT = GISOδFmeas + FmeasδGISO −
1

GDUT

δFNFM +
FNFM − 1

GDUT
2 δGDUT. (4.72)
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The noise figure and the gain are usually given in dB, so this equation is converted
to a logarithmic scale, resulting in

δNFDUT = (4.73)

GISOFmeas

FDUT

(δNFmeas + δGISO,dB)− FNFM

FDUTGDUT

δNFNFM +
FNFM − 1

FDUTGDUT

δGDUT,dB.

Note that the values for NF and GdB are in dB, while the values for F and G
are in a linear scale. The sources of uncertainty are uncorrelated, so the overall
uncertainty is obtained from the combination of each uncertainty (the δ terms)
by the root sum of squares (RSS),

δNFDUT = (4.74)√(
GISOFmeas

FDUT

)2

(δNFmeas
2 + δGISO,dB

2) +

(
FNFM

FDUTGDUT

δNFNFM

)2

+

+

(
FNFM − 1

FDUTGDUT

δGDUT,dB

)2

.

The individual uncertainty terms are the RSS of the uncertainties of their con-
tributors. Therefore, δGISO can be included in δNFmeas, yielding

δNFmeas
2 = (4.75)

δNSHF,ISO
2 + δISO,DUT

2 + δDUT,NFM
2 + δENRHF

2 + δMUNF
2 + δGISO,dB

2,

where δX,Y refers to uncertainties resulting from impedance mismatches at the
interface between X and Y, and δMUNF is the noise figure measurement uncer-
tainty of the noise figure meter. The uncertainty in the ENR of the noise source
is termed δENRHF for the HF range. For the calibration, δENRIF refers to the
low frequency noise source; it is included in

δNFNFM
2 = δNSIF,NFM

2 + δENRIF
2 + δMUNF

2, (4.76)

which accounts for uncertainties of the calibration process. The last term in equa-
tion (4.74) reflects the uncertainty in the determination of the conversion gain.
It is the term that is most sensitive to any uncertainties in the the setup,

δGDUT,dB
2 = (4.77)

δNSHF,ISO
2 + δISO,DUT

2 + δDUT,NFM
2 + δENRHF

2 + δGISO,dB
2 + δMUGain

2.

The last term, δMUGain
2, refers to the gain measurement uncertainty of the noise

figure meter.

Figure 4.32 shows the sensitivity of the noise figure uncertainty on the parameters
causing the largest changes. In figure 4.33, the same considerations are depicted
for the uncertainty in the conversion gain. Changing the input matching (VSWR)
of the noise source (HF Noise Source in figure 4.32), or the input matching of
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Figure 4.32: Dependence of the total uncertainty of the noise figure measurement on
certain parameters. Only one parameter was swept at a time.
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Figure 4.33: Dependence of the total uncertainty of the conversion gain measurement
on components of the measurement setup. Only one parameter was swept
at a time.
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the DUT (DUTIN), or either input or output matching of the isolator from 1:1 to
2:1 results in a degradation of the total measurement uncertainty from 0.46 dB
to 0.68 dB. Regarding the gain uncertainty, figure 4.33, the RSS value increases
from 0.51 dB for VSWR = 1:1 to 0.71 dB for VSWR = 2:1. Thus, any mismatches
in the HF section of the measurement setup degrade the noise figure and the gain
uncertainty. Uncertainties in the insertion loss of the isolator (∆IL) and in the
ENR of the HF noise source (∆ ENRHF) account to the overall noise figure and
gain uncertainty equally. This is evident since the isolator and the HF noise
source can be regarded as an entity. The uncertainty of the noise figure meter
itself in measuring the noise figure enters directly into the overall noise figure
measurement uncertainty (∆ NFM). The same applies to the uncertainty of the
noise figure meter in determining the gain (∆ G). The last parameter that enters
into the overall gain uncertainty is the VSWR of the IF noise source (’IF Noise
Source’ in figure 4.33). This is explained by errors that are introduced during
calibration, and therefore show up in the final result.

All other components of the measurement setup, especially the noise figure and
the gain of the DUT, do not have a large impact on the overall uncertainty. Also
the noise figure of the noise figure meter is of minor importance for the uncertainty
of the measurement, as long as it stays lower than the noise figure of the DUT.
Table 4.1 lists all uncertainty contributors. The measured mixer and the IF buffer

Table 4.1: Contributors to the overall measurement uncertainty. All parameters are
specified values, except for the DUT. fHF = 77 GHz, fIF = 10 MHz.

VSWR 1.6:1
HF Noise Source

∆ ENR (3 σ̄) 0.18 dB

VSWR 1.15:1
IF Noise Source

∆ ENR (3 σ̄) 0.1 dB

∆ Insertion Loss (3 σ̄) 0.18 dB
Isolator Input VSWR 1.4:1

Output VSWR 1.4:1

Input VSWR 1.665:1
Noise Figure 15.75 dB

Device Under Test Conversion Gain 11.5 dB
Output VSWR 1:1

Input VSWR 1.8:1
Noise Figure 7.03 dB

Noise Figure Meter NF measurement uncertainty (3 σ̄) 0.1 dB
Gain measurement uncertainty (3 σ̄) 0.15 dB

are regarded as an entity, so the value for the output VSWR of the DUT refers
to the output of the IF buffer. The total uncertainty of the setup regarding the
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measurement of the noise figure is ±0.58 dB. The uncertainty in measuring the
conversion gain is ±0.61 dB.

Noise Figure and Conversion Gain vs. LO Power
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Figure 4.34: Dependence of single-sideband noise figure and conversion gain on the
LO Power.

The noise figure and the conversion gain of the mixer depend on the LO power.
The plot of this measurement is shown in figure 4.34 for two frequencies, 75 GHz
and 77 GHz. At 75 GHz, the mixer needs -6 dBm to operate properly. More LO
power is needed at 77 GHz, -4 dBm. This difference is explained by the charac-
teristic of the LO buffer. It provides more gain at 75 GHz than at 77 GHz, see
figure 4.5.

Noise Figure vs. IF

The behavior of the noise figure versus the IF is an important property of mixers
in direct conversion receivers. In general, the 1/f noise degrades the noise figure,
limiting the usability of the mixer in such systems.

The IF dependent noise figure was measured manually using the noise marker
function of a spectrum analyzer (HP 4448A). As with the automatic measure-
ment, the Y-factor method was used to calculate the noise figure from the mea-
sured noise floor.
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The phase noise of the LO has an impact on the measured noise-floor approaching
DC. Therefore, a dielectric resonant oscillator (Raditek RDRO–B–19.5G–9d5v)
that shows good phase noise and a ×4 frequency multiplier were used. This com-
bination results in a phase noise of -78 dBc (1 Hz) at 10 kHz offset at a frequency
of 78 GHz. Figure 4.35 plots the measured and simulated noise figure as a function
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Figure 4.35: Measured noise figure versus IF (fLO = 78 GHz, PLO = 3 dBm). The
simulated traces depict ideal (dashed trace) and non-ideal LO sources
(with phase noise according to the used DRO) with different LO power
levels.

of the IF. The simulations show that the impact of the oscillator’s phase noise
on the noise figure measurement rises with increasing LO power. Therefore, the
impact of the DRO on the measurement cannot be neglected, and only an upper
bound for the onset of the 1/f noise can be stated, fc = 42 kHz.

4.3.2 1 dB Compression Point

The measurement of the 1 dB compression point was done using a ×4 multiplier
(from Spacek Labs Inc.) and a variable attenuator instead of the noise source
at the RF port. Due to the insufficient output power at higher frequencies, the
compression point had to be determined at 75 GHz. Figure 4.36 shows the result.
On the y-axis, the differential peak-to-peak output voltage is depicted instead of
the output power because of the high impedance input of the IF buffer. The mea-
sured 1 dB compression point is at an input level of −0.3 dBm. The corresponding
output level is 10.7 dBVpp, which is equal to 3.43 Vpp.
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Figure 4.36: Measured 1 dB compression point of the mixer. The LO frequency is
75 GHz, the IF frequency is 10 MHz.

4.3.3 Third-Order Intercept Point

The third-order intercept point was measured using two RF sources (the ×4
multiplier and the W-band source from Agilent), set to the frequencies fRF,1 =
76.5 GHz and fRF,2 = fRF,1 + 200 kHz. The LO frequency was fLO = 76.499 GHz,
provided by the V-band frequency extender that was operated out of the speci-
fied frequency range. The RF signals were combined using a directional coupler.
An isolator was used additionally to decouple the two sources. This prohibits
the unwanted generation of harmonics, caused by one source and generated in
the highly-nonlinear frequency multiplier of the other one. At the output of the
combiner, the power of both signals was adjusted using a variable attenuator.
The signal power was monitored by a second directional coupler and a harmonic
mixer. The setup was calibrated using a power meter prior to measurement.

The output of the mixer was first amplified by an instrumentation amplifier and
then fed into a spectrum analyzer. The output power of the fundamental tones as
well as the output power of the components at the frequencies of the third-order
IF components are plotted in figure 4.37. The input referred third-order intercept
point is at +6.5 dBm. This is in excellent agreement with the simulated value,
+7.5 dBm in figure 4.10.
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Figure 4.37: Measured input referred third-order intercept point. The IF frequencies
of the fundamental tones are 1 MHz and 1.2 MHz.
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Figure 4.38: Measured differential DC offset at the IF ports of the mixer versus LO
power. The LO frequency was set to 77 GHz. The maximum DC offset
is 320 mV.
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4.3.4 DC Offset

Figure 4.38 shows the measured DC offset at the IF output of the mixer versus
the LO power. The LO power was swept using a variable attenuator. A directional
coupler and a harmonic down-conversion mixer (Agilent 11950W) together with
a spectrum analyzer (Agilent 8595EC) were employed to monitor the LO power.
To get a reference level for the actual power transferred to the LO port of the
mixer, a power meter was attached instead of the probe, and the power levels
from the spectrum analyzer and the power meter were compared. Additionally,
the loss of the probe was subtracted from the measured input power. At the IF
port of the mixer, two multimeters were used to measure the voltage difference.

4.3.5 Matching and Isolation

The matching of the RF as well as the LO port both have an impact on vari-
ous performance parameters. Usually, the term ’matching’ refers to impedance
matching, which defines the amount of input power that is transferred to the
succeeding stage or reflected back to the source. Generally speaking, a return loss
of roughly 10 dB, which corresponds to a Voltage Standing Wave Ratio (VSWR)
of 2 : 1, is the minimum value where a circuit is called matched.
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Figure 4.39: Measured small-signal matching of the RF and the LO port. The simu-
lated curves are plotted as dashed lines.

Figure 4.39 illustrates the matching at both ports from an S-parameter measure-
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ment6. The plotted magnitudes are equivalent to the return loss.

The same figure shows the comparison between the simulated and the measured
data. The qualitative behavior of both curves matches well. The differences be-
tween the curves are explained by the narrow-band model for the transmission
lines, see section 3.4.

The frequency range covered by the measurements, 0 to 110 GHz, is much broader
than the frequency band of the application, 76 to 77 GHz. This is important
especially for the investigation of stability issues.

The determination of the isolation between the LO and the RF port by an S-
parameter measurement yields only a rough estimate. The reason for this is that
the LO port of the mixer is operated in large-signal mode. These power levels are
usually not provided by a network analyzer. Therefore, the mixer is not mixing
and the measured value can deviate substantially from the value achieved under
normal operating conditions.

4.3.6 Temperature Behavior

The temperature behavior of the mixer’s noise figure and the conversion gain is an
important performance parameter. Due to packaging and self-heating, the mixer
will not be operated at room temperature. On the other hand, additional cooling
measures are not welcome since each additional component should be avoided to
reduce costs. The noise figure and the conversion gain versus temperature are
plotted in figure 4.40. The temperature is the backside temperature of the chip,
which was held at a constant level during the measurement by the thermal chuck.

Up to 75�, the noise figure rises with a slope of 0.04 dB /�, while the gain is ap-
proximately temperature–independent. Above that temperature, the increase in
noise figure is larger which is a result of a lack in LO power (see subsection 4.3.1).
This explains the decrease in gain, too. Therefore, the values for the noise figure
and the conversion gain above 75� are not representative.

Figure 4.41 shows a comparison between the measured and the simulated single-
sideband noise figure and conversion gain versus temperature.

4.3.7 Measurement Repeatability

The measurement result of the noise figure and the conversion gain across the
wafer is depicted in figure 4.42. This plot gives information about the steadiness
of the experiment and the homogeneity of the processed wafer. By this result,
the measurement reliability is confirmed. The average value of the noise figure,
µNFSSB, is 15.78 dB, and the average value of the conversion gain, µGain, is 11.5 dB.

6Strictly speaking, S11 is equal to the return loss only for unilateral devices. Taking S11 as
the return loss results in a negligible error for the circuits presented here.
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Figure 4.40: Measured temperature dependence of the single-sideband noise figure
and the conversion gain on the temperature. The red, blue, and black
curves represent LO frequencies of 75, 77,and 79 GHz, respectively.
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Figure 4.41: Comparison of measured and simulated temperature dependence of the
noise figure and the conversion gain. fLO = 77 GHz, fIF = 10 MHz.
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4.4 Summary

Design considerations for millimeter-wave down-conversion mixers were presented
in this chapter. These considerations were followed for the implementation of a
77 GHz down-conversion mixer in SiGe technology for automotive radar appli-
cations. After a short review about the characterization of the most important
mixer properties, the measurement results were reported. The measurement un-
certainties regarding the noise figure and the conversion gain of the mixer were
calculated.

A comparison of the fabricated mixer with state-of-the-art millimeter-wave down-
conversion mixers at 77 GHz is shown in table 4.2. This table focuses on the most
important parameters, which are the noise figure, the conversion gain, the com-
pression point, and the power consumption. Only direct-conversion mixers with
the same architecture (homodyne receiver) in SiGe technology are compared. Pub-
lications about implementations in other technologies, like in GaAs [Bryant 04],
can also be found. Also passive subharmonic mixers (GaAs [Shimura 98], SiGe
[Hung 05]) are reported. Since the proposed architecture in this work and the im-
plementation in SiGe offer huge possibilities, a comparison with the results from
other technologies or other architectures is regarded unfair and therefore omitted.

The mixer presented in this work shows superior properties regarding linearity. Its
noise figure is comparable to state-of-the-art. The potential regarding noise figure
when inductive degeneration is used is an option to lower the noise figure. With
this configuration, the need for sophisticated methods like precise EM simulations
and parasitics extraction becomes apparent to avoid instability. In terms of power
consumption, the mixer consumes more than other implementations. Possibilities
to decrease the power consumption include a decrease in current in the LO buffer
amplifier and in the Gilbert cell. Lowering the current in the Gilbert cell also
decreases linearity, so different circuit implementations must be considered.

Table 4.2: State-of-the-art millimeter-wave down–conversion mixers at 77 GHz.

NFSSB iCP1dB Conversion IF Buffer Supply Power
Gain Voltage Consumption

[dB] [dBm] [dB] [V] [mW]
[Reynolds 06] 12.8 -14.7 20 Yes 3 360
[Perndl 04,b] 14 -20 24 Yes -5 300

[Wang 06] 18.4 -12 13.4 Yes 4.5 176
[Hartmann 06] 16 -3 15.5 No 5.5 187

This work
[Dehlink 06,b]

16.5 0 11 No 5.5 413
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Chapter 5

80 GHz Quadrature Receiver
Front-End

A receiver front-end for sensing and communication applications in the frequency
range from 75 to 86 GHz is presented in this chapter. The front-end converts
a single-ended RF input signal to a differential in-phase (0◦) and a differential
quadrature (90◦) IF output signal. The output frequency of the front-end ranges
from frequencies close to DC up to 2 GHz. The quadrature generation is accom-
plished on-chip by passive components.

The general considerations about the design of frequency-converting devices elab-
orated in chapter 4 also apply to the I / Q receiver front-end. This chapter there-
fore starts with detailed analyses of the implemented circuits. Measurement re-
sults are reported at the end of this chapter. The achievements are finally sum-
marized and compared to state-of-the-art.

5.1 Receiver Front-End Design

The quadrature receiver front-end implemented is shown in figure 5.1. It has
single-ended RF and LO interfaces and differential IF outputs that are in quadra-
ture. The RF signal is amplified by a single-ended three-stage low-noise amplifier
(LNA). The benefit of a single-ended design for the amplifier at this stage of
the receiver chain is the resulting low system noise figure, see section 4.1. After
amplification, the RF signal is distributed to two branches by an RF splitter and
converted from a single-ended to a differential signal using an LC balun. This
type of balun was presented in detail in section 4.1.3, the only differences regard-
ing its implementation are the component values. The differential RF signal is
fed to the RF pair of the Gilbert cell. On the LO side, the in-phase / quadrature
(I / Q) generation is accomplished by a branchline coupler [Pozar 01]. The same
type of LC balun as in the RF path is used for the single-ended to differential
conversion, but with different component values. An LO buffer is implemented
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Figure 5.1: Overview of the implemented I / Q receiver front-end.

to overcome the losses of the branchline coupler and to guarantee low LO input
power levels. The amplified LO signal is then applied to the switching transistors
of the Gilbert cell. The I / Q receiver front-end works from a supply voltage of
5.5 V.

5.1.1 Low-Noise Amplifier

The LNA is the first stage in the receiver chain. According to Friis’ formula
[Friis 44], it dominates the system noise figure if its gain is high enough to make
the noise contributions of the subsequent stages negligible.

A single-ended design was implemented. It consists of three amplifier stages. The
schematic of the LNA is depicted in figure 5.2. The three stages have similar
topologies. The differences between them are the decoupling of the biasing from
the signal path and the impedance transformation ratio that determines the load
of the transistors in common-emitter configuration, Q1−3 in figure 5.2. The first
stage is analyzed in detail to explain the functionality of the circuit. The schematic
of the first stage is depicted in figure 5.3. The LC network C2 and T2 transforms
the input impedance of the succeeding stage to the load impedance of Q1. The
short transmission line T2 is shorted for high frequencies by the bypass capacitor
C3 = 3 pF, therefore it shows inductive behavior. The lengths of the transmission
lines between the first and the second stage is 65µm, the transmission line between
the second and the third stage has a length of 61µm. The capacitor values for C2

are 55 fF between the first and the second stage, and 435 fF between the second
and the third stage. The load impedance of the LNA, 50 Ω, is transformed to the
load impedance of the last transistor by the parasitic pad capacitance Cpad, an
open stub Tstub,out, and a series transmission line (Tser,out). The input of the LNA
is matched to 50 Ω in the same way.
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Figure 5.2: Schematic of the implemented LNA. VCC = 5.5 V, IEE = 32 mA.
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Figure 5.3: Schematic of the first stage of the LNA.

The collector potential of Q1 is held at a constant level of 1.4 V that is deduced
from the resistive voltage divider R1 = 2800 Ω and R2 = 1400 Ω. Transistor Q5 is
in diode configuration and serves as a temperature compensation. The collector
current of transistor Q1 is provided by emitter follower Q6 and fed to Q1 via T2.
In the last stage, T2 is replaced by a shorted λ/4 (at 80 GHz) transmission line,
T3 in figure 5.2. The collector current is 6.38 mA in the first stage, and 6.54 mA
in the second and the third stages.

Transistors Q1 and Q4 are in a current mirror configuration that provides the
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base bias current. Transmission line T1 decouples the biasing network from the
signal path. The length of this transmission line is λ/4 at 80 GHz, 480µm. This
line is shorted for high frequencies by capacitor C1 = 4 pF. In the second and the
third stage, T1 is replaced by 500 Ω resistors, R5 and R6 in figure 5.2. A quarter-
wavelength transmission line is used in the first stage because of its superior noise
performance. A transmission line injects negligible thermal noise, and capacitor
C1 additionally shunts high-frequency noise components from the biasing. The
current in the reference branch of the current mirror is 1.41 mA in all three stages.

The three-stage LNA as shown in figure 5.2 works from a supply voltage of 5.5 V
and consumes 32 mA.

Input and Output Matching

A tradeoff between power matching and noise matching must be found for the
design of the LNA’s matching network. The impedance levels for maximum power
transfer and minimum noise factor are usually different. While power matching
requires complex conjugate input load impedance and output source impedance,
noise matching necessitates a source admittance equal to the optimum source
admittance for noise matching Ys,opt = Gs,opt + Bs,opt, given by [Haus 60],

Gs,opt =

√
Gu + RnG2

γ

Rn

, (5.1) and Bs,opt = −Bγ. (5.2)

The equivalent noise conductance Gu determines the equivalent noise current
fluctuations. The equivalent noise current fluctuations and the equivalent noise
voltage fluctuations, determined by the noise resistance Rn

1, are not correlated.
The admittance Yγ = Gγ + Bγ connects the correlated noise currents and volt-
ages of the LNA.

A general source admittance Ys = Gs + Bs results in a noise factor [Haus 60]

F = Fmin +
Rn

Gs

|Ys − Ys,opt|2, (5.3)

where Fmin is the minimum noise factor. This equation shows that different source
admittances result in the same noise factor if the magnitude of their deviation
from the optimum source admittance for noise matching is the same. These ad-
mittances therefore lie on circles in the Smith-chart.

A general expression for the minimum noise factor of a bipolar transistor is given
by [Niu 05]

Fmin = 1 +
1

β
+

√
2gmRn

β
+

2Rn(ωCi)2

gm

(
1− 1

2gmRn

)
, (5.4)

1The mean equivalent noise current is given by i2 = 4kT0BGu, the mean equivalent noise
voltage by v2 = 4kT0BRn
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where Ci =CBE+CBC. This equation shows that the minimum achievable noise
figure does not scale directly with the size of the transistor. An increase in tran-
sistor size results on the one hand in a reduction of the base resistance, rb, thus
in a decrease of Rn = rb+ 1

2gm
. On the other hand, capacitances CBE and CBC are

increased. Therefore, the factor that determines the minimum achievable noise
figure is the technology. Here, SiGe has many advantages, since large current
gains β, small transit times (equal to a small Ci), and small base resistances rb
can be realized simultaneously.

The simulated minimum noise figure of the LNA is 5.27 dB at 79 GHz for an
optimum input impedance of Zs,opt = (10.34 + 10.33) Ω. This corresponds with
an input admittance Ys,opt = (0.048 + 0.048) S. Figure 5.4 shows the circles of
constant noise figure. It is shown in [Yau 06] that the value for minimum noise
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Figure 5.4: Circles of constant noise figure (NFmin +1 dB, NFmin +2 dB ) for the LNA
without input matching elements at 79 GHz. NFmin = 5.27 dB, Ys,opt =
(0.048 + 0.048) S. S11 shows the input impedance of the implemented
LNA (including matching elements and pad parasitics), (39.27 + 6.58) Ω.

figure received from classic noise models is too pessimistic for high frequencies.
High operational frequencies necessitate to account for the correlation between
the shot noise associated with base current and the shot noise associated with
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collector current in the transistor. In the cited paper, the limit where noise cor-
relation must be accounted for is 18 GHz for a process with an fT and an fmax of
160 GHz in each case. This correlation is not included in the transistor model of
the used technology.

The approach presented in [Yau 06] to determine the minimum noise figure and
optimum source admittance for noise matching is unverified for the technol-
ogy the circuits are implemented in. Thus, the circuit is matched more closely
to the power-matching impedance, 50 Ω, than to the simulated noise-matching
impedance. The simulated input impedance of the LNA including matching ele-
ments and pad parasitics is (39.27 + 6.58) Ω at 79 GHz, labeled S11 in figure 5.4.

The output impedance of the LNA is designed for power matching since reflections
at this interface deteriorate the overall gain of the front-end. The simulated output
impedance of the LNA including matching elements and pad parasitics is (41.16+
5.8) Ω at 79 GHz.

S-Parameters

A stand-alone version of the LNA was implemented on a separate chip. This LNA
was characterized by S-parameter measurements. The results are used to verify
the simulation results of input and output matching, gain, and stability.

For the S-parameter measurement of the LNA, the chip was glued on a Rogers
4003r substrate. The power supply pads were wedge-wedge bonded to the metal-
lization because the S-parameter prober station does not have space for biasing
probes. The signal pads were contacted with probes directly, so no deembedding
of bond wires or other parasitic elements (transmission lines, vias, etc.) had to
be done. Due to the lack of on-wafer calibration elements, a SOLT calibration
with millimeter-wave standards on a ceramic was performed. The measured S-
parameters of the stand-alone three-stage LNA are depicted in figure 5.5. The
simulated results are shown in the same plots as dashed lines. The measured
gain of the LNA in the target frequency band, 77 to 86 GHz, lies between 12 and
9.5 dB. Figure 5.5(a) shows excellent agreement between the simulations and the
measurement. The largest discrepancy between measurement and simulations is
3 dB at 80 GHz. The isolation, S12, is determined by parasitic coupling effects,
like substrate coupling or coupling over the supply. This could not be simulated
with acceptable efforts, so only measurement results are shown. The isolation is
better than 35 dB over the whole measurement range.

The measured input and output matching of the LNA, |S11| and |S22|, are shown
in figure 5.5(b). The measured and the simulated S11 are in good agreement.
Taking S11,22 < −10 dB as the matching condition, which is equivalent to a VSWR
of 2 : 1, the LNA is matched at the input from 72 to 92 GHz, and at the output
from 68 up to 100 GHz. The measured output matching deviates substantially
from the simulated results. The causes for this behavior are unknown. Since the
matching of the output is better than −14 dB over the target frequency range,
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Figure 5.5: Measured (solid lines) and simulated (dashed lines) S-parameters of the
stand-alone LNA. Figure 5.5(a) shows the gain and the isolation, and
figure 5.5(b) the input and output matching.
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reflections between the output of the LNA and the RF interface of the I / Q mixer
are not to be expected. No deviation of the front-end’s noise figure or conversion
gain from the simulated results should arise from this interface.

Stability

An indicator for the stability of a circuit is Rollet’s K-factor and the stability
measure.

The K-factor of a linear two-port is defined as [Rollett 62]

K =
1− |S11|2 − |S22|2 + |∆|2

2|S12S21|
(5.5)

where ∆ = S11S22 − S12S21 is the determinant of the S-matrix. The stability
measure is

B = 1 + |S11|2 − |S22|2 − |∆|2 (5.6)

The necessary and sufficient conditions for unconditional stability are that the
stability factor is larger than unity and the stability measure is positive. A single
expression for unconditional stability was introduced in subsection 4.2.3. The µ
factor gives the minimum distance of the stability circle from the origin of the
Smith-chart [Edwards 92].
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Figure 5.6: Rollet’s K-factor and the stability measure of the LNA. For unconditional
stability, K must be larger than 1 and the stability measure must be
positive over the entire frequency range.
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The Rollet factor and the stability measure are calculated from the S-parameter
measurement of the stand-alone version of the LNA. The results are depicted in
figure 5.6. The LNA is unconditionally stable from DC to 110 GHz.

5.1.2 I / Q Mixer

A detailed block diagram of the I / Q mixer is shown in figure 5.7. The paths of
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Figure 5.7: Block diagram of the implemented I / Q mixer.

the RF and the LO signals are marked by blue and red arrows, respectively. At
the RF port of the mixer, the single-ended signal is first split to two branches
of equal power. The resulting two RF signals are converted to differential signals
using the same types of LC balun as described in section 4.1.3.

The LO signal is fed to an I / Q generator that consists of a branchline coupler.
The single-ended in-phase and quadrature signals are then converted to differen-
tial signals using LC baluns. A differential LO buffer amplifies the LO signal and
provides DC biasing for the switching transistors of the Gilbert cell.

The down-conversion block is implemented as a Gilbert-type mixer core. The IF
output signals are differential.

RF Interstage Matching

The RF signal is fed to both in-phase and quadrature mixers by splitting the
RF path into two branches of equal impedance. This procedure is illustrated in
figure 5.8 for a frequency of 80 GHz. The starting point of the matching procedure
is the input impedance of the RF LC balun, (20.13 + 10.51) Ω. This point is
marked by 1O in figure 5.8. Transmission line T1 transforms this impedance to
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Figure 5.8: RF signal distribution to the in-phase and the quadrature down-
conversion mixers.

the value (42.71+41.77) Ω at point 2O. The parallel connection of both branches
results in half the value of these impedances, (21.35 + 20.89) Ω at point 3O.
This point is now matched to the 50 Ω output impedance of the LNA by an
LC matching network. The exact input impedance value at point 4O is (50.09 +
3.76) Ω.

This type of RF splitting is preferred to conventional power splitting using a
Wilkinson divider because it occupies less space. The largest components are
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the two transmission lines T1 with lengths of 220µm each. For comparison, a
Wilkinson power divider incorporates two transmission lines with lengths of λ/4 =
480µm (at 80 GHz) each. In addition, the isolation of the two RF mixer ports that
is provided by a Wilkinson divider is not needed.

I / Q Generation

A branchline coupler is used to generate the LO signals that are 90◦ out-of-phase
[Pozar 01]. This type of coupler is depicted in figure 5.9(a). The single-ended LO
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(a) Branchline coupler. Z0 = 50 Ω,
Z0/
√

2 = 35.3 Ω, λ/4 = 480µm at
fRF = 80 GHz.
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Figure 5.9: I / Q generator.

signal is fed to the port labeled LO at the left-hand side. The I / Q output ports
are on the right-hand side of the coupler. The remaining port on the left-hand
side is isolated from the input signal. Under ideal circumstances, which means no
signal is reflected from the ports on the right-hand side of the coupler, this port
can be left open. For real implementations, this port should be terminated with
the characteristic impedance of the branchline coupler (50 Ω for the presented
system). Taking again -10 dB as the matching condition, the bandwidth of the
coupler’s input matching is thereby greatly enhanced, from 18.5 GHz without
termination to 42 GHz with termination. This is illustrated in figure 5.9(b). The
plot shows the simulated matching of the LO port in the receiver front-end with
the isolated port left open and terminated with 50 Ω.

The branchline coupler was designed using a lumped model for the transmission
lines. This model is based on the physical properties of the transmission line.
It uses the effective dielectric constant, εeff , and the attenuation coefficient, α.
Details on this model are described in section 3.4. Neither T-junctions nor corners
or parasitic coupling were modeled. They can be neglected in the design process
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since the width w of the transmission lines is much smaller than their length l,
w � l.

Any imbalances in the output I / Q signals, like phase errors or conversion gain
inequalities of the two differential IF outputs, can be traced back to mismatches
in the branchline coupler. The implemented circuits, like the LO buffers or the
mixers, are perfectly symmetric, and process variations are usually negligible on
the same die.

LO Buffer

The LO Buffer amplifier lowers the minimum LO power level needed to operate
the mixer. It also provides the biasing for the switching transistors in the Gilbert
cell. A schematic of the buffer amplifier is depicted in figure 5.10. The topology
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Figure 5.10: Schematic of the LO buffer amplifier. VCC = 5.5 V, IEE = 60 mA.

of the amplifier is fully differential. It consists of emitter followers Q3−8 and an
emitter-coupled pair, Q1,2 in figure 5.10. Emitter followers Q7,8 provide a high-
impedance load to the balun. They drive the differential pair that consists of tran-
sistors Q1,2. Transistors Q1,2 operate on a tuned load that is a parallel resonant
circuit. Transmission lines T3,4 (length = 314µm each) transform the differential
input impedance of the first emitter follower stage Q3,4, (125.45 − 207.73) Ω at
80 GHz, to (23.96−18.05) Ω. The shunt transmission lines T1,2 (length = 120µm
each) exhibit a differential input impedance of (3.34 + 42.13) Ω at 80 GHz. Both
branches in parallel result in an impedance of (34.56 + 4.28) Ω. In addition, a
resistor of 100 Ω (not shown in the figure) is included between the collectors of the
differential amplifier to prevent instability. This resistor, its parasitic capacitance,
and the parasitic capacitances at the collectors of transistors Q1,2 contribute to
the load of the differential pair, which is (26.92 + 2.27) Ω.
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Another option for the implementation of the LO buffer is a differential pair in
cascode configuration. Compared with the tuned load, the cascode has the advan-
tage of a broader bandwidth. Since the bandwidth requirements are equivalently
fulfilled by the implementation using a tuned load, this option was chosen.

Figure 5.11 shows the simulated voltage gain of the LO buffer amplifier including
the balun. The output of the amplifier is the differential voltage at the switching
transistors of the Gilbert cell and the input is the single-ended signal at the input
of the balun. The amplifier also serves as a limiter for high LO power levels
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Figure 5.11: Simulated voltage gain of the LO buffer amplifier including the balun.
fLO = 80 GHz.

that would deteriorate the linearity of the front-end, see section 4.2.1. Therefore,
the combination of the amplifier and the balun exhibit an input-referred 1 dB
compression point of −6 dBm.

Measurements show that the minimum LO power level for constant single-sideband
noise figure and conversion gain of the I / Q receiver front-end is −7 dBm.

Mixer Circuit Design

The down-conversion mixers are implemented using standard Gilbert-type mixer
cores. The schematic of one mixer is depicted in figure 5.12. Emitter-coupled pairs
(Q5,6) are used for the RF differential amplifiers. No degeneration is necessary
due to the relaxed linearity requirements. The tail current ICORE = 6 mA is
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Figure 5.12: Schematic of the Gilbert-type down-conversion mixer. VCC = 5.5 V,
IEE = 8 mA.

provided by a current mirror. The biasing of the RF transistors consists of three
level-shifting transistors in diode configuration (Q7−9) and a resistive voltage
divider (R3 = 320 Ω, R4 = 1200 Ω). It is decoupled from the RF signal path
by 500 Ω resistors per path (R1,2). The biasing of the LO switching transistors
(Q1−4 in figure 5.12) is provided by the LO buffer amplifier, see section 5.1.2.
Obeying the considerations presented in section 4.1, the speed of the switching
transistors mainly determines the overall performance of the mixer. Therefore
they are operated at the current density that results in highest fT, 7 mA/µm2. In
the target application, the front-end will be followed by an A / D converter with
an input impedance much higher than the internal load of the mixer. Thus, the
load impedance of the Gilbert cell consists of the internal combination of the load
resistors RL (2 × 400 Ω) and the blocking capacitors CL (2 × 200 fF) only. This
results in an upper frequency limit for the IF of 1.99 GHz.

5.2 Measurement Results

The I / Q receiver front-end was fabricated in the technology presented in chap-
ter 3. A chip photograph is depicted in figure 5.13. The RF input is on the
left-hand side. It is a ground-signal-ground (GSG) configuration. This enables
the use of GSG probes with low insertion loss (1.2 dB) which results in higher
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Figure 5.13: Die photograph of the implemented I / Q receiver front-end. The chip
size is 1000× 1100µm2.VCC = 5.5 V, IEE = 192 mA.

accuracy for the determination of noise figure and conversion gain than using
GS probes. The LO input is located at the right-hand side. Several supply pins,
labeled VCC and VEE, facilitate the connection of the power supply. The 0◦/90◦

output is taken from the IF/IFX pins at the top and at the bottom of the chip.
The current in all stages of the LNA and the current in the mixer cells can be
controlled externally by contacting the pins labeled ”Bias”. For the measurement
results presented here, these pins were left open.

The entire left-hand side of the chip is occupied by the LNA. Especially large
signal components from the LO buffers are kept away from the LNA by this
measure. On the right-hand side, the folded branchline coupler can be clearly
identified (thick L-shaped transmission lines). The I / Q mixer is symmetrical
about an imaginary horizontal axis through the LO and the RF pins.

Since the frequency range of the receiver front-end and the highly-linear down-
conversion mixer presented in chapter 4 is roughly the same, the same measure-
ment setups were used. Refer to section 4.3 for details about the individual setups.

5.2.1 Noise Figure and Conversion Gain

The single-sideband noise figure as well as the conversion gain of the receiver
front-end are depicted in figure 5.14. The conversion gain stays between 33 dB at
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Figure 5.14: Measured single-sideband noise figure and conversion gain of the I / Q
receiver front-end versus frequency. The noise figure measurement un-
certainty is 0.5 dB, the uncertainty in gain measurement 0.54 dB. PLO =
+5 dBm, fIF = 10 MHz.

75 GHz and 28 dB at 86 GHz, the single-sideband noise figure is at most 12 dB
at 86 GHz, and reaches 10 dB in the rest of the frequency range. The same plot
shows the simulated results, marked by dashed curves. The measured conversion
gain deviates by 4 dB from the simulated one over the whole frequency range.
Figure 5.5(a) in section 5.1.1 shows that 3 dB are attributed to the LNA. The
reason for this behavior is to be found partly in parasitics that have an impact
on the impedance transformation process in the LNA. The noise figure from
the measurement matches the simulation results quite well. This shows that,
according to Friis’ formula, the gain of the LNA is still large enough to make the
noise contributors from the following stages negligible.

The uncertainty in determination of the single-sideband noise figure and the con-
version gain are, according to the formulas derived in section 4.3.1, 0.5 dB and
0.54 dB, respectively. These values are derived from the specifications (3 σ̄) pro-
vided in the datasheets of the used components.

The dependence of the noise figure and the conversion gain on the LO power was
also determined by measurement. At 79 GHz, the mixer operates from a minimum
LO power of -7 dBm.
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5.2.2 Linearity

The linearity of the receiver front-end is quantified by the 1 dB compression point
and the third-order intercept point.

1 dB Compression Point
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Figure 5.15: Measured input-referred 1 dB compression point. fLO = 79 GHz, fIF =
10 MHz

Figure 5.15 reports on the measured 1 dB compression point. The input-referred
1 dB compression point is -19 dBm. This value is high enough for the intended
applications (communication systems and short-range automotive radar). The
measurement was performed at the center frequency of short-range automotive
radar applications. At higher frequencies, the 1 dB compression point is expected
to rise by the same rate as the gain drops, refer to figure 5.14.

Third-Order Intercept Point

The third-order intercept point, IP3, was measured at an RF frequency of 80 GHz
and an IF frequency of 10 MHz. The second tone for the measurement had a
spacing of 200 kHz from the first tone. The measured output voltage levels at the
fundamental IF frequency and at the third-order IF frequency versus input power
are shown in figure 5.16. The extrapolated lines intersect at the input-referred

113



−50 −40 −30 −20 −10 0

−100

−80

−60

−40

−20

0

20

PRF Single Tone [dBm]

V
IF

-IF
x [

dB
V

pp
]

Fundamental Tone
Third Order Intermodulation

iIP3 = -12.8 dBm

Figure 5.16: Measured input-referred third-order intercept point. fLO = 79.999 GHz,
fRF,1 = 80 GHz, fRF,2 = fRF,1 + 200 kHz.

IP3, which is −12.8 dBm. This value is in good agreement with the simulated
result, −10.5 dBm.

5.2.3 I / Q Mismatch

Mismatches in the I / Q output of the front-end have different impacts on the
system performance [Razavi 97]:

� In image-rejection architectures, mismatches in the gain and the phase dif-
ference result in reduction of image rejection ratio.

� When receiver front-ends are incorporated in communication systems that
use higher-order modulation schemes2, deviations in phase result in a skewed
constellation diagram, thus in increased symbol errors.

� Using higher-order modulation schemes, deviations in conversion gain pro-
duce stretched/compressed constellation diagrams, which can also increase
the symbol errors.

Although symmetry was kept high throughout the design and the physical imple-
mentation, the I / Q generator causes deviations between the simulated and the
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Figure 5.17: Setup for the measurement of the I / Q phase difference.

measured results. Figure 5.17 shows the measurement setup for the determina-
tion of the I / Q phase imbalance. The receiver front-end was mounted on a PCB
for this measurement. The supply pins and the IF outputs were wedge-wedge
bonded and connected to on-board SMA connectors. One single-ended output of
each I and Q component were fed to a frequency counter with phase measurement
capability (Agilent 53132A). The RF and the LO signals were supplied by probes.

The measured and the simulated phase difference of the differential I / Q out-
puts are depicted in figure 5.18. The phase difference stays within 90◦ ± 8◦ over
the entire frequency range. A total number of 500 measurements was performed
per frequency spot. The measured standard deviation of the measured phase dif-
ference is σ̄ = 1.3◦ per frequency spot. The discrepancy between the measured
and the simulated data arises from the used 2D transmission line model. Neither
coupling nor corners or junctions of the folded branchline coupler are modeled.
Especially coupling is regarded as the cause for the shape of the measured data
around 83 GHz.

The ratio of the conversion gain and the single-sideband noise figure of the I and
the Q outputs is depicted in figure 5.19. This plot is a result of sequential noise
figure and gain measurements. The noise figure ratio of the I and the Q signals is
below ±0.1 dB from 75 to 85 GHz. The gain ratio is lower than ±0.7 dB over the
same frequency range. Regarding the overall measurement uncertainty (roughly
0.5 dB for both noise figure and conversion gain), no significant inequality of either
noise figure or conversion gain results from the receiver front-end.

2Higher-order schemes modulate both amplitude and phase of the RF signal.
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5.2.4 Temperature Behavior

A plot of the single-sideband noise figure and the conversion gain at 79 GHz versus
temperature is shown in figure 5.20. At this frequency, the noise figure rises from
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Figure 5.20: Dependence of the single-sideband noise figure and the conversion gain
on the backside temperature of the chip. fLO = 79 GHz, PLO = +5 dBm,
fIF = 10 MHz.

11 dB at 15� to 20 dB at 135�. This behavior is explained by the increasing
noise figure (refer to equation (5.4)) and the decreasing gain of the transistors
over temperature. Due to the decreased gain, the noise contributions from the
stages following the LNA become significant. The conversion gain of the LNA at
79 GHz decreases from 30 dB to 15 dB. This is also explained by the decreased gain
of the transistors. If thermal compensation were used for the biasing, especially
of the LNA, the degradation of the noise figure and the conversion gain could be
partly compensated.

5.2.5 Matching and Isolation

The return loss from an S-parameter measurement3 of the RF and the LO ports is
depicted in figure 5.21. Taking -10 dB as the boundary for matching, the RF port
is matched from 75 to 89 GHz. The matching at the LO port is much broader,

3Strictly speaking, S11 is equal to the return loss only for unilateral devices. Taking S11 as
the return loss results in a negligible error for the circuit presented here.
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Figure 5.21: Return loss at the RF and the LO port of the I / Q receiver front-end. The
solid lines represent the measurements, the dashed lines the simulation
results.

from 50 to 89 GHz, which is a result of the branch line coupler’s properties and
the 50 Ω termination of the isolated port.

The isolation of the RF port from the LO port can also be obtained from S-
parameter measurements. An error is made because the LO port is not operated
with large signals. From small-signal measurements, the isolation is better than
48 dB in the frequency range 75 to 92 GHz.
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Table 5.1: State-of-the-art millimeter-wave receiver front-ends.

Frequency NFDSB Conversion iCP1dB iIP3 I / Q Power
Range Gain Generation Consumption
[GHz] [dB] [dB] [dBm] [dBm] [W]

[Floyd 05] 57–65 13.3 18.6 -17 -7 on-chip 0.149
[Razavi 06] 60 12.5 28 -22.5 – off-chip 0.009

[Gunnarsson 05] 47–67 – -8.5 9 19 on-chip 0
[Kaleja 01] 76–77 – -10 – – on-chip –

This work
[Dehlink 06,a]

75–86 9 30 -19 -12.8 on-chip 1.056

5.3 Summary

A quadrature receiver front-end for communication and sensing applications in
the 80 GHz frequency range was developed and characterized. The receiver front-
end consists of a low-noise amplifier, two down-conversion mixers including LO
buffer amplifiers, and an on-chip I/Q generator. The most important performance
parameters of the front-end are summarized in table 5.1 and compared to pub-
lished state-of-the-art I/Q receiver front-ends. The presented front-end shows
superior than state-of-the-art performance in terms of noise figure. The conver-
sion gain as well as the linearity are comparable to other publications. The use
of 5.5 V, which is a demand from a system architecture point of view, results in
a power dissipation much higher than other work. Future developments of the
front-end can tackle this problem.
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Chapter 6

Conclusion and Outlook

The design, implementation, and characterization of two integrated receiver cir-
cuits in SiGe bipolar technology for applications around 80 GHz have been elabo-
rated. The circuits are a single down-conversion mixer and a quadrature receiver
front-end. While the intended application of the first IC is a low-cost long-range
automotive radar system, the usability of the second IC ranges from commu-
nication systems to different implementations of short-range automotive radar
systems. The outstanding linearity and the single-sideband noise figure of the
down-conversion mixer (iCP1dB = 0 dBm, NFSSB = 16.5 dB), as well as the overall
electric properties of the quadrature receiver front-end are superior to published
state-of-the-art.

Future work covers, from a circuit design point of view, the reduction of power
consumption. A great leap forward is taken by reducing the supply voltage, which
necessitates new designs. In addition, the power consumption is reduced in case
of the highly-linear down-conversion mixer from chapter 4 by replacing the emit-
ter followers with a differential amplifier, for example, which saves current. The
power consumption of the quadrature receiver front-end, chapter 5, is also re-
duced by improving the LO buffers. From a system point of view, the integration
of the receivers and the transmitter on a single chip is the next logical step.
Since the simultaneous integration of components with high output power and
highly-sensitive components is critical, new challenges will be faced.

A success of the automotive radar business will result in increased interference of
the individual systems. This factor can be minimized changing the architecture to
spread-spectrum systems. Adding a correlator, a next-generation 79 GHz short-
range automotive radar transceiver demonstrator can be built using the spread-
spectrum transmitter presented in [Trotta 07,b] together with the quadrature
receiver front-end presented in this work.
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