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Abstract

n the present phase of development, microelectronics has reached a state in which,
because of the diminutive size of structures, quantum mechanical effects on the one
hand side, and thermal and mechanical effects on the other hand side, gain increasing
significance. As a result of the ever-shrinking size of the semiconductor devices, more

and more components per given chip area can be integrated for the purpose of handling highly
complex tasks more efficiently. This high integration density of semiconductor components entails
new challenges for their design, operation, and reliability.

While — on the average — over a period of eighteen months the density of integration of
components per chip doubles, over the same span of time the resulting power-loss density keeps
growing exponentially — and, concurrently, resulting a dramatic increase in the thermal load on
the components. Consequently, it becomes essential to provide considerably better cooling for
these high-performance semiconductor devices than for traditional components of the same type.

In order to deal with these effects, a deepened insight into thermal effects and developments is
required, while in addition, these effects and their consequences should be rigorously considered
by an effective simulation software tool already during the development phase. This way, by
the use of suitable optimizing strategies, the components involved can be optimally designed to
meet specific operating conditions. As a result, effectively combining the simulation of electrical
and thermal effects will be a task of ever increasing importance. Furthermore, for components
of such diminutive size, it will become essential to also include mechanical aspects into rele-
vant investigations and research, since particularly these effects are of considerable relevance for
reliability.

Since both thermal and mechanical loads have significant bearing on the electrical properties as
well as on the reliability of semiconductor components, it becomes a must to optimize them for
their intended specific use. An absolute requirement for this is determining material properties
with utmost precision, so that characteristics of critical components can be optimized for their
specific purpose.

Furthermore, this dissertation is to demonstrate how — by means of simple transient electrical
measurements and sophisticated optimizing strategies — important electrical and thermal ma-
terial parameters can be identified without taking recourse to costly and time-consuming caloric
measuring procedures. Subsequently, material parameters thus identified find use in complex
compound structures in order to provide the even more precise results that are required for de-
scribing the transient temperature developments, and thus being able to calculate the resulting
mechanical loads.
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Kurzfassung

ie Mikroelektronik hat mittlerweile einen Stand erreicht, in dem aufgrund der
Strukturgröße quanatenmechanische Effekte auf der einen Seite und thermische und
mechanische Effekte auf der anderen Seite, immer mehr an Bedeutung gewinnen.
Aufgrund der immer kleiner werdenden Halbleiterbauelemente können immer mehr

Bauelemente pro Flächeneinheit auf dem Halbleiterchip intergriert werden, um hoch komplexe
Aufgaben noch effizienter bewältigen zu können. Die hohe Intergrationsdichte der Halbleiter-
bauelemente birgt aber auch neue Herausforderungen in sich, für das Design, den Betrieb und
die Zuverlässigkeit dieser Bauelemente.

Während sich die Integrationsdichte der Bauelemente pro Chip in achtzehn Monate im Durch-
schnitt verdoppelt, wächst die auftretende Leistungsdichte exponentiell im selben Zeitintervall
und damit auch die thermische Belastung der Bauteile. Darum ist es notwendig, diese hochper-
formanten Halbleiterbauelemente noch stärker als bisher zu kühlen.

Um diesen Effekten vorbeugen zu können ist es notwendig, die thermischen Effekte einerseits
besser zu verstehen und andererseits diese Effekte und deren Auswirkungen durch Simulation
schon in der Entwicklungsphase aufzuzeigen. Dadurch ist es möglich mittels Optimierungsver-
fahren die Bauteile für bestimmte Betriebsbedingungen optimal zu entwickeln. Eine Kopplung
der Simulation von elektrischen und thermischen Effekten gewinnt daher zunehmend an Bedeu-
tung. Für sehr kleine Strukturgrößen der Bauelemente ist es von außerordentlicher Wichtigkeit,
mechanische Aspekte in den Untersuchungen mitzuberücksichtigen, da diese Effekte erheblichen
Einfluß auf die Zuverlässigkeit haben.

Thermische und mechanische Belastungen haben erheblichen Einfluß sowohl auf die elektrischen
Eigenschaften als auch auf die Zuverlässigkeit der Halbleiterbauelemente. Daher ist es un-
umgänglich, die Halbleiterbauelemente für ihren Einsatz zu optimieren. Dafür müssen die Mate-
rialeigenschaften auf das genaueste bestimmt werden, um eine optimumale Bauteilcharakteristik
zu erreichen.

Diese Arbeit zeigt wie anhand einfacher transienten elektrischen Messungen und ausgeklügelten
Optimierungemethoden wichtige elektrische und thermische Materialparameter identifiziert wer-
den können ohne teure und zeitintensive chalorische Meßmethoden anwenden zu müssen. Im An-
schluß daran werden die identifizierten Materialparameter in komplizierteren Verbindungsstruk-
turen Anwendung finden um genauere Resultate zu liefern. Diese Daten sind erforderlich um die
transiente Temperaturentwicklung zu beschreiben und um damit die mechanischen Belastungen
berechnen und im Vorfeld abschätzen zu können.
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Chapter 1

Introduction

n the early 1970s, at the beginning of the age of microelectronics, the integration
density was approximately two transistors per square millimeter [2]. This density is
very low compared to integration densities of today’s microelectronic devices [2, 3].
With the continuous miniaturization of semiconductor devices and a nearly constant

power dissipation per transistor, the power densities on microelectronic chips have increased in
much the same way as the devices have shrunk. Therefore, thermal issues have become more and
more important for the design of state-of-the-art devices determined by the maximum thermal
budget for the device fabrication process and for the device operation.

The thermal budget can be influenced by the choice of the materials and chemical reactions
that are used to form the microelectronic device structure. The increase of temperature causes
changes in chemical reactions and growth rates as well as an increase of the electrical resistance
and also broadening of doping profiles. Obviously, finding the appropriate temperature is crucial
for all parts in device fabrication and device operation. Therefore it is important to investigate
and predict the influence of the temperature to determine the process window for fabrication
and the operation window to run the device.

The main goal of today’s and future microelectronic designs is to determine the produced heat
and heat flow in the device as well as to estimate the temperature and its impact on the de-
vice characteristics and its consequences for surrounding materials. In addition to the thermal
requirements for fabrication and operation, the occurring self-heating can be critical if the heat
flow through the device from the heat source to the heat sink cannot be controlled appropriately.
This phenomenon can often be observed in devices with very high power densities.

Hence, thermal effects are becoming the dominant factor which determine the maximum perfor-
mance of integrated circuits due to limited heat transport to the heat sink. The temperature
dependence has been neglected for a long time, but today for certain characteristic parameters
of microelectronic devices and technologies, these formerly neglected of self-heating effects in
the simplified models have to be adapted. Hence, these parameters are becoming functions of
temperature and their maximum heat transport capabilities. For example the maximum clock
frequency is mostly determined by the temperature increase induced by the increased switching
currents and the enhancement of integration density, which produce a higher power dissipation.
Hence, the surrounding devices are also heated by this additional power density. Due to the tem-
perature increase, also the volume expansions of the materials have to be considered which result
in changes of the crystal structure and therefore also in the band structure of the semiconductor
material. This effect can increase or decrease the carrier mobility depending on the direction of
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the mechanical stress. Thus, the complexity and the maximum integration density of integrated
circuits is limited by electrical, thermal, and mechanical constraints of material properties.

To achieve the present and future goals proposed by the International Technology Roadmap
for Semiconductors (itrs) [3], faster devices have to be created which need less chip area and
less power to operate. Therefore, imminent thermal effects [4, 5] have to be considered carefully
in order to keep right on track. Since the physics behind these effects is very complex and is
only rudimentary implemented, more rigorous physics-based models have to be applied which
increase the computational effort tremendously. Rigorous investigations of problems which are
of industrial interest are therefore limited by the finite resources both in time and cpu power.

However, despite of these limitations, the time-to-market has to be reduced in order to position
new microelectronic products at an early stage for an advantageous market share. Therefore,
experiments have to be carried out either with measurements or simulations to achieve the
required quality criteria. The faster the developments can be achieved and verified, the faster
the market entry and therefore, the higher the earnings are for the first development stage.
Hence, rapid results can be obtained with a combination of simulations and experiments, where
the simulations give an overview on the intrinsic material parameters and quantity distributions,
while the measurements ensure that the overall functionality remains with in the specifications.
Measurements of material parameters of real devices cost a lot of money and time because it
takes the whole time of a complete fabrication process before the measurements can be performed.
With simulation tools, the same experiments can be performed within a very small fraction of
the time a new device fabrication process would take. Moreover, the simulation results can be
calibrated in order to perfectionize the prediction from the simulation. Again, these new and
better results can be used to develop better simulation models which have to be calibrated as
well for each new technology. The main benefit from this procedure is that once the simulation
has been calibrated to the technology, the prediction gained from the simulation results supports
the engineers during the design and the fabrication process. Therefore, physics-based models
have to be developed, that allow the calculation of sufficiently accurate simulation results within
reasonable time for the evaluation. For such purposes, but especially for thermal problems, new
approaches or enhancements of existing models are needed in order to detect hot spots due to
heat accumulation, heat conduction paths, and heat fluxes as well as other phenomena that
coincide with the increase of the temperature. In order to obtain accurate simulation results
within reasonable time, improved numerical methods are required as well.

1.1 Challenges Discussed in this Thesis

This chapter presents the motivation of this thesis and points out the resulting benefits for
semiconductor devices, their enhancements, and their applications.

In Chapter 2, the impact of thermal effects on important parameters of fabrication processes and
operation conditions of microelectronic devices is discussed. Moreover, this chapter shows how
coupling of different simulation regimes is possible and consequently provides a better insight
into today’s critical thermal issues for semiconductor devices.

Chapter 4 gives an introduction to available optimization techniques that can be used within
a certain range of applications for industrial requirements. Furthermore, important industrial
requirements for optimization in general are presented as well as an approach which allows to
apply an inverse modeling technique for parameter extraction and identification purposes in an
efficient way.
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Examples are presented in Chapter 5 which show the wide range of applications for optimiza-
tions and for the optimization environment Siesta (Simulation Environment for Semiconductor
Technology Analysis). In order to improve device characteristics as well as to reduce thermally
induced parasitic phenomena, some special sub-problems are discussed that are crucial for certain
device fabrication processes.

To conclude this thesis, Chapter 6 discusses future trends in microelectronics with a focus on
exploiting thermally induced phenomena and presents alternatives for the semiconductor devices
and materials in the micro and nano regime.

1.2 The ITRS and Moore’s Law

Since the beginning of the microelectronics age, the increase in sophistication of semiconductor
devices seems to grow exponentially. This behavior was described by Moore1 [6] in 1965 and
remains valid until today [7]. The transistor integration densities as well as the complexity of
microelectronic devices have increased in the same speed. On average, they have doubled every
eighteen months [3, 8–11]. This observation has become known as Moore’s law.

It seems that despite some fluctuations of the average speed of the enhancements, the growth
rate remains exponential and keeps constant for microprocessors and memory and seems to
remain valid for future devices [7]. At present, the upcoming challenges are the absolute physical
constraints of the atomic material structure [3] in terms of the electrical behavior and mechanical
properties due to the high stress gradients in thin film materials which appear during fabrication
and may be enhanced during device operation.

The enhancement of integration and the shrinking of the device feature size leads to smaller and
more sophisticated devices. Thus, more devices can be integrated within the same area as before,
leading to a higher package density. At a certain package density, however, new effects become
important, e.g. self-heating of the semiconductor devices and the interconnect lines [11, 12]. To
overcome these problems, the device engineers have to develop smart device arrangements and
new technologies for fabrication to reduce parasitic (thermal) effects or to exploit them by using
these effects for compensation purposes.

In 1959, the first integrated circuit was presented by Kilby [13, 14] which was followed by the
first microprocessor on a single chip, the 4004 from intel in 1971 [2]. This processor series was
improved and continued by the 8008 in 1974 and other processors. In 1978, the 8086 [2] was
announced and newer and more powerful processors have followed.

The outlook of Moore on the future of semiconductors has motivated and forced design and
research centers to fulfill the predictions of Moore. A viewgraph of the achieved enhancements
for microprocessors is outlined in Figure 1.1. The current version of the International Technology
Roadmap for Semiconductors (itrs) summarizes the requirements which are mandatory for the
future enhancements to obtain the predicted sophistication of semiconductor devices.

Figure 1.1 shows the achievements for microprocessors over the last decades since 1972 [2]. In
Figure 1.1a a logarithmic plot shows the transistor density of selected microprocessors versus
the year of their announcements. Obviously, the transistor density on die shows an exponential
growth. It doubles every 18 months. Figure 1.1b depicts the corresponding power loss densities
on these selected microprocessor chips. As it is clearly depicted in Figure 1.1b, the power loss
density increases exponentially even on the logarithmic scale. Extrapolated by the current growth

1Gordon Earl Moore (born January 3, 1929)
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Figure 1.1: The chronological evolution of selected microprocessors in terms of transistor inte-
gration density per die (a) and the observed power loss density per die (b).

rates and assuming that the past trends in development will continue, we would soon reach power
loss densities of nuclear power plants or rocket nozzles in a few years.

With the fast development of the early semiconductor technology in terms of purity of the
materials, the integration density, and the complexity of the device structures, new processor
types have become possible, e.g. the 80286, 80386, 80486, and today Core2Duo and Core2Quad.
In 1975, Moore’s forecast of the electrical operation conditions as well as the package density
of the processors from the 1980s were assumed to be highly futuristic and not realizable in terms
of former device fabrication processes [8]. However, this vision has come true and the processors
were realized in spite of general disbelief and are being constantly improved.

Today, a similar development of the enhancement process can be observed. According to the
future predictions of the current itrs [3], device structures have been proposed which reach or
have already gone beyond of the absolute physical constraints for classical devices. For instance,
the thicknesses of gate oxides have been successfully reduced to approximately three to four
atomic layers of SiO2 [15, 16] (cf. Figure 1.2), which raises questions about the efficiency due
to high leakage currents through these thin layers [17] and long-life reliability [18]. However,
for switching transistors used in digital logic devices, the provided functionality is sufficient for
reliable operation. This point of view is completely different from ten to twenty years ago, but
changing the view point has enabled engineers to find new solutions within these new constraints.
From our current understanding, shrinking this type of devices by one more step would result in
oxide thicknesses of two atomic layers and the energy barriers in this structure would be far too
small for a proper transistor operation. As an alternative to these limits, new materials with a
higher dielectric constant are introduced which provide the same capacitance as SiO2 but with a
larger gate dielectric thickness. In order to compare the effective thickness of the gate dielectric,
the physical thickness of the gate dielectrics is mapped to the thickness of a SiO2 layer with the
same electrical properties. This thickness is called the effective oxide thickness (eot).
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(a) Structure of a 35 nm mos transistor (b) Gate dielectric layer

Figure 1.2: Transmission electron microscopy (tem) picture of a typical 35 nm mos transis-
tor [15] (a) and a typical gate dielectric layer structures [16] (b) with a thickness
of 1.5 nm.

This example shows the capabilities of how new technologies can exploit certain material prop-
erties to enhance the transistor performance and to reduce the area per transistor on a die. In
addition, this simple example has shown that the future will bring new paradigms for building
and operating electronic devices.

1.3 Electrical and Physical Properties

With the same speed as integration density of semiconductor devices increases, the requirements
of material properties have to be adjusted accordingly which also implies improvements of fabri-
cation technology in terms of purity of the material sources as well as the uniform applications
on reactor-scale. Hence, the fluctuation of the electrical and thermal conductivity and of the per-
mittivity has been dramatically reduced to obtain devices with uniform characteristics and with
improved reliability. Many enhancements have been proposed by former editions of the itrs [10]
and most of them have been achieved in advance. Only a few forecasted technologies are missing.
Most of the missing parts are related to too high power densities or too high current densities [3].
This lack of achievements leads to more research activities and the rapid development of new
types of devices and has pushed the effort to find alternative materials for device interconnect
structures [19,20], dielectrics [21,22], and for the semiconductor device parts of microelectronic
devices [15,23].

To overcome these types of problems, the current technique is to use other materials which have a
better performance than SiO2. The requirements for alternatives are to provide a higher dielectric
constant, under the constraint that the life-time and the leakage current meet the specifications
of the design.

By the introduction of materials with smaller lattice constants, the number of atomic layers
slightly increases, but the possible enhancement is less than approximately 20% due to their
similar lattice constants compared to that of SiO2 [24, 25]. To achieve better results for down-
scaling, it is necessary to introduce materials which perform better at large thicknesses than
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SiO2 but behave similar to SiO2 in terms of insulation and interface behavior. To choose the
appropriate materials for a proper operation of a fet, the value of the control capacitance
between the gate and the channel must not fall under a certain threshold value for the capacitance.

The control gate capacitance CGB can be roughly estimated by using the formula of a capacitor
for parallel plates

CGB = ε0εr
A

d
, (1.1)

where ε0 is the dielectric constant for the matter-free space, εr the material-specific dielectric
constant, A the effective area of the gate electrode, and d the average distance between the
gate contact and the channel of the fet. For real devices, the capacitance of the control device
is a function of the work function of the gate contact material, the channel doping, and the
applied voltage as presented in Figure 1.3. However, to improve the prediction of the electrical
behavior of state-of-the-art devices the range of validity has to be considered in advance. For this
particular example of a mos capacitance, a more accurate approach is required to obtain rigorous
models for the depletion zones in the gate material for polySi and the voltage dependence of the
mos capacitance structure.

In order to increase the value of the gate capacitance, the area A and the dielectric constant
εr have to be increased or the distance of the gate dielectric layer has to be decreased. Due to
technology and cost-efficient reasons, the area has to be kept constant. The thickness of the
gate dielectric layer cannot be reduced any more due to the hard limit of the lattice constants.
The only remaining variable part in (1.1) is the material-specific relative dielectric constant εr.
If there exist materials which behave like SiO2 but have a higher εr, the thickness of the gate
dielectric can be increased while the overall gate capacitance remains constant or increases.
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Figure 1.3: Capacitance-voltage characteristic of a typical mos transistor with a gate dielectric
thickness of 1.2 nm.
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By using materials with lower dielectric constants than SiO2 the capacitance from (1.1) can be
reduced as well. This can be applied for dielectric layers in between of interconnect lines to
reduce for instance the cross-talk of these lines due to the reduced dielectrics which are currently
widely used in vlsi devices.

Another considerable performance improvement for vlsi devices was the replacement of Al by Cu
for the reduction of the specific line resistivity for high speed applications. This material change
has brought many improvements, e.g. less power consumption due to the reduced resistivity of
the interconnect lines, but also a lot of new challenges for the device fabrication processes. Hence,
due to the higher diffusivity of Cu, new barrier layers had to be introduced [26]. Moreover, for
special applications, where the performance of Si-based materials is not sufficiently enough, new
materials have been investigated in order to improve the overall performance and in addition
also the reliability of these devices.

Some these special applications are memory cells, which require high dielectric constants in order
to provide capacitances at very high package densities, so SiO2 has been partially replaced by
Ta compounds [27] or by Perovskite materials2 [29] for capacitor materials.

All these measures require a considerable effort in terms of development, time, and money. Hence,
the industrial manufactures try to exploit the available technology node as long as possible to
save money. This sometimes leads to quite unconventional, but very effective results in device
designs [30], to new improvements in process technology [31] and material science [32].

The use of alternative materials has posed new challenges, which have to be identified and
considered as well. For instance, the substitution of Al by Cu has increased the conductivity
and decreased bulk electromigration and therefore the long-life reliability, but due to technology
reasons, parasitic side effects occur at the Cu interfaces [33]. First, Cu easily diffuses into Si and
SiO2 [26, 34, 35]. Therefore, a new barrier layer has to be introduced into the device structure.
Moreover, the adhesion between Cu and the barrier layer is quite weak, which causes a high
disorder of the crystal lattice structure at the side walls of the metal lines. Hence, high-speed
diffusion paths have been established and the desired enhancement of the long-life reliability is
not as high as estimated at the introduction of this technology [36].

1.4 Thermal Properties and Power Density

The decreasing feature sizes and the increasing integration densities go hand in hand with the
increase of power dissipation per unit area. Since the output specifications of electrical circuit
designs are kept within the same range of magnitude for backward compatibility, the local power
density increases more than exponentially as the device sizes shrink (cf. Figure 1.1 and itrs [11]).

In the early stages of the microelectronic age, the performance was mainly determined by the
achievable electrical properties. Today’s microelectronic devices are determined also by thermal
issues. The heat produced on the chip has to be transported to the heat sink at the surface
of the chip. Since modern chip designs consist of multiple metalization layers, there is the Si
substrate on the bottom which is normally thermally connected to a heat sink but at the top side
there are only thermally insulating layers which include also the ceramic or plastic package on
top of the chip. Hence, the heat is transported through the metal layers because their thermal
conductivity is much higher than the thermal conductivity of the insulation layer on the lower
side. Due to the heat transport through the metal layers, the metal lines heat up. This leads to

2The members of the Perovskite group are oxides which follow the general chemical formula AXO3, where A is
substituted by {Ce, Ca, Na, Sr, Pb, RE} and the X site can be occupied by {Ti, Nb, Fe} [28].
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a global warming of the chip which means in the worst case that a single hot spot at one side
could determine the temperature of the whole chip, if the heat transport is unfavorably arranged
or designed.

To overcome this particular type of design problem, stationary and transient thermal effects have
to be included foremost into the device and process simulation models [37–39]. Since the major
goal of tcad applications in the industrial design flow is to obtain sufficiently accurate simulation
results in reasonable time, simulation models have to cover the most dominant effects. Many of
these effects have been described earlier in a fundamental way. If the physical models are still
not accurate enough or are computationally too expensive, parameterized compact models have
to be introduced and calibrated to obtain sufficiently accurate results in reasonable time.

The ideal thermal requirements for today’s microelectronic devices can be briefly summarized
as follows. First, the thermal conductivity of dielectrics or their heat capacitance should be
adjustable by choosing different materials which are compatible with other involved metals in
terms of fabrication and material interactions. The optimum for the designer engineers would
be to choose the materials for interconnects and contacts according to their needs, for instance
in terms of electrical or thermal conductivity or according to the material interaction properties.
However, since the materials within a certain technology node cannot be arbitrarily chosen, the
design engineers have to decide on the best materials according to several technology-dependent
constraints, e.g. the thermal budget for the fabrication process, the electrical and thermal load
capacity, and other limits which occur at device fabrication processes or during device operation.

Once the materials are chosen, the device can be finally designed. However, after process and
device simulations, the results proof whether the designs of the device structures and its chosen
materials yield the desired performance and characteristics. Without simulation, the procedure
of producing a test wafer to measure the characteristics takes several weeks instead of few min-
utes or hours. At this stage of development, thermal effects like self-heating, heat conduction,
or heat accumulation are commonly neglected or have mostly not been considered correctly us-
ing standard design tools. Hence, without electro-thermal simulation or early measures of test
devices, unintentional problems might occur within the prototype phase.

1.5 Challenges

Due to the high power loss densities in the interconnect structures, the materials for these struc-
tures are required to have a high electrical conductivity to provide a good electrical connection
between two or more contacts. The heat transfer of the connected contacts has to be reduced
or enhanced according to design requirements of the particular device. This requested feature
is only possible by changing the material or the material composition in the case of binary or
ternary materials. Since the exchange of materials often requires several additional process steps,
such design decisions have to be considered carefully due to additional cost. Hence, the achievable
optimum device characteristics are often not realizable in terms of given economical constraints.
Therefore, other solutions have to be found to implement them in the fabrication process. The
first step for the implementation is the determination of the electrical and thermal behavior for
non-optimal device structures. Together with given constraints of fabrication and the design
requirements, the best solution can be obtained using adaptive optimization strategies provided
from state-of-the-art optimization frameworks [40–44].

For changing electrical or economical requirements, a similar optimization procedure can be
applied. Because some of those requirements demand alternative materials, various numbers
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of new materials have been introduced and are gaining more and more importance for future
applications. However, their application is very expensive and can be expressed as the “Cost of
Ownership” (CoO), which includes the costs for fabrication and for additional precautions like
the maximum allowed electrical or thermal burden.

Moreover, many new constraints appear if new materials are considered for optimization. For
instance the use of Cu interconnect lines demands additional barrier layers to avoid the diffusion
of Cu into the surrounding dielectrics [26]. Therefore, the application of alternative materials
like Perovskites [28,29,45] or other high-κ materials [22,27,45] or low-κ materials [21,46] is very
limited with respect to the benefits per costs ratio.

Approaches

Materials in small device structures underly certain parameter fluctuations as much as bulk ma-
terials, but due to the small dimensions of the material regions, the impact of the fluctuations is
much higher as compared to bulk material. Hence, fluctuations have to be considered from the
beginning of the design. Even if an optimal device has been designed, the characteristic after
its fabrication might be completely different. In order to minimize these discrepancies, certain
technology-specific constraints have to be introduced which have to be considered within the
optimization frameworks to improve the characteristics. To perform the optimization tasks the
state-of-the-art simulation and optimization framework Simulation Environment for Semicon-
ductor Technology Analysis (Siesta) [44] is used and refined in this thesis which provides an
open interface that allows to easily add new software tools. Siesta can be used with several op-
timization strategies for specific optimization tasks. The optimizer varies and proposes values for
the unknown or uncertain parameters. The framework sends the parameters from the optimizer
in an appropriate format to the simulators. The simulator may be arranged in a simulation tool
flow where the output of one simulator is submitted as the input to another simulation tool.
At the end of the simulation flow, the quality of the final simulation result is determined by an
objective function which returns a score value which is a quantified representation of the quality
of the simulation result. The following presents typical applications in which optimization is
used.

Parameter extraction can be used to identify model parameters which are not accurately
known [47]. The required input data for this task includes the simulation software with
the appropriate models, as well as measurements or reference data to which the simulation
result can be compared, and a score function (or objective function) that determines the
quality of the simulation result. This extraction mechanism uses the inverse modeling
technique [48–50], which is often performed to characterize novel device structures and
new materials as well as material compositions in order to develop compact models at a
specified scope.

Calibration is a special case of the parameter extraction [49]. The range of the uncer-
tain parameters can be further constrained which enables in general faster convergence
to complete the calibration task. The main difference between parameter extraction and
calibration is that calibration needs a much higher accuracy because the initial guess is
normally very close to the optimum, but should be further improved, if for instance a sam-
ple has to be calibrated to a certain set of measurements to minimize the model error. Due
to the higher quality demands, the determination of the quality of the simulation result
is a very critical issue for calibration. These quality criteria (objective or score functions)
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have to be specified by the user for each particular problem class and tuned for each indi-
vidual problem. This function can include comparisons of absolute and relative values to
calculate a significant metric to determine the quality of the simulation result with respect
to reference data.

General optimization is the most general approach and can be used for arbitrary purposes.
The optimization is performed until a certain quality criterion has been reached. There
exists a wide range of applications for the optimization related to tcad or electronic de-
vices [51,52]. More general electronic design purposes have been discussed in [53,54], and
specific optimizers and application for other regimes for instance in economics have been
discussed in [55,56].

With a rigorous implementation of the major aspects occurring in a particular setup problem
the optimization framework is able to minimize or maximize certain figures of merit within user-
defined specifications. Hence, many trade-offs can be optimized together to obtain a reasonable
solutions for the specified problem.
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Chapter 2

Thermal Effects in
Semiconductor Devices

“Alles Vergängliche ist nur ein Gleichnis.”

Johann Wolfgang vonGoethe1

any challenges faced in modern semiconductor devices are related to heating phe-
nomena. Since shrinking the device feature size causes higher power loss densities and
therefore higher and faster temperature evolution inside the device structure, many
additional problems occur due to material-related constraints because the produced

heat cannot be transported to the heat sink fast enough. Hence the surrounding device structure
heats up and the global microelectronic chip heats up globally.

Since the absolute temperature is not zero, matter is in steady motion at least in terms of
Brown’s2 molecular movements. Therefore, the most probable consequence is that the number of
possible states of a closed system, e.g the quantum states, is increasing until a temporary state of
thermal equilibrium has been reached. Hence, also the entropy which represents the information
about the reachable states in a system is not decreasing spontaneously. This fundamental theorem
of thermodynamics and its derivations challenge today’s electronic devices including the decrease
of the device feature size on the wafer while the itrs request that the operational current density
remains the same. Correspondingly, the power loss density increases quadratically with the
reduction of the feature size. Two possible alternatives to overcome these problems are to reduce
the supply voltage or the use of alternative materials which produce and inherit less parasitic
effects. To describe the general behavior of the electro-magnetic system, fundamental electro-
magnetic field equations are given by Maxwell3 [58–60] as

∇×E = −∂tB, (2.1)

∇×H = J + ∂tD, (2.2)

∇ ·D = ρ, (2.3)

∇ ·B = 0, (2.4)

1Johann Wolfgang von Goethe (August 28, 1749 – March 22, 1832)
“All transitory things are only symbols or reflections.” [57]

2Robert Brown (December 21, 1773 – June 10, 1858)
3James Clerk Maxwell (June 13, 1831 – November 5, 1879)
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which are independent of the temperature and independent of the type of matter. The quantities
E and D are the electric field and the displacement vector while H and B are the magnetic field
and the magnetic flux density vector, respectively. J represents the current density and ρ the
electric space charge density. Information about the material properties is included via the
material equations for each region of matter by

D = ε̃ ·E, (2.5)

J = σ̃ ·E, (2.6)

B = µ̃ ·H. (2.7)

With these equations, the field quantities and the flux quantities are coupled via the material-
dependent parameters ε̃, σ̃, and µ̃. Here, ε̃ denotes the permittivity tensor, σ̃ the conductivity
tensor, and µ̃ the permeability tensor. While the Maxwell equations describe only field proper-
ties and field physics, the introduced material parameter tensors ε̃, σ̃, and µ̃ reflect the material
physics and describe the observed material-related phenomena within the involved materials. To
complete the equations for the material parameters the heat conduction equation can be derived
from Fourier’s4 law [61]

qth = −λ̃ · ∇T, (2.8)

in which qth represents the local heat flux density. This quantity is proportional to the tem-
perature gradient ∇T , where the proportionality factor λ̃ is the thermal conductivity tensor. In
conjunction with (2.8), the energy conservation law can be expressed by

∇ · �λ̃ · ∇T
�

= ρm cp ∂tT −Hth. (2.9)

Here, ρm denotes the mass density, cp the specific heat, Hth is the heat generation term, and T
the local temperature.

The heat conduction equation (2.9) has some critical quantities: the heat generation Hth term,
the thermal conductivity λ̃, and the specific heat capacitance cp. The heat generation term Hth

is mostly represented by Joule’s5 power loss (cf. Section 2.2.3). For the thermal conductivity λ̃
and the specific heat capacitance cp several tables of material parameters exist, which have also
different ranges of validity (cf. Section 2.2.1).

In order to describe the behavior of semiconductor devices more specifically, the necessary equa-
tions can be derived from Maxwell’s equations [62]. Equation (2.3) and (2.2) are used to derive
the continuity equation between the charge carrier current for space charge

∇ · J + ∂tρ = 0, (2.10)

where the space charge density ρ can be described by the different contributing charge carriers
and the net doping

ρ = −q (n − p− Cnet). (2.11)

Here, q denotes the elementary charge and n, p, and C are the carrier densities for electrons and
holes and the net doping density, respectively. The net doping itself can be split into acceptor and
donor doping concentrations to account for different dopant species. With a carrier generation

4Jean Baptiste Joseph Fourier (March 21, 1768 – May 16, 1830)
5James Prescott Joule (December 24, 1818 – October 11, 1889)
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rate G, equation (2.10) can be finally separated into equations for current densities for electrons
and holes Jn and Jp, respectively:

∇ · Jn = +q ∂tn + q G, (2.12)

∇ · Jp = −q ∂tp− q G, (2.13)

Jn = q n µ̃mob
n ·E + qD̃n · ∇n, (2.14)

Jp = q p µ̃mob
p · E− qD̃p · ∇p. (2.15)

In these equations, n and p denote the carrier concentration for electrons and holes, µ̃mob is the
carrier mobility tensor, E the electric field vector, and D̃n and D̃p are the diffusion coefficient
tensors for electrons and holes, respectively. The equation set (2.12)-(2.15) denotes the drift
diffusion model as a solution of the Boltzmann6 transport equation using the first two moments
of the distribution function, a parabolic dispersion relation, and the macroscopic relaxation time
approximation [62,63].

By introducing an electrical potential ϕ as

E = −∇ϕ, (2.16)

where the electric field E is expressed as the spatial gradient of the electrostatic potential, (2.3)
reads

∇ ·D = −∇ · �ε̃ · (∇ϕ)
�

= ρ. (2.17)

For homogeneous materials, the material tensor ε̃ can be approximated by a scalar-valued quan-
tity ε, equation (2.17) degenerates to the well known Poisson 7 equation

Δϕ = −ρ

ε
, (2.18)

where the electrical potential is determined by the space charge concentration and the dielectric
constant in the matter within the specified simulation domain.

More problem-specific models have to be introduced instead of the generally used ones to de-
scribed the discrepancies between reality and the observed model behavior. For instance, if the
transient behavior of a clock frequency shift of an oscillator has to be considered during different
operation conditions, many additional thermal and transient phenomena occur and influence the
device behavior significantly [64]. Therefore, the applied simulation models have to be adapted
for each particular case appropriately to achieve an accurate problem description.

The following part of this chapter gives an overview of the most important parts of the ther-
modynamics in semiconductor devices with respect of their application to industrial-relevant
examples [62,65–69].

2.1 Temperature

To fully describe a complex system on a microstate level, an enormous number of different
microstates has to be known, and their interactions have to be determined in order to obtain
the future behavior from the past states. Because is not possible to store the bulk of data

6Ludwig Eduard Boltzmann (February 20, 1844 – September 5, 1906)
7Siméon-Denis Poisson (June 21, 1781 – April 25, 1840)
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N1,V1

U1 U2

N1,V1 N2,V2

N2,V2

U  =  U1 + U2

(a)

(b)

Figure 2.1: Two separately isolated subsystems (a) are brought into thermal contact (b). The
number of particles and the volume remains constant for each system but the energy
can be exchanged through the thermal contact.

that would be necessary to calculate all the effects correctly, a statistics-based description has
to be used [70]. A possible way to obtain a representative quantity is to count the number of
occupied or unoccupied microstates. Historically, the maximum number of possible states which
can be theoretical occupied was chosen to determine the disorder of a system. This maximum
value of disorder correlates with the energy of the system. Because the number of microstates
is always a positive integer and is normally enormously large, the corresponding information
content of a given system S can be logarithmically counted according to information theory.
This introduced logarithmic quantity is the so-called entropy σ(S) which represents the level of
maximum disorder.

Hence, the historical definition of the entropy of a given system is a measure for the number of all
possible quantum states which can be achieved following a uniform probability distribution. If
the number of reachable microstates for a system S is determined by Nσ ∈ IN, the corresponding
entropy σ of this system is defined as its natural logarithm

σ(S) = ln(Nσ). (2.19)

This entropy σ(S) is a function of the energy U , the number of particles N , and the volume V
of the system because Nσ depends on these parameters itself.

If two systems are considered as spatially and thermally insulated systems S1 and S2, where each
of them has a certain internal energy U1 and U2 as shown in Figure 2.1a. and if they are brought
into thermal contact (cf. Figure 2.1b), the number of particles and the volumes remain constant,
but the individual energies U1 and U2 are no longer spatially confined [69]. Therefore, an energy
transmission can be observed. In this case, the total energy U = U1 +U2 remains constant if no
other energy fluxes are observed. So the energy flows in the most probable case from one side
to the other under the constraint that the product of the single entropies Nσ1Nσ2 maximizes.
That is again a measure for the total number of states of the global system and therefore, also
the sum

σ(S) = ln(Nσ1 Nσ2) = σ1 + σ2 (2.20)

increases. After a certain time, the energy fluctuation from one side to the other becomes zero in
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average. Hence, these two systems S1 and S2 are in a state of thermal equilibrium if the equation�
∂σ1

∂U1

 
N1,V1

=

�
∂σ2

∂U2

 
N2,V2

(2.21)

holds for the whole system S(U). Here, Ui and σi are the energy and the entropy of the system
i. This property of equivalence in the thermal equilibrium is exactly what we expect to be the
temperature. Therefore, the fundamental temperature τ is thermodynamically defined as

1

τ
=

∂σ

∂U
=⇒ τ =

∂U

∂σ
, (2.22)

where the fundamental temperature τ has the unity of an energy. Determining τ to be the
reciprocal of ∂σ/∂U guarantees that energy flows from the system with higher τ to the system
with lower τ . The temperature T is measured in Kelvin and is proportional to τ by the equation

τ = kB T, (2.23)

where kB is Boltzmann’s constant and therefore, the conventional entropy S is defined as

S = kB σ. (2.24)

Hence the conventional temperature can be expressed as

T =
∂U

∂S
. (2.25)

An interesting corollary to definition (2.22) is the fact that the value zero for the fundamental
temperature cannot be reached under the constraint of finite energy resources because the energy
gradient would become infinity which has been proven to be impossible [71].

2.2 Heating Phenomena

In the age of the industrial revolution where the machines ran with water vapor, fundamental
theorems of thermodynamics have been established to deepen the knowledge and to pursue the
development of new more sophisticated machines. Research progress in electronics and material
science nowadays have already enhanced knowledge in the micro and nanoelectronic regime but
still, fundamental knowledge is missing for certain problems where material interactions occur,
especially if coupled heating phenomena appear with chemical material interactions or volume
expansions where also material phases may change. This section starts with the fundamental
postulates in thermodynamics which are followed by the most important phenomena required to
accurately describe modern semiconductor devices.

Zeroth Law of Thermodynamics

The zeroth law of thermodynamics describes the fundamental behavior of the temperature of
systems in thermal equilibrium [72]. If two given systems S1 and S2 are in thermal equilibrium
with a third system S3, then, the system S1 has also to be in thermal equilibrium with the system
S2: �

∂σ1

∂U1

 
N1
V1

=

�
∂σ3

∂U3

 
N3
V3

∧
�

∂σ2

∂U2

 
N2
V2

=

�
∂σ3

∂U3

 
N3
V3

⇒
�

∂σ1

∂U1

 
N1
V1

=

�
∂σ2

∂U2

 
N2
V2

. (2.26)
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Thus, the zeroth law of thermodynamics describes the transitivity and the symmetry [60] of the
equilibrium relationship [73]. According to the definition of the temperature τ from (2.22), this
law can be also expressed by their fundamental temperatures τi

τ1 = τ3 ∧ τ2 = τ3 ⇒ τ1 = τ2, (2.27)

where τi is proportional to Ti according to (2.23).

First Law of Thermodynamics

The first law of thermodynamics has been first proposed by Mayer8 in 1841 [74]: “Heat is a kind
of energy and can therefore neither be created nor destroyed.” Hence, heat has been defined as
the transfered thermal energy between two systems if they are brought into thermal contact [75].
The infinitesimal change of the internal energy U of a system S can be expressed as

dU = ∂Q− ∂W, (2.28)

where ∂Q is the infinitesimal heat added to the system and ∂W represents the infinitesimal
work performed by the system S. This equation follows directly from the total differential of the
entropy dS

dS = dS(U, V,N) =

=
∂S

∂U
dU +

∂S

∂V
dV +

∂S

∂N
dN =

=
∂S

∂U
dU +

∂S

∂U

∂U

∂V
dV +

∂S

∂U

∂U

∂N
dN. (2.29)

With the equations (2.22)–(2.24), the total differential of the entropy becomes

dS =
1

T
dU +

1

T
p dV +

1

T
(−µ) dN, (2.30)

where the pressure pmech can be found as

pmech = T
∂S

∂V
=

∂U

∂V
(2.31)

and the chemical potential µchem as

µchem = −T
∂S

∂N
= − ∂U

∂N
. (2.32)

By comparison of the coefficients from (2.28) and (2.30)–(2.32), the net heat flow Q and the
work W done by the system S can be found as

∂Q = T dS (2.33)

∂W = pmech dV − µchem dN. (2.34)

8Julius Robert von Mayer (November 25, 1814 – March 20, 1878)
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Second Law of Thermodynamics

For a closed system which is not in thermal equilibrium, the most probable consequence is
that the entropy of the system is monotonically increasing until a state of thermal equilibrium
has been reached [73]. The traditional version of this theorem was given by Thomson9 and
Planck10: A thermo-mechanical circle process which performs only a conversion of heat from
a heat capacitor to its equivalent work is impossible [61]. Machines which violate this theorem
are called perpetuum mobiles of second order. This can be expressed by

T dS = dU + pmech dV − µchem dN ≥ 0, (2.35)

where the equivalent of the increase of the disorder of the system S is greater then the maximum
of the performed work of the system.

Many thermodynamic problems in microelectronics deal among others with systems in which
chemical reactions are often neglected. Hence, the number of particles in the system can be
assumed to be constant. So, for a given system S where the number of particles remains constant
(dN = 0), the second law of thermodynamics can be equivalently formulated as the so called
thermodynamic identity (2.36) and its conversions (2.37):

T dS = dU + pmech dV (2.36)

dU = T dS − pmech dV. (2.37)

Hence, the energy increase dU of a system can be expressed by the sum of the heat transfer T dS
to the system and the mechanical work −pdV done on the system.

Since every thermodynamic system can be assumed to be a dissipative system, the energy can
be split into reversible and irreversible state variable

U = Urev + Qirr. (2.38)

For instance, if the dissipated heat is collected and again converted to energy, the conversion
process has also a finite power loss, and the originally dissipated heat cannot be completely
restored, otherwise a perpetuum mobile has been constructed which is impossible because T dS ≥
0 has to be fulfilled. Introducing (2.38) to (2.36) and (2.37), the thermodynamical identities can
be expressed by

T dS = ∂Urev + ∂Qirr + pmech dV (2.39)

dU = T dS − pmech dV − ∂Qirr, (2.40)

where the newly introduced internal energy change dU is reduced by the irreversible part which
has been dissipated to the surrounding systems. For the reversible case, the latter equations
become again (2.36) and (2.37).

Third Law of Thermodynamics

The third law of thermodynamics is often also called Nernst’s11 heat theorem. It is related to
the quantum mechanical regime of a given system S. For the special case that the temperature

9William Thomson, Lord Kelvin of Largs (June 26, 1824 – December 17, 1907)
10Max Karl Ernst Ludwig Planck (April 23, 1858 – October 4, 1947)
11Walther Hermann Nernst (June 25, 1864 – November 18, 1941)
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reaches very low values in the zero Kelvin regime, the entropy becomes a constant value due to the
finite states. The minimum number of possible microstates is one if a system is considered which
consists of vacuum only, the corresponding minimum entropy is zero. Hence, the logarithmic
value becomes Nσ0 ≥ 1 and the minimum of the entropy σ is determined as

lim
τ→0

σ(τ) = lim
τ→0

ln (Nσ(τ)) = ln (Nσ0 ≥ 1) = const ≥ 0. (2.41)

Therefore, the values of the entropy σ at 0K is expected to be very small, except for some
materials where a frozen internal disorder can be observed at temperatures above 0K, e.g. in
glasses and ceramics [69].

Most of the stationary heating phenomena can be described by the fundamental laws of ther-
modynamic. These equations can be used for the local thermal equilibrium and the local quasi
thermal equilibrium if the system is not too far away from the local thermal equilibrium. The
transient behavior of a system becomes more important when the investigated systems have
raising numbers of uncertainties of their internal state variables. Therefore, the global energy of
the system is being minimized according to the second fundamental law of thermodynamics.

Analogously to the observed behavior of fluids and gases, heat transport can be treated as a kind
of energy transport, for instance within the electron gas, as it is shown in the following sections.

2.2.1 Heat Flux

It can be observed from various experiments that heat flows from the hotter to the colder side.
Since the matter that is involved shows a statistical behavior at micro and nano-scale level in
terms of the Brownian molecular motion, the previous statement can be formulated as: The
most probable consequence is that heat flows spontaneously from the hotter to the colder side
by diffusion and relaxation mechanisms. This is exactly the definition of the second law of
thermodynamics found in [73].

The time derivative of the heat can be expressed by Fourier’s and Lambert’s12 law, which is
equivalent to the Stefan13-Boltzmann law for grey radiators. These laws consider the spatial
temperature gradient plus the heat flux density due to the surface radiation to the ambient,
respectively:

qth = − λ̃ · ∇T� �� �
Fourier�s law

− σSB (ε1 T 4
1 − ε2 T 4

2 ).� �� �
Lambert�s law

(2.42)

Here, the first term on the right hand side is determined by Fourier’s law, where the ther-
mal conductivity tensor is denoted by λ̃ and T is the local temperature in Kelvin. The second
term describes Lambert’s law for grey radiators, where σSB denotes the Stefan-Boltzmann

constant and T1 and T2 stand for the ambient and the local surface temperature, respectively.
The coefficients ε1 and ε2 reflect the efficiency of the absorption and the radiation of the con-
sidered surfaces. The “black body” has the absorption and radiation efficiency εBlackBody = 1.
In most tcad applications, the radiation can be neglected, except for areas at the surface of
semiconductor devices, for instance, in passivation layers and heat sinks.

As the electric and magnetic fields store energy, also the matter stores heat energy. If heated
bodies are put into a colder environment, they show a certain thermal relaxation behavior. A

12Johann Heinrich Lambert (August 26, 1728 – September 25, 1777)
13Jožef Stefan (March 24, 1835 – January 7, 1893)
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possible way to describe this relaxation behavior is to assign a quantity to each material, where
the value of the quantity determines how much energy can be stored per mass or per mole. This
quantity is called specific heat capacitance14 . Historically, the heat capacitance is distinguished
by two types. The first one determines the heat capacitance at constant pressure Cp and the
second one describes the heat capacitance at constant volume CV:

Cp = T

�
∂S

∂T

 
N,pmech

=

�
∂U

∂T

 
N,pmech

(2.43)

CV = T

�
∂S

∂T

 
V,N

=

�
∂U

∂T

 
V,N

. (2.44)

Here, the heat capacitances Cp and CV determine the change of the internal energy U with
regard to the temperature change where different constraints are applied: constant pressure
and constant volume. To obtain the specific heat capacitances ci, the heat capacitances Ci are
normalized to their involved mass m:

ci =
1

m
Ci. (2.45)

The unit of the specific heat capacitance is either J kg−1K−1 or J mol−1K−1 according to the
type of the mass used in (2.45) (mass or molar mass). The different values for the specific heat
capacitances of a particular material can be easily transformed into each other.

Both heat capacitances of a given material, the one at constant pressure (cf. (2.43)) and the one
at constant volume (cf. (2.44)), differ from each other by the identity

Cp − CV = T V
(αmech)2

κmech
T

, (2.46)

where αmech denotes the thermal expansion coefficient at constant pressure, and κmech
T represents

the isothermal compressibility coefficient of the material [76]. The thermal volume expansion
coefficient αmech and the compressibilities κmech

T and κmech
S are defined as follows:

αmech =
1

V

�
dV

dT

 
N,pmech

, (2.47)

κmech
T = − 1

V

�
∂V

∂pmech

 
T,N

, (2.48)

κmech
S = − 1

V

�
∂V

∂pmech

 
S,N

. (2.49)

Here, the αmech determines the relative volume change with regard to temperature changes, κmech
T

shows the relative isothermal volume change and κmech
S the relative isentropic volume change with

regard to changes of the local pressure.

Together with the thermodynamic potentials (2.31) and (2.32) and the thermodynamic identi-
ties (2.36) and (2.37), another correlation between heat capacitances and compressibilities can

14The specific heat capacitance is also called simply “specific heat”.
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be derived by using the chain rule for differentiation.

∂(pmech, S,N)

∂(V, T,N)
=

∂(pmech, S,N)

∂(V, S,N)

∂(V, S,N)

∂(V, T,N)
=

∂(pmech, S,N)

∂(pmech, T,N)

∂(pmech, T,N)

∂(V, T,N)
(2.50)

=

�
∂pmech

∂V

 
S,N

�
∂S

∂T

 
V,N

=

�
∂S

∂T

 
N,pmech

�
∂pmech

∂V

 
T,N

(2.51)

==⇒ κmech
T

κmech
S

=
Cp

CV
=

cp

cV
. (2.52)

The equations (2.50) and (2.51) show the equality of the different equivalent methods for differ-
entiation according to the chain rules from Leibniz15 and with the previous definitions of the
compressibilities (2.48) and (2.49). Since the isobar and isochor heat capacitances describe the
same region of matter, their ratio in (2.51) is the same as for the corresponding specific heat
capacitances.

For isotropic and temperature-independent materials, the left hand side of (2.9) becomes λ times
the Laplaceian16 operator and (2.9) can be written as

λΔT = cp ρm ∂tT −Hth, (2.53)

where the maximum of the thermal conductivity has been published for carbo-nano-tubes (cnts)
and nano wires as 4.0−4.6×104 W/K in [77,78]. In comparison to that, the thermal conductivity
of diamond is typically in the range of 1.0 − 2.5×103 W/K [79,80].

To determine the proper heat generation term Hth for a particular problem, several proposals
have been made for semiconductor and interconnect models. The simplest model is to calculate
the power loss with the local electrical field E and the resulting local current density J [81, 82]
by

Hth = E · J, (2.54)

where E and J can be calculated using the appropriate models to describe the observed behavior
of the electrical field and the electrical current density. In order to account for the current
densities Jn and Jp appropriately, the Seebeck17 effect has to be considered as well, where the
phenomenological semiconductor current equations [62,66] can be enhanced by

Jn = −q n µ̃mob
n · (∇Φn + Pn∇T ) , (2.55)

Jp = q p µ̃mob
p · (∇Φp + Pp∇T ) , (2.56)

where n and p represent the carrier concentrations for electrons and holes, µ̃mob
n and µ̃mob

p de-
note the mobility tensors for electrons and holes, and Pn and Pn are the Seebeck coefficients
for electrons and holes. The quantities Φn and Φp represent the quasi-Fermi18 potentials for
electrons and holes in semiconductor materials:

Φn = ϕ− VT ln

�
n

ni

 
, (2.57)

Φp = ϕ + VT ln

�
p

ni

 
, (2.58)

15Gottfried Wilhelm Leibniz (July 1, 1646 – November 14, 1716)
16Marquis Pierre-Simon de Laplace (March 23, 1749 – March 5, 1827)
17Thomas Johann Seebeck (April 9, 1770 – December 10, 1831)
18Enrico Fermi (September 29, 1901 – November 28, 1954)
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where ϕ denotes the local potential, VT is the thermal voltage according to VT = kBT/q, and
ni denotes the intrinsic carrier concentration of the semiconductor material.

For semiconductor devices, the temperature T is often assumed to be the lattice temperature of
the semiconductor crystal since the carriers and the lattice can be considered as two systems in
thermal quasi equilibrium [66]. For a rigorous treatment of the Seebeck effect, also the Fourier

law for the heat conduction equation (2.8) has to be adapted to

qth,n = −λ̃n · ∇T + PnTJn, (2.59)

qth,p = −λ̃p · ∇T + PpTJp, (2.60)

where the first part is due to Fourier’s law and the second part due to Seebeck’s effect.

2.2.2 Onsager’s Theorem

A rigorous description of thermal influences on the electrical current and vice versa has been
presented by Onsager19 in 1931 [83, 84]. His theory discusses the relations of reciprocity of
reversible and irreversible processes, where the coupling of the electrical and the thermal sub-
systems are investigated. For instance, if the electrical driving force is denoted as X1 = E and
the thermodynamic driving force X2 is expressed as,

X2 = − 1

T
∇T, (2.61)

where T has been identified as the absolute temperature by Carnot20 [61,85], the corresponding
equation system can be formulated with independent equations as

X1 = R1 J1 (2.62)

X2 = R2 J2, (2.63)

where R1 and R2 are the electrical resistivity and the thermal “heat resistance”, respectively.
The heat resistance is also called thermal resistance Rth in this thesis. The quantities J1 and J2

are the electrical and the thermal current, respectively. The thermal current density J2 is also
called heat flow density qth. Several thermodynamic experiments over the last 150 years have
shown that the electrical current is not independent of the temperature. Therefore, equations
(2.62) and (2.63) are coupled. Introducing the standard notation, these equations can be adapted
by cross coefficients R12 and R21 and represent the Onsager relations

X1 = R11 J1 + R12 J2, (2.64)

X2 = R21 J1 + R22 J2. (2.65)

For this equation system, Thomson proposed the relation

R12 = R21, (2.66)

which is also called “reciprocity theorem” of the Onsager relations. However, (2.66) implies that
this relation follows from symmetric principles of thermodynamic theory. Hence, the reciprocity
theorem neglects the loss during heat conduction and energy conversion and relation (2.66)
assumes a balanced energy flow between the two subsystems. Thus, a steady stage is assumed

19Lars Onsager (November 27, 1903 – October 5, 1976)
20Nicolas Léonard Sadi Carnot (June 1, 1796 – August 24, 1857 )
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with the request of (2.66) [61], where equilibrium conditions are applicable only within short
range.

The principle of microscopic reversibility in (2.66) is less general than the second fundamental
law of thermodynamics [83]. For further investigated coupled systems, the currents Rij may
have different signs due to the different directions of the energy flows. Therefore, (2.66) is not
sufficient enough to fulfill the second law of thermodynamics. Hence, the necessary condition for
the equation system consisting of (2.64) and (2.65) to guarantee the second law with ∂tS ≥ 0
yields

R12 + R21 ≤ 2
&

R11 R22. (2.67)

This necessary condition has been originally proposed by Boltzmann in 1887 [86].

Writing the Onsager relations (2.64) and (2.65) as functions of driving forces Xi

J1 = L11 X1 + L12 X2 (2.68)

J2 = L21 X1 + L22 X2, (2.69)

where the necessary condition of type (2.67) remains valid accordingly for Lij as

L12 + L21 ≤ 2
&

L11 L22. (2.70)

To consider the Onsager relations in terms of energy, (2.68) and (2.69) can be multiplied by
X1 and X2, respectively, leading to

J1 ·X1 = L11 X1 ·X1 + L12 X2 ·X1, (2.71)

J2 ·X2 = L21 X1 ·X2 + L22 X2 ·X2. (2.72)

These equations represent the products of the driving forces Xi and displacements of types of
flow Ji. The result of (2.71) and (2.72) can be described as the dissipated energy per volume
and per time and reads

Tθ =
+

i

Ji ·Xi, (2.73)

where θ is the entropy generation rate per unit volume and follows from the second law of
thermodynamics (2.35)

∂tS ≥ 0 =⇒ T ∂tS ≥ 0, (2.74)

Tθ =
∂(T ∂tS)

∂V
=

+
i

Ji ·Xi ≥ 0, (2.75)

=⇒ θ =
∂(∂tS)

∂V
=

1

T

+
i

Ji ·Xi ≥ 0, (2.76)

where the entropy generation rate ∂tS can be determined by the sum of the power densities of all
contributing subsystems. Hereby, the parts of the sums can be identified as the power densities
of the participating systems which are determined by chemical reactions, the power loss due to
heat transfer and Joule’s self-heating, and the power loss due to diffusion processes. The power
density of chemical reactions can be expressed by scalar-valued quantities as

Tθchem =
+

i

Jchem
i Xchem

i =

�
1

V
∂tξj

 −+
j

νjµj

 , (2.77)
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where Jchem
i is determined by the chemical reaction rate ∂tξj per unit volume V . The chemical

driving force is represented by Xchem
i = −,

j νjµj, where µj denotes the chemical potential and
νj the stoichiometric coefficient of the participating atom. The electrical power density can be
identified by

Tθel =
+

i

Jel
i ·Xel

i =
+

i

Ji · Ei =

= −
+

i

Ji · ∇ϕi, (2.78)

where J and E are the electrical current density and the electrical field, respectively. The electric
field can be expressed by the spatial gradient of an electrical potential ϕ. For electro-magnetical
subsystems, the power density has to be appropriately adapted as discussed in Section 2.2.3.
Another important contribution to the global entropy increase is the power loss due to thermal
heat flow, which can be expressed in terms of (2.73) by

Tθheat =
+

i

Jheat
i ·Xheat

i =
+

i

qth,i ·
�

Ti∇
�

1

Ti

  
=

=
+

i

qth,i ·
�
− 1

Ti
∇Ti

 
, (2.79)

where qth represents the local heat flux density. The second term in (2.79) depicts the thermal
driving force according to Fourier’s empirical law. For diffusion processes, the power density
can be identified as

Tθdiff =
+

i

Jdiff
i ·Xdiff

i =
+

i

Jmol
i ·

�
−Ti∇

�
µi

Ti

  
=

=
+

i

Jmol
i ·

�
−∇µi +

µi

Ti
∇Ti

 
, (2.80)

where Jmol
i is the mole number per unit area and time of the contributing species i. The driving

force of diffusion processes is determined by the gradient of the chemical potential and by the
gradient of the temperature.

Since the power density of diffusion processes has been determined for no external forces, an
extension for the applied electrical field has to be made by introducing an additional term that
depicts the force acting on charged particles inside the simulation domain. Hence, equation (2.80)
has to be modified as

Tθ =
+

i

Jmol
i ·

�
−∇µi +

µi

Ti
∇Ti − Z∗

i ni∇ϕi

 
, (2.81)

where Z∗
i is the effective valence charge of the species i, ni is the species concentration per mole,

and ϕi is the corresponding electrical potential.
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To conclude Onsager’s thermodynamical treatment, the overall power density is thus given by
the sum of the power densities of all contributing subsystems as

Tθ = T
+

i

θi = T
�
θchem + θel + θheat + θdiff

�
(2.82)

Tθ = − 1

V
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+
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− 1
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+
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i ·

�
−∇µi +

µi

Ti
∇Ti − Z∗

i ni∇ϕi

 
, (2.83)

where the thermodynamic power density Tθ is determined by the contributing chemical reactions,
the electrical burden, heat flows, and molar diffusion processes.

2.2.3 Electro-Magnetic Power Density

The local power density is one of the most important quantities that determine the maximum
performance or the maximum number of device operations per time. Moreover, power has been
concentrated at certain local regions and has therefore to be controlled appropriately to perform
the desired action within the defined requirements. Unfortunately, power has also a dissipative
part. Since the electrical and mechanical systems have only finite efficiencies, the usable power
is less than the total power consumption. The difference dissipates via thermal conduction,
convection, and radiation. In addition to that, the second law of thermodynamics postulates the
irreversibility of some of the thermally dissipated heat. Hence, the entropy is steadily increasing
on average. The appropriate power density for heat conduction can be derived from the local
energy of the electro-magnetic fields, where the energy of these fields is determined by the
Poynting21 vector. The spatial power source density of the Poynting vector represents the
local energy density [58,59], which can be directly derived from the curl equations of Maxwell’s
equations. Multiplying the equations (2.1) and (2.2) from the left with -H and E, respectively,
results in

−H · (∇×E) = H · ∂tB, (2.84)

E · (∇×H) = E · J + E · ∂tB. (2.85)

The sum of the left sides of equations (2.84) and (2.85) shows the local source density of Poynt-

ing’s vector:

E · (∇×H)−H · (∇×E) = ∇ · (E×H) = ∇ · S, (2.86)

with the Poynting vector S as

S = E×H. (2.87)

The sum of the right sides of equations (2.84) and (2.85) represents the equivalents to (2.86):

∇ · S = E · J + E · ∂tD + H · ∂tB. (2.88)

21John Henry Poynting (September 9, 1852 – March 30, 1914)

24



CHAPTER 2. THERMAL EFFECTS IN SEMICONDUCTOR DEVICES

Equation (2.88) represents the local form of the energy conservation equation. The left side
of (2.88) shows the local source density of the Poynting vector which depicts the current change
of energy density per time (power density). The right side shows the different components of the
contribution. The first term E·J is the electric component which represents the Joule power loss
that causes self-heating due to carrier transport22 mechanisms. The second and the third term
depict the change of the energy stored in the electrical and the magnetical field, respectively.

For isotropic and field-independent materials, (2.88) can be formulated as

∇ · S = σE · E + εE · ∂tE + µH · ∂tH

= σE2 +
1

2
ε ∂t

�
E2

�
+

1

2
µ ∂t

�
H2

�
. (2.89)

With Joule’s power loss equation

p = E · J = σE2, (2.90)

(2.91)

and the introduction of wel and wmag as the electrical and magnetical energy densities

wel =
1

2
εE2 (2.92)

wmag =
1

2
µH2, (2.93)

equation (2.89) can be written as

∇ · S = p + ∂tw
el + ∂tw

mag. (2.94)

In comparison with common effects in semiconductor devices, Joule’s power loss has often
to be taken into account to describe self-heating. In conjunction with semiconductor devices,
there are several other approaches to determine the power loss. Since electrons and holes behave
differently in semiconductor materials, the current is conveniently split up in order to account for
their different properties. In addition, the potential confinement of the carriers is also different.
Therefore, the power densities for electrons and holes can be determined with the appropriate
models.

2.2.4 Global versus Local Heating

Beginning with the local point of view, the heat conduction equation (2.9) determines the be-
havior at the current position and in a certain small region around the current position. In this
environment, the heat is generated, for instance, if charge carriers are forced to move and are
accelerated according to an external applied electric field. Hence, also the kinetic energy of the
carriers increases. According to elastic and inelastic scattering effects at lattice sites, impurities,
and surface areas, parts of the carrier’s kinetic energy are converted to heat. Therefore, a tem-
perature can be assigned to charge carriers, where these assigned carrier temperatures directly
correspond to their energies but does not correlate with the commonly known thermodynamic
temperature. Especially for charge transport in semiconductor materials, the carrier tempera-
ture assignments are very common [87] to determine carrier energy (cf. hot and cold electrons
in [62,63,72]).

22Transport of electrons, holes, and ions
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For small carrier flows in semiconductor devices, the semiconductor substrate temperature and
therefore also the channel lattice temperature can be assumed to be equal to the ambient tem-
perature, since self-heating is negligible.

To determine the heating effects, especially for interconnect materials, most involved materials
can be assumed to behave like metals. Since highly doped semiconductor materials and also
silicides have been introduced to interconnect structures and their resistivity can be adjusted
within certain ranges, also their electrical behavior is quite similar to that of metals. Hence,
these materials can be treated as metal-like materials, or, if special material-specific effects have
to be considered, the model can be extended to account for this particular effect. For instance,
highly doped tungsten silicide is often used as a conductor. Hence, it is possible to use freely
available regions to integrate fusing elements that exploit electro-migration effects in tungsten
silicide [88–90].

As an illustrating example for heating and cooling, a copper plate embedded in SiO2 dielectrics
has been heated up to a certain temperature and the corresponding cooling procedure is shown
in Figure 2.2a. This figure depicts an undisturbed thermal relaxation (cooling) where the heat
energy and therefore the temperature diffuses to the surrounding oxide layers to become uni-
formly distributed over the simulation region. For the simulations shown in Figure 2.2, adiabatic
boundary conditions are applied where the simulation region does not exchange energy which any
other surrounding systems. This can for instance be assumed if this particular simulation domain
is embedded in a large periodic structure. In contrast, by considering a continously heated copper
plate in Figure 2.2b, the result of the heat conduction equation (2.9) gives0 the evolution of the
temperature distribution at different points in time with an additional heat source term Hth ap-
plied. The heat becomes distributed over the whole simulation domain, where heat conduction is
the dominant energy transport mechanisms. Radiation has been neglected in this investigation.
As a result, the temperature distribution shows the same behavior at the beginning as without
self-heating, but at a certain point in time, the surrounding material is no longer able to absorb
the produced heat and the whole structure begins to heat up.

A similar phenomenon can be observed in interconnect structures with included vias. The heat
produced by self-heating is preferably transfered through the metal layers and the via structures
because the thermal conductivity of the interconnect lines and vias is much higher than those
of the barrier layers and the surrounding dielectrics. Since the vias are made of metal and
silicided materials, the vias provide a strong secondary heat transfer path in addition to the
metal layers, which is often not considered and anticipated appropriately. As a consequence,
measurements show that real structures globally heat up during operation and thermal failures
may occur which seem to be unmotivated in terms of electrical simulation. With simulators that
use suitable thermal models, such possible failures can be identified.

The high supply voltages and increasing clock frequencies are another promoting factor for ad-
ditional thermal loads because the intervals between the loading and decharging of the intrinsic
capacitors are becoming shorter. This requires to operate at higher current densities. In ad-
dition, this phenomenon is emphasized when cmos device structures are considered. During a
transition, when the device is turned on or off, both driver transistor are for a short period of
time in the on-position. That means, a higher current flows through the devices from the positive
supply connector to ground and thus the power loss increases quadratically [91]. This effect can
be observed when only frequency scaling is applied for a particular technology.

Rigorous self-consistent electro-thermal investigations of complex interconnect structures have
become very time consuming, especially when temperature-dependent material parameters are
considered. For these investigations, the three-dimensional interconnect simulator Stap [39,92,
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Figure 2.2: Temperature distribution showing the thermal relaxation of a heated SiO2-Cu-SiO2

structure where different heat source terms are applied. The left part (a) shows
a simple relaxation without heat source and the right part (b) with an additional
power density inside the copper plate as it can be observed in a conducting material
due to self-heating.

93] has been developed to extract resistances, capacitances as well as internal quantity distribu-
tions such as potential, current density, and temperature, among others.

As a representative example, a typically multi-layered interconnect structure is electro-thermally
investigated. Figure 2.3a depicts a structure which consists of several metalization layers which
are connected through vias. In between these metal lines, there is SiO2 as an interlayer dielectric
(ild). The copper lines are coated by TiN barrier layers to avoid copper diffusion into SiO2. As
an etch-stop layer, a Si3N4 passivation layer is included due to technology-induced constraints.
The heat flows through the paths with the highest thermal conductivities of the different con-
tributing materials. The electrically stressed metal lines produce heat due to Joule’s power loss
and the generated heat establishes a certain temperature in the metal lines and the surrounding
materials which results in propagation of the heat through the whole interconnect structure.
The passivation layer in between the lower metal layer and the upper ild layer shows a high
thermal conductivity path which causes a rapid heating of adjacent regions of that part. As
a logical consequence, changes in material compositions could overcome this type of uninten-
tional heat evolution. This change is highly demanded in terms of the electrical and mechanical
improvements but underlies many technology-related and economical-related constraints.

As Figure 2.3 shows, the electrical load in semiconductor devices and in interconnect structures
produces a considerable amount of heat which has to be included into the design of heat sinks.
Due to global heating, many interconnect regions become thermally and mechanically stressed
even these which are not directly electrically stressed. Therefore, these regions become extraor-
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Figure 2.3: A typical multi-layered dual damascene interconnect structure made of various
materials (a) showing global warming in metalization level M2 (b).

dinary burdened by further electrical or mechanical stressing effects. Hence, the heat metal lines
and metalization layers can be used to shield some regions from external heating by providing
an additional heat conduction path with a very low thermal resistivity allowing a fast transport
path towards a heat sink.

2.2.5 Heat Sinks and Sources

For the simulation of self-heating, the generated heat is modeled through Joule’s power loss.
Hence, each interconnect line with an electrical burden represents a distributed heat source which
is modeled via an additional heat source term Hth in the local heat conduction equation (2.9).

As initial conditions, the ambient temperature at T0 = T (t = t0) is chosen. Typical initial values
for T0 are 300K for room temperature and 330K or 350K for heated device structures which
have already reached their stationary operational conditions.

An ideal heat sink provides a constant temperature at a certain part of the device structure.
Therefore, the boundary condition for the temperature can be modeled by a Dirichlet23 bound-
ary condition

∀x ∈ ∂Ω1 : T (x) = T0, (2.95)

where Ω represents the simulation domain and Ω1 ∈ Ω a part of the simulation. ∂Ω1 is the
corresponding boundary related to the ideal heat sink. This represents a very good assumption
if actively cooled heat sinks are considered.

23Peter Gustav Lejeune Dirichlet (February 13, 1805 – May 5, 1859)
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Adiabatic boundary conditions can be used, if only a single part of a device is sufficient to describe
the device behavior due to symmetry of the device structure [94]. The adiabatic boundary
condition can be expressed by homogeneous Neumann24 boundary conditions

∀x ∈ ∂Ω2 : λ̃ · ∇T (x) = qth,0(x) = 0. (2.96)

External heat sources, for instance, at boundaries of the simulation domains ∂Ω3, require inho-
mogeneous Neumann boundary conditions described by

∀x ∈ ∂Ω3 : λ̃ · ∇T (x) = qth,0(x), (2.97)

where qth,0(x) is the externally applied heat flux density, this might be for example a heat
generating power line or an active cooling element.

Applying additional (fast) heat diffusion paths influences the original heat flux distribution and
might result in new and sometimes unwanted heating effects at their surrounding material en-
vironments. Therefore, a rigorous investigation of the thermal influence has to be included for
modern chip design because even cooling a semiconductor device structure may cause additional
mechanical stress as has been outlined in [95].

2.2.6 Electro-Thermal Coupling

As it was shown in the previous sections, the temperature is nearly always involved in parasitic
effects and the temperature is mostly a result of electrical load. However, the temperature is a
natural result of a system which dissipates power since it represents the change of the internal
energy of the system as previously presented at the beginning of this chapter.

A common modeling approach for the heat source term in electro-magnetic systems can be
expressed by (2.88) as

Hth = E · J + E · ∂tD + H · ∂tB, (2.98)

where the first term shows the power loss density according to the applied electric field, where
the second and the third terms present the internal power density of the electric and magnetic
field, respectively.

This rigorous determination of the power density Hth couples the electro-magnetic and the ther-
mal subsystems yields (2.9). For special materials which show for instance Peltier25 and See-

beck effects, equation (2.98) has to be appropriately expanded by introducing an additional
term accounting for these effects as proposed in [61,66] and reads

−µth J · ∇T, (2.99)

where the Thomson coefficient µth is defined by

µth = T
∂Pth

∂T
, (2.100)

using the thermopower coefficient Pth, which is determined by the change of the contact voltage
with respect to the temperature change [72]

Pth =
∂Vc

∂T
. (2.101)

24Carl Gottfried Neumann (May 7, 1832 – March 27, 1925)
25Jean Charles Athanase Peltier (February 22, 1785 – October 27, 1845)
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2.2.7 Volume Expansion

A rather computational expensive but important effect for modern electronic devices is the
volume expansion of condensed matter due to a temperature increase. From the microscopic
point of view, the Brownian motion increases with rising temperature. Therefore, the average
distance of the particles at higher temperatures is larger than at lower temperatures. Hence, the
volume of the unit cell has been expanded. For semiconductor devices that operate at nearly
constant and moderate temperatures, a certain thermal volume expansion can be anticipated
during the device design.

Because most design rules consider thermal equilibrium conditions between the operating device
and its ambient, additional transient heat source terms which result for instance from self-heating
can drastically enhance the volume expansions and result in wrong predictions of the device
characteristics at certain operation conditions.

Generated heat in modern interconnect structures as well as in semiconductor devices can be
taken into account by a certain average heat source distribution but this approach is still limited
to experience of the past implementations and experiments. This is a major concern of modern
reliability investigations, especially for novel interconnect structures and for high performance
devices such as microprocessors and power amplifiers.

To account for the thermal volume expansion behavior, a first order approach

∂V

V
= αmech ∂T (2.102)

is commonly used [96,97]. Here, the volume of the material is denoted by V and αmech represents
the thermal volume expansion coefficient.

Some simulation tools might use higher order Ansatz functions, hence (2.47) can be adapted to

V expand

V normal
=

�
1 +

N+
i

αmech
i (T − T0)

i

�
, (2.103)

where N is the order of the Ansatz functions for the mechanical expansion model and αmech
i is

the appropriate material parameters for the volume expansion model. The reference temperature
T0 is typically either 300K or 273.15K. Hence, the values for αmech

i are available for different
reference temperatures because this approach refers to a truncated Taylor26 expansion series.

To determine the elongation of a one-dimensional body, e.g. a rod, the one-dimensional expansion
coefficient can be derived from the volume expansion coefficient αmech from its definition

l = l0 + dl ⇒ V = V0 + dV (2.104)

l = l0 (1 + αmech
l dT ) ⇒ V = V0 (1 + αmech

l dT )3. (2.105)

Using a Taylor expansion for (2.105) yields

V ≈ V0 (1 + 3αmech
l dT ) +O

�
(αmech

l )2
�

. (2.106)

Hence, a coefficient comparison yields for small expansion coefficients the relation

αmech = 3αmech
l . (2.107)

26Brook Taylor (August 18, 1685 – December 29, 1731)
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The impact of a thermal expansion is manifold. If the volume is able to change its size, and
there are no confinements to the volume, the consequence can be either shrinking or expansion.
The more general case applies mostly: Confinements like adhesion and constrictions usually
determine the volume expansion. Hence, the volume is bared by some other materials, which are
not that compressible or elastic as required to allow an unconfined expansion. Therefore, strain
and stress occur which are the mechanical driving forces for tension, contraction, torsion, and
other effects including a change of the crystal structure, or phases.

2.2.8 Mechanical Subsystem

This thesis deals with mechanical phenomena mainly caused by electro-thermal stress conditions.
Since the electrical burden produces heat and the heat non-negligible volume expansion, the
mechanical part has to be considered as well. The basic equation used for tcad purposes is
Hooke’s27 law which has been originally introduced by the words “Ut tensio sic vis”28. The
corresponding formula reads

F = c u, (2.108)

where the absolute value of the applied force F to a body is proportional to its elongation u.
Here the constant c determines the stiffness of the body. More generally, Hooke’s law can be
formulated for local quantities in a body where the local stress tensor σ̃mech is associated to the
Green29 tensor (local strain tensor) ε̃mech for a given body by

σ̃mech = C̃ · ε̃mech, (2.109)

σmech
ij =

+
k,l

Cijkl ε
mech
kl , (2.110)

where the proportionality factor is determined by the 4th-rank stiffness tensor C̃ and the strain
is defined according to Cauchy30 via local displacements

εmech
ij =

1

2

�
∂ui

∂xj
+

∂uj

∂xi

 
, (2.111)

where u is the displacement or deformation vector and x the local position.

Using the Voigt31 notation [96–98], the ranks of the tensors involved in (2.109) can be reduced
due to the symmetry of the material and due to the symmetry according to energy conservation
laws [59]. Thus, the number of independent tensor entities reduces from 81 to 36 by material
symmetry and further reduces to 21 mutual independent tensor entities due to energy conserva-
tion [59,96]. Therefore, equation (2.109) can be expressed as

�σmech = Ĉ · �εmech, (2.112)

where �σmech and �εmech are the vector-valued quantities for the mechanical stress and strain in
the Voigt notation, respectively. Furthermore, Ĉ represents the stiffness matrix of 2nd rank
also in the Voigt notation.

27Robert Hooke (July 18, 1635 – March 3, 1703)
28“As the tension, so is the force.”
29George Green (July 14, 1793 – May 31, 1841)
30Augustin Louis Cauchy (August 21, 1789 – May 23, 1857 )
31Woldemar Voigt (September 2, 1850 – December 13, 1919)
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In tcad applications of modern devices it is often sufficient to deal with static stresses, only.
In that cases, the speed of involved particles can be neglected [99]. The mechanical equations
have to fulfill general conservations laws [96,97] for energy, momentum, angular momentum, and
mass. Thus, the mechanical subsystem can be described by the local conservation laws of energy,
momentum, and mass

∂tw +∇ · q = Smech, (2.113)

∂tg +∇ · pmech = f, (2.114)

∂t:
mass +∇ · (v :mass) = 0. (2.115)

In (2.113) the local energy density is denoted by w, the energy flux density by q, and Smech

represents the mechanical power density. The latter equation represents the mechanical analogon
of the Poynting vector. Equation (2.114) is the momentum conservation equation, where g is
the momentum density, f is the local force density, v the velocity of the moving particles, and
p̃mech is the momentum flux density which is often called pressure tensor. Equation (2.115)
presents the local mass continuity equation, where the specific mass density is denoted as :mass.
If mass fluxes have to be considered, for instance in electro-migration analysis, the kinetic pressure
tensor p̃mech becomes

p̃mech = :mass v⊗ v− σ̃mech, (2.116)

where the specific mass density is denoted by :mass, σ̃mech is the stress tensor, and v is the speed
of the moving particles.

Later on, p̃mech can be also used as a scalar-valued quantity pmech when the simplified Voigt

notation is used:

pmech = trace(:mass v⊗ v− σ̃mech). (2.117)

If the flux of mass has not to be considered, the associated velocity of the particles becomes
v = 0 and the hydrostatic pressure can be determined by

pmech = − trace(σ̃mech). (2.118)

The definitions of hydrostatic pressure pmech in (2.117) and (2.118) can be used as a metric which
provides a possibility to visualize, to compare within measurements, or to define a figure of merit
in an optimization loop [100].

If moving particles are considered, the mechanical analogon to the electrical continuity equation
is the mass continuity equation (2.115) and can be treated with the Eulerian32 continuity
equation [96]

∂t:
mass + :mass∇ · v + v · ∇:mass = 0, (2.119)

which is the mass conservation equation (2.115). A mathematical coupling between the mass
flux and the mechanical stress can be obtain by using the first law for continuity mechanics from
Cauchy

:mass (∂tv + v · ∇v) = ∇ · σ̃mech + f, (2.120)

where the f represents the externally applied force density.

32Leonhard Euler (April 17, 1707 – September 18, 1783)
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2.2.9 Micromechanics in tcad

The materials involved in typical microelectronic systems are subject to very strong mechanical
constrictions due to the rigorous embedding in hard and rigid material compounds. Thus, the
microscopic behavior can be assumed to be in steady state in which the mechanical movements
can be neglected. Of course, there are still diffusion processes involved, but their time scale,
e.g. their diffusion constant, is much smaller than the investigated time regime to determine
the mechanical burden. Hence, the thermo-mechanical and electro-thermal investigations can
be independently executed very efficiently using tuned simulators for each of the sub-problems.
After a certain time, at which the mechanical burden has reached a critical value, the thermo-
mechanical sub-system has to be updated to follow a self-consistent iteration scheme for the
globally coupled electric, thermal, mechanical problem.

Microelectronical and micromechanical (mems) devices often use micro-scaled phenomena of
coupled electro-thermal and thermo-mechanical subsystems including also mass flows. Therefore,
the assumption of velocity-free material regions remains no longer valid for these systems and a
rigorous treatment of the mechanical and electrical phenomena has to be performed.

However, tcad applications require micromechanical considerations beside rigorous thermo-
electrical analysis as recent survey and forecast have shown to overcome scaling-induced prob-
lems, e.g. enhanced thermal stress cycles, electro-migration, and current densities [3]. Hence
high mechanical demands have appeared not only for devices but also for interconnect structures
and chip packages. According to recently announced requirements by the itrs [3], thermal issues
have reached certain critical levels which make an additional micromechanical analysis necessary
to fulfill the challenging itrs goals proposed for the future.

The mechanical strain on various materials shows different effects. Device engineers have suc-
cessfully developed some applications where the strain can be advantageously used. This strain
engineering has been implemented in state-of-the-art technology nodes in semiconductor device
fabrication for instance to align the carrier charge mobilities in nmos and pmos transistors. In
addition, the enhancement factor an be adapted to a certain desired level that the mobility
for both, the electrons in the nmos transistors and the holes in the pmos transistors have the
same values which idealizes cmos circuits loss during transistors switching [101]. This technique
used the advantageous crystal structure of semiconductor materials, for instance Si and SiGe.
In this particular example, strained materials are introduced to cmos structures. Since the
charge carriers in these transistors have different mobility tensors, the resistivity as well as the
transition times of the transistors can be adjusted to customize the overall performance of the
circuit [102,103]. The main application of strain engineering in the semiconductor device regime
deals with mobility enhancements and the equalizing of carrier mobilities of nmos and pmos

transistors in cmos circuits due to compressive and tensile stress profiles [102,103].

However, strain engineering is not limited to mobility enhancements in cmos circuits. Many
different materials are currently under development for various applications, e.g. SiGe [103],
SiC [104], GaN [105–108]. A promising application for strain engineering is the control of optical
and electro-magnetical properties as well as the exploitation of their anisotropy for future device
applications [106].

However, modern microelectronic devices are very sensitive to variations of stress levels in cer-
tain device layers, e.g. in the channel of a transistor or at edges of thin film dielectrics. The
stress changes the lattice configuration slightly and therefore also the bandgap and the mobility
inside the channel. Also, the breakdown voltage of the dielectric material can be dramatically
influenced [109]. As already mentioned, one consequence of mechanical strain is the lattice de-
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formation which can be exploited to enhance the charge carrier mobility or to slightly change
the bandgap in semiconductor and dielectric materials [109]. Unfortunately, these two effects
appear unexpectedly during fabrication processes or under critical operation conditions where
the device characteristics and/or the device performance is permanently changed. For instance,
if a rather thick SiGe layer over a Si substrate is deposited, the intrinsic lattice constant of Si is
forced to a few tens SiGe atomic layers, where the enforcement to the SiGe lattice distance re-
duces with increasing distance form the Si-SiGe interface. If in this case additional stress occurs
in combination with high temperatures due to high work load. The intrinsic stress due to the
lattice mismatch between the SiGe and Si can be loose mechanical contact due to adhesion loss
at the interface or due to cracks in the SiGe layer. Another unfavorable effect due to mechanical
strain are drifting ions since the deformed crystal lattice provides lower activation energies for
ion diffusion and moving ions out of their lattice site. Hence, the temperature as well as the
mechanical strain have to be considered carefully to obtain device structures which can act also
under high loads and at high temperatures within reliability requirements.

2.2.10 Electro-Mechanical Coupling

Transient calculations of electrical or mechanical problems are challenging on their own. If rig-
orous coupling of these two systems is considered, the effort increases dramatically, e.g, different
requirements of mesh generation for critical regions have to be considered for the electrical sim-
ulation as well as for the mechanical simulation. In particular, for regions which do not mainly
influence the current distribution or the electric field, a coarse mesh can be applied for the electri-
cal analysis in these regions. However, these regions may be critical ones during the mechanical
investigation and might thus be essential for the global device characteristics.

Much effort for tcad analysis is due to the increasing importance of thermal issues in micro-
electronic device structures. Therefore, the analysis for the electrical and mechanical problems
becomes even more challenging because of the complex simulation tasks and the difficulty to
couple the sub-systems self-consistently. Also, mechanical and geometrical constraints as well as
boundary conditions are influenced by the temperature and raise the grade of complexity. For
instance, if the local temperature increases, it forces the materials to expand and thus to increase
the local stress or to perform deformations at weak material interfaces.

Therefore, viscoelasticity can be assumed as long as the material is in the linear regime because
after removing the external stress the materials relaxes until a residual stress level. The re-
maining stress level is relaxes due to diffusion processes of the atoms in the material. Within
this small linear regime, the material parameters change only within a small range. But above
this certain threshold value, inelastic deformations occur and also the material parameter might
change abruptly, as it is shown in Figure 2.4. The materials used in microelectronics show worse
characteristics than bulk materials because the thicknesses are in the range of tens of nanome-
ters, where the microscopic grain structures as well as material interfaces drastically influence
the material parameters.

In Figure 2.4 the mechanical strain-stress curves of two typical materials are presented, where the
normal operation conditions are typically located in the low linear regions. When the temperature
increases, the volume expands and additional strain εmech and therefore, stress σmech occurs
and the bias point is shifted from the original linear region towards higher strain values. The
maximum stress level for a linear strain-stress relation is marked by point 3 in Figure 2.4 for
Fe and Al. For Fe point 2 and 3 coincide.A quite a good linear approximation for the stress
characteristics can be applied as long as the stress level is below the “yield strength” (marked
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Figure 2.4: Mechanical stress as a function of mechanical strain, showing different regimes
of behavior for the ductile materials iron (Fe) and aluminum (Al). The Following
distinctive points can be determined for different materials: σmax ultimate strength,
1. linear regime, 2. yield strength 3. proportional limit for stress 4. strain hardening
region 5. necking region 6. rupture point

as point 3). Above this yield strength point, the stress characteristics show a highly non-linear
behavior. For most metals and some other materials the elastic limit and the yield strength
are essentially the same [110, 111]. Hence, beyond this point plastic deformations occur due to
reordering of the grains and the crystal structure can be observed. Further increase of strain
pushes the stress towards its maximum at σmech

max . After the maximum stress level has been
reached, further strain enhancement causes material necking until the material ruptures.

To see the impact of increasing temperature within mechanical simulations, both the electro-
thermal and the thermo-mechanical equation system have to be solved for each time step.
Because of different requirements for the simulation of electrical and mechanical problems, a
combined simulation within a single simulator requires a lot of memory which often exceeds
the physically available amount in high-end simulation nodes. Therefore, the simulations have
been separated to a self-consistent simulation flow, as shown in Figure 2.5. This self-consistent
approach for solving electro-thermal and thermo-mechanical problems provides as benefits that
already existing simulation tools with well-established and calibrated simulation models can be
used, and in addition to that these simulators are already optimized and well-tuned for their
specific problems. As a drawback, since this approach is an iterative one, cutting down to sub-

Electro−thermal
Simulation

Thermo−mechanical
Simulation

INPUT

WSS
WSS

OUTPUT
Self−

Consistency
Check

Figure 2.5: Schematic overview of the self-consistent electro-thermo-mechanical simulation tool
flow.
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problems results in longer execution time because for each iteration the complete loop has to be
carried out until a stationary state has been reached.

To shorten the simulation time to the absolute necessary, an additional “self-consistency check”
has been introduced which checks the update of the simulation result (cf. Figure 2.5). For very
small updates of the temperature or the constraints due to mechanical changes, the simulations
results will not be affected too much. Hence, the error if the consistency loop is not closed is
negligible. However, as an additional safety measure, the self-consistency loop can be closed at
certain user-defined check points.

2.3 Material Properties

The bulk properties of materials used in today’s Si-based semiconductor devices like conductivi-
ties and permittivities are well known. Due to the steady enhancements over the last decades and
because the material behavior has changed in terms of purity, doping, and microstructure, the
previously well known values of the material properties have to be reconsidered to appropriately
account the recently observed discrepancies. However, the values of the bulk properties are still
a good approximation of the real values and are thus often used in material models. Once the
materials become thinner than a certain threshold size the behavior changes and the material
can no longer be considered a macroscopic object. In this case new models have to be applied,
which differ from the well known standard bulk models. When the material dimensions are above
the threshold value, the new models are required to converge to the well known bulk models.

For anisotropic materials the current density J is proportional to the electric field E by a tensor-
valued quantity as

J = σ̃ ·E, (2.121)

where σ̃ is the electrical conductivity tensor. In most cases the material can be assumed to be
isotropic and so the conductivity can be assumed scalar-valued. Hence, (2.121) reads

J = σE. (2.122)

This assumption is valid as long as the material has no priority directions as can be observed
for instance in cubic-crystallized materials. The historical definition of σ (cf. [58, 112]) includes
averaged values as

σ =
ne q2 λMFP

2me vm
(2.123)

where the density of free electrons ne, the length of the mean free paths of electrons λMFP,
and the average mass of the electrons me are material-dependent. Furthermore, q denotes the
elementary charge and vm the thermal velocity of the electrons. Moreover, it is obvious that
the average values of the length of the mean free paths, the thermal velocity, and the density of
free electrons are temperature-dependent due to the thermal expansions of the material and the
resulting mechanical stresses as well as thermally induced diffusion. Therefore, the commonly
given values for the electrical conductivity are only valid within a certain temperature range.

When the layer thickness of the material is reduced to a thin film of only several atomic layers, the
electrical conductivity becomes anisotropic. This also happens when grains determine the current
flow inside polycrystalline materials. Due to considerable research efforts in material science and
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in semiconductor process technology [31, 113–115] most of the materials can be appropriately
deposited in such a way that the anisotropic part of the tensors becomes negligible for many
applications [116].

To deepen the understanding of the material behavior and to improve reliability, accelerating
tests [33,117–119] have been introduced, which stress the materials at high temperatures, causing
aging effects within a very short time period. This procedure enables life-time tests at the very
beginning of the life cycle and at very low costs costs compared to field experiments.

2.3.1 Interconnect Materials

The performance of digital semiconductor devices is determined by two issues: the switching
behavior of the semiconductor itself and the signal delays due to the interconnects, which include
metal lines, vias, the necessary protective coatings, barrier layers, and parasitic capacitances.
Both parts are of the same order of magnitude whereby the contribution of the interconnect lines
has gained more significance at every new technology node [3, 10].

Shrinking the technology node affects at first the transistor gate lengths and the area of the
transistors, but also its surrounding elements such as contacts, vias, and interconnect structures.
Since the dimensions of the interconnects have to be scaled down accordingly, the small addi-
tional protective coatings, barrier layers, and vias become more and more important [5, 120].
For instance, if a metal line with a rectangular-shaped cross-section of one square micrometer is
considered, a 25 nm thick coating reduces the active metal cross-section by 5 %. If the intercon-
nect line is scaled down to 90 nm, the coating thickness cannot be reduced that much. Hence a
minimum thickness of approximately 5 to 10 nm still remains. This geometry would result in a
reduction of the active cross-section by 11 to 21 %, respectively.

However, the cross-sections of the conductive materials are only one of several factors for the in-
creasing resistivity. As Figure 2.6 shows, scaling down the dimensions for interconnects according
to the itrs [3,121] results in a considerable increase of the interconnect resistivity. The different
contributions for lowering the conductivity as a function of the interconnect line dimensions are
also shown. The figure shows the two main phenomena for the increase of the line resistance:
The dominant factor is the reduction of the mean free path of the charge carriers, which can be
observed by increased surface scattering due to line narrowing. A second important factor is the
internal microstructure of the material, which can be described with a grain boundary model
(cf. Section 2.3.2).

The following part of this section deals with the resistance increase due to the confinement of the
trajectories of the electrons. The reason for the confinement of the trajectories of the electrons in
metal lines is the internal microstructure (grains) and the fact that the macroscopic geometry of
the metal lines comes into the range of the dimensions of the microstructure of the material. Both
the grain boundaries and the surfaces of the solids are barriers for the charge carriers. Moreover,
at barriers and surfaces the crystal structure is distorted and the impurity concentration is rather
high compared to the bulk material. Therefore, the charge carriers scatter also at these impurity
sites.

Since the deposition process cannot be guaranteed to result in a single crystalline material, it
has to be considered polycrystalline. Due to the advances in process technology, especially for
metal lines, the type and the shape of the distribution of grains can be controlled in wide ranges.
However, the presence of grains cannot be avoided, but their shape can be adjusted appropriately,
at least for certain metals. With this technology enhancement, many former serious problems
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Figure 2.6: Relative resistivity increase for copper as a function of line width [3].

can be simply avoided or minimized. Hence, the impact of the polycrystalline behavior can
often be neglected, for instance if the number of grain boundaries is small or when current
flow is perpendicular to the average grain boundary surface. Therefore, metals can be mostly
considered as single-crystalline solids which simplifies the numerical investigation of transient
electro-thermal problems enormously.

The part of the resistivity that results from the grain structure can be reduced to a certain
minimum. However, the geometry introduces absolute physical constraints according to the
maximum resistance allowed and the expected current load for the interconnects. These require-
ments are given by the technology node and the design rules and cannot be changed. Thus, a
resistance increase due to increased surface scattering events has to be taken into account from
the beginning of the design stage. As Figure 2.6 shows, the bulk resistivity of some metals (e.g.
copper) is only valid for thick metal lines. For thin wires, a significant resistance increase is
observed, which has to be considered during the design phase of the integrated circuit.

To determine the difference between the resistance of a bulk material and the resistance of
the same material as a thin film, the scattering effects have to be considered according to the
narrowing effect.

For a one-dimensional resistivity increase due to confinement of charge carriers, for instance in
a flat parallel-sided slab, Fuchs33 [122] derived the expression

ρ0

ρ
= 1− 3

2

1− psc

κ

�
∞

1

�
1

x3
− 1

x5

 
1− exp (−κx)

1− psc exp (−κx)
dx, (2.124)

where

κ =
dmin

λMFP
(2.125)

33Klaus Fuchs (December 29, 1911 – January 28, 1988)
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(a) (b) (c)

Figure 2.7: Resistance raise due to increased scattering events resulting from line narrowing of
interconnect path dimensions.

represents the ratio between the smallest distance in the thin film dmin and the mean free path
of the charge carriers λMFP and the fraction of charge carriers that elastically scatter at the
material surface is denoted by psc ∈ [0, 1]. The mean free path of electrons in bulk Cu has been
reported to be in the range of 39 nm [121,123,124] to 41.2 nm [5] in a temperature range of 300K
and 273.15K. The mean free path for electrons in bulk Al is much shorter, for instance 14.8 nm
at room temperature [124].

For thick material layers as well as for thin film layers (compared to the length of the mean free
path), (2.124) can be simplified according to [125,126] as

ρ0

ρ
= 1 +

3

8

1− psc

κ
, κ� 1, (2.126)

ρ0

ρ
=

4

3

1− psc

1 + psc

1

κ ln

�
1

κ

 , κ� 1. (2.127)

The approximation for κ � 1 is still used for interconnect materials because the technology
nodes still operate at feature sizes with κ ≥ 1.

However, to facilitate further down-scaling parasitic effects have to be reduced by optimizing
the materials in terms of geometry and purification. For instance impurities aggregate at grain
boundaries and material interfaces. Hence, device fabrication becomes more and more expensive
due to the requirements of highly pure materials used in the device structures. Further enhance-
ments of process technology nodes are very costly and require the consideration of new materials
to improve the device characteristics as well as to reduce the fabrication costs. For instance, sili-

39



CHAPTER 2. THERMAL EFFECTS IN SEMICONDUCTOR DEVICES

cided metals are a good alternative for gate contacts and for barrier materials to protect silicon.
This type of material compound is very common in today’s semiconductor devices.

Metals and Silicides

To improve the transistor switching characteristics high current densities have to be provided
by interconnect lines. Because the dimensions of the interconnect lines cannot be increased
as required, the performance becomes limited by signal delays due to the transistor transfer
characteristics as well as by signal delays due to the parasitic resistances, capacitances, and
inductances.

One of the requirements for shrinking a technology is that the voltage and the current remain
at the same order of magnitude in order to provide backward compatibility to former circuit
designs. But when the current remains constant at shrinking device feature sizes the current
density increases quadratically with feature size reduction.

In order to provide good conduction properties for good device characteristics, a low sheet re-
sistivity of the interconnect lines is not sufficient. Moreover, a low contact resistivity to other
parts of the device, e.g. to bonding wires, vias, and semiconductor regions, is required. The phase
state of conducting materials has to be mechanically stable over a wide temperature range, which
also implies that the diffusion of ions into adjacent material regions has to be negligible. This
requirement is very important for narrow interconnect lines, where the diffusion of some metals
provide additional trap sites in the dielectrics and additional dopants in semiconductor materials,
which would result in a long-term change in the device characteristics. One of these effects is
called “contamination”. It reduces reliability and lowers the quality of the device characteris-
tics. The second effect is called “poisoning”, which not only reduces but can destroy the device
characteristics immediately due to changes in the doping profile. However, both effects destroy
the desired device characteristics if a longer period of time is considered.

To provide appropriate barrier and protective layers the compatibility of the materials has to be
clarified according to the requirements of the device structures to avoid performance reductions
due to mechanical and electrical material constraints. This can be done for instance by matching
volume expansion coefficients. Furthermore, another serious concern related to the introduction
of new materials into an existing process is the cost of ownership (CoO). Since certain materials
require special treatments in terms of safety for the device structures, the fabrication equipments
and the environmental laws, additional costs have to be considered as well in advance. However,
if there are more benefits than costs, the materials are introduced to the semiconductor device
structure if the following requirements can be fulfilled [127]:

• The new materials have to avoid unintentional reactions with other materials, for instance
with dielectrics or semiconductors in order to provide a stable material stack during device
operation.

• High process yield is required to minimize the material-induced and process-related fabri-
cation failures.

• Grain engineering allows the designers to modify and adjust the statistical distribution of
the grain shapes and structures.

• It is important that the material can be easily patterned, which offers cheap and fast
technology processes to deposit and etch the material.
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• The new materials have to be stable in oxidizing chemical environments and oxidizable at
certain defined ambient conditions to provide well-controlled material patterning processes.

• A good adherence is mandatory to avoid unintentional material dissolutions.

• Low residual stress levels from fabrication processes are desirable to allow mechanical re-
laxation of surrounding materials for a mechanically stable material stack.

• Smooth surfaces and interfaces to other materials are required to obtain well-defined in-
terface conditions and low impurity concentrations at material interfaces for increased
reliability.

• A rather long life-time of the material stack is required to meet the reliability requirements
given by the device specifications.

For silicides (salicides) additional requirements apply [127]:

• The material has to remain stable throughout processing to avoid diffusion into other
materials as well as to preserve the stoichiometric material compositions.

• Minimal reactions with metalization layers, e.g. Al, W, Cu, Ta, and Ti to provide stable
material stacks and to offer stable diffusion barrier layers for certain metals is necessary.

• Minimal junction penetration to offer good contacts due to the Si consumption. A low Si
consumption is required to preserve a proper operation in Si region and in the semiconduc-
tor junctions.

Al has served very well for several decades as an interconnecting material and for bonding
pads. Al shows a high conductivity but has the disadvantage that it generates a native oxide
(Al2O3), which is very stable, similar to SiO2. However, Al2O3 is thermally and chemically much
more resistant than SiO2. Therefore, preventing oxidation of Al is very important during the
fabrication process. Yet, even though the process is very well controlled, the higher demands
related to higher current densities, brought up the problem of electro-migration, which has forced
several companies to changes the interconnect base material to Cu. Bulk Cu has a much lower
tendency of electro-migration than Al. On the other hand, the Cu integration into the technology
nodes requires more effort due to the higher diffusivities and solubility of Cu into the standard
materials used in the interconnect stack. To prevent the diffusion of Cu into Si, SiO2, and other
materials, additional coating and barrier layers have to be introduced. However, the introduction
of such barrier layers posed new challenging effects that had to be overcome. The adhesion of
copper on typical barrier layers is very weak, which results in high-diffusive paths at material
interfaces with Cu. Hence, these weak interfaces reduce the activation energy for ion diffusion
significantly, increasing the electro-migration effects and thereby decreasing the reliability of
Cu-based technology. Due to new materials for barrier layers at material interfaces to Cu, the
reliability of Cu interconnects can be better controlled within a certain range to meet the circuit
design requirements.

Therefore, the interconnects have protective layers around the Cu. In addition to this measure,
the lowest layer contacting the Si surface is still made of W, as known from the Al technology.
The reason for that - once again - is reliability. If Cu diffused into the dielectric in a higher
interconnect stack level, the Cu could contaminate and thereby reduce the dielectric reliability
in terms of resistivity, break through voltage, and other parasitics: Nevertheless, the device
structure would still be functional. If, e.g., Cu atoms diffused into the Si regions, a significant
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Figure 2.8: Tungsten via containing several materials as diffusion barriers.

shift of the threshold voltage is observed. As a result, the transistor would no longer be working
properly resulting in complete device failure. Hence, to ensure that Cu atoms cannot contaminate
the Si regions, the lowest via level is made of a less contaminating material than Cu. Figure 2.8
shows a typical via made of W and Ti compounds as used in standard Al technology nodes, and
as first-level vias in Cu technology nodes. For this structure it is important to note that the
contact to the semiconductor consists of TiSi2. On top of the TiSi2 contact layer is a Ti layer,
which comes from the fabrication process in which Ti is deposited on top of the Si substrate.
The TiSi2 layer is formed either by diffusion,

2 Si + Ti −−−→ TiSi2, (2.128)

or by explicit TiSi2 deposition, following [127]

TiCl4 + 2SiH4 + Si −−−→ TiSi2 + SiClH3 + 3HCl + H2, (2.129)

TiCl4 + H2 −−−→ TiCl2 + 2HCl, (2.130)

where (2.129) shows a reaction in which also a consumption of solid Si occurs. By applying
the appropriate temperature and optimal HCl concentration, the Si consumption can be avoided
according to [127] by

TiCl4 + 3SiH4 −−−→ TiSi2 + SiClH3 + 3HCl + 3H2. (2.131)

However, this reaction is only stable for a certain chemical environment and certain temperatures.
The chemical reaction can be further controlled by adjustments of the concentrations of silane
(SiH4) and hydrogen:

TiCl4 + 2SiH4 −−−→ TiSi2 + 4HCl + 2H2 (2.132)

Si + 2HCl −−−→ SiCl2 + H2. (2.133)

In this reaction, the Si consumption underneath the TiSi2 layer can be controlled by the con-
centration of silane, which is quite stable at a typical processing temperature of 800 ◦C and a
pressure of approximately 250 Pa (2 Torr).
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On top of the TiSi2 layer, a thin Ti layer is deposited that is covered by a TiN film. The TiN
serves as a diffusion barrier for the W via. In optical stacks, TiW can be used instead of TiN to
reduce reflections of light at interfaces.

For the Cu technology nodes, requires additional protection is required, since the size of the
Cu atoms is smaller than that of W. Furthermore, Cu shows a higher tendency to diffuse into
the dielectrics. The first attempt was the application of thicker layers of TiN, but at the early
stages of Cu technologies, the adhesion of Cu metal to TiN was much weaker than expected [128].
With down-scaling and increasing current densities, the weak material interface caused too many
failures, and so alternative material compounds were investigated. As a logical consequence, TiN
was replaced by other nitrates. The most suitable of them (TaN) improved interface adhesion,
but was not quite satisfactory. Hence, an additional Ta layer has been introduced to the Cu
technology node, providing a sealing film over the Cu interconnect structures. Between Cu
and TaN, an alloy of (TaCu) [33] — due to the high-temperature phase during the fabrication,
in which both materials diffuse into each other — builds up. Recent arrangements have been
proposed where the sealing TaN layer is replaced by a Ta layer only. Compared to the high
resistivity of TiN, the Ta layer provides the advantage of much higher conductivity. Hence,
the Ta layer offers an additional conductive path, which becomes importance for further down-
scaling in interconnect structures. The lower limit of the thickness of the Ta layer, however, is
approached. Hence, the resistance increase in smaller interconnects is still considerable, calling
for research into alternative materials suitable for the future technology nodes.

A new approach has been reported which uses Mn as barrier layer for Cu interconnects [129,130].
In this case, as interconnect material CuMn alloy is deposited. With increasing temperatures, the
Cu grains reach their final size and shape, and the Mn impurities accrete at material interfaces,
but mostly at the interconnect surface. Due to diffusion and accretion processes of Mn impurities,
the resulting thickness of the Mn barrier layer is in the range of a few atomic layers (12 to 40 Å).
Hence, this procedure offers a good alternative to the previously used CuTa solutions, where the
thickness of the thin Ta layer is limited to 25 to 50 Å with relatively a high standard variations,
compared to the Ta layer thickness.

The Al and the Cu technology use Si3N4 as etch-stop layer, where the mechanical properties,
especially the hardness of Si3N4, forced the technology developers to find better materials. In
particular, a material was sought more suitable for chemical-mechanical polishing (cmp) than
SiO2. Because of the extreme hardness of SiC, this material is well fitting to these needs but the
manufacturing process is very difficult. On the other hand, as experiments have shown, SiO2 is
still a good alternative, and now used as top layer in the interlayer dielectrics (ild) stack even
though it originally had been substituted by other alternative materials. The use of these new
materials introduced too many problems and challenges during the cmp process so that a return
to the original material was indicated. With SiO2 as top ild layer, the original technique for
cmp can be applied and the well known effects such as dishing can be considered by the same
design rules as before.

The requirements for the use of metals in interconnect structures can be summarized as follows:

• A high electrical conductivity is mandatory to minimize the power loss due to high electrical
loads carried by the interconnect lines, especially for thin shallow structures such as vias
in the lower metalization levels.

• A high thermal conductivity is desired to provide heat conduction paths with low heating
due to the heat transport and to control the heat flow through the whole semiconductor
device from the heat sources to the heat sinks.
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Figure 2.9: Thermal conductivity and specific heat capacitance of various common interconnect
materials compared to Si and Ge. [131–138]

• The microstructure of the metal should be controllable within a certain range to reduce
the scattering effects in order to facilitate a more precise estimate of the thermal impact
of this effect, which then can be considered in the design process.

• Thermal stability over a wide range is also a very important feature that offers on the one
hand a stable material during fabrication, and a reduced diffusivity into other materials,
and on the other hand a mechanical rigid solid. However, this property is not available
from just any material. For instance, B and Cu atoms show high diffusivities in many
materials, especially into dielectrics and semiconductors.

Table 2.1: Characteristic electrical parameters of typical materials used interconnect structures
and contacts.

Material σ0 ασ References
T = 300 K [1/µΩcm] [10−3 K−1]

Ag 0.613-0.629 4.1 [139,140]
Cu 0.588-0.645 3.65-6.8 [4, 33,139–142]
Au 0.425-0.49 4.0 [139,140,142]
Al 0.33-0.4 4.3-5.0 [39,140,142]
W 0.2 - [142]
Ta 0.057-0.072 - [33,142]
Ti 0.012 - [142]

TiSi2 0.0625-0.0769 - [127,143,144]
WSix 0.0125-0.0333 8.9 [47,127,143]
TaSi2 0.0182-0.0285 - [127,143]
TiN 0.0167-0.025 4.1 [39,127]
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Tab. 2.1 presents parameters for the electrical conductivity for materials which are commonly
used in interconnect structures. Compared to Tab. 2.1, Figure 2.9 shows a comparison of ther-
mal conductivities of common interconnect materials, set into relation with the semiconductor
materials Si and Ge. As can be directly seen from Figure 2.9, the thermal conductivity of met-
als depend only slightly on temperature. With rising temperature the semiconductors Si and
Ge show a marked decrease of thermal conductivity. This effect can be explained by the main
heat transport mechanism in metals and metal-like materials such as semiconductors. At low
temperatures, the electron gas in metals has a certain average energy and — with a certain bias
applied — the electron gas transports the information such as electrical current or heat with
very little loss to the opposite side. Hence, the electrical and the thermal conductivity can be
modeled by the Wiedemann34-Franz35-Lorenz36 law, where the ratio between the electrical
and the thermal conductivity is proportional to the absolute temperature. Conducting materials
with a perfect lattice have no resistance, hence infinite electrical conductivity [142]. According
to the Wiedemann-Franz-Lorenz law, also the thermal conductivity would be infinite. How-
ever, the crystals are not perfectly periodic and the crystal planes are also not perfectly aligned.
Therefore, the electrons are scattered and, as temperature increases, also scattering increases
due to several additional effects.

The according specific heat capacitances are presented in Figure 2.9, which shows that the
tendency of the semiconductors and the different metals from Figure 2.9 is quite the similar.

However, a rigorous electro-thermal analysis, especially in the high frequency domain, has to
include electro-magnetic effects like the skin effect, which reduces the conductivity due to a
limited electro-magnetic field penetration into the metal [145–147]. The penetration depth d is
expressed as

d =

'
2

ωσµ
, (2.134)

where ω is the angular frequency, σ the electrical conductivity, and µ the magnetical permeability.
As a consequence the resulting local current density J(x) can be approximated with the analytical
solution for a cylindrical solid [59]

J(x) = J0 exp

�
−|x− xSurface|

d

 
, (2.135)

where J0 is the dc current density and xSurface is the closest point of the surface of the conductor.
The temperature dependence in (2.134) and (2.135) is implicitly present and determined by the
well known temperature dependencies of the materials parameters used.

Semiconductors as Conducting Materials

Determining the optimum layout of interconnect lines is a quite complicated task since the
thermal properties of the underlying materials and devices have to be considered. Therefore, and
because the deposition and pattering processes for metals operate at elevated temperatures, the
thermal budget is the fundamental constraint. If, for instance, the thermal budget is exceeded,
the temperature profile causes thermally induced diffusion processes which alter the underlying
device structures. For instance the doping profile can change its shape or certain materials

34Gustav Heinrich Wiedemann (October 2, 1826 – March 23, 1899)
35Rudolph Franz (December 16, 1826 – December 31, 1902)
36Ludwig Valentine Lorenz (1829 – 1891)
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Figure 2.10: Idealized band diagram which shows a semiconducting material with the different
energy levels resulting from the band structure. The Fermi level EF which deter-
mines the energy level where occupation probability is one half. If EF is closer to
the conduction band than to the valence band, the material behaves more like a
semiconducting material than an insulator.

can diffuse into other materials at contacts or at protective interface layers. To overcome these
types of problems associated with metals, semiconductors can be used instead as contacts and
interfacing materials between the lowest level where the semiconductors device structures are
located and the first metalization level. The use of semiconducting materials at the interfacial
layer includes for instance contacts to semiconductors regions via polySi or silicides (Co, Ni, and
Ti silicides) for gate contacts or interconnect lines made of polySi. This is possible since the
properties of semiconducting materials can be adjusted within a wide range.

Semiconducting materials are nearly ideal insulators at very low absolute temperatures and show
a drastically decreased resistivity due to thermal activation of electrons of the semiconductor ma-
terial itself and of impurities [65,66,136–138] at moderate temperatures (room temperature 300 K.
Hence, these materials offer also an interesting alternative for conductors for certain applications
where the current load is not too high. To further increase the conductivity, impurities can
be implanted into the crystal lattice to shift the Fermi level according to the demands. Since
the conductivity can be adjusted over a wide range, conductors and resistance elements can be
realized.

Dielectrics

Non-conducting, insulating materials are called dielectrics and provide a band gap EG which is
typically larger than 4 eV. Figure 2.10 shows a typical band edge diagram for a semiconducting
material. Here, the energy levels EC, EV, and EF are the conduction band energy, the valance
band energy, and the Fermi level, respectively. The Fermi level is defined as the energy for
which the occupation probability is exactly 1/2. The activation of an electron from the valence
band to the conduction band requires the energy of the band gap. This type of energy can be
either of potential, kinetic, or thermodynamic nature.

Natural quantities to describe dielectrics are the conductivity σ, the band gab EG, the relative
dielectric constant εr, the break-down voltage, and the melting, respectively the boiling point
for fluid dielectrics. For modern semiconductor devices, the conductivity and the break-down
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voltage have lost importance because the design can control the internal voltage distribution very
well and the conductivity of the insulating material are considered together with their leakage
behavior including tunneling effects in gate dielectrics.

For thicker dielectric layers, the capacitances are more important than the conductivities be-
cause the impact of cross talk between different interconnect lines is mainly determined by the
capacitive coupling. This phenomenon can be investigated only if the final chip layout has been
designed.

The relative dielectric constant εr is the most important quantity in microelectronics to char-
acterize the insulation material since the capacitive coupling of two structures should be either
ideally if the current flow has to be controlled, e.g. in a transistor or has to be avoided to re-
duced cross talk between interconnect structures. However, the constant has certain limits in
both directions: If no matter is present the relative dielectric constant has its lower bound with
εr = 1. The upper bound is given by the crystal structure of the material. Some materials,
such as Perovskites and pzts [140], provide extremely high relative dielectric constants. As a
drawback, these materials often show a quite low stability in terms of the repolarisation and
temperature. However, in certain applications these materials can be applied as well.

SiO2 has been used in a wide range of applications because it is easy and cheap to produce and
is rather stable in electrical and thermal terms, and very chemically resistant. Therefore, SiO2 is
very often used for instance as insulation material in control gates in transistors where a rather
high dielectric constants would be required. But due to the low costs and simpleness of the
fabrication of SiO2, this material is still used as gate dielectrics and as passivation and insulation
layers in interconnect structures to encapsulate the interconnecting lines from each other. In the
latter example, a very low dielectric constant is the optimum for the overall device performance.

There are many materials which provide better electrical behavior than SiO2, but none of them
can be as reliably produced within existing economical limits as SiO2. Therefore, the Si tech-
nology is very commonly used and has generated a considerably big market for such fabrication
machinery, which even further reduces its CoO. If new material compounds have to be consid-
ered in terms of fabrication, additional materials have to be acquired, which are mostly very rare
in high purity. Furthermore, the deposition and etching of such materials often requires new
chemical environments and new machinery to handle these chemical reactions.

Despite of the huge costs, the enhanced electrical requirements given by the semiconductor
road map demand the introduction of new materials which have either lower or higher relative
dielectric constants εr to fulfill the industry’s needs for future down scaling.

Sofar, enormous efforts have been made to supply the newly developed technology nodes with
novel materials that require only minor changes to the standard Si process flow. Material types,
which have succeeded in reducing CoO are the low-κ and high-κ materials. The offer different
εr values compared to SiO2 and are used to adjust the capacitive coupling through material
selection.

The dielectrics can be grouped according to their chemical structure in oxides, nitrides, carbides,
halogenides, polymers, and organic materials. In addition, there are plenty of mixtures and
doped material which provide advantageous material properties for certain purposes.

The group of oxides include the well known compounds SiO2, Al2O3, and germanium oxide which
can be either GeO or GeO2 where germanium dioxide is thermally more stable. Other commonly
used oxides for new semiconductor structures are BeO, ZrO2, HfO2, and Ta2O5 which are mainly
used as high-κ materials within feol structures like gate stacks for transistors or capacitors for
memory cells. Special types of oxides are the high-κ compounds Perovskites and lead zirconium
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titanites (pzt). They provide high values of εr but have a very limited thermal budget because
above the Curie37 temperature the spontaneous polarization vanishes according to a mechanical
relaxation of the crystals.

The nitride group includes TiN, TaN, and Si3N4 which excels with their hardness. Unfortunately,
the member materials are quite brittle compared to most of the oxides. Important advantages of
nitrides are that nitrides can be built on top of a metal layer and that according to the stability
of the nitride compound, the nitride layer can be used to seal certain regions for instance to avoid
the diffusion of a particular metal to its surrounding semiconducting or insulating materials.

Carbides are another group of dielectrics where SiC is the most important representative. Because
its advantageous crystal structure, this material can be used as a substrate material like Si, Ge,
or Al2O3. However, SiC is very brittle, extremely hard, and chemically very robust. Hence, it is
also used for beol structures for instance as etch stop layers in interconnect stacks.

Beside the already mentioned materials types, there are plenty of polymers and organic com-
pounds which include polyimide, poly-tetra-fluorine-ethylene (ptfe), organosicate glasses, and
other polymers. Those materials are often used as low-κ materials in beol structures as interlayer
dielectrics (ild) and some even as substitute for semiconducting materials.

For beol structures dielectric layers are often doped to improve particular properties such as
to harden the material compound, decrease the relative permittivity, or to reduce the diffusion
constant for a certain atom species [148]. Typical representatives for this type are SiON, SiOC,
SiOF, SiCN. They appear in the interconnect structures of leading edge high performance
devices.

A critical issue in alternative materials is their temperature stability both during fabrication and
during operation. For instance the phase stage of the Perovskites and pzt crystal structures
that provides the high εr value is only thermally stable below the Curie temperature Tc. For
these materials the Curie temperature determines the temperature limit for operation and the
thermal budget during device fabrication. Figure 2.11 shows the principal assembly of a unit cell
of a certain pzt material. In the mechanically relaxed stage, the crystal shows a face centered
cubic structure where the Ti atom is exactly located in the center of the cubic unit cell. However,
under certain conditions of pressure and temperature, the unit cell deforms in such a way that
the Ti atom has too little space in the center of the unit cell and flips therefore either slightly
to the upper or to the lower side. Hence, the space charge does no longer vanish but shows a
spontaneous polarization. This stage provides a meta-stable energetic minimum of the crystal
structure.

This is demonstrated in Figure 2.11 where an applied electric field in the vertical direction enables
the Ti atom to slip from the upper side to the lower side of the center of the unit cell. This
effect of flipping the Ti atom provides the high εr value. However, with every flip of the Ti atom,
energy is absorbed by the crystal and causes hysteresis loss and with increasing number of flips
the εr number will be slightly reduced due to mechanical relaxations. Nevertheless, the number
of possible flips is enormous according to the current reliability concerns according to the itrs.
But if the temperature is increased above a certain threshold value (Curie temperature), the
thermal energy is sufficient for the advantageous crystal structure to mechanically relax. As a
consequence, the high εr vanishes and drops back to approximately 1 in the global energetic
minimum of this crystal structure.

Low-κ materials can be used to reduce capacitive coupling like cross talk or influence charges
in adjacent interconnect lines. Materials with εr values lower than 2.5 are called extreme low-κ

37Pierre Curie (May 15, 1859 – April 19, 1906 )
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(a) T < Tc (b) T > Tc

Figure 2.11: Temperature impact on the crystal structure of the high-κ material pzt. Below
the Curie temperature Tc, the crystal structure of pzt offers not enough space for
a cubic centered Ti or Zr atom (a). Hence, spontaneous polarization is observed.
However, above Tc the thermal energy is sufficient to enable a stable energetic
minimum in which the cubic centered atom is at its forseen position in the center
of the atomic unit cell.

(elk) materials. Typical elk materials reach values around 2.4 by using doped SiO2. Examples
are SiOC [148–151], SiON, or SiOF [152, 153]. Alternatively, values in the regime between 1.6
and 1.9 have been reported using air gaps [154–156]. Polymers like aromatic polymers [21] reach
values of εr = 2.7. A typical range for organic silicate glasses osg is εr = 2.3−3.1 [21], whereby
the low values for the latter materials can be obtained if a porous low methyl variant of osg is
used [21].

As additional layers for etch stop and passivation purposes, the materials Si3N4 and SiCN can
be used where carbon doped nitride offers a lower εr than the commonly used Si3N4 [151]. To
account for the high mechanical stress in these material stacks used in beol structures, additional
layers of Al2O3 can significantly reduce the mechanical stress but have higher εr values than
SiO2 [157,158].

Barrier Layers

In addition to the already described materials which are used as dielectrics, semiconductors,
and interconnects, there has to be another material type introduced which protects the other
materials from metallurgical reactions and diffusion. This is required to prevent for instance
poisoning of certain regions in semiconductor layers and consequently destruction of the required
material properties [31]. The diffusion into dielectrics would cause additional traps in the surface
region of the dielectrics and yield high coupling capacitances, higher leakage, and reduced break
down voltages [148]. Materials which offer these required capabilities are called barrier materials.
They can be either metals, dielectrics, or compound materials but they have to be chemical robust
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and stable in terms of chemical and thermal burdens. Common materials are silicides for their
compatibility to the Si regions in the lowest level to protect the Si from the materials which would
change the doping profiles. Common materials to protect the dielectrics are nitrides, phosphides,
and borides.

Barrier layers are also often used for contacts to provide a good conducting interface from the
semiconductors to the via metal. As Figure 2.8 depicts, there are a couple of layers necessary to
provide an appropriate transition from a semiconductor layer, which is mainly Si, to the via of
the first metalization layer, which is mainly W. In between, there are a couple of barrier layers
such as a silicide layer to contact the Si region and a Ti layer which comes from the deposition
of TiSi2. On top of those there is a TiN layer which actually protects the W layer from the via
to diffuse towards the Si regions.

Similar protective coatings are necessary for the metal Cu. This is because the Cu atoms show a
high diffusibility and a rather high solubility especially in Si and SiO2. Industrial experience has
shown that good protective properties can be observed with special alloys, nitrides, phosphides,
and borides like TiN, TiSi2, Si3N4, TaN, Mn-Si-O compounds, as well as CoWP [32, 158, 159],
NiMoP [160], and NiMoB [159].

2.3.2 Polycrystalline Materials

Material properties of polycrystalline materials are often modeled in a similar fashion as single
crystals thereby neglecting the internal microstructure. Unfortunately, most of the available
deposition technologies only provide polycrystalline or amorphous rather than single crystal de-
position. The only deposition process which provides single crystal growth in the processing
reactor is the atomic layer deposition (ald) which provides a very low growth rate and is there-
fore rather expensive with respect to time. Nevertheless, if crystalline structures have to be
used, for instance in semiconducting materials, expensive single crystal deposition or growth
methods have to be applied anyways. For most other applications, however, amorphous and
polycrystalline regions are sufficient for device operation. For instance a crystalline structure of
interconnect lines, contacts, and dielectrics is generally not required. However, the down-scaling
of the semiconductor devices has also resulted in a certain downscaling of the interconnect struc-
tures. With lower line dimensions, however, additional effects which need to be negligible have
now to be considered as well. For instance the grain boundaries of all polycrystalline materials
contain unsaturated bounds, which can bind impurities. As a consequence energetic barriers
form at these sites. Another crucial effect is the enhanced diffusion due to a lowering of the
activation energy at these grain boundaries and material interfaces.

Typical properties of grain boundaries are that they have higher thermal conductivity than the
surrounding material [161]. In addition, they can also have a higher melting point than the bulk
material because there may exist some constellations (phase stages) where the grain boundary
regions have higher thermal stability than the surrounding bulk-like material and can therefore
act as a stabilizing element in the material structure [161]. If these stabilizing grain boundary
elements are located in a material with a certain regular density, they mainly determine the
behavior of high temperature regions. A typical energy diagram of such grain boundaries is
depicted in Figure 2.12 where the common energy level has additional energetic barriers at the
grain sites, which increases the specific number of scattering effects per time and therefore the
resistivity of the material. At large dimensions of the interconnects lines with respect to the grain
sizes, the shape and the distribution of the grains is not critical because the average over the hole
structure is quite homogeneous. If very small interconnect dimensions have to be considered,
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Figure 2.12: Energy band diagram of some grain boundaries showing energy barriers for charge
carriers.

the single structure would consist of a few grains with different size and shape. Under these
assumptions, the resistivity of this particular structure can be very different from the others.
Hence, variable line resistances can result in different electrical burden and a different behavior
of the whole circuit.

Figure 2.13 shows two pieces of polycrystalline Si with two different doping concentrations. How-
ever, the grain size shows in both subfigures nearly the same size distribution from a macroscopic
point of view. From a microscopic point of view, for instance in a window 0.1× 0.1 microns, the
area would include either 1 or a few grains. If the resistivity would be considered of this fictive
area, the difference would be a factor 2 or even more.

To describe materials from a macroscopic point of view, there are two main approaches. The
first approach describes the conductivity or the resistivity of the materials, which requires the
knowledge of the microstructure. If the material cannot be assumed to be an isotropic bulk
material, the observed behavior has to be described with anisotropic material models. However,
the microstructure is often not well known. Therefore, characteristic material layers were mea-
sured to provide characteristic material parameters such as the temperature coefficients for the

Figure 2.13: Grain structure of polycrystalline Si [162]
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conductivities or the sheet resistance, which is mainly determined by the fabrication process.
This provides an important advantage for the design in terms of computational effort for the
evaluations of the models.

The sheet resistance R� is defined as resistance for a specific layer thickness tR as

R� =
:

tR
, (2.136)

where the specific resistivity is denoted by :. Hence the overall resistance R can be calculated
by

R = :
l

A
= R�

l

w
, (2.137)

where l is the length, w the width, and A = tR w is the cross section of the layer. By using
the sheet resistance R� and the layer thickness for the appropriate technology, the model has
only to account for the lateral dimensions such as length and width of the material chunk. With
this information, the model uses information about the layout only, because the effects from the
technology-related issues are determined by the sheet resistance.

A common method to account for difficult thermal effects for instance during self-heating is to
apply a correction term to the well known parameters, which change with temperature, power
density, or electric field. If for instance the temperature dependence is modeled, a polynomial
approach is often used

: =
1

σ
=

1

σ0
(1 + ασ(T − T0)) , (2.138)

where the material parameters are appropriately adjusted within a certain temperature range.
Here, the electrical resistivity is modeled as a first order polynomial in temperature. The tem-
perature coefficient ασ is usually obtained by fitting (2.138) to measurement data. It has to be
noted that the coefficients for these models are valid in a certain bias point only. If the bias point
changes, for instance the temperature increases to a higher level, the first order approximation
of the previous temperature would yield to a negative resistivity which is physically impossible.
Another important side effect when using this type of model is that with increasing temperature
the phase stage of the material might change and for instance the microstructure of the material
changes. Effects such as movements of grain boundaries [116, 163, 164] or recrystallization [127]
may occur. Hence, the values for the conductivities and their thermal coefficients changes as
well.

Such polynomial models are found in literature for nearly every material which shows rather
smooth behavior without any abrupt property transitions. However, if the impact of a particular
observable is too drastic, a different model has to be developed and to be applied to describe the
observed behavior more accurately.
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Figure 2.14: Deposition rate as a function of temperature.

2.4 Material Deposition

This section presents the most important processes that are necessary to deposit materials mainly
used for interconnects. Starting with the principles of chemical vapor deposition cvd, this section
gives an overview over the different possibilities for deposition of Si and Cu.

2.4.1 Chemical Vapor Deposition

One of the most effective methods to deposit material in microelectronics is to use a chemical
reaction at the surface and of the underlying materials by reactant diffusion into the target
material. This method is called chemical vapor deposition (cvd) and requires the underlying
materials to act as catalytic materials. If a material does not, that material should at least
do not react with the deposited material. However, some materials do not provide one of these
mandatory requirements and therefore demand an additional barrier or seed layer, which provides
the needed properties to both material layers.

The type of the deposition can be classified into three major categories: a mass transport limited
regime, a surface reaction limited regime, and a reactant concentration limited regime. As Fig-
ure 2.14 and Figure 2.15 depict, the mass transport and the surface reaction are influenced by the
temperature, where all three limitations depend on the geometry. These regimes have different
constraining factors which reduce the maximum deposition rate and thus the growth rate of the
material in the reactor [25,127,165].

• In the mass transport limited regime, the maximal support of masses is given by the
chemical reactor and constrained by the external settings of the reactor; for instance the
gas flux density is set by the engineers to control the growth rate in the reactor and the
constellation between the reactor size, the set pressure, and the flux through the reactor
determine the mass supported by the particular reactor system.
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Figure 2.15: Sticking probability as a function of the aspect ratio.

• In the surface reaction limited regime enough reactants are available but the reaction at the
surface (and sometimes in the bulk) is limited mostly by the temperature or the available
catalytic particles, for instance elements at the surface area. Hence, the amount of reaction
which can be performed is decreased either due to decreasing reaction coefficients [24] or
by the surface area on which the reaction can take place [127].

• The reactant concentration limited regime has to be considered if the shape of the surface
changes the gas fluxes, for instance inside deep trenches. In that case, the gas exchange can
only be performed at regions close to the surface. Hence, in deeper regions of the trench a
depletion of active reactants can be observed which yields exponentially decreasing reaction
rates. However, the impact of this effect can be reduced if the deposition is performed at
lower pressures (lpcvd). In that case, the by-products of the reaction in the trench have
to be considered because they cannot be easily transported from the surface to the exit
of the reactor. Therefore, they cause a considerable decrease of the growth rate due to
collisions of the by-products with active reactants coming form the material source.

Once the materials are deposited, the possibilities to change the microstructure of the material
are very limited because the internal material structure has mainly been defined by the deposition
process. However, there are different methods, e.g. rapid thermal annealing (rta) [127], dopant
implantations [166,167], and mechanical and chemical methods like cmp (chemo-mechanical pol-
ishing) [168–170], which can slightly modify the microstructure. However, all these a-posteriori
methods affect the regions at the surface or a limited region underneath the surface of the material
only. For instance, if the Si surface is oxidized by O2 or H2O to obtain SiO2, the corresponding
chemical reactions use Si from the surface. Therefore, the thickness of the Si layer is reduced,
which is often not desired for certain applications [25]. Hence, for this case, the material has
to come from an external gas source to preserve the previous deposited layers. However, these
chemical reactions follow mostly complex pyrolytically reactions and produce a lot of highly
reactive byproducts [171].
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Huge efforts have been made to describe the result of the material deposition in advance. How-
ever, due to the different and highly complex chemical reactions inside a reactor, the predictability
is still limited. Several approaches have been proposed to deal with these problems. There are two
main approaches for the simulation of material deposition. One approach is cell-based [167,172]
and has been introduced to describe etching of Si and the deposition of Tungsten and Sili-
con [172]. For the Si deposition, a cvd process of Silan has been considered in [172,173]. Since
the description for two and three-dimensional structures increases in complexity and memory
consumption, a level-set approach has been proposed as a second approach [174, 175], which is
presented in Chapter 5.

2.4.2 Deposition of SiO2

The use of Si in microelectronic devices is very convenient because Si builds a native oxide on
top of the Si surface following the oxidation reactions

Si + O2 −−−→ SiO2, (2.139)

Si + 2H2O −−−→ SiO2 + 2H2, (2.140)

where the SiO2 is built by Si consumption from the surface. After the first oxide layer is built,
oxygen and water have to diffuse to the Si-SiO2 interface to grow new oxide. With this type
of oxidation, very thin layers of SiO2 can be deposited. However, thick oxide layers take a long
time to build with this process technique and use a certain amount of Si as a source of the oxide
layer.

Therefore, another technique has been introduced which transports all its sources via a carrier
gas to the reactor where they react at the wafer surface, using the wafer surface as a catalytic
material. A deposition process using silane SiH4 has been commonly established, which follows
the reaction equation

SiH4 + O2 −−−→ SiO2 + 2H2, (2.141)

where the SiH4 reacts with oxygen at the hot wafer surface and SiO2 is built together with H2.
A optimal temperature for this reaction process is in the region of 1300 K [25]. The by-products
from (2.139)-(2.141) are able to diffuse through the oxide to the plain Si and react with Si as
oxygen or as water according to (2.139) and (2.140). This diffusion of oxygen and water can be
controlled by regulating the temperature of the reaction process (2.141). However, despite of the
regulative measures, some of the Si is alway consumed. In addition, a considerable concentration
of H2 is built during the deposition of SiO2 and has to be taken into account for reliability issues
during the further processing and the device operations [25,127].

The previously presented methods have shown how a SiO2 layer can be deposited by using Si
from the target material (wafer). However, if Si consumption is not allowed at the surface,
a more complex deposition method is required. A possible alternative, which provides that
requirement is teos (Tetra-ethoxy-silane, Si(C2H5O)4). The deposition of SiO2 with teos uses
a pyrolytic chemical reaction at a hot wafer surface in a lpcvd process (low pressure chemical
vapor deposition) and follows the chemical reaction [25,127]

Si(C2H5O)4
1000 K−−−→ SiO2 + 4C2H4 + 2H2O, (2.142)

where the semiconductor device structures on the wafer are heated at a temperature of approx-
imately 1000K. The reactant teos is transported from a material reservoir to the reactor via a
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Figure 2.16: A cross-section through a modern multi-layered interconnect structure showing a
single damascene structure (a) and a dual damascene structure (b).

carrier gas typically consisting of 92% N2 and 8% H2. At the hot surface of the wafer, the py-
rolytic dissociation reaction (2.142) takes place. Typical SiO2 growth rates at these environment
conditions are 100 Å/min [25] up to 1000 Å/min [127]. The growth rate can be controlled within
a certain range by varying the temperature, pressure, and the teos concentration in the carrier
gas. Typically, the deposition reactions follow an Arrhenius38 law [176]

R = A exp

�
− EA

kBT

 
, (2.143)

where the reaction rate R depends exponentially on the activation energy EA. The proportion-
ality constant A depends on the surface shape and the chemical reaction which takes place and
must therefore be determined separately for each different deposition type. The proportionality
constant A often depends on the temperature through a square-root law [127]

A = A0

√
T . (2.144)

2.4.3 Deposition of Cu – Damascene Processes

Another important process technology is the electro plating for the Cu interconnect metal struc-
tures. In this technology, the structure is patterned by etching the shape of the structure in the
underlying inter-layer dielectric (ild) materials. After the patterning, a very thin barrier layer
is deposited on top of the etched structure [32, 158–160] (e.g. Ta/TaN, TiN, CoWP, NiMoP,
NiMoB). On top of that layer a seed layer is deposited which supports better adhesion of the
Cu on the underlying material and acts as catalytic material during the plating process as well.
Typical materials for these seed layers are compounds which include the material Pd or other
compounds of polymers and organic materials.

The original deposition process (damascene process) was designed to process each layer on its
own. Hence, the vias and the metalization levels had different process steps and demand a

38Svante August Arrhenius (February 19, 1859 – October 2, 1927)
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sequence of cleaning, material deposition, cmp, and another cleaning step for each layer. A Cu
technology using this sequence for its metalization levels as well as for its inter layer dielectrics
(ilds) and inter via dielectrics (ivds) is called single damascene process. A simplified cut through
a single damascene processed wafer is depicted in Figure 2.16a, where a typical structure, showing
a level-oriented material compositions, is presented. Here, each level requires its own cap layer or
etch stop layer, a separate ild layer, and at the top there is a need for a material — for instance
SiO2 — that can be polished together with the interconnect metal copper.

Alternatively, a dual damascene technology combines certain similar process steps to one reducing
the number of process steps and thus the time and costs required to build the back end of line
(beol) stack. Hence the dual damascene process fabricates the ivd and the metalization layer at
once. Obviously, as can be seen in Figure 2.16b, the metalization level has an increased thickness
because the interconnect lines as well as the vias are included in a single metalization level.
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Chapter 3

Thermal Models

his chapter discusses the significance of the temperature dependence in model for
material parameters. However, it should be noted that the computational effort might
increase significantly if the particular models discussed in this chapter are included in
simulation tools. Therefore, the design engineer should be able to decide whether to

give priority to the run-time performance or to the accuracy of the simulation.

3.1 Electrical Conductivity

The standard models for the electrical conductivity have been presented in Section 2.4. These
models give very good results for bulk materials, where a single-crystal like behavior or an
averaged material behavior can be assumed over the simulation domain. If thin film materials are
considered, however, the previously presented description of bulk properties often lacks accuracy
especially if the models should cover high-temperature effects. Therefore, additional material
models have to be developed, which are able to describe the physics more fundamentally. Such
models are intended to be implemented in simulation tools to improve the predictability of
material models.

Applying single-crystal material models for bulk-sized materials chunks might can also suit well
for semiconductor materials, if the internal microstructure can be neglected. However, if an
additional impurity concentration can observed, a significant amount of extra energy barriers
are built, as shown in Figure 3.1. Looking at the polycrystalline structure with a broader view
the shape of the energy band looks more like Figure 2.12, where the typical ratio of the grain
region and the grain boundaries is depicted. Here, the grains are separated by an energetic
barrier consisting mostly of mismatched atoms that are located with a certain offset to the
optimal lattice sites of an ideal crystal. Due to the diffusion and the segregation tendency of the
impurities in the semiconductor materials, these impurity atoms move towards the interfaces of
the grains and build structures as shown in Figure 3.1 at grain boundaries and at the surfaces.

To account for this type of behavior, the polycrystalline structure has been considered for contacts
in transistors where additional barriers occur besides the work-function difference [177,178]. This
model can be applied to other material parts where polycrystalline Si appears, for instance in
contacts [177]. Consequently, a model has been developed by Mandurah and others, which
accounts for these energetic barriers so as to derive a macroscopic model that can be calibrated
if the necessary information is provided by measurements (cf. (3.3) and [177–181]). Based on this
model Nathan and Baltes propose in [79] to use the assumptions of Mandurah from [179,180]
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Figure 3.1: Energy band diagram of a single grain boundary showing trapped negative carriers
at the boundary and the accumulated positive carriers towards the grain boundary
zone.

and extend the grain boundary model by including an average-sized grain to obtain a more
reasonable conductivity model.

Applications for such models include solar cells, polycrystalline diodes for temperature measure-
ments, fuses, and sensors in general. The advantage of this model is to predict the behavior
of the polycrystalline semiconductor materials in regions where single crystal growth cannot be
provided. In this case, the electrical behavior is different from devices built from single-crystal
materials. For instance, the electrical resistivity highly depends on the temperature and thus
also on the reverse current of a diode made of polycrystalline Si. When comparing the stan-
dard model with measurements of polycrystalline materials, the original polygonal model with a
reference value σ0 and thermal correction term

σ =
σ0

1 + ασ(T − T0)
, (3.1)

yields acceptable results for a very limited temperature range. Here, σ0 denotes the electrical
conductivity at the reference temperature T0, ασ is the material-dependent temperature coeffi-
cient of first order for the electrical conductivity, T is the absolute temperature. Depending on
the shape of the real conductivity, the temperature coefficient ασ has a certain range of validity.
If wider ranges are considered, a second order temperature coefficient βσ can be introduced by

σ =
σ0

1 + ασ(T − T0) + βσ(T − T0)2
. (3.2)

Regardless of the temperature bias point (reference temperature T0) assumed, specific different
values for σ0, ασ, and βσ are required. They can be obtained by model calibrationa with
measuremnts or data listed in literature.

Yet this expansion has its limits. For applications where this second-order temperature coefficient
model is not sufficiently accurate, the microscopic structure of the material has to be included into
the conductivity model. Especially if material compounds are considered, e.g. polycrystalline
silicon with high doping for a better conduction, or silicided metals (TiSi2, WSix), the thermal
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impact on the conductivity can no longer be described by these polynomial functions. With
inclusion of the microstructure into the electrical models, the accuracy of the models can be
increased. As proposed in [79], a conductivity model which accounts for grain boundaries [177,
179,180] is combined with the drift diffusion model for the plain grains.

The grain boundary model for the electrical conductivity σGB considers a ballistic transport over
the barriers which can be described by the doping concentration N , the interface trap density
Nt, and by the temperature T . The other parameters are more or less constants for a certain
process technology. Following [179,180], the model for the grain boundary conductivity reads

σGB =

q2 LGB N exp

�
−EGB

kBT

 
&

2π kBT m∗
n,p



exp(−b1)

1− c1 kBT

Nt + c1 kBT N WGB

Nt + N WGB

�
, (3.3)

where the coefficients b1 and c1 are defined as

b1 =
4π WGB

h

$
2m∗

n,p(qξ − EGB), (3.4)

c1 =
4π WGB

h

%
2m∗

n,p

1

(qξ − EGB)
. (3.5)

The first term in (3.3) determines the base value of the conductivity due to the ballistic transport
over the energy barrier EGB. However, this base value is corrected by two additional factors, where
the first correction factor is to due the temperature dependence of the width of the depletion
zone close to the grain boundary and the second correction is due to the temperature dependence
of the trap density in the interface region between the grain boundary and the grain. In these
equations, the energy qξ is the grain boundary energy level defined relative to the conduction
band [79]. The effective mass for electrons and holes are denoted as m∗

n,p, WGB is the grain
barrier width, LGB the overall length of the grain boundary including the depletion zone, and
the width of the depletion zone is defined as WD = Nt/2N according to [179].

To determine the global conductivity σ of a polycrystalline material, Nathan and Baltes [79]
used the Matthiessen rule to combine the electrical conductivities of the grain region σG

obtained from (2.14) and (2.15) and the grain boundary region σGB as

L

σ
=

LG

σG
+

LGB

σGB
(3.6)

where L represents the overall length of a unit cell,

L = LG + LGB, (3.7)

LG denotes the average length of a grain and LGB the average width of a grain boundary. How-
ever, to consider also the third dimension, (3.6) can be extended by using the same assumptions
in three dimensions. Hence, a cube with an edge length of LG+LGB is considered, which consists
of a cubic-shaped grain with the edge length LG and the remaining part represents the contri-
bution of the barrier. Considering a cross sectional cut perpendicular to the current density, the
sheet conductivity for electrons and holes σ� can be expressed by

σ� (LG + LGB)2 = σG L2
G + σGB

�
(LG + LGB)2 − L2

G

�
. (3.8)

Thus, the overall conductivity σ with the corrected terms is

L

σ
=

LG

σ�

+
LGB

σGB
. (3.9)
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However, the use of this model has also its limitations. The model has shown to be rather
sensitive to changes of the parameters. For instance the average grain size has a significant
impact on the value of the conductivity of this model. Due to different process steps and fabrica-
tion formulas, the parameters for this model can change significantly, which requires a separate
parameter extraction for each particular setting of the machines used in the fabrication of the
microelectronic device. Nevertheless, the model provides a better insight in to the microstructure
of polycrystalline materials using a meso scale model.

3.2 Electrical Permittivity

The electrical permittivity tensor ε̃ describes how the electric field E is related to the electric
flux density D,

D = ε̃ · E. (3.10)

For isotropic materials, the permittivity tensor reduces to a scalar-valued quantity and the direc-
tion of the electric flux density and the electric field is the same. Hence, for isotropic materials
the electrical permittivity can be approximated

ε = ε0 εr

�
1 + αε(T − T0)

�
, (3.11)

where the temperature coefficient αε is determined by

αε =
1

εr

dεr

dT
(3.12)

and can be derived from the Clausius1-Mosotti2 equation [140]

N αpol

3 ε0
=

εr − 1

εr + 2
, (3.13)

where N is the dipole density, αpol the polarizability, and εr the relative permittivity. This
equation describes the relative permittivity as an implicit function of the polarizability and the
dipole density. The latter is an inherent property of the material and does normally not change
as long as the phase stage is not altered. Hence, the derivative with respect to the temperature
T is

dεr

dT
=

(εr − 1)(εr + 2)

3

�
1

N

dN

dT
+

1

αpol

dαpol

dT

 
. (3.14)

Due to mass conservation, the thermal volume expansion can be assumed to be equal to the
negative temperature coefficient of the dipole density because the number of atom inside a
atomic unit cell remains constant. The only assumption here is that the material persists in the
phase stage. Hence, αε is

αε =
(εr − 1)(εr + 2)

3

�
1

αpol

dαpol

dT
− αmech

 
. (3.15)

According to the magnitude of the relative dielectric constant, materials can be divided into two
groups: high-κ materials, which have a larger εr than SiO2, and low-κ materials, which have a

1Rudolf Julius Emanuel Clausius (January 2, 1822 – August 24, 1888)
2Ottaviano Fabricio Mosotti (April 18, 1791 – March 20, 1863)
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Table 3.1: Typical relative dielectric constants for various high-κ materials.

Material εr EG References
[1] eV

SiO2 3.9 9.0 [182–184]
3.9 8.0− 9.0 [25,185,186]

3.9− 4.6 (nitridation) − [127,187,188]
SiO2(teos) 4.1 − [21]

Si3N4 7.5 5.0 [184,189]
7.0− 7.9 5.0− 5.3 [79,182,183,185]

4.0 (Si-rich) − 8.0 (N-rich) − [25,79]
SiCN 5.0 − [20]
TiO2 40.0 3.5 [184,189]

39.0 − 170.0 3.0− 3.5 [182,186,190]
ZrO2 23.0 5.8 [183]

12.0 − 25.0 5.0− 7.8 [182,184,185,190]
HfO2 25.0 5.7 [184,185]

16.0 − 40.0 4.5− 6.0 [182,183,190]
Al2O3 9.0 8.7 [185]

5.0− 12.0 8.7− 9.0 [25,182,190]
Y2O3 15.0 5.6 [183,185]

4.4− 18.0 5.5− 6.0 [186,190]
Ta2O5 25.0 4.4 [184,189]

23.0 − 26.0 4.4− 4.5 [182,183,185,190]
ZrSiO4 12.6 6.0 [190]

3.8− 12.6 4.5− 6.0 [182,183,186]

lower εr number. Materials with higher relative permittivities than SiO2 have a higher dielectric
displacement field (electric flux density) as SiO2 if the same electric field is applied. Hence,
the capacitive coupling between the two opposite sides of the materials is much tighter as with
SiO2. Therefore, such materials are used to increase the capacitance where the thickness of the
materials can be reduced to obtain the same capacitance as with SiO2.

However, capacitive coupling is often considered as a parasitic effect, for instance if an array
of interconnect lines is considered, where each of them is used to transmit a different signal.
Capacitive coupling means in this context that an electric signal in one of these lines influences
an electric signal in the other lines. This is refered to as cross talking. If bus structures for data or
addresses are considered too much cross talk might result in logic device failures. Hence, for these
devices a reduction of the coupling is required. Materials with lower εr values (low-κ materials)
offer an alternative to reduce the capacitive coupling. A major drawback of all high-κ and low-κ
materials is their mechanical weakness and the complicated and expensive fabrication. The high
εr value of high-κ materials vanishes at a certain temperature, where a phase change takes place,
reducing εr to 1. This temperature is called Curie temperature in analogy to thermo-magnetic
effects. Hence, the thermal budget for these materials is very limited. The low-κ materials are
either porous and very hard or soft, where both properties are extrema for the fabrication. For
instance, if a soft interlayer dielectric material is processed by a chemical mechanical polishing
(cmp) process step in Cu technology, the abrasion of the new materials is considerable higher than
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Table 3.2: Typical relative dielectric constants for various low-κ materials.

Material εr References
[1]

SiO2 3.9 [25,182–186]
SiOC 2.4− 3.4 [20,148–150]

porous SiOC 2.5 [150]
SiOCH 2.7 [152]

organo-silcate glasses (osgs) 2.3− 3.1 [21]
aromatic polymers 2.7 [21]

with air gaps 1.6− 2.5 [154–156]

that of Cu and SiO2. The mechanical weakness of this soft material requires additional protective
layers for a normalized cmp procedure. Because many of the low-κ materials are compounds of
severals material, they also limit the thermal budget for the fabrication processes. Otherwise the
amorphous and porous materials re-anneal and the advantageous properties vanish.

3.3 Thermal Conductivity

According to Fourier’s law (e.g. to Chapter 2) the heat flow between two regions having different
temperatures is determined by the temperature gradient and a proportional factor λ. The value
of the thermal conductivity for metals is related to the electrical conductivity because the electron
gas in the metal transports the heat as well as the electrical current. Wiedemann and Franz

found that the ratio between the electrical and thermal conductivity for a metal is proportional
to the absolute temperature

λ = Lσ T, (3.16)

Later on, this proportionality factor L was identified by Lorenz as

L =
λ

σ T
=

π2

3

k2
B

q2
= 2.44×10−8 V2

K2
. (3.17)

Equation (3.16) is referred to as the Wiedemann-Franz-Lorenz law and considers only the
contribution of the heat transport capabilities of the electrons. Due to the different material
properties, each material has its own Lorenz number, which differs from the theoretical value
and generally depends on the temperature. Nevertheless, (3.17) is a very good approximation
for metals at temperatures above the Debye3 temperature ΘD [142]. Better agreement with
measurements can be obtained using an adjusted model

λ(T ) = λ0 + Lσ T, (3.18)

where the term λ0 can even be of the same order of magnitude as the Wiedemann-Franz-
Lorenz term. For temperatures below ΘD, a second-order term might have to be included,
according to the model

λ(T ) = λ0 + Lσ T + βλ T 2, (3.19)

3Petrus Josephus Wilhelmus Debye (March 24, 1884 – November 2, 1966)
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Table 3.3: Typical values for the thermal conductivities of various materials.

Material λ [W/K] References

Si Nanowires 4.0 − 4.6× 104 [77, 78]

Diamond 1.0 − 2.5× 103 [79]

Cu 3.80 − 4.13×102 (300K) [39,191]
3.63 − 3.92×102 (400K) [39,191]
3.55 − 3.86×102 (500K) [39,191]
3.49 − 3.79×102 (600K) [39,191]

Al 2.37×102 (300K) [33]
2.40×102 (400K) [33]
2.37×102 (500K) [33]
2.32×102 (600K) [33]

n-polySi 0.16 − 0.41×102 [80, 192–195]

p-polySi 0.17 − 0.20×102 [194]

Si 2.66×102 (200K) [79,136]
1.56×102 (300K) [79,136]
1.05×102 (400K) [79,136]
0.80×102 (500K) [79,136]

Ge 0.95×102 (200K) [79,136]
0.60×102 (300K) [79,136]
0.44×102 (400K) [79,136]
0.33×102 (500K) [79,136]

GaAs 0.44×102 [79]

Al2O3 0.21 [25]

SiO2 0.014 [25]

where for temperatures below the Debye temperature ΘD the parameter λ0 is often negligible.
Another approach to describe both temperature regimes is to use an empirical polynomial model
of second order

λ(T ) =
λ0

1 + αλ(T − T0) + βλ(T − T0)2
(3.20)

which is a Taylor series for the thermal resisitivity 1/λ0 at the reference temperature T0. Here,
λ0 is the thermal conductivity at the reference temperature T0 and the coefficients αλ and βλ

are the corresponding first- and second-order temperature coefficients.

As a first approach the thermal conductivity can be assumed to follow the Wiedemann-Franz-
Lorenz law, also for nonmetalic materials. However, to improve the model accuracy for semi-
conducting and insulating materials, a polynomial model may be used. A comparison of typical
values of the thermal conductivities of common materials is given in Tab. 3.3 and Figure 2.9,
where Tab. 3.3 shows a list of common materials ordered by descending thermal conductivities
and Figure 2.9 gives an overview of the temperature dependence of various materials compared
to Si and Ge.
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3.4 Heat Capacitance

The heat capacitance is modeled according to a commonly used empirical formula introduced
in [196,197]

cp = A + BT + CT 2 + DT 3 +
E

T 2
, (3.21)

where appropriate coefficients for this equation exist in tabular form and in diagrams, see for
instance [131–138, 197–199] and Figure 2.9. Equation (3.21) yields very good results in simula-
tions when compared to measurements. However, these coefficients are valid for the specified
temperature range only.

3.5 Volume Expansion

The models which consider the thermal volume expansion have similar problems with the material
structure as the models for the electrical and electrical conductivities. However, the thermal
volume expansion coefficient is estimated with an equation given for bulk material as

∂V

V
= αmech ∂T. (3.22)

A rigorous mechanical investigation would require the appropriate volume expansion coefficients
for the contributing materials. Those parameters can be either obtained from rigorous Monte
Carlo calculations or from measurements. The coefficients given in Tab. 3.4 were obtained
from measurements of bulk materials and give sufficient approximations. The microelectronic
devices considered in this thesis show a slightly different behavior because the volume expansion
described in (3.22) is mechanically constricted by additional material layers. The mechanical
equation system is applied to materials which are embedded in rather stiff bulk material which
normally do not allow expansion. This results in mechanically highly stressed material regions,
especially if high temperature gradients are present. The thinner the material layers are the
more sensitive they are and tend to relax by cracking. A crack in a layer often results in a fatal
failure of the complete system, which is assumed to be the worst case. To avoid this type of
failure, an appropriate investigation is required which also includes the mechanical subsystem.

If a block consisting of different materials tends to expand it is limited in its movement by the
surrounding materials in which it is embedded. Hence, mechanical stress develops according to
the values given in Tab. 3.4 for the thermal volume expansion coefficients.

The relation (2.111) considers expansion as well as contraction and torsion, thus, all phenomena
where atoms are moved. However, if movements of atoms or atom clusters have to be considered,
the mesh for those regions is very critical and can cause tremendous problems. For instance, in a
region where a layer is contracted due to surrounded materials with a higher stiffness, the mesh
is contracted as well. Due to limited numerical precision or approximations made in the material
models, a single mesh point might move through a mesh edge between two other mesh points.
This results in negative volumes and negative coupling coefficients in the finite element method
and causes numerical problems, because the resulting system matrices are no longer positive
definite and the solver have commonly severe convergence problems or even fails.

65



CHAPTER 3. THERMAL MODELS

Table 3.4: Typical values for thermal expansion coefficients of various materials.

Material αmech [1/K] References

Al 2.5×10−5 [200]
Cu 1.4 − 4.92×10−5 [79, 142]
Mo 1.5×10−5 [142]
W 0.45 − 1.3×10−5 [79, 142]
Ta 0.65− 1.92×10−5 [142,200]
Ti 7.6− 9.8×10−6 [79]
Ag 5.7×10−5 [142]
Au 4.32×10−5 [142]
Al 6.78×10−5 [142]
Si 2.33×10−6 [79]

polySi 2.6×10−6 [201]
SiO2 0.25 − 1.4×10−6 [25, 79,201]
Si3N4 1.1− 4.2×10−6 [25, 79]
Al2O3 5.6− 7.1×10−6 [25, 79]
TiN 6.5×10−6 [200]

3.6 Mechanical Stress

If several materials are combined within a microstructure, mechanical forces occur if the volumes
of the different materials change. Several effects may enforce volume expansion, for instance
chemical reactions, phase interchanges and recrystallization, mass migration, and thermal expan-
sion and contraction. In this thesis, the mechanical stress due to thermal expansion is considered.
The mechanical stress σmech can be separated into a static and a thermal stress component [33]
as

σ̃mech = σ̃stat + σ̃therm, (3.23)

where σstat represents the static stress component, which is impressed and mostly fixed by the
fabrication processes, for instance material deposition, annealing, and packaging. The thermal
component of the stress σtherm is a transient quantity influenced by the ambient temperature
and other state variables of the system. The corresponding hydrostatic pressure pmech is then
defined as the trace of the mechanical stress tensor σmech,

pmech = − 1

n
trace(σ̃mech) = − 1

n

n+
i

σmech
ii , n = 3, for IR3, (3.24)

which represents an averaged value and can be used for significant comparisons, as a figure of
merit for optimization purposes, and to visualize the mechanical stress in a microelectronic device
structure.

The local force density which acts on the material can be described by the mechanical stress
tensor σmech, which can be derived from the mechanical strain tensor εmech using the Lamé4

formalism to model (2.110) as

σmech
ij (T ) = Bmech

ij αmech(T − T0) δij + λLame εmech
ij δij + 2µLame εmech

ij . (3.25)

4Gabriel Lamé (July 22, 1795 – May 1, 1870)
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The quantities λLame and µLame are the Lamé constants, which can be expressed by Young’s
modulus Emech and Poisson’s ratio νmech [96, 97] as

λLame =
νmech Emech

(1 + νmech)(1− 2 νmech)
, (3.26)

µLame =
Emech

2 (1 + νmech)
. (3.27)

For orthotropic materials the number of independent components for the stiffness and stress
tensor is reduced due to energetic considerations and symmetry in the crystals [96, 97, 202].
Hence, the number of independent components of the stiffness tensor (forth rank) is reduced
to nine and for the stress tensor (second rank) to six. Hence, the mechanical problem can be
expressed in terms of vectors and matrices [202] according to the Voigt notation.

3.7 Interconnect Reliability

To estimate the life time of electronic products, several different characteristic quantities have
to be extracted. However, the estimation has still a considerable variance because this measure
evaluates the worst case only. The goal is to obtain the mean time to failure (mttf) for standard
operation conditions by extrapolations based on data of mttf for elevated temperatures. To
enforce a change of material properties, it requires a certain amount of external energy to cause
harm to the device structure, if the energy exceeds a critical level.

The worst case for interconnect lines is a direct current, where the maximum of the electrical
current density JPEAK of a certain interconnect element is given by the approximation

sup
�
J(∂V)

�
= JPEAK ≈ IPEAK

A
. (3.28)

Here, the maximum current density is estimated as the maximum of the expected current IPEAK

through the interconnect divided by the local area A of the interconnect. The advantage of this
approximation is that the peak value of the electrical current can be measured and verified for
worst-case considerations. Other characteristic quantities are the mean value and the root mean
square value of the current density J

JAVG = �J� =
1

T

� T

0
J(t) dt, (3.29)

JRMS =
&
�|J|2� =

%
1

T

� T

0
|J(t)|2 dt, (3.30)

respectively. Here, the values are averaged over a characteristic time span, for instance a full
period for oscillating signals.

There exist several additional constraints which affect the reliability of interconnect structures,
such as the maximum allowed electric field for dielectric break down or the minium resistivity
of the dielectric to limit leakage currents between different interconnect structures. However,
these constraints are currently not of high interest because these requirements are just certain
constraints of process technology nodes and can be taken into account in advance during the
design phase.
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3.7.1 Electro-Migration

Current transport involves two types of charge carriers: electrons and holes (defect electrons),
and ions and vacancies (defect ions) as depicted in Figure 3.2. While the first charge carrier
type is normally used for the device operation, the second produces disadvantageous effects and
causes tremendous failure. For instance, if ions are transported through the interconnect lines
the resulting ion current has also to be considered as mass flux.

Atoms on ideal crystal lattices need a high activation energy to change the position on the lattice
(cf. Figure 3.2). Unregularities in the crystal significantly descrease the activation energy. Such
promoting factors are interstitials and the grain structure due to irregular crystal growth, and
impurities in the grain as well as at grain boundaries at the material interfaces (cf. Figure 3.3).
These factors are advanced by additional energy provided by elevated temperatures in the struc-
tures due to self-heating and external heat sources, where the increasing current densities reach
critical values at which self-heating effects dominate the reliability issues.

At elevated temperatures, the ions and defects have an increased diffusivity, which is further
enhanced by external applied current densities. The atoms move in the direction given by the
electrons. At a certain point in time, a microscopic hole (void) is seeded on the one side and a
pocket (hillock) is formed on another side. The void can cause an opening of an interconnect
line while the hillock might shorten two adjacent interconnect structures. Both scenaria yield
fatal errors.

=⇒

Figure 3.2: Movement of vacancies by ion diffusion into lattice vacancies.

The dynamics of moving atoms and their vacancies can be described by a drift-diffusion model
similar to that for electrons in semiconductor materials in (2.14) and (2.15), but with different
mobilities and diffusion coefficients. A model for the mobility of vacancies µmob

vac has been proposed
in [203] as

µmob
vac =

a2f

kBT
exp

�
− EA

kBT

 
, (3.31)

where a is the lattice constant, f is the attempt frequency for electro-migration, and EA the
activation energy. The diffusion coefficient is either a constant or an empirical formula to account
for the dependence on the local stress [36,204,205]. The driving force Fe can be determined by

Fe = Z∗qE, (3.32)

where Z∗ is the effective valence number for a given certain material [203,206]. Measured values
for Z∗ and EA can vary by 300% and 250%, respectively [203,207]. Therefore, each material for
a certain technology node needs a separate calibration to account for all effects which can occur
during the fabrication process and during operation.
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Figure 3.3: Vacancies at grain boundaries.

Regions in which the mechanical stress is notably important are areas where high current den-
sities occur simultaneously with high temperature gradients [100]. In these regions with very
high current densities and elevated temperatures, electro-migration can be observed [208]. The
occurrence of this failure type is accelerated with increasing temperature. This effect can be used
to estimate reliability and life time. However, this accelerated test method is only an estimation
for the worst case.

The previously presented models have assumed that the shape, the orientation, and the distri-
bution of the size of the grains does not affect the stress distribution. Unfortunately, the grain
boundaries are layers of a finite thicknesses and the mechanical constants vary along these struc-
tures. Due to the different crystal orientations in adjacent grains, the same material in different
grains behaves slightly different even if the same mechanical load is applied [209]. For instance,
the diffusion along paths through the interconnect results in different current densities according

Interface Diffusion

Barrier Layer

Cap Layer

Surface
Diffusion

GB
Diffusion

IVD

Bulk Diffusion

Copper

IVD

Figure 3.4: Diffusion paths in a typical copper interconnect line. The diffusion paths determine
the mass flux due to ion diffusion along distinguished paths.
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Figure 3.5: tem picture of a Cu interconnect test structure showing a wide range of different
grain sizes due to confinements of the geometry [32].

to the corresponding local crystal structure. Apparently, the diffusion coefficients depend also on
an activation energy [33,163], which itself is a function of the material adhesion and the regular-
ity of the lattice, as shown for Cu in Figure 3.4. A cross section of a Cu interconnect structure
is shown in Figure 3.5, where no information about the distribution of the grain sizes is given.
Nevertheless, process technologies have been developed to control the grain sizes and distribution
of the shape of grains in a certain regime to provide more uniformity in the interconnect lines
for highly sophisticated microelectronic devices.

The uncertainty of the position and the size of grain boundaries are new critical parameters
for reliability investigations. Unfortunately, these parameters cannot be determined excactly in
advance. However, a statistical description of these parameters can be applied and provides rather
good agreement with measurements but does not account for the degradation effects in the metal,
the moving grain boundaries, the movements of the defect location, or recrystallization [164].

As Tab. 3.5 shows, copper ions at lattice sites in bulk-sized grains have the tendency to diffuse not
as much as near the surface. For ions located near the interfaces (grain boundaries or material
interfaces) the diffusion constant nearly doubles. For copper atoms at surfaces the activation
energy is only one third of that in the bulk material. Hence, material regions near surfaces and
material interfaces have to include the ion diffusion of copper rigorously to predict their reliability
properly.

Table 3.5: Typical activation energies EA along different paths for diffusion in Cu [33,158,207,
210–212].

Diffusion Path EA [eV]

surface 0.5 − 0.7
material interface 0.8 − 1.25
grain boundary 1.2 − 1.25
bulk (within the grains) 2.1
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(a) Disordered grains. (b) Bamboo grain structure.

Figure 3.6: Different grain structures for Cu interconnect lines.

The material Al has been substituted by Cu to increase the intrinsic activation energy for electro-
migrationfrom 0.6 eV for bulk Al to 1.2 eV for bulk Cu [207]. Cu has a higher melting temper-
ature. Incidentally, this substitution should have caused less problems with electro-migration.
However, the material interface conditions were not considered in the very beginning of the tran-
sition. In the common Cu technology, the barrier and cap layers for interconnect lines increase
the mechanical weakness of the interfaces to Cu, which cause an additional reduction of the
activation energy.

Another contribution to reliability reduction can be found in the unfavorable microstructure of
the materials used in interconnects. The microstructure of Cu is formed during electro-plating,
where the final shape of the grains is determined by exogenous parameters. The microstructures
of two different electro-plating fabrication process are depicted in Figure 3.6a and Figure 3.6b,
where in Figure 3.6a a technology is presented where the microstructure of Cu cannot be con-
trolled. A better result can be achieved if the process temperature, and the seed and barrier
layers can be appropriately controlled. As a result, the grains evolve homogeneously with similar
shape and with nearly the same size distribution, as shown in Figure 3.6, where Figure 3.6b
shows a ’bamboo’ structure, which has the benefit that the current through such structured in-
terconnects flows perpendicular to most parts of the grain boundaries. This provides less energy
to the atoms to move along the grain boundaries inhibiting an additional ion current.

The most significant contribution to electro-migration is due to surface diffusion, which is also a
main factor for reliability issues in Cu interconnect lines. The bamboo structure in Figure 3.6b
could easily be enhanced further by chemical-mechanical polishing (cmp), where the upper zones
of the bamboo structures can be removed. Hence, the removed upper side is a step towards an
ideal microstructure by minimizing the number of grain boundaries not perpendicular to the
average current density vector. Removing the most upper region of Cu, the original Cu structure
has to be deposited with a higher thickness as required. The additional Cu is removed by a cmp

process. With that procedure, the upper critical zone is removed from the copper surface. The
bottom of the Cu surface as well as the side walls are treated by special seed and barrier layers,
which prevent at one hand the diffusion of Cu into the dielectrics. On the other hand these layers
act as catalysts during the initial Cu deposition to form an “ideal” initial microstructure.

During operation, elevated temperature and high current densities, it can happen that the va-
cancy concentration due to electro-migration inside a critical material region exceeds a certain
limit (vacancy concentration ≈ number of atoms per unit cell of the basis interconnect material).
In that case, a void has been seeded in that region [213]. This behavior is called inverse clustering
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Figure 3.7: Novel barrier material type, showing the benefits and drawbacks of material poros-
ity, e.g. of CoWP. To prevent the diffusion of Cu atoms into the ild and dielectric
layers a guaranteed sealing of the (porous) barrier materials have to be enforced.

because the modeling approach considers the accumulation of precipitates at the beginning in
terms of a vacancy concentration in the microscopic level and at the intermediate state via voids
as a macroscopic description. With a seeded void, an additional surface has been introduced
into the material region which has been previously assumed to be bulk-like. This surface results
in a region with reduced activation energy and therefore promotes the diffusion of Cu atoms,
thus accelerating the growth of the void. A growing void yields a material transport from the
void site to a physical barrier material where a pocket (hillock) is built. The voids itself may
cause an interruption of the interconnect line, while the materials pocket may cause a shortening
between two adjacent interconnect structures. Providing a reservoir of the migrating materials
is an improvement [214], but only of limited help for the interconnect reliability. While the time
that is needed to seed and form a void is considerably high, the time needed to move the voids
and form hillocks and big voided regions is orders of magnitude less than the time for the seeding
and forming process.

Better results for the improvement of reliability can be obtained if the roots of the problem
are rigorously tackled. Those are the high current densities, the reduced line dimensions, the
resulting elevated temperatures, and the weak material interfaces with their poor adhesion on
certain materials causing a considerable problem in addition to the natural material diffusion, the
current density, and the high temperatures. The main reason for enhanced surface diffusion and
electro-migration has been identified as the unfavorable crystal structure close to the material
interfaces. If one can provide an (ideal) crystallized Cu layer up to the material interface, the
Cu atoms would be located at more or less ideal lattice sites and thus would require a higher
activation energy to move.

The introduction of new interface materials such as Ta and TaN have provided promising results
by slightly rising the activation energy and lowering the migration tendency. However, the
fundamental problem of not ideal crystal structures with high diffusion constants has not been
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tackled. Only with the introduction of new porous barrier materials, the electro-migration effects
has been significantly reduced. If the pores of these materials exceed a certain size, Cu atoms
have the possibility to move into those pores. This yields a starting crystallization very close to
the surface, actually in the barrier layer (cf. Figure 3.7). That provides a good alternative to Ta
and TaN coatings. The deposition of such porous materials requires a guaranteed seal barrier
coating. With completely sealed coatings, the Cu atoms diffuse into the ilds, causing serious
problems as already discussed.

Unfortunately, the CoO of these porous materials is considerably large. Thus, the implemen-
tation of such materials might take some time in the common Cu technology nodes. With the
increasing number of high-κ and low-κ materials, where most of them are porous materials, also
the porous barrier layers will be available in the near future.

3.7.2 Mean Time To Failure

The failure distribution of microelectronic devices follows a Weibull5 distribution. At the
beginning, early failure may occur due to fabrication faults. At the end of the device’s life time,
failure is mostly due to material fatigue of one or more parts of the device. To determine the
reliability especially for metals, Black [215,216] has proposed a modified Arrhenius law, which
can be arbitrarily adapted and calibrated to special failure mechanisms. Black’s equation reads

mttf = A |J|−n exp

�
− EA

kBT

 
, (3.33)

where the local mean time to failure (mttf) is inversely proportional to a certain power n of
the local current density and directly proportional to exp(−EA/kBT ), with EA as the activation
energy. The proportionallity constant A is geometry-dependent, and must be determined by
measurements for different interconnect geometries.

However, Black’s equation describes an empirical observed material behavior and is thus not
valid for arbitrary use. It requires a separate calibration for each different failure mechanism.
Nevertheless, Black’s equation is still commonly used to estimate the reliability with respect to
the mean time to failure [5, 33,217].

5Ernst Hjalmar Waloddi Weibull (18 June 1887 – October 12, 1979)
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Chapter 4

Optimization for Technology CAD

“Man darf nicht das, was uns unwahrscheinlich und unnatürlich

erscheint, mit dem verwechseln, was absolut unmöglich ist.”

Carl Friedrich Gauß1

his chapter first discusses the different optimization techniques and strategies that
are commonly used in modern optimization applications. The second part of this
chapter deals with the industrial requirements for optimization as well as its challenges
for tcad applications. The third part shows the need of an optimization framework

and the resulting concepts which fulfills the presented requirements.

In this work the term optimization is used as a search for a minimal or maximal value for an
objective function (also called score function) within certain defined constraints. It is a widely
used practice that optimization problems are formulated as a minimization task of an objective
score function

fScore(x) → min, x ∈ ΩG. (4.1)

To perform a maximum search, the formalism can be transformed to a minimum search for
negative values of an objective score function [219]

fScore(x)→ max ⇐⇒ −fScore(x) → min. (4.2)

Despite of the different score functions for the optimization, the mathematical convergence cri-
teria for both optimization algorithms remain valid [219]2. The optimization problems discussed
in this thesis are finite-dimensional optimizations of the following type: A given n-dimensional
variable vector x ∈ ΩG ⊆ IRn of an p-dimensional objective score function fScore : IRn → IRp has
to be optimized globally in order to obtain a resulting vector xopt which minimizes the value of
the score function in a certain domain ΩG ∈ IRn. Equation (4.1) can also be expressed by using
the following equivalent notation:

xopt ∈
�
x | ∀y ∈ ΩG : fScore(x) ≤ fScore(y)

�
. (4.3)

1Carl Friedrich Gauß (April 30, 1777 – February 23, 1855),
“Do not confound what appears unnatural with the absolutely impossible.” [218]

2However, an objective score function with negative values often yields different results due to
different implicitly taken assumptions in certain implementations of optimizers.
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Figure 4.1: Generic optimization loop for multiple purposes.

In this definition, the function fScore(x) denotes a continuous objective score function which
has to be minimized. To determine a mathematically suitable criterion for minimization, the
objective function fScore(x) has to apply a metric which maps the simulation result in a scalar-
valued quantity. The industrial requirements requires an objective score function of the form

y = fScore(x) : IRn → IRp. (4.4)

However, this type of optimization would require optimization tools that are capable to operate
with Pareto3 sets which is not commonly available in optimization tools. To overcome this
kind of problem, a weighted norm can be applied to the score function and reads

fScore(x) = p

)**( p+
i=0

αi|fSim,i(x)|p : IRn → IR, (4.5)

where the result of this score functions is a real number, which can be optimized using the
property that IR is an ordered field. If the weight parameters αi are set to 1, (4.5) can be written
as

fScore(x) = 
fSim(x)
p. (4.6)

In typical tcad applications such objective score functions represent sequences of simulation
software tools and therefore fScore(x) can also include some necessary post-processing steps. A
typical data flow of an optimization run is shown in Figure 4.1 where certain different input
parameters can be applied to each simulation tool separately. In this depicted example, the sim-
ulation flow consists of a tool for the generation of the device geometry, the device simulator, and
at the end a tool for the extraction of objective parameters from a finite-dimensional simulation
result in order to compare it with reference data, which can be either constant values, analytical
functions, or quantities in tables obtained from measurements.

In order to limit the optimum search to a certain domain and to weight or exclude certain
parameter constellations, the input parameter space can be constrained by lower and upper
bounds as well as by a finite number of constraint functions. In the following chapter ΩG denotes

3Vilfredo Federico Damaso Pareto (July 15, 1848 – August 19, 1923)
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a convex4 and closed finite-dimensional domain ΩG ⊂ IRn which can be further constrained by
functions gi(x) which yields in the most general case a non-convex shape and can be expressed
as

ΩG = {x ! IRn | gi(x) ≤ 0, i = 1, ...,m}. (4.7)

The constraint functions gi(x) can map for instance some physical constraints to the input
parameter domain, represent some technological or economical constraint from the fabrication
processes, or these functions can be used to avoid parameter constellations which are not allowed,
either by specifications or due to patent laws. However, these functions have to be individually
chosen for a particular optimization problem. Constraints for ΩG can be applied a-priori in
contrast to constraints for output parameters. Therefore, the resulting domain for valid output
parameters ΩF ⊆ IRp is defined as the physical feasible values and the corresponding constraint
function reads

fSim ∈ ΩF, (4.8)

where the valid values of the output domain ΩF are given by the nested function of the score
function fScore applied to the final results of the function fSim which describes the sequence of
the different simulation tools used.

While a-priori constraints limit the search domain only, a-posteriori constraints restrict the
simulation results, which requires to calculate a complete simulation sequence to obtain a single
result. This is thus very costly in time. Therefore, one tries to transform the constraints for the
output in constraints for input parameters.

For some cases, where the constraints of simulation results have to be included into the constraint
functions, an estimation can be performed to approximate the simulation results in advance.
If the calculations of the original function is very time-consuming compared to the time for
evaluating the approximation, this method provides the benefit of saving time by excluding
certain a-priori known not valid simulation results.

With the domains (4.7) and (4.8) the initially constrained minimization problem (4.1) can be
reformulated by using barrier or penalty functions Pk(x,y) in order to obtain an unconstrained
surrogate optimization problem [219,220].

Pk(x,y) →∞, k = 1, 2, . . .

� ∀x /∈ ΩG

∀y /∈ ΩF
, (4.9)

which provide the possibility to use the original optimization framework with minor changes
which can be specified by the user. In (4.9) x symbolizes the input parameters and y the output
parameters or the results of the simulation and the score function. The barrier and penalty
functions try to account for the behavior of the output y as accurately as possible in order to
save computation time. Then the penalty problem reads

fPen(x) = 
fScore(x)
p + Pk(x,y)→ min. (4.10)

To conveniently apply such functions to a particular problem, the penalty function can be adapted
to user defined constraints. For instance, there exist several different approaches for barrier and
penalty terms. In the following, the barrier and penalty functions Pk are defined using a sequence
of penalty parameters rk, where

rk > 0, k = 1, 2, . . . and lim
k→∞

rk = +∞. (4.11)

4Confer Section A.1 for the definition and some remarks on convexity.
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Since the transition of rk →∞ in (4.11) is numerically impossible, various finite approxima-
tions have been proposed in literature. However, the use of large numbers can result in serious
convergence problems, because of the numerical calculations of the gradients when regions are
considered which are located very close to the domain boundaries.

The formulation for barrier and penalty functions often considers a certain margin of the valid
parameter domain. To prevent the search algorithm from moving too close to the domain bound-
ary, a barrier function is applied that reaches the value infinity at the boundary. The penalty
function charges a certain fine for the function if the search algorithm is outside of the specified
domain. The inexact penalty functions have are vanishing inside the allowed domain. There are
several methods to implement such barrier and penalty functions:

• The exact penalty function [221–223] vanishes inside the specified parameter domain and
reaches a certain value greater zero outside the domain:

Pk(x) = rk

m+
i=1

max{0, gi(x)}, (4.12)

where the corresponding constraint functions gi apply with gi(x) ≤ 0 inside the valid
parameter domain and > 0 outside.

• The exact quadratic penalty function [224, 225] is quite similar to the previous one, but
shows generally a quadratic increase with the distance from the domain boundary:

Pk(x) = rk

m+
i=1

max2{0, gi(x)}, (4.13)

where the corresponding constraint functions gi apply. Again, gi(x) ≤ 0 inside the valid
parameter domain and > 0 outside.

• A logarithmic barrier function [226–228] offers the possibility of directing the parameter
search to particular subdomains, in which the score function is superposed by a logarithmic
function in the whole domain. Hence, the minimum of the sum of the score function and
the logarithmic barrier function is located in the subdomain in which the optimum is. At
the boundaries and outside the domain, the barrier function reaches infinity according to
the definition of Pk(x):

Pk(x) =

�� − 1

rk

m+
i=1

ln[−gi(x)], x ∈ ΩG

+∞, otherwise

, (4.14)

where the corresponding constraint functions gi apply for gi(x) ≤ 0 inside the valid param-
eter domain and > 0 outside.

• With an inverse barrier function [224], the search region inside the parameter domain can
be predefined similarly to the logarithmic barrier function, but with a differently shaped
approximation:

Pk(x) =

�� − 1

rk

m+
i=1

1

gi(x)
, x ∈ ΩG

+∞, otherwise

. (4.15)

Here, the constraint functions gi are applied, where gi(x) ≤ 0 inside the valid parameter
domain and > 0 outside.
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• An inexact exponential penalty function [229] offers an efficient method to priorize a par-
ticular subdomain of the parameter domain without dealing with infinity. However, the
value of the barrier function increases rapidly when the search algorithm leaves the valid
parameter domain.

Pk(x) = rk

m+
i=1

exp[rk gi(x)], (4.16)

where the constraint functions satisfy gi(x) ≤ 0 inside the valid parameter domain and > 0
outside.

However, the user has always to choose the appropriate barrier or penalty functions in order to
account for his particular needs and to check the convergence behavior of the whole optimization
algorithm in advance. For instance if the score function and the contributions from the barrier and
penalty function differ by many orders of magnitude, the discretization and gradient calculations
algorithm of the optimizer might run into numerical problems in terms of precision and accuracy.

According to the principal behavior of the score function within the optimization problem, an ap-
propriate barrier or penalty function modifies the original optimization problem in the same way
as the score function would, but provides an additional term to the score function which allows
to exclude certain domains from the original parameter space or to priorize certain subdomains
for example if several optimal values are expected. Since many of the available optimization
strategies do not inherently support constraint functions, additional barrier and penalty func-
tion are often used in non-linear optimization problems where only a certain set of optimization
strategies are available for utilization with in a framework.

4.1 Basic Issues on Optimization

From a mathematical point of view, optimization is a rather straight forward task for stan-
dard problems, for instance if a set of linear or non-linear equations is considered. However,
the optimization of tcad problems has to deal with highly complex score functions (objective
functions). These score functions include pre-processing steps like geometry construction, mesh-
ing, and process simulation, the actual simulation with its manifolds of different models, and
at the end, there is a set of post-processing steps to obtain the appropriate quantities from the
simulation results. From these data sets, the quality has to be determined with respect to a
user-defined reference. These sets of equations and models cannot be sufficiently determined to
obtain a best strategy for an optimization because the different input parameters can cause to
switch the behavior of the models due to different operation conditions. Therefore, the global
behavior of the simulation results changes. Hence, the convergence of the simulation cannot be
guaranteed for all parameter sets of the domain of the input parameters. For instance, changing
the geometry might require a different meshing algorithm to obtain a sufficiently good resolution
for reasonable simulation results. On top of that, numerical difficulties may arise within every
part of the optimization loop.

From a mathematical point of view, the exchange of the score function fScore with its negative
values −fScore transforms a minimization to a maximization of fScore, showing the same con-
vergence criteria [219]. However, some implicit assumption of certain properties of the score
function yields a limited range of applications. For instance, a very common procedure is to
use the absolute value of the score function |fScore|. As a consequence, the information about
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the sign of the score function vanishes. Whether this is the case or not should be denoted in
the particular optimizer’s documentation. However, the user has to be aware of these different
procedures within the optimizer and to take it into account by using appropriate user-defined
score functions.

Improvements of the optimization algorithm in terms of convergence can be achieved by iterative
methods [230] (cf. Newton’s5 iteration scheme as a propaedeutic example). However, these
methods are limited by a certain domain in which the optimization algorithm shows the property
of high convergence. With a starting point outside of this defined domain, the convergence speed
can often not be determined, and sometimes the convergence of the optimization algorithm is not
even guaranteed. An additional challenge in optimization is that there is no knowledge whether
the objective function is twice continuously differentiable because many optimization algorithm
assume this property.

There are several different optimization methods, where each having its benefits and drawbacks.
The optimization methods can be dived into several groups: local and global An additional
classification of optimization strategies separates the techniques in incomplete, asymptotically
complete, complete, and rigorously complete optimization algorithms. An optimal optimizer
would combine the benefits of the iterative optimization algorithms and the genetic and ran-
domized search, certain techniques for stochastic, heuristic, and genetic approaches [231] can be
combined to build new optimization strategies in order to increase the probability of finding a
good optimum within a short period of time. Other improvements to speed up the optimization
is to use parallel optimization [232] and to select the appropriate optimization algorithm [233].

Typical optimizations take a lot of time. Therefore, reducing execution time for optimization is
very important to provide results within reasonable time. There are several principal methods
to speed up a optimization run:

• Parallelization of the optimization algorithm:
This methods is advantageous when a huge amount of data has to be processed in each
optimization iteration step. For instance a complex response surface method (rsm) op-
timization requires a huge amount of computational power and memory to calculate the
parameters and coefficients for the next iteration. In this case, a parallelization makes sense
because the computational effort and execution time is of the same order of magnitude as
the evaluation of a particular parameter. However, the parallelization of the optimization
algorithm often does not decrease the overall optimization time all that much, because
the evaluation of particular parameter sets usually takes much longer (minutes to weeks)
than the calculation of the next parameter sets (seconds to minutes). Hence, the execution
time of the optimizer program can often be neglected compared to the time which is neces-
sary to evaluate the parameters by its score function, which includes the entire simulation
sequence.

• Parallelization of the evaluations of parameter sets:
The evaluations of parameter sets can be generally computed concurrently because the
proposed parameter sets from the optimizer do not depend on each other. For instance, if
a optimizer has to calculate a gradient in a certain point of the parameter domain, a certain
amount of necessary parameter sets for evaluation are submitted concurrently. Hence, these
parameter sets can also be evaluated in parallel and, if possible, on different computational
nodes. However, if the calculation of gradients are computational expensive, gradient-free
optimization algorithm are advantageous.

5Sir Isaac Newton (January 4, 1643 – March 27, 1727)
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• Parallelization of the solvers in the simulation tools:
To parallelize the solver in the simulation tools increases the performance of each parameter
evaluation during the optimization. However, the influence of whether the simulation tools
use parallel solvers is very limited because many vendors distribute their software with
fixed capabilities and features.

• Selection of a good optimization strategy and an appropriate score function:
To choose the appropriate optimization strategy is one of the most critical tasks during the
optimization setup because the strategy defines several additional parameters and at the
end also the convergence speed. However, the score function has to be chosen according to
the type of the problem and according to the selected optimization strategy to provide fast
and accurate optimization results. If additional constraint functions are necessary, they
have to be aligned to the score function to avoid numerical problems within the optimizer.
If, for instance, the numerical values are too different which can cause problems with the
precision which yields numerical noise and therefore wrong optimization results.

The main goal of an optimization is to find the parameter set that yields the global optimum in
a minimum number of iterations. However, this search is often very complex and would require
to check the complete parameter space in all dimensions which often leads to serious problems
in terms of finite resources of computational power and time. To overcome this type of problem,
the optimization can be split into three major parts where the first part deals with the separation
of the most significant and less significant parameters. This part requires a good knowledge of
the problem class which has to be optimized. Once the parameters are separated with respect to
their importance and significance, the optimization of the significant parameters can be started.
This leads to certain good parameter sets which can be fine tuned in the third part where all
parameters are included in the optimization. Appropriate constraint functions and close intervals
for the parameters can drastically reduce the computational effort for the parameter search.

4.1.1 Optimization Loop

An optimization loop for industrial applications includes several aspects (e.g. of robustness, speed,
etc.) in addition to the numerical optimization. However, the basic structure of the optimization
is the same for all applications. A typical optimization flow is depicted in Figure 4.1, where
the different parts of the optimization are presented. According to the different levels where
the optimization is applied, the interactions with the optimization loop and the results of the
different optimizations are different. An optimization in a typical tcad software environment
includes several applications as listed below:

• Device characteristics to improve performance and to reduce parasitic effects as well as
self-heating effects

• Single process steps to obtain more realistic device structures for device simulations

• Sequences of single steps, for instance several process steps (material deposition, mask
deposition with optical proximity correction, material etching, and mask stripping)

Typical optimization tasks in a semiconductor device fabrication environment requires:

• Optimization of a single process step to increase yield for this particular step or to identify
critical parameters to apply them for reliability calculations.
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Figure 4.2: Integration of optimization loops in device design and device fabrication process

• Optimization of a technology is a steady process during the whole life cycle of the particular
semiconductor device. This includes improving yield, and reliability of the device, and to
port the process to a smaller-scaled technology node to increase the number of devices per
lot.

• The most complex task is to optimize the complete formula of a technology, including the
resulting device characteristics which often require several weeks to months from fabrication
to the final results of the measurements of characteristics and reliability.

To decrease the time from the start of optimization until the final results are obtained, certain
aspects can be optimized in advance — not on hardware but – with appropriate simulations
tools — by using software. This offers the developer several weeks’ gain in time for each opti-
mization run they can perform with software tools before doing the experiments. Although, the
final measurements for the verify the device characteristics and reliability cannot be avoided, the
monetary benefits due to time savings can be considerable.
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4.1.2 Industrial Requirements

The requirements for optimization, especially for industrial applications, are fast and easy setup
procedures, speedy and accurate simulation results, and, in addition, one of the most challenging
tasks: cross-checking mechanisms providing the user with information on whether there are any
mistakes within his applied constraints, and within the chosen command sequences, or within
the optimization setup.

Up to a certain level, a graphical user interface (gui) can provide such features. Another fact
that has to be considered is that some of the assumed (commonly used) settings made by the
gui may not be always wanted by experienced users. These well experienced users often prefer a
text-based input deck to specify their real needs. For that particular use case, the gui does not
help the user very much. Therefore, in the concept phase of the gui, the decision has been made
in favor for well trained technicians and experts and for people which are not so experienced.
Hence, the concept covers both categories of users.

However, an important feature requested from many design engineers is to have a pool of ready-
to-start templates which offer a very expedient introduction into the optimization methods as
well as a rapid initial setup of their optimization tasks, even for very complicated configurations.
Gradually, the original templates are often adapted in order to meet more specific and more
complex demands. The big benefit in that use case is to have a very fast set-up of the optimization
run and a very steep learning characteristics of the design engineers with only a few minutes for
the introductory and the set-up task.

Thus, the design decision at the Institute for Microlelectronics has been made in favor for experts
with a large pool of such templates and example files. Since most of the simulators have to be
adjusted by experts for the appropriate technology and it equipment, additional installation of
templates and examples would not be too time consuming and is therefore not an issue. With
these features and a plenty of templates and examples files, the software is able to provide suf-
ficient information and configuration possibilities for experts as well as ready-to-start templates
for propaedeutic examples to show and teach the major features. Most of the time, even experts
use for simulation and optimization mainly well established templates which have been once
created or adapted for a certain class of problems.

As depicted in Figure 4.2 the optimization loop can be involved at several levels of the design
process. [234, 235]. The first and fastest optimization loop is the one depicted on the left hand
side of Figure 4.2. It shows the optimization with respect to the parameters of the models used in
the process and device simulations. At the end of this optimization loop, the simulation results
are compared with the reference data which can be certain figure of merits like guidelines or
constraints or can be data obtained from measurements of real devices. The second optimization
loop considers the fabrication process as well, where the process specification and the fabrication
receipts are changed as the optimization procedure suggests by providing intermediate optimiza-
tion results. However, design engineers have to verify the intermediate optimization results as
well as final results because the obtained data set are numerical the best, but might be physically
not reasonable, if for instance certain constraints cannot handle or determine the capabilities of
the fabrication processes.
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4.2 Optimization Strategies

This section discusses important optimization strategies commonly used with respect to the
application to problems in tcad.

4.2.1 Coordinate Search Algorithm

This algorithm starts with an initial guess in the parameter space, at which the score function
is evaluated. Based on this location, a small environmental search is started to obtain a better
score than for the initial guess. Within this method, the search algorithm selects one point
in each parameter axis to check for a better score value (cf. Figure 4.3a). The corresponding
search distance from the current base location can be defined in the configuration section of the
optimizer. If a better score value is found at a certain point during the local environmental search,
this point is selected as the base location for the next environmental search. If no better results
can be found in the given environment around the current base location, the search distance for
the algorithm is reduced, by a user-defined factor. A common value for this reduction is one half.

(a) Coordinate Search

−grad[f(x)]

(b) Gradient-based Search

Figure 4.3: Virtual result space of the score function [236] illustrating the search strategy of
the coordinate search mechanism and a gradient-based algorithm.

4.2.2 Gradient-based Optimization

In contrast to the coordinate search algorithm depicted in Section 4.2.1 where the information
about the given problem is limited to score values of sample points of the parameter space,
gradient-based optimization methods offer the advantage to construct additional information
about the shape of the surface for the particular problem. Hence, the gradient of a function
provides information about the behavior of a function such as steepness and extrema in the
parameter space. With this additional information, the convergence of the search algorithm can
be drastically enhanced.
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However, information about the gradient is often not available. Therefore, the algorithm has to
provide a procedure to ensure the evaluation of a gradient by suggesting additional points for
the computation of the gradient in a certain point, as it is shown in Figure 4.3b. In the case that
the evaluation of the point resulting from the gradient provides no improvement with respect to
the score function, the step length in the direction of the gradient is reduced by a user-defined
factor. If this measure also provides no additional improvements, the algorithm has reached its
termination criterion and the algorithm stops and provides the best result as the optimization
result.

Newton Algorithm for Optimization

The Newton iteration scheme offers a simple but very powerful root-search algorithm with
a quadratic convergence property, if the initial guess is located within a confidence interval
(domain) near the root. Hence the Newton iteration scheme provides a local root search for
a function g(x) and a local optimization strategy for g(x) if this function represents a spatial
derivative of an objective function

xn+1 − xn =
�∇g(xn)

�−1 · g(xn), n ≥ 0. (4.17)

The Newton iteration method can be applied for the optimization problem (4.1), where the
minimum/maximum search of the score function fScore is equivalent to the root search of the
spatial derivative of the score function if the function g = ∇fScore substituted to (4.17). Hence,
the optimization as a root search reads

xn+1 − xn =
�∇ (∇fScore(xn))

�−1 · ∇fScore(xn), n ≥ 0. (4.18)

In (4.17) and (4.18) xn|n=0 represents the used-defined initial value, xn is the current value of
the Newton iteration, and xn+1 is the next value which is improved by the local derivative
for the objective function. An additional disadvantage of this method is the requirement of the
second derivative of the objective function. If higher dimensional parameter spaces have to be
considered, the computational effort can be enormous compared to the nominal number of pa-
rameter evaluations. To improve the convergence property the Newton optimization algorithm
line searches are used. If the curvature of the function is positive, the optimum found is a local
minimum, and otherwise a maximum.

Response Surface Method

The response surface method (rsm) has been introduced by Box and Wilson [237] and approxi-
mates the original problem (4.1) by a surrogate problem fSurr(x)

fScore(x) ≈ fSurr(x), (4.19)

fSurr(x) −→ min, (4.20)

where the surrogate function fSurr estimates the original function fScore. The surrogate function
is often expressed by an analytical function in x and sample points of the original function fScore

fSurr(x) = fapprox

�
x, fScore(x1), fScore(x2), fScore(x3), . . . , fScore(xn)

�
. (4.21)

A common method is to use an n-dimensional polynomial function, where the evaluated param-
eter sets provide base points for interpolation

fSurr(x) = fapprox

�
x,y1,y2,y3, . . . ,yn

�
, (4.22)
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with the values of the evaluated score functions denoted as yi = fScore(xi). This rsm method
can be applied if the evaluation of the original function is rather expensive in terms of the com-
putational effort as well as with respect to the computational resources needed for the evaluation
of the original problem.

The main goal of this method is to describe the original function with as few sample points as
possible to minimize the computational effort for evaluating the original function and to speed
up the optimization by optimizing a surrogate function.

As a drawback, the more sample points are required for the optimization problem the more
expensive is the optimization of the surrogate problem because each new sample point demands
a new calculation of the coefficients of the surrogate problem which entails a high computational
burden and a huge memory consumption. Nevertheless, if the computational effort for the eval-
uation of the original problem is huge and the numerical evaluation is very time consuming, the
huge resource demands for the surrogate problem is still economically justifiable and reasonable
in terms of the computational and optimization time.

Despite of these drawbacks, this method is commonly used in a wide range of applications [238–
241] where large numbers of numerical evaluations of a certain original problem are economically
not reasonable within an optimization run.

Levenberg-Marquardt Algorithm

The Levenberg-Marquardt algorithm [242] is an efficient method to solve non-linear least
squares problems [243]. Thus, it is well suited for complex inverse modeling tasks especially
for tcad applications where the aim of the Levenberg-Marquardt algorithm is to optimize
(minimize) a twice differentiable function

f(x) : IRn → IR. (4.23)

If the original objective function is vector valued, an additional norm has to applied to map
the vector to a scalar-valued quantity. The second derivative of the function f is determined
by its Hessian6 matrix. Because the optimization tasks for tcad problems cannot be described
analytically, the derivatives have to be calculated for each single point. Since there is no guarantee
that the Hessian H(f,x) is positive definite for non-quadratic forms, the search algorithm might
search in the wrong direction. Therefore, a correction term can be introduced to cover this
problem by [242]

Hk(xk) = H(f,xk) + νkĨ . (4.24)

If Hk(xk) is still not positive definite, the factor νk is increased by a certain user-defined factor.
Since Hk(xk) is now per definitionem positive definite, the next point xk+1 can be calculated by

xk+1 = xk −Hk(xk) · ∇f(xk). (4.25)

However, if there is no improvement in the last minimization step (f(xk+1) > f(xk)), the factor
νk has to be modified again and the previously described steps have to be recalculated.

This method is a more robust method than the Gauss-Newton method [244] and provides in
general an optimum on less iterations. Nevertheless, if the initial guess of x is too close to the
optimal value, the convergence might be slower than that of the Gauss-Newton method.

6Ludwig Otto Hesse (22 April 1811 – 4 August 1874)
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Implementations of Gradient-Based Optimization Methods

• The optimizer LMmin is a local minimizer of vector-valued quantities and is based on the
Levenberg-Marquardt algorithm [242] from the minpack project [245,246].

• The software tool Donopt is a local optimizer. It minimizes scalar-valued quantities and
supports equality and inequality constraints [44, 247, 248]. This optimizer is based on the
donlp2 algorithm [249,250].

Other Gradient-Based Methods

Beside these optimization methods some others have been proven to be well suited for device
simulation purposes and have therefore also qualified for optimization in general.

• The “method of steepest descent” [251, 252] is a iterative optimization method and uses
the negative gradient of the function as search direction and combine that with a line
search algorithm. However, when the condition number of the system matrix is large, the
convergence speed is drastically reduced.

• The “conjugate gradient” (cg) algorithm [219, 253] is used to optimize for instance the
matrix function Φ(x) = xTb − 1

2 xT Ax, which is equivalent to solving Ax = b, where
A is a symmetric, positive definite system matrix. Other cg variants are the“Biconjugate
gradient” method [254,255] and “conjugate gradient squared” method [256] were introduced
to deal with not symmetric or even with non-positive definite matrices A.

4.2.3 direct Search Optimization

The direct search optimization method [257,258] uses a primitive search algorithm, where the
parameter space is consequently searched by tracking the path of best results with respect to the
evaluations of the score function [236]. Thus, this strategy is a global optimization strategy for
Lipschitz7 continuous functions where the existence of derivatives is not required.

4.2.4 Genetic Optimization

The genetic optimization algorithm uses a similar approach to the storage of genetic information
in dna (deoxyribonucleic acid) [259–261]. The retrieval and transfer of genetic information from
the parents to the children can be modeled for optimization purposes introducing mathematical
operators which an equivalent to the natural mutation of the dna and are equivalent to the
inheritance of properties by constructing a new dna for a child out of the dna information from
the parents. The dna consists of a certain amount of chromosomes which are represented by a
set of free parameters. The sets of free parameters are also called designs. A population consists
of a certain number of individuals (designs). According to their fitness function8, the individuals
remain alive or are discarded in favor of new individuals.

The designs can be altered according to the different operators mutation, inheritance, crossover,
and selection. The mutation operator changes a small number of parameters with in one design

7Rudolf Otto Sigismund Lipschitz (May 14, 1832 – October 7, 1903)
8A fitness function is the negative of the score function. A minimization of a score function is equivalent to the

maximization of its fitness function. [219]

86



CHAPTER 4. OPTIMIZATION FOR TECHNOLOGY CAD

to search for an improvement in the near neighborhood in terms of genetic information. Good
parent dna can be inherited and thus the information of a “good” design can be kept for the
next iteration. The crossover operator uses the dna information of two parent designs to form a
new design. A crossover can be performed using one-point, two-point, or multiple-point crossover
operations. The best individuals of a particular population survive analog to nature. On the
basis of these best individuals, the genetic operations are performed. If the number of maximal
designs has not been reached, the remaining designs will be initialized by randomly selected
parameter sets.

Each of the genetic operations are applied with a certain probability which can be configured at
the optimization set-up. According to the different implementations of the genetic algorithms,
some operators can be given priority or even switched off. In the worst case the genetic optimizer
degenerates to a random generator only.

The termination criteria for the genetic optimization can be classified into three categories: the
maximum number of population evaluations has been reached, the maximum of computational
time has been exceeded, or an interruption of the user has been initiated. However, the result of
a genetic optimization is a certain number (typically 10) of the best designs (individuals) of all
evaluated populations.

Extensible Genetic Optimizer (ego)

The extensible genetic optimizer (ego) is a state-of-the-art evolutionary computation opti-
mizer [243]. This optimizer is based on a genetic algorithm which has been developed especially
for tcad demands, where computationally expensive score functions have to be evaluated. The
optimizer ego provides a Gaussian mutation operator, which changes for instance x ∈ [a, b] to
min(max(N(x, σ), a), b), where N(x, σ) is a Gaussian distribution function and the standard de-
viation σ depends on the interval length. The crossover operators available in ego are the linear
randomized crossover, the two-point crossover, and the uniform crossover operators. Constraints
can be considered as penalty terms in the score function, which usually works not very well due
to the reduced convergence property.

Genetic Optimizer (Genopt)

The optimizer Genopt is a genetic optimizer which uses a multi-threaded C++ interface of the
“Genetic Algorithm Library” (GALib) [262] with some extensions for multi-threaded operations.
Genopt provides a subset of the capabilities of the GALib such as the standard selection,
mutation and crossover operators as well as scaling and termination methods [243, 261, 263].
However, the convergence of this genetic optimizer is quite slow and should be used only if the
other optimization strategies fail.

4.2.5 Evolutionary Optimization

In contrast to genetic algorithms, the evolutionary algorithms describe the social behavior and the
change of the behavior of a certain population with respect to different environmental conditions.
Hence, the population stays the same but the properties change.
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Particle Swarm Approach

Particle swarm optimization (pso) techniques is a population-based stochastic optimization al-
gorithm which has been developed at Purdue, Indiana in 1995 [264–266]. This optimization
technique uses genetic approaches as well as heuristic ones to describe and map social behavior
of for instance bird flocking and fish schooling. These kinds of behavior are used for optimization
purposes to search for a optimal state. The pso algorithm uses similar evolutionary techniques
for computation as for instance ga. For a pso run, the system of interest is initialized by a set
of initial states (initial guess). As a difference to the pure genetic algorithm, pso has no genetic
operators to build its child-parameter sets as for instance crossover and mutation operators do.
Where the genetic algorithm provides the information of all individuals for the genetic opera-
tors, pso provides this type of information only for a selected subset of the best individuals.
Nevertheless, the pso algorithm describes the behavior of an individual according to the best
individuals which are determined by a certain fitness function. Contrary to the mapping of the
evolutionary algorithm where life and populations are described, the pso tries to characterize
the social behavior of a population and the collective behavior of each individual of the popu-
lation [267–269]. For instance, a flock or swarm of birds that is searching randomly for food in
a certain area organize themselves to obtain a good strategy to find food for each individual as
fast as possible. The obvious best answer to that question is to follow that individual which is
nearest to food. Thus, with each iteration, the solution of each individual becomes more optimal
because each individual is nearer to the food as before [270].

The pso algorithm can learn from these types of scenaria and use them to find optimal solutions
for other tasks. In this case, the individual is called ’bird’ and represents a single solution for the
optimization problem. Each individual consists of a certain amount of different characteristic
parameters (genomes and properties). These individuals can be assumed to be members of a
certain population of the optimization algorithm and hence called particle of a swarm. More
abstract synonyms are parameter set, design, or solution.

The pso method learns from the different applied scenaria and uses them to solve the current
optimization problem. In pso, each solution (“bird”) is a single point in the parameter space.
Each particular bird has a fitness value or score value which is evaluated to optimize the quality
of the current solution or how far the bird is away from the food. A characteristic parameter of
such a bird could be the position and velocity which directs the trajectory of the bird (particle)
towards the food (optimum). Thus, the particles fly through the parameter space by following
the particles which have the best solutions.

The pso algorithm is initialized with a set of randomly chosen solutions. Then, the pso method
searches for optimal parameters by updating the current particle generation by using evolutionary
and social algorithms. In every iteration, each particle of the population is updated using two
different “best” values: gbest and pbest. The first “best” value gbest is the globally best
solution which has been achieved so far during the entire optimization. The second one, pbest,
is the best solution within a certain environment of the current particle. The environment can
be specified by a distance or by a topological description. Hence, pbest represents the current
local optimum in the current local environment of the particle, where gbest is the current global
optimum of the optimization task. After determining the two characteristic “best” values of the
population, the particle with its current occurrence x is updated using

x = x + u (4.26)

u = u + C1 X1 (pbest− x) + C2 X2 (gbest− x), (4.27)

where u is the update vector of the current individual. The quantities X1 ∈ [0, 1] and X2 ∈ [0, 1]
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are two statistically independent random variables which introduce the heuristic part in this
optimization method. On the other hand, the learning coefficients C1 and C2 are used to specify
if the current optimization strategy finds a local rather than a global optimum if C1 � C2.
Common values for the learning coefficients C1 and C2 are C1 = C2 = 2 for a balanced learning
behavior, where this particular constellation of the learning coefficient preserves on the one hand
a rather fast local optimization with some respect to the global optimum and on the other hand,
the global optimum will contribute a significant part to the update in order that the final solution
is also a global optimizer.

4.2.6 Simulated Annealing Approach

This optimization follows the observed natural law that thermal annealing (rapid heating and
slow cooling) yields more regular crystal structures. This method has been first proposed by
Metropolis9 in 1953 [271] and has been constantly improved [243, 272–277]. This method is
commonly used in semiconductor technology nodes to activate the implanted doping profiles,
where the impurities are set to lattice sites of the substrate material. The optimization method
uses a similar approach to overcome a trapped situation in local minima. In the hot state, if a local
minimum is found, the algorithm searches also in regions different to the local minimizer. This
search radius is reduced in each iteration according to the falling temperature, similar to thermal
diffusion and Brownian motion, described by a function proportional to the Boltzmann factor
exp (−EA/kBT ). At each iteration of the optimizer, the temperature is decreased like a natural
cooling process. Hence, the probability that the algorithm searches in different locations goes
asymptotically to zero.

Different implementations of simulated annealing such as “adaptive simulated annealing” [275,
276] and “very fast simulated annealing” [243] use different models to described the decreasing
temperature. Both implementations use an exponential temperature decay in their models. Ad-
vanced versions of the simulated annealing approach also use local optimization techniques and
thus optimize the local optima using the exponential temperature decay in the Boltzmann fac-
tor. Such optimization algorithm start with an initial guess which is locally optimized for instance
with a implementation of the Levenberg-Marquardt optimization algorithm [243, 276]. If a
local optimum is found the algorithm jumps to a different point with a certain probability deter-
mined by a factor proportional to the Boltzmann factor and starts another local optimization
with the hope of finding a better local optimum as compared to the existing one.

4.3 State-of-the-art in Optimization

For systems where partially analytical descriptions are available, the determination of local op-
tima often easy to obtain. However, the problem is still hard and may require a huge compu-
tational effort and the computational costs to find a global extrema is still np-hard. Yet, for
industrially relevant applications the complexity increases and the number of suitable optimiz-
ers, which can be applied to these types of problems decreases rapidly. Because the optimization
setup requires knowledge of the optimization process itself as well as an expert knowledge of the
methods used in the simulation tools in the optimization process.

Many discussed optimization strategies have prerequisites to guarantee an effective operation
of the optimization algorithm. However, most of these requirements cannot be fulfilled from

9Nicholas Constantine Metropolis (June 11, 1915 – October 17, 1999)
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optimization problems of industrial interest. Therefore, the user has to decide for some ap-
proximations to optimize a certain aspect of this particular problem. Nevertheless, this method
often yields reasonable intermediate results which can be used for further improvement using
different optimization strategies. Hence, the whole optimization task often becomes a stepwise
optimization strategy with different applied optimization techniques.

Device Purposes

The optimization of a semiconductor device often requires to perform calibrations and parameter
extractions for certain models where reference data is available either through measurements or
Monte Carlo (mc) simulations [278, 279]. In general, the optimization for device simulation
purposes requires to modify certain model parameters to match the simulated characteristics
with reference data. This fact offers the possibility to tune certain local optimizer tools to
operate at vectorized target quantities as for instance the Levenberg-Marquardt algorithms
does using an norm to transform the vector-valued quantity to a scalar-valued one. As an
alternative the score function can be extended by a p-norm operator to transform a vector-
valued quantity into a representative scalar-valued quantity. However, with increasing numbers of
model parameter to tune, the optimization task becomes more complex in terms of the parameter
dimensions and the number of required parameter evaluations can often demand a tremendous
effort if the evaluation of the parameter is computationally expensive. Nevertheless, gradient-
based optimization algorithms and heuristic approaches like simulated annealing serve well for a
wide range of problem classes and deliver reasonable and accurate results [280,281].

However, optimization in which the ranges of the parameters differ by orders of magnitude face
other challenges. If certain parameters in the range [0,1] have to be considered as well as doping
concentration in the range of [1014,1019], the numerical precision is often not sufficient to compute
the parameter correctly. Therefore, the latter parameter can be manually transformed either to
x 1014 with x ∈ [1, 105] or to 10(14+x) with x ∈ [0, 5]. This particular problem can often be solved
by a rigorous scaling of the optimization software. However, each numerical challenge requires
a program to solve the problem with respect to the underlying simulation software because the
program has to clarify if this simple parameter transformation can be applied to a simulation
tool. If not, an additional program is required to produce the appropriate input format for the
simulator.

Technology Purposes

Typical tasks for process and technology simulation are to describe an etching process, material
deposition, chemo-mechanical polishing, ion implantation, lithography as well as electro-thermal
and mechanical investigations of the derived structures. These process steps deal with the pat-
terning and structuring of matter, which requires highly complex models to describe the physical
properties as well as the chemical and physical interaction between the materials. However, since
the temperature cannot be neglected in many process steps, the model becomes even more com-
plex. Hence, optimization of such problems requires deep knowledge of the important ongoing
process inside the current simulation task to estimated the possible bias points of operation.
These points can be used as initial values for optimization [282]. If, for instance, an appropri-
ate approximation can be found for a certain bias point, a specially tuned (local) optimization
strategy can be applied. For the other cases, heuristic, genetic, or random search methods have
to be used to obtain a certain “feeling” of the current problem class.
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Figure 4.4: Data flow for the optimization mode in Siesta. The base structure is shown with
the external simulation sequence depicted as interchangeable black box.

Black Box Approach

In tcad applications, most of the problems cannot be formulated using one single set of equa-
tions. Due to the steadily increasing complexity of the material models and the physical effects
which have to be considered, the behavior might change if a certain quantity has exceeded a
certain value. For instance if the temperature has reached the melting point of Al, the conduc-
tivity model looses its validity or if the electric field exceeds a certain threshold, a breakdown of
the dielectric occurs. Both scenaria requires a switch of the models in the simulator. Therefore,
optimization methods which use information about the shape and gradients are very difficult to
apply due to the uncertainty of hidden constraints and due to suboptimal discretizations. As an
alternative, the objective function, which includes the simulation as well as the score function,
can be assumed to be a black box function where only the values of the function at a certain
point are known. For this case the standard optimization methods have to calculate the gradient
separately which is very time-consuming if the parameter space is of a high dimension. Thus, a
gradient-free optimization strategy would be appropriate for this case.

In-situ Approach

Another way to perform optimization tasks is to include the primary optimization loop into or
closely to the solving algorithm of the simulator. This is very efficient in terms of computation
time [283].

To reduce the time for the lookup of a particular parameter constellation, the optimization can
be performed in advance and saved in a database. For each inquiry for different design patterns
the database can be consulted instead of many very similar optimization runs (cf. Section 4.3.1).

Within applications where the type of the possible solutions are well known, the optimization can
be performed within the iteration loop of the solving algorithm in the simulator by introducing
an additional internal optimization loop. However, this is only possible if the source code of the
particular software is available and if the source code is well understood to preserve the accuracy
and the function of the simulator.
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(a) Central Composite Circumscribed (CCC) (b) Central Composite Face-Centered (CFC)

Figure 4.5: Two propaedeutic example designs with three input parameters. The central com-
posite circumscribed (CCC) design is shown in (a) and the central composite face-
centered (CFC) design in (b).

A different approach is to extract the problem description from the simulator and reimplement
it together with the internal optimization loop as it has been introduced for a doping profile
optimization for a diode [283] which has yielded excellent results in terms of accuracy and com-
putation time. Unfortunately, this implementation is only suitable for a certain class of problems.
For more general applications different programs have to be developed in order to treat different
problem classes.

However, this type of optimization yields very accurate optima and very fast optimization results
because the optimization algorithm has all necessary information for its calculation inside the
simulator and the optimization can be obtained within one simulation step. Ordinary optimizers
would have to iterate several times and therefore to communicate with other software tools via an
external interface which is conveniently an api or the file system. These communication proce-
dures would require additional time and would provide only a limited bandwidth to transfer data
while the in-situ optimizer does not need to transfer data because everything is pre-calculated
by the simulator and the optimizer can access that data because the optimizer is part of the
simulator.

4.3.1 Design of Experiments

As a result of a rigorously investigated problem nearly all parameter combinations have to be
evaluated for the worst case to determine and verify the global optimum of a particular problem.
Since this procedure to obtain the necessary information is very time consuming a very effective
design of experiment (doe) method has been introduced in the industry.

In this method a doe tool proposes sets of parameters which cover the complete discretized
parameters space of a certain problem. These collected results of the parameter sets can be filed,
for instance in a data base, and further data manipulation routines can be applied on this data.
A common use is to provide this type of data for design environments to check if the desired
arrangements of parameters from the user results in reasonable and manufacturable devices.
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Table 4.1: Common transformations for designs (cf. for instance [40,44]).

Parameter Description

default equidistant

linear ax + b

logsimple log (x)

logarithmic a log (b x)

function1 A log
� x

B

�
function2 A

x−B

x

function3 B exp



A

x− C

C
− 1

�
function4 B

�
1− exp



A

C − x

C

� 

However, the computation effort cannot be reduced because the parameter evaluations have to be
performed to obtain the optimum. Adding additional parameter evaluations and storing them to
a database enables the use of the information obtained from the optimization. So, the engineers
can use the information obtained from previously run experiments and save a lot of time and
computational resources.

There are several methods to distribute parameter sets (designs, experiments) into the parameter
space [44,284]. One possible way is to select the parameters randomly around a certain expected
mean value. The full factorial design divides each parameter axis in m sections which results in
mn different designs to evaluate, where n is the dimension of the input parameter domain (hyper-
cube). The sectioning of the hypercube can be chosen according to the featured transformation
of the tools used in the doe. Common transformation are given in Tab. 4.1 where the principle
behavior of the parameters can be accounted for. For instance, typical doping concentrations
may vary by several orders of magnitudes. Hence, a logarithmic transformation is usually more
suitable than a equidistant linear distribution of the designs.

4.4 Challenges in Optimization

As it has been outlined in the last sections, each of the different optimization strategies has its
own benefits. Hence, the best way to obtain a good and fast optimization result is to know
the problem analytically which would allow to answer the question about its optimum most
efficiently.

To account for the complex problem classes in optimization of problems in tcad, new global
optimization strategies have been introduced together with appropriate systems of constraint
functions. However, with increasing the number of constraints and constraint functions for
the simulation and optimization, the optimization becomes more complex and therefore more
computationally expensive.
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4.4.1 Constraints

According to chosen constraints, a suitable appropriate optimization strategy has to be chosen,
where the desired constraints can be described mathematically. Mostly, input parameters are
bound and have thus a lower and an upper bound. These bounds can be even more restrictive if
constraint functions are applied which limit the allowed set of parameters in the hyper-cube of
the bound parameter space.

A-priori constraints can be checked in advance of the simulation run thus before the time is
wasted for a parameter set which is known as infeasible. However, certain constraints can be
checked only at the end of the simulation. If for instance a constraint function contains a
simulation result, e.g. the electrical conductivity, then an apparent constraint is to demand that
this quantity remains greater than zero10. But without an application interface to the simulator,
the optimizer can only verify this quantity at the end. However, a possible way to overcome a
probable long waiting period, the function can be approximated in advance of the simulation.
This method is actually a response surface approach for a single quantity. Wrong estimates of
such a-priori approximations may cause significant loss of the search space and may result in
failing to find the global optimal value.

Thus, it is important to determine the lower and the upper bounds for the input parameters
carefully because too wide parameter ranges can cause a considerable large number of parameter
evaluations and too narrow bounds may oversee certain still feasible parameter constellations
which might yield to an optimum. Since not all optimization strategies provide an appropriate
treatment of constraint functions, many optimization frameworks offer the possibility to define
barrier or penalty functions to provide an optimization set up which is valid for several optimiza-
tion strategies11.

4.4.2 Selection of Optimization Strategies and Score Functions

An appropriate selection of the score function decreases the iteration necessary for the optimiza-
tion and often increases the quality of the optimization result. However, the construction of the
score function with the selections of the quality criteria is even more complex than the simula-
tion itself and thus often compared to an art because visually obvious selection criteria have to
be described by mathematical equations to select the relevant data out of the simulation results
available. The optimal optimization strategy can be described as that one which yields the global
optimum within the shortest period of time. However, this assumes that the problem class for
the optimization is known, that all constraints can be well formulated, and that the response
surface is rather smooth. In realistic applications, these assumptions are often not valid. Most
problem descriptions operate at a certain modeling level, where the model is also constructed
out of a set of assumptions. In addition, many models check if the operating bias point is still
in the region for which the assumption has been set. If not, the model behavior can be switched
and the behavior is in general no longer smooth. However, there are certain decision criteria
for the selection of optimization strategies according to [285]. If sufficient information about
the simulation tools is available, the design engineer may estimate the shape of the response
surface with respect to the input parameters. With that information it is possible to select one
optimization strategy out of the pool of the available optimizers.

10Since optimization is a mathematical method with certain constrains, the result may be physically not feasible
if hidden constraints were overseen or neglected due to abstraction or simplifications.

11An overview of barrier and penalty functions is given at the beginning of Chapter 4 and in [221–229].
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Most optimizers provide at least one termination criterion which is the maximum number of
parameter evaluations. However, if the quality cannot be appropriately measured or determined,
the best optimization algorithm cannot converge to a good result if the score function produces
too much noise, checks or extracts the wrong quantities, or even diverges. The experience over the
last decades has shown, that the most commonly used score functions are the Euclidian norm
(2-norm), the minimum norm, and the maximum norm. All of those score functions converge if
the quantity consists of finite real numbers y = fScore(x) ∈ IR\{−∞,+∞} and if there exists
at least one local minimum. However, the choice of the score function determines the speed of
convergence.

4.4.3 Convergence

The convergence of the optimization tools are often defined or proven for rather simple assump-
tions such as that the input parameter space is a convex domain or hyper-cube, that the objective
function is a piecewise continuous function, or even that the second derivative of the object func-
tion exists12. However, these assumptions are rough estimations, which enable the engineer to
decide whether a particular optimization algorithm is more suitable than others.

Since most simulation tools cannot provide all the desirable and advantageous properties of an
ideal objective function, standard optimization methods are of only limited usability. Moreover,
many problems of industrial interest produce no results with certain simulation tools because the
simulation tool does not converge or would take too many resources. This might happen when
hidden constraints are overseen, for instance if certain input parameters are correctly bound
separately, but together they generate constellations that are physically not feasible.

The decision of how well a particular optimization method anticipates the current behavior of
the objective score function has to be made by the design engineer who sets up the optimization
task for a certain problem and who should know how the simulator behaves.

The convergence speed of standard optimization algorithms is often given by theorems but cannot
be guaranteed for a general optimization task in the tcad environment due to the guarantee
that the simulation tool will converge for a finite number of parameter evaluations. However, if
the behavior of the simulation tools can be appropriately estimated and a suitable optimization
algorithm is applied to this problem, the probability is rather high that the optimization converges
within the expected order of the convergence speed.

Optimization frameworks offer the possibility to apply additional limits. For instance, the cpu

time for a single parameter evaluation or the total cpu time elapsed during the whole optimization
can be limited. Another common method is to limit the number of parameter evaluations and
the number of iterations of the optimizer. With these measures, the optimization often yields
suboptimal results but it is guaranteed that the optimizer returns either the best result so far,
or no result if all parameter evaluations have not been successfully terminated.

A critical point has to be noted here. The change and the manipulation of material boundaries,
for instance if geometry parameters are optimized, requires an automatic remeshing. However,
many simulation tools are very sensitive to misaligned meshes and require therefore appropri-
ately tuned mesh kernels to provide good results. Therefore, the meshing tools have to be well
configured in advance to provide automatic remeshing with the appropriate quality for the needs
of the simulation tools [286].

12The assumption that the evaluation of every parameter set can be performed in finite time is a hard restrict
because the simulation tools cannot guarantee to provide results within a finite number of iterations.
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4.4.4 Reasonable Results versus Numerical Optimum

When the optimization is completed, the optimizer returns either the best parameter set (design)
or the set of the best designs. Numerically, these designs are the best, however, they have to be
checked as to feasibility, or even if they are physically reasonable. Actually, the constraints and
barrier function should have guided the optimization algorithm towards finding more reasonable
designs.

Numerically reasonable results can often be obtained very quickly. But due to physically con-
straints, some of these results have to be rejected. In recent times, even physically reasonable
designs have to be rejected because they do not fit into the economical and financial constraints.
In that cases the constraint functions were not designed appropriately and a redesign of the
complete optimization setup is necessary.

4.5 Optimization Framework Siesta

The simulation framework “Simulation Environment for Semiconductor Technology Analysis”
(Siesta) has been developed at the Institute for Microlelectronics to provide a framework that
supports different simulation flows which can be defined and reapplied with different input data.
The simulation framework has been extended by optimizers and a load-balancing system [44] to
provide distributed computing. The aim of Siesta is to provide as much flexibility as possible to
allow the user to configure and extend the environment for future purposes. The original version
was implemented in Vlisp13 [289]. However, due to user requirements, the core of Siesta was
rewritten in python [290] now known as SeiLib [291]. Siesta is now based on several modules
to provide a better modularity. The base concept of Siesta is shown in Figure 4.6, where the
different modules are listed. Siesta consists of the SeiLib core optimizer and the design of
experiment module. These three modules are able to work together independently of the other
Siesta modules. Possible scenaria for this type of application are optimizations or a sequences
of simulations for instance for design of experiments which do not require user interaction.

Siesta provides with the SeiLib module facilities to communicate with spy-daemons on the
remote computers to collect information for distributed computing and load balancing. A typical
task for the SeiLib module consists of a configuration file where all data for the automatic and
non-interactive mode is stored including a description of the simulation flow.

The optimization framework Siesta provides facilities to setup an experiment either graphically
or with text-based configuration files, to display the simulation results via an external viewer,
and to export simulation results to files. For the setup of an experiment, the simulation flow can
be constructed from scratch or it can be obtained from a template, which can be edited in the
graphical configuration file editor for Siesta (cf. Figure 4.7). The graphical user interface (gui)
is capable of performing a rudimentary consistency check. It verifies the type of quantities of the
connection between input and output ports of the models. If these two types do not match the
connection is refused in the gui.

Figure 4.7 shows an example where a doping concentration (ChD) has to be optimized. This
quantity is provided to the first simulation flow model which is the tool MkDev [37,292], which
constructs from a given template file a device geometry for the device simulator Minimos-NT [37]
in the next simulation flow model. Minimos-NT performs a simulation and provides as result a
quantity called IdIoff, which is the ratio of “on” and “off” current. This quantity is submitted

13Vlisp is based on Xlisp [287], a dialect of lisp [288] and has been extended by several user-defined functions.
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Figure 4.6: Block diagram of Siesta showing the internal function blocks and its environment.

to the next model which is an auxiliary arithmetic model which performs an arithmetic operation
on its input results. However, the output of the auxiliary model is the quantity error and is
submitted back to the optimizer which proposes according to this value the next ChD value to
improve (minimize) the error value.

The consistency checker is very helpful for introductory examples. However, the consistency check
mechanism in the gui can for instance not verify whether a certain quantity type is a member of
a subset of another type. For such specialized setup constructions a text editor provides enough
possibilities and is more suitable to build arbitrarily complex optimization setups.

The setup of the simulation flow consists of several template variables in the configuration files
which are substituted directly before the particular job is submitted to a computational (remote)
node.

Once the simulation job has been submitted to a remote host the job is executed on the remote
host and at the end of the simulation job the result files retransmitted to the original directory
where the files are either stored or discarded after the required input data has been submitted
to the next simulation task.

If the job at the remote host is stalled and not responding, or even if the SeiLib module or Siesta

is terminated, the spies on the remote hosts recognize this fact and terminate the currently
running processes which have been started from the current SeiLib instance.

To communicate between the different software components a python binding of the Qt [293]
sockets have been chosen which provide fast, simple, and robust communication facilities com-
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Figure 4.7: Graphical user interface to setup an optimization showing a simple simulation flow
which consists of two different simulation tools and a post-processing step.

pared e.g. to Corba [294, 295]. Corba would provide direct access to a distributed object
which is actually not really necessary. The Qt messaging system is more suitable and requires
less hardware resources and produces also less network traffic during data transmission. More-
over, the secure shell (ssh) connection provides a tunnel for the Qt socket connections from the
host on which SeiLib is running to the remote host. Hence, the two software parts communicate
with each other by writing into standard I/O streams.

4.5.1 Parallelization Strategy

To shorten the time for a complete optimization run, certain evaluations can be parallelized. For
instance, the computation of each single evaluation of a parameter set can be performed within
a parallel solver, the evaluations can be executed in parallel, and the optimization algorithm can
be parallelized. For simulation tasks which can be executed simultaneously the simulation flow
can be split as shown in Figure 4.8. Here, the pre-processing step has to be performed for all
following simulation tools. However, the ensuing simulation tools can be started at the same
or on different hosts if they have no interdependences as depicted in Figure 4.8. For the case
that the simulation flow cannot be split into different, independent parts, the simulation flow
represents an individual unit with its own input data. The management of the providing the
appropriate input data at the right time and collecting the simulation results from the different
hosts are is performed from the SeiLib and other modules from Siesta. The SeiLib dispatches
every job which is ready with its own input data and submits it with the appropriate data to a
free (or not fully loaded) remote host.
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Figure 4.8: Principle block diagram of an arbitrarily structured simulation tool flow.

Figure 4.9 shows two examples of concurrently executed jobs in a particular simulation cluster.
Figure 4.9a shows a typical gradient-based optimization strategy where a single parameter eval-
uation is followed by a certain number concurrent evaluations which can be the results of the
numerical calculation of a gradient with respect to the parameter space. Figure 4.9b shows a fully
loaded computational cluster. This scenario is typical for genetic and evolutionary optimization
algorithms where each population requires the same large amount of parameter evaluations.

4.5.2 Simulation Tools

The simulation tools for tcad application can be classified into five major categories: process
simulation, device simulation, interconnect simulation, geometry manipulation, mesh generation,
as well as visualization tools and graphical user interfaces (guis). The available simulation tools
in the optimization framework Siesta are listed in Figure 4.10. In this figure also the logical
connections between the different simulation tools illustrated. The following will give a brief
overview of the available simulation tools.
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Figure 4.9: Block diagram of parallelization of parameter evaluations.
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Figure 4.10: Available toolflow showing the variety of tcad simulation tools provided at the
Institute for Microlelectronics.

Process Simulation Tools

Process simulation tools provide the functionality to investigate and depict the different process
steps in semiconductor device fabrication. Moreover, this category includes also the extraction
of key parameters such as parasitic parameters like resistivity, cross capacitances, inductances,
delay time on interconnect lines.

• LayConv [39] has been developed at the Institute for Microlelectronics and provides the
capabilities to read several types of mask layers, e.g. cif and gds ii, and to include them
into the process simulation flow. This software additionally offers a proximity approxima-
tion feature for mask layers to account for the uncertainty of the optical rays during the
development of the photo resist layers.

• Topo3D [296] has been developed at the Institute for Microlelectronics and is a three-
dimensional topography simulator that mainly uses the level-set approach for the compu-
tational expensive description of the moving surface during etching and deposition steps.

• TSupreme4 [297] is a two-dimensional commercial process simulator from synopsys which
is an advancement of the original simulator code developed at Stanford University [298,
299] and at tma [300]. This software tool mainly simulates the physical behavior of the
dopants in a two-dimensional cut layer through a semiconductor device structure during
its fabrication.
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• Ligament [40] is a commercial process simulation framework from synopsys that allows
to call external process simulation tools and to apply analytically described process steps,
e.g. an implantation of an analytical doping profile.

• SProcess [40] is a commercial process simulator from synopsys that offers self-consistent
physical multidimensional modeling for silicon and compound semiconductor process tech-
nologies.

• MCImpl-II [301] is three-dimensional Monte Carlo simulation tool, which has been devel-
oped at the Institute for Microlelectronics. In this simulation tool the entire implantation
process can be described on a detailed microscopic level.

• Stap [39,92] is a three-dimensional interconnect simulator based on finite elements, which
has been developed at the Institute for Microlelectronics. This simulation tool provides
key parameter extraction: resistance, capacitance, and inductance.

Geometry Manipulation Tools

The structure generation only through process simulation is often not necessary because for
certain problems, the exact geometry description is not required if only intrinsic parameters of
the devices are considered. Hence, to save cpu time, the device structures can be built by an
analytical description of the solid, for examples by a particular sequence of layers with certain
thicknesses or with a graphical editor by drawing the device structure.

• LayGrid [39] has been developed at the Institute for Microlelectronics and is a three-
dimensional device creation tool, which offers the possibilities to create three-dimensional
device structures by extrusion of layer defined either by polygons or mask informations.

• VGModeler [302] is a three-dimensional solid modeling tool which has been developed
at the Institute for Microlelectronics. This geometry tool uses descriptions of solids and
boolean operations to construct device structures. The resulting geometry description con-
veniently allows to include slanted walls and fully parameterized configuration descriptions.

• SSE [40] is graphical, three-dimensional solid modeler from synopsys which allows to
include mask layer definitions and to extrude certain layers in the third dimension.

• Cutter represents a suite of several shell scripts and software tools from several software
vendors as well as from the Institute for Microlelectronics. These tools are necessary
to cut two-dimensional slices from three-dimensional simulation results to allow a better
inspection and an automatic data manipulation for simulation frameworks to automatically
extract distributed quantities at certain planes or positions. Most of these scripts are
provided with the distribution of the certain simulation tools and can be combined in the
optimization environment Siesta.

Device Simulation Tools

• Minimos-NT [37] is a three-dimensional general purpose device simulator developed at the
Institute for Microlelectronics for arbitrary device structures using various sophisticated
charge carrier transport models. It is capable of performing stationary (ac and dc) and
transient simulations as well as to investigate self-heating effects.
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• SDevice [40] is a three-dimensional multi-purpose device simulator from synopsys for
electrical, thermal, and optical investigation of semiconductor devices.

• VMC [103,303] has been developed at the Institute for Microlelectronics is a Monte Carlo
simulator for stressed semiconductor materials assuming multi-valley bands as well as full
band structures. VMC can be applied to binary, ternary, and quaternary semiconductor
alloys.

• VSP [304, 305] is a gate stack analyzing program developed at the Institute for Microl-
electronics. This tool is based on a coupled Schrödinger14-Poisson equation system for
arbitrary geometries with emphasis on reliability.

Geometry and Mesh Generators

• The program MkDev [37, 292] has been developed at the Institute for Microlelectronics
and generates the geometry and the mesh for the device simulator Minimos-NT. MkDev

uses template and configuration files to create the geometry including an orthogonal mesh
with the specified distributed quantities like doping concentrations using analytical doping
profiles.

• createortho [37] is a script that creates orthogonal meshes for the device simulator
Minimos-NT. This tools allows a parameterized mesh generation to create Manhattan
structures for device simulation.

• Triangle [306] is a two-dimensional mesh generator for unstructured meshes which uses
a Delaunay15 triangulation and a Voronoi16 tessellation [307–310].

• Delink [311–313] has been developed at the Institute for Microlelectronics and is a three-
dimensional mesh generator for unstructured meshes. This tool requires as input the
specified geometry and provides as a result a mesh, which fulfills the Delaunay con-
dition [309,310] and certain other constraints which can be additionally specified.

• SnMesh [40] is suite from synopsys that provides different meshing algorithms, which
are capable of producing tensor product meshes and unstructured tetrahedron meshes
according to user-defined constraints. For instance, constraints can be applied with respect
to certain parameter values and geometric issues such as certain ranges for angles, aspect
ratios, or differences of areas between two or more adjacent elements.

Graphical User Interfaces

Graphical tools offer a convenient method to visualize distributed quantities obtained from sim-
ulations. Due to the different vendors and different functionalities of the tools, a various number
of graphical user interfaces has been developed.

• 1D-guis:

The VSP-gui [314] is a graphical user interface for the gate stack analyzer VSP [304]. This
gui has been developed to guide the user through the complete simulation procedure from

14Erwin Rudolf Josef Alexander Schrödinger (August 12, 1887 – January 4, 1961)
15Boris Nikolajewitsch Delone (French: Delaunay, March 15, 1890 – July 17, 1980)
16Georgy Voronoy (April 28, 1868 – November 20, 1908)
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the graphical simulation set-up of the device geometry, the configuration of the simulation,
and the visualization and data manipulation of the simulation results to extract and export
certain distributed quantities.

xcrv [37] is a front-end script for the two-dimensional plotting tool XmGrace17. xcrv

has been designed to access the most common plotting features by command line using
XmGrace via scripts.

• 2D-guis:

Xpif2D [37] is a graphical tool to visualize simulation results of the device simulator
Minimos-NT. It supports two-dimensional visualization and offers the capability to draw
and export also cuts along user-defined lines.

• 3D-guis:

SmartV [315] is a visualization tool for the three-dimensional data formats from process
and device simulation tools. SmartV is capable of visualizing the graphical file formats
fem [39], fld [39], and wss [39,316].

As an alternative, the data explorer (OpenDX)18 can be used as it provides a multi-purpose
scientific visualization tool with the capability of individual configuration of the inputs and
outputs. This includes a feature that allows the format of the data to be specified and
adapted for a particular file format and at the user’s need.

17http://plasma-gate.weizmann.ac.il/Grace/
18http://www.opendx.org/
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Chapter 5

Applications

“A little inaccuracy sometimes saves tons of explanation.”

HectorHugh Munro1

his chapter presents typical applications for optimization in tcad. Since the field
of tcad includes a wide range of applications, this chapter will present a subset of
optimization to show the difficulties of these examples and their solutions. The first
part of this chapter presents the calibration of certain model for deposition of SiO2

using a lpcvd process. The second part deals with the extraction of thermal coefficient for the
electrical and thermal conductivity. The third part presents some examples where the information
obtain from the first two examples are applied in order to provide accurate material models for
more advanced structures.

5.1 Calibration of Trenches

This section focuses on the comparison of calibrated models for Tetra-ethoxy-silane (teos)
Si(C2H5O)4 deposition in a cvd process according to sem images of SiO2 layers (cf. Fig-
ure 5.1 [317]). In the first part, the level-set algorithm is briefly introduced followed by the
description of the quality calculation of the simulation results and different models for deposi-
tion of SiO2 layers for trenches with different aspect ratios. At the end of this section, the final
parameter calibration for the best model is presented and discussed in detail.

5.1.1 Treatment of Moving Boundaries

Chemical and physical processes are used to pattern and to form the surface of microelectronic
device structures. The simulation of such surfaces requires on the one hand a rigorous data man-
agement to describe the proper material interactions of the reactants and the surface materials
as well as on the other hand a huge amount of resources to map the real structure into data
structures that can be handled within finite time and computational power.

The first attempt has been introduced decades ago, where the solid is divided into cell structures
which also represents solids which can be either added (deposited) or removed (etched). This

1Hector Hugh Munro (December 18, 1870 – November 14, 1916)
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cellular-based approach has been discussed in [172, 318]. However, the simulation of realistic
structures is rather limited due to the high demand of memory resources which considerably
slows down the simulation if virtual memory has to be assigned for computational purposes.

To overcome this type of limitation, Setian and Osher have introduced a different method to
describe moving surfaces and boundaries in [319–324]. The level set function uLS describes the
evolving surface by a certain speed function F(t,x) as

∂tuLS + F(t,x) 
∇xuLS
 = 0, (5.1)

where the speed function F(t,x) includes the physical effects and chemical reaction like etching,
deposition, and diffusion. This speed function has to be specified or modeled for each material
type separately. The moving surface is described by the set of points where the level set function
is zero

{x|uLS(t,x) = 0} (5.2)

and the initial surface is given as the zero points at t = 0:

{x|uLS(0,x) = 0} . (5.3)

The main idea of Setian and Osher was to describe the movement of the three-dimensional
surface with a two-dimensional algorithm which decreases the required memory consumption.
As a drawback this algorithm requires much less computational power than the cellular-based
algorithm. The computational effort to describe a moving surface in three dimensions is for the
level-set algorithm N 2 compared to N 3 for the cellular-based one. Hence, the level set approach
provides a good alternative to expensive computation of evolving surfaces [165,325–328].

5.1.2 Quality Criteria

To determine the quality of the simulation results obtained from the process simulation tool,
several approaches have been used which have delivered similarly good results. First, different
types of trenches have been investigated, where typical and characteristic distances have been
extracted. The quality obtained by this approach is determined by the sum of the differences
of these characteristic points of the trenches, where different points can be separately priorized.
This procedure yields very fast numerical results. However, the better the simulation results are,
the higher the numerical errors in a summation may be. In addition, if the simulated trench
differs at other points than the chosen ones, this quality criterion also does not yield optimal
results. Therefore, an alternative approach has been developed which uses the area between
the simulation result and the measured trench shape. This method uses a numerical integration
method, where the surface element between two points is linearly interpolated and the resulting
area is meshed by a triangulation method. Hence, this method provides an accurate method to
determine the difference between the two trenches. However, this type of calculation requires
much more computational effort compared to the method which uses characteristic points only.

5.1.3 teos Deposition

The deposition of SiO2 with teos is a complex pyrolytical chemical reaction. In this process teos

is transported via a carrier gas to the hot surface of the wafer, where teos is dissociated [25]. A
certain amount of the decomposition products sticks on the surface and build a SiO2 layer while
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Figure 5.1: A test trench [317] for which different models have been developed to predict the
teos deposition for a lpcvd process.

the other particles are reflected from the surface. Those are in general highly reactive by-products
of teos decomposition. In particular, more than 40 secondary reactions have been reported in
this complex reaction [328]. A rigorous simulation would cover all possible by-products and their
secondary and ternary reactions but it would also require a considerable amount of computational
power and memory to calculate and investigate this teos reaction.

However, one of the industrial requirements is to provide the engineers with rather fast and
sufficiently accurate simulation results. Therefore, this project has focused on developing certain
models to predict the teos deposition for a certain series of test trenches, where the characteristic
aspect ratio (ar) is used to determine or estimate the impact on the chemical reaction behavior.

In order to obtain quantitatively accurate simulation results for deposition processes rather
complex chemical models are required to describe the chemical reactions mechanisms. The
computational effort is too high to include these rigorous models to software tools for industrial
use [329]. Therefore, simplified model have been developed to speed up the simulation time [330]
to obtain industrial-ready simulators. However, these simplified models have to be calibrated for
each particular deposition process separately. The overall goal for this project was to find an
appropriate deposition model and a certain parameter set which can be applied to all trenches
of these test series to sufficiently predict the shape of the teos deposition.

The final shape of the deposited material can be adjusted by the pressure and the concentration of
the reactant gas. In some cases, a conformal material deposition is used to protect the underlying
materials. A conformal deposition of teos can be achieved using a low pressure chemical vapor
deposition process (lpcvd) [331], with a certain constellation of temperature, pressure, and gas
compositions. However, the stability is often not sufficient enough with respect to the material
growth rate. By increasing the growth rate, the chemical process becomes increasingly unstable,
which results in a position-dependent growth rate due to reactant-depletion, for instance, if not
enough teos is supplied from the material source. In this regime of deposition the aspect ratio
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(a) Single source deposition model (b) Line source deposition model

Figure 5.2: Comparison of two deposition models using a point-shaped and a continuous line
as material source.

(ar) is an important quantity which determines for some chemical reactions whether the reaction
is mass flux limited or reaction-limited (cf. Section 2.4.1). The ar is originally defined on basis of
a rectangular-shaped trench [332]. To determine the ar for non-rectangular trenches, a similar
calculation has been chosen as for rectangular trenches (cf. Appendix A.4).

5.1.4 Deposition Models

In this section, the most promising models are described together with the best parameter sets
which lead to the most accurate simulation results for the teos deposition in a certain ar range.
The simulations have been performed using the topography simulator Elsa (Enhanced Level
Set Applications) which follows the surface evolution by solving the level set equation [319,333].
The parameter calibration and the optimizations have been carried out using the simulation and
optimization framework Siesta (cf. [334] and Section 4.5).
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Figure 5.3: Comparison between simulation results and the measurement for the single source
model for two different trenches.
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Figure 5.4: Comparison between simulation results and the measurement for the linear material
source model for two different trenches.

In an early attempt a model based on a single point-shaped material source was considered [333].
Siesta was used to identify the sticking coefficients of the model and to tune the model, the
distance between the source and the upper trench surface. The optimization has been performed
for a trench with ar = 1.54. In Figure 5.3a a calibration result for this particular trench is
presented. However, if this model is applied to trenches with a higher ar, the simulation results
become worse and do neither quantitatively nor qualitatively compare with the measurement
for an increased ar above approximately 1.2 as is presented in Figure 5.3b for trenches with ar

of 1.54 and 2.34. Here, the latter trench is completely closed in contrast to the measurements.
Nevertheless, for planar surfaces as well as for trenches with very low aspect ratios, this model
gives reasonable good results.

Since the previous approach delivers only satisfactory results for a very limited set of trenches,
the single source model has been expanded to a continuous line-source model where the material
flux depends only on the visible angle between the surface elements and the source. The model
describes the SiO2 deposition by two sticking coefficients, where the first sticking coefficient β1

describes the sticking probability of the incoming teos particles. As already mentioned, when
the teos molecule hits the hot wafer surface, the teos molecule is pyrolytically dissociated. The
probability that the SiO2 will stick at the surface is modeled with the constant sticking coefficient
β1. With a certain probability (1 − β1), the particle is reflected from the first contact and hits
the surface a second time. The probability that the SiO2 is deposited at the second surface hit is
described with the second sticking coefficient β2. Compared to the earlier attempt, the problem
that the top trench closes with SiO2 at larger ars, is shifted to higher ars compared to the
previous model, but the geometry at the bottom of the trench does still not satisfactorily agree
with measurement as depicted in Figure 5.4. The corresponding parameters were calibrated with
Siesta, where the coefficients for the sticking probability β1 and β2 were identified as β1 = 0.248
and β2 = 0.267. Another improvement has been achieved by using a single flux-dependent
sticking model [328]. The deposition reaction follows a half order kinetics of a cvd process of
teos. Hence, the sticking coefficient β is modeled to be proportional to the inverse of the square
root of the local mass flux coming from the source as

β = β0 Γ(Bx)− 1
2 , (5.4)
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Figure 5.5: Comparison between simulation results and the measurement for the flux-dependent
deposition model for two different trenches.

where Bx is the local position, Γ(Bx) the local material flux, and β0 a constant scaling factor for
calibration purposes. For the current lpcvd teos deposition process, the scaling factor β0 was
identified as β0 = 0.852 with good agreement to the measurements for low aspect ratios as shown
in Figure 5.5a. However, trenches with higher aspect ratios (cf. Figure 5.5b) show a considerable
overestimation of the material thickness on the side walls of the trenches may result in spurious
void formations for arbitrarily shaped trenches.

With increasing ar the overestimation of the thickness at the bottom increases as shown in
Figure 5.4b and Figure 5.5b. Thus, another deposition model has been developed which consid-
ers two statistically independent species taking part in the teos deposition reaction. The first
species is the original teos which is dissociated at the wafer surface. The second species is a
sum of all other by-products of this pyrolytic reaction for which an average sticking probability
is assigned. Since this model considers as initial condition a uniform distribution of reactants in
the reactor, the sticking probability for both types of species can be assumed to be statistically
independent. However, there is a dependence that the mass flux of the chemical by-products
has to be proportional to the incoming material flux of teos due to mass conservation. With
the assumption that the teos deposition is a lpcvd process, the teos particles are in a rather
low concentration in the reactor and have a large mean free path between collisions. Thus, the
material source for the reactor has to be sufficiently provide teos inside the reactor to obtain a
stable deposition process. Since this requires a high exchange rate of the gases inside the reactor
according to balance the high consumption rate of teos, the ratio between the teos concentra-
tion and the concentration of the by-products can be assumed to be in average constant. Despite
of this fact the second species is modeled with an additional constraint which guarantees that
the flux of the second species is proportional to the reflections of the first species because the
second species is a product from the dissociation of the teos particles. If, for instance, trenches
with higher ars are considered, the material deposition at the bottom of the trench is much less
than at the top because the distance form the teos source to the bottom of the trench is much
wider and the by-products cannot be exhausted as quickly as from the top side of the trench.
Hence, the flux of the second species is modeled to be proportional to the flux of the first species
but with a statistically independent sticking probability.
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Figure 5.6: Comparison between simulation results and the measurement for the two-species
deposition model for two different trenches.

This new two-species model shows excellent agreement with measurements for different geome-
tries as shown in Figure 5.6a and Figure 5.6b. The sticking coefficient β1 and β2 were identified
with Siesta as β1 = 0.581 and β2 = 0.732. In addition to the astonishing agreement, this model
provides faster simulation results and requires only 80% of the cpu time compared to the flux-
dependent deposition model and overcomes the overestimation at the side walls of the trenches.
Thus, the presented method enables efficient and accurate geometry optimizations. The hereby
extracted sticking coefficients have also been applied to three-dimensional structures and have
shown promising results.

5.1.5 Model Calibration

During the model calibrations and the identification of the new model parameters, the inverse
modeling mode of Siesta has been used. The calibration of this fairly complex teos process
required a large numerical effort in terms of the number of parameter evaluations which was
therefore performed on a heterogeneous network with more than 50 computational nodes. This
was possible because the parameter sets were independent from each other.

To verify the different models, each model has to be calibrated for certain characteristic trenches
in order to check whether the model fulfills the requirements. This procedure is very time
consuming. Hence a critical trench (cf. Figure 5.1b) has been selected for performing all tests
trench to compare the different models under the same conditions. This calibration target has
been chosen as a reference because the aspect ratio is rather small, the shape of the surface is
unusual and shows a certain non-conformity of the thickness of the deposited material, and the
rounding at the trench openings are asymmetric. Figure 5.7 presents the result of the calibration
of the two-species model in comparison to other trenches with a different aspect ratio. The
parameters obtained from this calibration have been applied to completely different trenches
created with the same process technology (cf. Figure 5.8). As can be seen, the model with the
calibrated parameters also gives excellent agreement for different trenches.
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Figure 5.9: Fitness value of the best results obtained by the trench simulation.

In order to demonstrate the computational effort, Figure 5.9 depicts the fitness value of the best
6000 parameter sets of the calibration for the two-species model. The simulation results shown
in Figure 5.7 and Figure 5.8 are obtained by applying the extracted sticking coefficients from
the calibration of the target trench. However, the best results can be obtained if a calibration
is performed for each single trench. The results for some selected test trenches from the first
series (cf. Figure 5.7) are shown in Figure 5.10. The tendency shows that with increasing aspect
ratios, the sticking probability drops rapidly. Due to the depletion of the active reactants in the
trenches an exponential behavior is reported [335].
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Figure 5.10: Sticking coefficient as function of the aspect ratios of the trenches.
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Figure 5.11: Sketch of a fusing device showing the variety of materials included.

5.2 Parameter Extraction of a Fusing Structure

Process technology nodes with 0.35 micron feature size and below offer the opportunity to inte-
grate fuses made of polycrystalline interconnect materials for programmable memory cells. In
technology nodes with larger feature sizes, the programming of a fuse can cause severe damage
to the passivation layers.

With these fusing devices one can provide silicon circuits with several kilobits of cheap, non-
volatile, and area-saving memory cells which can be programmed even during device operation.
Rather new developments have been reported which provide tri-state fusing structures [336] as
well as special fusing geometries that provide a reliable programming process [88,89,150]. Another
important type of application is to use these fusing structures as field programmable gate arrays
for trimming circuits [337]. In addition, fuses can be used as elements for programmable arrays
for capacitors and resistors [338]. Moreover, fuses can also be used as protective elements for
critical components [339].

With the help of sophisticated simulation and optimization tools new models can be developed
and calibrated to provide more information to shorten the fusing time and to improve reliability.
The main goal of this project was to identify the thermal impact of the electrical and thermal
conductivities of the contributing materials.

5.2.1 Fusing Structure

A typical structure of a fuse consisting of various interconnect materials is shown in Figure 5.11,
where the complex material composition is presented. To use interconnect materials only is
advantageous because additional costs due to extra layers, masks, and process steps can be
minimized by using already available materials and process steps. Moreover, in terms of power
and area consumption, fuses which are made of already available interconnect materials are
economically more attractive compared to hybrid technologies [340] which have to use different
materials and thus additional process steps.

The fusing structure consists of two aluminum pads with a dual-layer rod in between, which is
forseen to melt during programming. The programming is performed by sending a current pulse
through the fuse at an appropriate bias, resulting in an opening of the polycrystalline silicon film
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in the dual-layer rod due to thermal second-breakdown. The transition takes place when parts of
the polycrystalline silicon layer reach the melting point. The molten silicon is transported from
the negatively biased side to the positively biased side through the drift of ions [341]. However,
before the polySi is completely molten, an electromigration process starts which accelerates the
thinning of the rod and therefore the heating and the melting [89].

Because the downscaling process demands also decreased supply voltages, a careful design is
required which includes a rigorous optimization of the fusing structure to ensure the reliabil-
ity of the programming mechanism [342] and to minimize the power consumption during the
programming process of the fuse.

Since the fusing mechanism takes place within a very short time (couple of 10 ns) for an ideal
voltage step and several micro seconds for a voltage ramp measurements are hard to obtain [90].

A better insight into the electrical and thermal characteristics is desired for the materials used in
the fusing structure as shown in Figure 5.11. In particular, the goal of the parameter extraction is
the characteristics of the temperature dependence of the thermal and the electrical conductivity
of the key materials polySi and the polycide (WSix). In order to obtain reasonable results from
the simulation accurate information about of the test circuit for the fusing device is required [47].

Because the measurement of the programming mechanism has to be carried out within a certain
amount of nanoseconds, the programming is artificially prolongated to a couple of microseconds
for the fusing time by applying a voltage ramp with a rising period of 100µs. This procedure
allows to measure the fusing current with reasonable accuracy. The corresponding measurement
set up is shown in Figure 5.12, where a voltage ramp is applied to a buffer amplifier to minimize
the influence (impedance) of the function generator and to provide a high slew rate. The re-
sulting measurements are shown in Figure 5.13. These measurements serve as reference data for
the parameter identification procedure. At the beginning of the applied voltage ramp (cf. Fig-
ure 5.13), the corresponding current shows a non-linear behavior due to the self-heating of the
fuse. After a certain time, the structure has been heat up and the current rapidly increases to
an externally constraint value which is given by the parasitics of the fuse, the test circuit, and
the external measurement equipment. This is the point where the conductivity models used in
the simulator will fail. The goal is to predict the thermal evolution of the electrical and thermal
conductivity as well as the internal temperature until this point.

Pulse Generator Buffer Amplifier

A V F
u
se

Figure 5.12: Schematic of the test circuit for the poly crystalline fuse.
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Figure 5.13: The different voltage ramps and the corresponding fusing currents.

5.2.2 Simulation and Parameter Extraction

For the transient simulation of the temperature evolution the three-dimensional interconnect
simulator Stap [92] has been used within the simulation and optimization framework Siesta.
Stap calculates for isotropic materials Joule’s self-heating effect by solving the continuity equa-
tion (2.10) and the heat conduction equation (2.53), which is coupled to the power loss equa-
tion (2.54). For these investigations all material parameters are assumed to be isotropic and
for the thermal and the electrical conductivity a temperature-dependence is approximated by a
polynomial models

σ(T ) =
σ0

1 + ασ(T − T0) + βσ(T − T0)
2 (5.5)

λ(T ) =
λ0

1 + αλ(T − T0)
, (5.6)

where σ0 and λ0 are the conductivities at a certain reference temperature T0 and ασ, βσ , and αλ

are the corresponding first and second order temperature coefficients. which represent the target
for the parameter extraction.

For the parameter identification, the initial values for the thermal and electrical conductivity of
polySi and polycide were obtained from literature [25,136,137,343,344]. A gradient-based opti-
mization strategy has been used to improve the initial values in order to achieve good agreement
with the reference data obtained from the measurements.

5.2.3 Results

This example has shown that with Siesta it is indeed possible to determine the thermal coeffi-
cients of the electrical and thermal conductivities of polysilicon and polycide only from electrical
measurements. This offers the possibility to minimize the computational as well as monetary
effort for timely expensive caloric measurements.
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Table 5.1: Comparison of extracted material parameters with data obtained from [137,343,344].

Quantities polySi polySiLit Polycide PolycideLit

σ0 [1/µΩm] 0.12 - 1.25 0.1− 18.8
ασ [1/K] 9.1× 10−4 10−3 8.9 × 10−4 5− 10× 10−3

βσ [1/K2] 7.9× 10−7 - 8.1 × 10−7 3.5× 10−7

λ0 [W/Km] 45.4 40 119.4 100 − 179
αλ [1/K] 2× 10−2 10−2 2.98× 10−2 -

With additional consistency checks within the simulator and the optimization framework, inter-
mediate simulation results can be verified whether the obtained data is physically reasonable.
The process of the parameter identification took therefore a certain time longer than expected,
but has yielded excellent agreement with measurements as shown in Figure 5.14, Figure 5.15,
and Tab. 5.1. Identified material parameters are summarized in Tab. 5.1, where the extracted
coefficients are compared to data found in the literature [137,343,344]. The wide range of certain
parameters shown in Tab. 5.1 is due to the uncertain stoichiometric coefficient of Si in polycide
and the possible wide range of the applied doping of the polySi layer, which results in large
standard deviations compared to the value for the pure materials.

Another interesting outcome of this investigation is that the temperature at which the resistance
falls, is the same for all three different applied voltage ramps. Therefore, one can assume that
this particular temperature corresponds to a material-specific phenomenon which is related to
thermal run-away. This effect is most likely related to an electromigration process in the polycide
layer [88,89].

As expected the area with the highest local temperature is located at the surface of the bridge
in between the two interconnect pads as shown in Figure 5.16. The extracted parameters can be
used for further investigation of local temperature distributions and self-heating effects in other
interconnect structures where similar materials are used.

Applying the derived model for polySi from Section 2.5.1, the trend of the characteristic resistance
evolution can be very well reproduced. Figure 5.17 shows a comparison between the measured
resistance, the calibrated polygonal conductivity model, and the polySi model from Section 2.4.1
which consists of various different materials parameters where the material parameters proposed
in [179,180] have been used with the adapted doping concentrations.

However, Figure 5.17 shows the two different parameter sets where only one parameter has been
changed by ± 2%. Varying other model parameters offers the possibility to recalibrate the model
where their values have no without physical meaning. Thus, without knowledge of the internal
materials properties, for instance the distribution of the energy barriers, grain size, trap density
at the grain boundary sites, and the thickness of the grain boundary region, the model can be
calibrated roughly only. With knowledge of these fundamental material parameters a calibration
of this model would yield an excellent match to the experimental data.
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Figure 5.14: Comparison of the simulation results with the resistance measurements showing
the evolution of the resistance of the fuse.

Figure 5.15: Comparison of the simulation results with the resistance measurements con-
fronting the resistance evolution with the maximum temperature in the fusing
structure.
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Figure 5.16: The temperature distribution [K] at the hottest spot in the fusing area. It shows
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ming at 32µs, 40µs, 50µs, and 60µs.
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Figure 5.17: Comparison between the polygonal conductivity model and the polySi conductiv-
ity model applied to the fusing structure. For the polySi model two completely
different parameters sets have been applied which both show rather a good agree-
ment with the measurements.

5.3 Applied Optimized Parameters

The parameters which have been extracted in the previously shown examples have been applied
to more complex structures and provide a better insight into the electro-thermal behavior of
fairly complex interconnect structures. This is the basis for further simulations to obtain an
accurate temperature distribution for rigorous investigation of the mechanical stress distribution
and consequently also for electromigration analysis.

5.3.1 Thermal Analysis of a Multi-Layered Interconnect Structure

As an example a complex interconnect structures is depicted in Figure 5.18. This particular
structure consists of a typical Cu material system with a Ta/TaN coating as presented in Sec-
tion 2.3, where two Cu lines are connected through a bridge line. These interconnect lines are
connected to the each other through Cu vias. The whole structure is embedded in an idealized
low-κ material with εr = 3.0.

This structure is biased with a voltage pulse of 0.5 mV and at the bottom of the structure,
where an idealized heat sink is attached which stabilizes the temperature of the bottom layer to
350 K. At the other thermal boundaries, homogeneous Neumann conditions are applied. The
simulation has been carried out using Stap [39]. This tool performs an electro-thermal simulation
with temperature-dependent material models for the heat capacitance as well as for the electrical
and the thermal conductivities.

Due to the applied bias, the temperature elevates due to self-heating. The resulting temperature
distribution in the interconnect lines is shown in Figure 5.19 for 6.6 µs and 95.4 µs, respectively.
As expected, the highest power loss density is located at the bottom of the via structure, which

119



CHAPTER 5. APPLICATIONS

Figure 5.18: A bridge between two interconnect lines is biased with a voltage pulse.

can be seen as the hottest spot in the structure shown in Figure 5.19. Here, the internal tem-
perature distribution of the entire interconnect structure is shown in Figure 5.20. It shows the
isothermal surfaces in all materials. The high thermal gradient between the lower Cu lines and
the heat sink can be clearly seen by the high density of the isothermal surfaces. At the opposite
side — at the top — the heat is accumulated and the structure heats up because there is no
appropriate thermal path to a heat sink. The maximum temperature is found at the bottom of
each via (cf. Figure 5.19). From this location the heat dissipates rather quickly in all directions
because the Cu lines provide a good heat conduction path compared to the surrounding low-κ
material.

The material models for thermal investigation of complex interconnect structures are often sim-
plified to reduce the computational effort that is necessary to obtain results with in reasonable
time. However, if a rigorous transient thermal analysis is required, the difference between sim-
plified models and temperature-dependent models can be significant.

The current examples structure (cf. Figure 5.18) has been investigated once with temperature-
independent and then with temperature-dependent material models. The observed difference is
depicted in Figure 5.21. While the power loss density is constant for temperature-independent
materials, the material properties such as the electrical and the thermal conductivity of temperature-
dependent materials changes. In return, this fact affects the power loss density (heat source) and
consequently also the temperature. After a certain time, the system reaches a stationary state
and the temperature is saturated. However, the value for the stationary temperature is in gen-
eral different for these types of electro-thermal investigations. For this particular example, the
simulation with deactivated thermal material models overestimates the stationary temperature
by approximately 5.5 K (cf. Figure 5.21). It should be noted that the transient temperature evo-
lution has a completely different shape due to the dynamic heating behavior of the interconnect
stack.
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(a) Temperature distribution [K] at 6.6 µs. (b) Temperature distribution [K] at 95.4 µs.

Figure 5.19: Temperature distribution in a multi-layered interconnect structure at two different
points in time showing the global warming in the upper bar that connects the two
lower interconnect lines.
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Figure 5.20: Temperature distribution [K] in the entire interconnect structure depicted by
isothermal surfaces at 95.4 µs. The maximum temperature is found at the bot-
tom of each via which is indicated by the isothermal surfaces with the highest
temperature and by Figure 5.19.
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Figure 5.21: The evolution of the maximum temperature in the entire interconnect structure
is depicted for activated and deactivated thermal material models.

5.3.2 Interconnect Structure Subjected to Mechanical Stress

If larger and more complex interconnect structures have to be investigated, the required detail
level as presented in the previous example might exhaust the available computational capabilities
in terms of memory and cpu power. Therefore, appropriately simplified models are used to
analyze complex structures as presented for instance in Figure 2.3 to obtain a rough overview.
However, the critical regions have to be extracted and recalculated at a higher detail level. Using
successfully extracted material parameters provides a good insight into the transient device
behavior — even with simplified material models.

In this example the electro-thermal simulation with Stap [39] is used to produce the appropriate
input data necessary for the thermo-mechanical simulation using the finite element simulator
Fedos [36, 345]. The simulation setup is quite similar to the one in the previous example. A
bias is applied between two lines, which are connected through a via. A heat sink is attached
at the bottom of the interconnect stack to keep the temperature at 320 K. At the other thermal
boundaries, homogeneous Neumann conditions are applied. The simulations have been carried
out with the simplified material model to obtain simulation results within reasonable time be-
cause the simulation is separated into two parts: the electro-thermal and the thermo-mechanical
simulation.

The result of these simulations is at the first level the temperature distribution (cf. Figure 5.22),
which is a required part of the input data of the thermo-mechanical simulator Fedos. As a final
result the hydrostatic pressure (cf. Figure 5.23) is obtained as the trace of the mechanical stress
tensor. Figure 5.22a and Figure 5.23a show the evolution of the maximum temperature and pres-
sure, respectively. In addition, typical distributions of the quantities are shown in Figure 5.22b
and Figure 5.23b. This type of information can be used as representative quantities for design
rule checks and for further optimization of the reliability of interconnect structures.

122



CHAPTER 5. APPLICATIONS

100 101 102 103 104
105

Time [µs]

320

340

360

380

400

420

T
em

pe
ra

tu
re

 [K
]

Maximum Temperature

>336

332

328

324

<320

(a) Maximum temperature. (b) Temperature distribution [K] at 10µs.

Figure 5.22: A typical multi-layered dual damascene interconnect structure showing the evo-
lution of the maximum temperature (a) and a snap shot of the temperature dis-
tribution [K] at 10µs (b).
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Figure 5.23: The evolution of the maximum hydrostatic pressure in the interconnect struc-
ture resulting from an electric pulse (a) and a snap shot the hydrostatic pressure
distribution [MPa] at 100µs (b).
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Conclusions

oth compact modeling and physics-based electro-thermal models [92, 346] have their
individual benefits for each application. In order to obtain sufficiently accurate sim-
ulation results in reasonable time, physics-based models have to be used at a certain
level of abstraction. In contrast, if speed is more important, compact models often

provide a good alternative. However, to obtain accurate and reasonably fast simulation results,
an appropriate combination of compact models and fundamental physical equations has to be
found for each class of simulation problem. There is a very large number of different simulation
tools available, which are able to accurately calculate certain effects in different levels of details.
But there are also some simulators and frameworks that provide a wide range of different basic
models as well as compact models to cover a wide range for industrial demands. For very specific
investigations of highly sophisticated devices, however, the standardized models inherently are
often not sufficient enough and physic-based models are thus indispensable. Consequently, the
user has to decide the level of detail for each simulation, in order to choose the appropriate
models in the simulation tools to obtain reasonable results for the current simulation.

6.1 Temperature as a Limiting Factor

As it has been shown in this dissertation, the increasing transistor densities in today’s vlsi

devices cause more and more serious heating problems because the locally generated heat cannot
be appropriately transfered to the corresponding heat sinks fast enough. The contribution of a
single device part can often be neglected compared to the overall power loss. However, present
devices have interconnect lines with lengths of several kilometers [19] and hundreds of millions
of transistors [2] and the small contributions become considerably large and dominate today’s
microelectronic devices. Thus, the device structures as a whole tend to heat up globally.

The increased global temperature has aggravated several parasitic effects which are normally not
as much anticipated as would be required. However, an unintentional temperature increase can be
considered as a stochastic global event which affects the whole chip and requires a global heat load
management. Other parasitic effects are amplified by the temperature increase as demonstrated
by the example of electromigration, where the activation energy is relatively lowered with respect
to the maximum allowed electrical load permissible. Mechanical changes, for instance phase
changes, changes in the crystal structure, and interface conditions such as adhesion are thermally
enhanced as well and can have a major impact on the long life reliability of semiconductor device
structures.
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Some of the thermally-induced effects are for instance self-heating, which causes raised resistivity
and increasing delay times on interconnect lines. This poses two further serious problems for
fast electronic circuits: In a circuit with high speed transistors the maximum frequency is rather
high. A increase of temperature due to self-heating causes increased parasitic effects like elevated
line resistance, while the transition times increase accordingly and thus slow the circuit. The
second example is global heating, which is not only limited to on-chip or on-die heating, but
affects also the surrounding discrete devices on the circuit board.

The currently chosen thermodynamic treatment builds first faster, smaller, and denser device
arrays and obtains therefore a higher power density distribution on the die. If the already
considered heat sink provides enough cooling, everything seems to be working properly. But if
not, the problem becomes even more critical if, for instance, the power loss due to the leakage
currents is considered. In that case, the device generates heat even if it is not operating. For a
modern microprocessor with typically 108 transistors and an average leakage current of 10 nA per
transistor, the total current would be 1 A. Hence, for a typical supply voltage of 1.33 V, the device
consumes 1.33 W in idle mode — a significant power consumption that is highly undesirably.

With decreasing feature size of the transistors, the power consumption keeps almost constant,
while the power-dissipating area shrinks quadratically and the power-loss density explodes at a
square ratio. Possible ways to solve this type of heating problem are to use better materials which
show less leakage, to reduce the clock frequency, to introduce highly efficient heat conduction
paths through the devices, to minimize the current for instance by the reduction of capacitances,
and to decrease the supply voltage.

6.2 Multiple (Thermal) Redundancy

An approach to reduce standby heat resulting from leakage currents is to shut down unused parts
of a device. This is done by switching off the supply voltage for the particular device region,
so that this part is set to idle unless the supply voltage is switched on again. This system is
currently used in highly sophisticated microprocessors, where several arithmetic or floating point
units can be set to idle separately. Therefore this feature is highly desirable for high performance
devices to cool down certain device regions, but it is also a common method for devices used in
battery powered applications.

6.3 New Materials and New Devices Structures

As the last decades have shown, the progress in semiconductor technology seems to continue
unabatedly. In the past, despite of the forecast red brick walls, the only constant factor and a si-
multaneously self-fulfilling prophecy was Gordon E. Moore’s law, which is likely to remain valid
for the next decade. However, there are apprehensions about physical size and other constraints
but similar concerns were announced the last decades ago. With the present technologies the
industry is facing similar problems as ten or twenty years ago. However, progress through inno-
vation is the only way to succeed in economics as well as in science and technology. Therefore,
alternatives are investigated where some of which are looking more promising than others. One
among these auspicious technologies is the use of new devices made of or supported by carbo-
nano-tubes (cnt). They offer extreme values for the electrical and thermal conductivities but,
on the other hand, show major difficulties in fabrication and embedding into existing systems,
for instance with respect to contacting the cnts. However, in nearly every conference on nano
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(a) A multi-wall cnt as via between two Cu
interconnect lines.

(b) tem image of cnt grown in a via
structure using a cvd process.

Figure 6.1: Comparison of cnts in interconnect structures [347] providing a promising alter-
native enhancement of improving the reliability especially in via structures.

technology additional steps towards the usability of cnts are presented. Thus, it is only a matter
of time that such devices will be available the leaders in the sector of advanced semiconductors.

As proposed in [347], cnts have already been used in interconnects for prototypes Figure 6.1.
This may overcome or even solve critical problems with the conductivity and adhesion of Cu,
which is related to electro-migration. By using cnts in the vias, their advantageous properties
can be used to increase reliability rather than with the expensive production of protective barrier
coatings.

6.4 Outlook

Despite all advances of technology so far as well as in the future, new challenges will arise and new
improvements and enhancements will be required in order to fulfill Gordon E. Moore’s (itrs)
prophecy. A theoretical device performance beyond the itrs is possible, but mostly with an
extremely high effort in terms of additional costs and in terms of developments concerning with
respect to reliability of the materials and devices. All this boils down to a theoretical feasibility
and the question whether it is worth spending more to build and advance such electronic devices.

Here, the future tasks for optimization can be clearly seen. Future device optimization will have
to concentrate on providing additional information for improving device characteristics under
various electrical, chemical, mechanical, thermal, and economical constraints. With increasing
complexity and shrinking feature sizes, these constraints are becoming more critical and thus
require effective and robust optimization and simulation tools to ensure proper device operation.

Therefore, product line optimization in terms of saving money will gain momentum for future
microelectronic devices. The temporary sub-targets for optimization will change slightly, but
the standardized overall targets faster, cheaper, and, therefore, also smaller and more reliable
than the competitors will remain as the basic motivations for the upcoming advancements of the
future state-of-the-art in electronics for economics as well as for military applications.
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Appendix A

Mathematical Notes

A.1 Convexity of Sets and Domains

A subset S ⊂ X is defined to be convex if for arbitrarily chosen points x, y ∈ S the connection
line between these two points

[x, y] := {(1− ξ)x + ξy : ξ ∈ [0, 1]} (A.1)

is completely included in S [219,348]. Therefore, the implication

x, y ∈ S ⇒ [x, y] ⊆ S (A.2)

can be applied. Figure A.1 shows two typical parameter domains. The left domain in this figure
is convex but the second one has obviously not a convex nature. For unconstraint parameters of

Figure A.1: Convexity of domains

an optimization problem the parameter domain is convex. If non-linear constraint functions are
applied to this problem the parameter space might be become non-convex. If penalty or barrier
functions are used instead of constraint functions the objective function becomes more complex
but the lemmas for the convergence of these optimization problems can be again applied as for
unconstraint optimization [219,220].
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A.2 Voigt Notation

The Voigt notation is used to exploit the symmetry of condensed matter to transform second-
order tensors (cf. e.g. stress tensor) to vectors and kinetic forth-order tensors to square matrices
(cf. e.g. elasticity tensor) [98]. This notation is often used in continuum mechanics.

A symmetric tensor, for instance the stress tensor σ̃mech in three dimensions, can be written as

σ̃mech =

 σmech
11 σmech

12 σmech
13

σmech
21 σmech

22 σmech
23

σmech
31 σmech

32 σmech
33

 −→

������

σmech
11

σmech
22

σmech
33

σmech
23

σmech
13

σmech
12

"""""" =

�������

�σmech
1�σmech
2�σmech
3�σmech
4�σmech
5�σmech
6

"""""""
= �σmech. (A.3)

If the shear components σmech
ij , (i �= j), can be neglected, the Voigt transform degenerates to the

diagonal operator diag(·). Hence, the later 3 components of the resulting six-dimensional vector
vanish (σmech

ij = 0, i �= j) and if only orthotropic materials are considered, the shear components
always vanish and the six-dimensional vector can be written as a three-dimensional vector.

This simplification can be often applied if only tensile or compressive stress in the direction of
one main axis of an orthotropic material is considered.

For the strain tensor ε̃mech the transformation is very similar. Due to historical conventions, the
resulting Voigt-transform of the strain tensor is the engineering strain emech

ẽmech =

 ẽmech
11 ẽmech

12 ẽmech
13

ẽmech
21 ẽmech

22 ẽmech
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32 ẽmech
33
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12 2 εmech
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2 εmech
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where ẽmech
ij , are the components of the engineering strain and the shear strain components

transform to the Cauchy strain components as ẽmech
ij = 2 εmech

ij , where i �= j.
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A.3 Norms

A.3.1 Definition

A norm is a real-valued function 
 · 
 on a linear space X ⊆ IRn such that


x + y
 ≤ 
x
+ 
y
 (A.5)


αx
 = |α| 
x
 (A.6)


x
 = 0 ⇐⇒ x = 0 (A.7)

where x,y ∈ X and α ∈ IR.

A.3.2 Special Norms

The Euclidean1 norm for a vector x ∈ IRn is defined as


x
2 =

)**( n+
i=1

|xi|2. (A.8)

The square of the Euclidean norm of a vector x ∈ IR can be written as


x
22 =

n+
i=1

|xi|2 = xT x. (A.9)

More generally, the p-norm of the same vector x is defined as


x
p = p

)**( n+
i=1

|xi|p. (A.10)

The maximum norm of a vector is defined as

lim
p→∞


x
p = 
x
∞ = max{|xi|}. (A.11)

1Euclid of Alexandria (approx. 325 BC – 265 BC)
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A.4 Aspect Ratio

The aspect ratio (ar) of a trench is defined as the ratio between the height H and the width or
length L of a trench and is used as a characteristic quantity especially for chemical processes like
material etching and depositing. For chemical material deposition, the aspect ratio calculation
for rectangular trenches has been introduced in [332] (cf. Figure A.2a) using

ar =
H

L
(A.12)

However, fabrication processes in general do not provide rectangular-shaped trenches because
etching processes always produce tilted side walls and in the entry section of the trench at the
top there is often an additional rounding according to surface diffusion during material deposition.
Nevertheless, the impact of the tilted side walls on the width and the height of the particular
trench can often be neglected with respect to the overall dimensions of the trench. Then, a
rectangular shape can be justified. However, if the trench can not sufficiently be approximated
by a rectangle, a different metric has to be applied to provide a characteristic criterion to compare
different trenches using a different calculation of ar

ar =
Hm

Lm
, (A.13)

where the height and width are approximated by the mean value Hm and Lm, respectively. For
instance, the height and the width can be approximated by their mean values as

Hm =
1

2
(H1 + H2) , (A.14)

Lm =
1

2

�
1

2
(LB1 + LB2) +

1

2
(LH1 + LH2)

 
. (A.15)

H

L

(a) rectangular-shaped trench

H1 H2

LH1

LH2

LB1
LB2

(b) non-rectangular-shaped trench

Figure A.2: Differently shaped trenches with their characteristic dimensions which are used to
determine the aspect ration (ar).
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Timing

B.1 Duty Cycle

To determine the active operation time of a certain system, the duty cycle [349] of this system
is used to calculate the power the signal has or the power the system uses. Figure B.1 shows

τH

TWTW

Time

Signal

Figure B.1: Duty cycle

a periodic signal with a period duration TW. During a certain time τH the signal is at its high
state, hence it is active. Therefore, the duty cycle rDC is defined according to [349] as the ratio
between active pulse duration τH and the total period TW:

rDC =
τH

TW
. (B.1)
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B.2 Delay Times

An overview of the different types of delay times which occur in a switching process of a typical
logic device is given in Figure B.2. Here, the output signal is retarded by a certain amount of
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Figure B.2: Delay times

time τD. After this retardation, the device changes its state and switches. This time is called
transition time τTR and is counted from the time where the output signal first reaches 10%
of its maximum output signal until the time it reaches 90% of its stationary maximum signal
level. The sum of both time periods plus any decaying times due to signal overshoot is called
propagation delay τPD.

Other authors (cf. [91]) propose to measure the transition time from the 50% reference voltage
level for both the rising and the falling edges.
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[42] ISE Integrated Systems Engineering AG, Zürich, Switzerland, GENESISe, ISE TCAD Release 10.0,
2004.

[43] ISE Integrated Systems Engineering AG, Zürich, Switzerland, OptimISE, ISE TCAD Release 10.0,
2004.

[44] Institute for Microelectronics, SIESTA – The Simulation Environment for Semiconductor Technol-
ogy Analysis, Technische Universität Wien, Austria, 2003,
http://www.iue.tuwien.ac.at/software.

[45] N. Konofaos, T. Voilas, and G.P. Alexiou, “Design and Simulation of an Embedded DRAM Cell
Made Up With MOSFETs Having Alternative Gate Dielectrics”, in SPIE 2005 [350], pp. 598–604.

[46] J. Ida, M. Yoshimaru, T. Usami, A. Ohtomo, K. Shimokawa, A. Kita, and M. Ino, “Reduction
of Wiring Capacitance With New Low Dielectric SiOF Interlayer Film for High Speed/Low Power
Sub-Half Micron CMOS”, in 1994 Symponsium on VLSI, Tech.Dig., 1994, pp. 59–60.

[47] S. Holzer, R. Minixhofer, C. Heitzinger, J. Fellner, T. Grasser, and S. Selberherr, “Extraction of Ma-
terial Parameters Based on Inverse Modeling of Three-Dimensional Interconnect Fusing Structures”,
Microelectronics Journal, vol. 35, no. 10, pp. 805–810, 2004.

[48] R. Plasun, Optimization of VLSI Semiconductor Devices, Dissertation, Technische Universität
Wien, 1999, http://www.iue.tuwien.ac.at/phd/plasun.

[49] R. Plasun, M. Stockinger, R. Strasser, and S. Selberherr, “Simulation Based Optimization Envi-
ronment and Its Application to Semiconductor Devices”, in Intl. Conf. on Applied Modelling and
Simulation, Honolulu, HI, Aug. 1998, pp. 313–316.

[50] R. Strasser, R. Plasun, M. Stockinger, and S. Selberherr, “Inverse Modeling of Semiconductor
Devices”, in Proc. SIAM Conference on Optimization 1999, Atlanta, GA, 1999, p. 77.

[51] Ch. Pichler, R. Plasun, R. Strasser, and S. Selberherr, “High-Level TCAD Task Representation
and Automation”, IEEE J.Technology Computer Aided Design, May 1997,
http://www.ieee.org/journal/tcad/accepted/pichler-may97/.

[52] H. Pimingstorfer, S. Halama, and S. Selberherr, “A TCAD Environment for Process and Device
Engineering”, in Proc. Int. Conf. on VLSI and CAD, Seoul, Korea, Oct. 1991, pp. 280–283.

[53] M. Stockinger and S. Selberherr, “Automatic Device Design Optimization with TCAD Frameworks”,
in Proc. 3rd Intl. Conf. on Modeling and Simulation of Microsystems, San Diego, California, USA,
Mar. 2000, pp. 1–6.

[54] H. Sato, K. Tsuneno, K. Aoyama, T. Nakamura, H. Kunitomo, and H. Masuda, “A New Hierar-
chical RSM for TCAD-based Device Design to Predict CMOS Development”, in Proc. IEEE 1995
Int. Conf. on Microelectronic Test Structures, Mar. 1995, vol. 8, pp. 299–302.

[55] V. Muntés Mulero, J. Aguilar Saborit, J.L. Larriba Pey, and C. Zuzarte, “A Study of Execution
Plan Aware Mutations for Genetic Cyclic Query Optimization”, Tech. Rep., Universitat Politècnica
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[70] I. Priogine, The End of Certainty: Time, Chaos and the New Laws of Nature, The Free Press,
1997.

[71] H.S. Leff and A. Rex, Eds., Maxwell’s Demon: Entropy, Information, Computing,
Princeton University Press, 1990.

[72] P.A. Tipler, Physik, Spektrum Akademischer Verlag, 2004.

[73] D. Kondepudi and I. Prigogine, Modern Thermodynamics - From Heat Engines to Dissipative
Structures, John Wiley & Sons, New York, 1998.

[74] R. Mayer, “Remarks on the Forces of Nature”, in Bioenergetics - the Molecular Basis of Biological
Energy Transformations. 1971, Benjamin Cummings.

[75] M. Planck, Treatise on Thermodynamics, Dover Publications, 1897.

[76] K.G. Denbigh, The Principles of Chemical Equilibrium, Methuen & Co. LTD. London, reprinted
edition, 1957.

[77] Y. Zhang, J. Christofferson, A. Shakouri, D. Li, A. Majumdar, Y. Wu, R. Fan, and P. Yang,
“Characterization of Heat Transfer Along Silicon Nanowire Using Thermoreflectance Technique”,
IEEE Trans. Nanotechnology, vol. 5, no. 1, pp. 67–74, 2006.

[78] D. Li, Y. Wu, P. Kim, L. Shi, P. Yang, and A. Majumdar, “Thermal Conductivity of Individual
Silicon Nanowires”, J.Appl.Phys., vol. 83, pp. 2934–2936, 2003.

[79] A. Nathan and H. Baltes, Microtransducer CAD, Springer Verlag, Wien, New York, 1999.

[80] G.A. Slack, “Thermal Conductivity of Pure and Impure Silicon, Silicon Carbide, and Diamond”,
J.Appl.Phys., vol. 35, no. 12, pp. 3460–3466, 1964.

[81] S.P. Gaur and D.H. Navon, “Two-Dimensional Carrier Flow in a Transistor Structure under Non-
isothermal conditions”, IEEE Trans.Electron Devices, vol. 23, no. 1, pp. 50–57, 1976.

[82] D.K. Sharma and K.V. Ramanathan, “Modeling Thermal Effects On MOS I-V Characteristics”,
IEEE Electron Device Lett., vol. 4, no. 10, pp. 362–364, 1983.

136



BIBLIOGRAPHY

[83] L. Onsager, “Reciprocal Relations in Irreversible Processes. I.”, Physical Review, vol. 37, no. 2,
pp. 405–426, 1931.

[84] L. Onsager, “Reciprocal Relations in Irreversible Processes. II.”, Physical Review, vol. 38, no. 12,
pp. 2265–2279, 1931.

[85] E. Mendoza, Reflexions of the Motive Power of Fire by Sadi Carnot and other Papers on the Second
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[333] C. Heitzinger, J. Fugger, O. Häberlen, and S. Selberherr, “Simulation and Inverse Modeling of TEOS
Deposition Processes Using a Fast Level Set Method”, in Simulation of Semiconductor Processes
and Devices, Kobe, Japan, Sept. 2002, pp. 191–194.

[334] S. Holzer, A. Sheikoleslami, S. Wagner, C. Heitzinger, T. Grasser, and S. Selberherr, “Optimization
and Inverse Modeling for TCAD Applications”, in Symposium on Nano Devices Technology 2004,
Hsinchu, Taiwan, May 2004, pp. 113–116.

[335] B. Sell, A. Sänger, G. Schulze-Icking, K. Pomplun, and W. Krautschneider, “Chemical Vapor
Deposition of Tungsten Silicide (WSix) for High Aspect Ratio Applications”, Thin Solid Films,
vol. 443, no. 1-2, pp. 97–107, 2003.

[336] A. Doyle, “A Thick Polysilicon Three-State Fuse”, Motorola Technical Developements 3, pp. 31–32,
1993.

[337] O. Kim, “CMOS Trimming Circuit Based on Polysilicon Fusing”, Electr.Lett., vol. 34, no. 4,
pp. 355–356, 1998.

149



BIBLIOGRAPHY

[338] D.J. Nickel, “Element Trimmable Fusible Link”, IBM Technical Disclosure Bulletin, vol. 26, no. 8,
pp. 4415, 1984.

[339] J.R. Lloyd and M.R. Polcari, “Polysilicon Fuse”, IBM Technical Disclosure Bulletin, vol. 24, no. 7A,
pp. 3442, 1981.

[340] Y. Fukada, S. Kohda, K. Masuda, and Y. Kitano, “A New Fusible-Type Programmable Element
Composed of Aluminum and Polysilicon”, IEEE Trans.Electron Devices, vol. 33, no. 2, pp. 250–253,
1986.

[341] D.W. Greve, “Programming Mechanism of Polysilicon Resistor Fuses”, IEEE Trans.Electron De-
vices, vol. 29, no. 4, pp. 719–724, 1982.

[342] D.W. Greve, “Programming Mechanism of Polysilicon Fuse Links”, IEEE Trans.Electron Devices,
vol. 17, no. 2, pp. 349–354, 1982.

[343] C. Vahlas, P.-Y. Chevalier, and E. Blanquet, “A Thermodynamic Evaluation of Four Si-M (M = Mo,
Ta, Ti, W) Binary Systems”, Computer Coupling of Phase Diagrams and Thermochemistry, vol. 13,
no. 3, pp. 273–292, 1989.

[344] D.C. Katsis and J.D. van Wyk, “Experimental Measurements and Simulation of Thermal Perfor-
mance Due to Aging in Power Semiconductor Devices”, in Proc. Industry Applications Conference,
2002, 37th IAS Annual Meeting, Pittsburgh, PA, 2002, pp. 1746–1751.

[345] C. Hollauer, Modelling of Thermal Oxidation and Stress Effect, Dissertation, Technische Universität
Wien, 2007, http://www.iue.tuwien.ac.at/phd/hollauer.

[346] D. Fedasyuk and V. Makar, “Coupled Thermo-Mechanical Modeling and Optimization of Power
Semiconductor Devices”, in 9th Intl. Workshop an THERMal INvestigations of ICs and Systems
[352], pp. 93–98, 0-7803-7999-3.

[347] F. Kreupl, A.P. Graham, M. Liebau, G.S. Duesberg, R. Seidel, and E. Unger, “Carbon Nanotubes
for Interconnect Applications”, in Proc.IEDM Tech.Dig [107], pp. 333–326, 0-7803-8684-1.

[348] H.J. Dirschmid, Mathematische Grundlagen der Elektrotechnik, Vieweg, 1986.

[349] National Communication System Technology & Standards Devision, “Federal Standard 1037C:
Telecommunications: Glossary of Telecommunication Terms”, 1996, General Services Administra-
tion Information Technology Service.

[350] Proc. Microtechnologies for the New Millennium 2005: VLSI Circuits and Systems, Sevilla, Spain,
May 2005.

[351] International Interconnect Technology Conference, Burlingame, California, June 1998.

[352] Proc. 9th Intl. Workshop an THERMal INvestigations of ICs and Systems, Aix-en-Provence, France,
Sept. 2003. TIMA, 0-7803-7999-3.

[353] E. Zschech, K. Maex, P.S. Ho, H. Kawasaki, and T. Nakamura, Eds., Stress-Induced Phenomena in
Metallization. AIP Conference Proceedings, 2006.

[354] Proc. of the 201th Meeting of The Electrochemical Society: Fifth Intl. Symposium On Chemical
Mechanical Polishing, Philadelphia, PA, May 2002.

[355] Proc. IASTED Intl. Conf. on Applied Modelling and Simulation, Honolulu, Hawaii, USA, Aug. 1998.

150



Own Publications

Publications in Scientific Journals and Books

[J1] S. Holzer, R. Minixhofer, C. Heitzinger, J. Fellner, T. Grasser, and S. Selberherr, “Extraction of
Material Parameters Based on Inverse Modeling of Three-Dimensional Interconnect Fusing Struc-
tures”, Microelectronics Journal, vol. 35, no. 10, pp. 805–810, 2004.

[J2] M. Karner, A. Gehring, S. Holzer, and H. Kosina, “Efficient Calculation of Quasi-bound States for
the Simulation of Direct Tunneling”, in Large-Scale Scientific Computing, LSSC 2005, LNCS 3743,
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