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Kurzfassung

Nutzwertgutachten beinhalten Informationen mit vielen Anwendungen im Marketing
und der Analyse von Immobilien in Österreich. Relevante Daten sind vorranging in
tabellarischer Form und Dokumente sind als PDF’s verfügbar, die aus gescannten Bildern
bestehen. In der Arbeit werden regelbasierte Methoden zur Extraktion von Zieldaten
vorgestellt, und deren Ausgaben werden mit der eines kommerziellen Produkts verglichen.
Für den Vergleich wird eine Probe von Nutzwertgutachten verwendet, die auch dazu
dient eine Ontologie für Zieldaten zu erstellen.

Das Ziel der Arbeit war herauszufinden, ob regelbasierte Systeme, die ohne vorklassifi-
zierte Datenbestände auskommen, bessere Resultate als eine moderne Deep-Learning-
Anwendung liefern können. Precision und Recall wurden als Maßstäbe in den Bereichen
der Erkennung von Tabellen, ihrer Struktur, und ihres Inhalts für drei Extraktionssysteme
gemessen und verglichen. Der Entwicklungs- und Verarbeitungsprozess der regelbasierten
Systeme, sowie Bereiche mit Verbesserungspotential werden anhand von Beispielen ver-
anschaulicht. Der Einfluss von bestimmten Tabellenattributen auf die Ergebnisse wird
anhand eines Modells, das verschiedene Arten von Tabellen repräsentiert, untersucht.

Die regelbasierten Prototypen konnten nur in Einzelfällen bessere Ergebnisse als das
kommerzielle Produkt liefern. Im Zuge der Auswertung hat sich herausgestellt, dass
Eigenschaften von Tabellen und die Komplexität ihrer Strukturen Einfluss auf die
Ergebnisse von Extraktionssystemen haben können, aber auch, dass andere Faktoren, wie
das Umfeld der Tabelle, Textformatierung und die Qualität der Scans Herausforderungen
für alle untersuchten Software-Lösungen darstellen.
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Abstract

Utility value appraisals contain data that have many applications in marketing and
analyzing real-estate in Austria. Relevant information is predominantly represented in
tabular format and individual documents are available as PDF’s containing scanned
images. Rule-based methods for extracting certain target data are proposed and their
output is compared to results from a commercial product. A sample of utility value
appraisals is used for ground-truthing and to derive an ontology for relevant data.

The aim was to find out whether heuristics that do not rely on the availability of labelled
data-sets can outperform a modern Deep-Learning approach. Precision and Recall were
used as measurements in the areas of Table-Recognition, Table-Structure-Recognition
and Character-Recognition for the performance of three extraction systems to determine
the answer. Examples are used to describe development and processing steps as well as
to highlight areas for improvement based on the output of the different approaches. The
impact of different table attributes on extraction results is examined using a model for
representing different types of tables and a sample of utility value appraisals.

Even though the prototypes did manage to outperform the commercial product in some
cases, it achieved better results overall. We found that the format of a table and its
complexity can impact extraction results, but that other factors like scan quality, the
environment of a table and text formatting also have significant impact on all software
artefacts that were examined.
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CHAPTER 1
Introduction

Table extraction already garnered a lot of attention from the scientific community due
to its importance for digitization, open data and business intelligence. Prior efforts
produced many models, methods and algorithms that can be used to extract tabular
information from documents [SL15][CZ17]. The focus of research currently lies on domain
independent solutions like Neural Networks and Deep Learning, although rule-based
extraction systems are still widely used in the industry [CLR13] [WBM18].

Utility value appraisals are compound documents containing images, tables and text,
with a typical sequential flow of information. They are a legal requirement for ownership
transfer and contain information that could be used to analyze or market real estate
in Austria. While their content is regulated by Austrian law (WEG §9)1, their layout
is not. Currently they can be obtained as scanned images from district courts, agents,
property managers and data brokers. There are no extensive public data sets for utility
value appraisals and excerpts from the land register require payment of a processing fee.

Initial tests showed that utility value appraisals still provide a challenge for available
digitization tools. Many approaches for extracting data from PDF’s rely on the existence
of metadata, which are not present in scans. The quality of the obtainable images
varies greatly and while some scans are nearly perfect, most contain flaws. Those flaws
range from skewed elements, to curved text and noise that makes some of the content
unintelligible.

Different appraisers use different templates, which constitutes another problem for
information extraction systems (IE’s). Those templates contain different types of tables
that require flexible extraction methods.

Using available software would require extensive post-processing before the results can be
used to enrich master-data for the evaluation, sale and analysis of real estate in Austria.

1https://www.ris.bka.gv.at/eli/bgbl/i/2002/70/P9/NOR40080362, 2021-11-30
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1. Introduction

Freeware is either not capable of handling batches of images, or only recognizes certain
types of tables. Some proprietary tools are highly accurate and are able to deal with
almost any layout, but they need to be configured extensively to obtain specific target
data, are expensive and result in the dependency on vendors for projects using them.

The main issue is that domain independent tools extract all tabular data while the
amount of relevant (for the purposes of linked open data) data within utility appraisals is
small compared to the entire tabular content for this specific type of composite document.

1.1 Approach

1.1.1 Research Question

The research question to be answered is:
"How can domain dependent rule-based methods achieve higher Precision
and Recall than domain independent machine learning approaches when
extracting tabular data from utility value appraisals?"

The focus of this research is to produce a problem solving software artefact. The domain
knowledge gained in each research step and development cycle will be applied continuously
resulting in a design theory for extracting certain target data from utility value appraisals.

Target data is specifically tailored to facilitate use-cases ranging from the evaluation of
real estate in Austria, to their sale and promotion. It was part of the tender for this
thesis, that was issued by our partner company which seeks to apply the results practically.

The research problem aims at evaluating whether rule-based approaches still have merit.
The continuous comparison of existing solutions and different versions of new rule-based
artefacts will be used to determine the answer.

1.1.2 Research Framework

Action Design Research is the most fitting framework for our purposes. The way of
approaching problems, the role of artefacts, theories, stakeholders, as well as the intended
research and evaluation process closely resemble this category of Design Science Research.

The focus of Action Design Research lies on designing new artefacts for real world
use cases. Research is conducted in iterative steps, which run in parallel. The iterative
parts of our research are the development and evaluation which run in parallel along
with the formulation of the design-theory (table model and extraction rules).

Theories are part of artefacts that address a class of problems. Evaluation and design
are done concurrently as well as iteratively [Sei+11].

2



1.1. Approach

1.1.3 Research Process
The first step is to derive design theories from the different presentation formats that
actually occur in utility value appraisals. Extraction rules resulting from these theories
are then combined with current state of the art methods and implemented by prototypes.
The performance of these prototypes is measured against existing domain independent
solutions, until the research question can be answered.

Figure 1.1: Process-Overview

Selection and annotation of test data

There is no prior public research on the topic of extracting specific data from utility
value appraisals and excerpts from the land register are subject to fees, so there are no
publicly available test data sets. Representative test data will be selected manually from
documents that have been bought by our partner company and made available for our
research. The selection process will be documented and aims at capturing the variety of
different presentation formats and scan qualities while keeping the set small enough to
facilitate detailed evaluation processes.

Ground-Truthing

Since establishing the ground truth regarding Table-Detection, Table-Structure-Recognition
and Character-Recognition for the entire test-batch would have required extensive man-
ual effort, a subset from all available appraisals covering different table types and scan
qualities was used instead of the complete test-batch.

The extraction of target data, on the other hand, was evaluated using the entire test-set
and comparing it to the results of manual extraction. In order to establish a baseline for
the evaluation, target data was extracted manually.

3



1. Introduction

This process produced a list with one row per appraisal for the purposes of quantitative
evaluation. The rows contain the property address along with the count of apartments,
housing units and business premises as well as parking lots within the property. The
resulting table was then compared to the automatically extracted data from our prototypes
and other available solutions for table extraction. Besides the manual extraction of target
data for the entire test-set, all tabular data was extracted from the sample that has been
selected for detailed evaluation purposes. There are different classifications of tabular
data that impact results, therefore we define our understanding of tabular data in Section
2.1.

Artefact Development

Besides providing a baseline for comparisons, handling and categorizing raw data yielded
design knowledge about the different presentation formats and commonalities, which
were used to derive extraction rules. The results of the structure analysis for utility
value appraisals are summarized in chapter 3. Rule sets are based on those insights and
current state of the art extraction methods. A prototype capable of running different sets
of extraction rules was implemented. It consists of several modules to handle different
typical tasks for extraction systems:

– Preprocessing remove noise
deal with scan flaws
binarize images for computer vision

– Table Recognition morphological transformations
line recognition
table detection

– Table Structure Recognition identify headers, rows and columns

– Data Extraction OCR for digitizing text
filter target data
organizing result data

Preprocessing is necessary to deal with the imperfections of scanned images and to
provide a machine readable representation for the input. This encompasses Erosion,
Blurring and Dilation to deal with noise and to highlight important features like lines
and whitespaces for instance as well as the binarization of images. This module is based
mainly on best practices in computer vision and requirements for OCR solutions.

Table-Recognition captures the document layout and table regions by different means
depending on the current rule set. A variety of algorithms and methods will be tested to
achieve the highest possible Precision- and Recall- values.

4



1.1. Approach

Table-Structure-Recognition arranges the cells within a table region horizontally and
vertically. Headers have to be identified, irregularities need to be addressed (positioning
of an item before or after a missing value for instance) and rows as well as columns need
to be recognized. Different domain independent approaches, which might be enhanced
by domain dependent ones, will be used in this module.

Data extraction will be used to facilitate further automatic data processing. The data in
the recognized cells needs to be converted to text first, which will be done using available
OCR methods. Filtering and organizing the result data is where the domain dependent
rules will have the most effect on the quality of the result. They will be tailored to make
the output re-usable and to facilitate business use-cases.

Evaluation

Once the test set was completed, the performance of available solutions was assessed.
The purpose was to show, whether they are sufficient to solve the problem at hand and
to discover any shortcomings, that need to be addressed for improvements.

The output for different versions of our prototype is compared to the best in market
solution for extraction of tabular data. The benchmark was selected during initial testing
of available freeware and proprietary solutions available on the internet. Performance is
evaluated based on the information retrieval indicators Precision and Recall.

While the evaluation of existing artefacts provides a baseline for expectations, the
evaluation of the new artefact will show what can be achieved by domain dependent
solutions. We chose Nanonets as benchmark product for our evaluation due to its focus
on AI, statistical methods and domain independency as well as its wide base of renowned
customers2. During our initial tests we could not find any products offering free trials
that came close to the quality of its output and are therefore confident, that it serves as
an example for the current state of the art.

The results are then used to determine the advantages and disadvantages of our domain
dependent heuristic approach and to answer the research question.

The evaluation of different approaches showed the contribution of different rules to the
overall results. This might serve as additional proof for accepting our hypothesis. In case
we will not be able to surpass the benchmark products, we can at least document how
domain dependent methods impact results in our test runs.

Research Goal

The minimal extraction goals are the objects suitable for home ownership and business
premises within utility value appraisals. This goal was not extended to their properties
and identifying attributes, because the minimal goal was not reached in early stages of
the research due to the challenges that are highlighted in the first iteration.

2https://nanonets.com/, 2021-11-30
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1. Introduction

1.2 Thesis Structure
We begin by introducing the two main fields of research indicated by the title of this
thesis.
The second chapter - Extracting tabular data - provides a definition for tables, which
is used during implementation and evaluation. It also examines the state of the art as
well as historic developments, especially with regard to the role of rule-based approaches.
Previous works regarding modules of the prototype are summarized to provide reasoning
and background for the architecture and distinctions made in the design process.

The third chapter - Anatomy of Utility value Appraisals - analyzes the structure of
documents and types of content in the target domain. It shows the typical flow of
information in utility value appraisals using examples taken from the test batch. The
resulting target data model can be used as a starting point for an ontology of the target
domain. It also introduces a table model that distinguishes different types of tables by
features that impact recognition and extraction algorithms. Additionally an overview
over the test-data is presented and the table model is applied to derive a sample, which
was used for the granular evaluation of different software artefacts.

The fourth chapter - Extracting tabular data from Utility value Appraisals - first outlines
the modules of the prototypes and the tool-stack used building it. Then the two iterations
of development are described and the rules they are based on are explained. While the
modules are the same, the approaches for detecting tables and their structure differ
greatly. While the first iteration focuses on detecting rows that belong to tables, the
second iteration uses a column-based approach.

The fifth chapter - Evaluation Process - begins with the detailed evaluation of the
benchmark solution and both versions of the prototype on document-level using a sample
of test data provided by our partner company. First the results are presented, analysed
and areas for improvement are identified. Then strengths and weaknesses are highlighted
by using examples and applying the table model to categorize findings. We also examine
the possible application of our results for the intended use-case with the entire test data
made available to us to simulate a real world scenario. Since the source code of the
benchmark solution is not public, assumptions regarding it are based on its output for a
variety of table types in different environments.

The last chapter - Research Results - summarizes the findings of both evaluation steps for
all iterations to answer the research question. Finally contributions and opportunities for
further research are highlighted and shortcomings as well as limitations of the research
are addressed.

6



CHAPTER 2
Extracting tabular data

Before tabular data can be extracted, it is necessary to distinguish tables from other
types of content in compound documents. We first define our understanding of tables,
then introduce related fields of research as well current and past state of the art methods.
Finally the decision to use a rule-based approach for our research is explained by
elaborating the reasoning behind our choice.

2.1 Definitions for Tables
There already are many approaches to defining tables available in different formats like
mathematical representations via relations [WH02], physical data models [RSS+15],
graphical models [Kum15] and textual descriptions of table features [Cam89].

We decided to use a comparatively old textual definition as starting-point, since it is
concise, and sufficient for our purposes by distinguishing tables from other content and
highlighting their distinct features:

"A table is an object which uses linear visual cues to simultaneously describe logical
connections between the discrete content entries in the table. A content entry is the basic
component of information in the table [. . . ] (and) can be any visual symbol” [Cam89].

Visual cues are gaps between table cells, that group them into rows and columns. The
resulting structure represents relations between those groups of cells and hierarchies within
the table. The position of a given cell carries information about its logical connections to
other table entries.

Extracting visual cues does not depend on knowledge about the target domain but rather
on the identification of tabular features. Interpreting logical connections on the other
hand requires domain dependent knowledge and is based on the extraction of visual cues.

7



2. Extracting tabular data

Whether an object is a table or not, is crucial not only for tailoring extraction algorithms,
but also for the evaluation process. Visual cues are used as main criterion for table
recognition, while logical connections between cells are used for extracting target data.

Examples for distinctions between tables, lists, indexes and other objects can be found
in [JT+06] for instance, and are summarized in the following paragraphs, with the goal
of establishing what counts as a table for the evaluation of our prototypes amd the
benchmark solution.

Here are two objects that show the same data in two different ways. The left representation
is a list, while the right one is a table, although they have the same content. The text is
aligned horizontally and vertically in both objects, but the integers are aligned differently.

Figure 2.1: Missing visual cue [JT+06]

The interpretation of connections between the textual and numerical parts of each line
requires prior knowledge for both objects, but in the first one the visual cue for distin-
guishing different columns is missing. The lack of common alignment for the integers in
the first object makes differentiating it from normal text challenging, because text might
also contain similar patterns e.g. like in addresses.

The visual cue in the right representation is the horizontal distance between items
in each row. It can be used to classify the data into columns, even though the length of
the distance differs for each line, other than in the left representation. The difference
is the horizontal alignment of the numerical part. While it could happen that multiple
blanks are used for formatting within text-blocks to emphasize a certain point for instance,
a repetition of such patterns over multiple rows indicates the existence of a table.

Even though there is a logical connection between the text and integers in the left object
of Figure 2.1 as well, it is rather a list than a table since it lacks the visual cues and
both requirements need to be fulfilled to identify an object as a table. While Figure 2.1
concerns itself with the importance of separators between columns, Figure 2.2 emphasizes
the importance of logical connections between cells of a table:

Figure 2.2: Missing logical connection [JT+06]

8



2.1. Definitions for Tables

It is not possible to fathom the relationship between the columns and lines due to
homogeneity of content and absence of headers, which establish logical connections
explicitly. The object in Figure 2.2 represents a list in a tabular format, but not a table.
The example shows that structural analysis is not sufficient to differentiate table-like
structures from tables and constitutes an additional challenge for extraction algorithms.

It is noteworthy that headers are not necessary to establish logical connections as
long as the contents within each column are different. This can be seen in Figure 2.1,
which contains a table without headers, but with two distinguishable types of object that
are related to each other.

According to [JT+06] there are two other objects that share common attributes with
tables, but still fall into a different category: diagrams and forms.

Figure 2.3: Tables compared to other Objects (3) [JT+06] [Gmb] [Mai]

Forms are templates, that are filled with printed and handwritten information that might
contain tables. Diagrams show relationships between objects by using line art.

The reason why forms and diagrams are not classified as tables is the same for both
object types. Understanding their content is only possible by interpreting line art, the
alignment and relative positions of contained objects alone are not enough to determine
logical connections.

Whenever additional information either from line art, text, or other shapes in the vicinity
of contents need to be interpreted, the container is not a table, but something else.

Relations between the object in the top hierarchy level and the objects in the layer
beneath for instance could not be fathomed without the lines connecting the layers in
the diagram, whereas in the form relations between the contents can not be established
without the separating lines and cell boundaries.

9



2. Extracting tabular data

2.2 Related Fields and Methods

There already is extensive research regarding data extraction from digital images, which
we aim to summarize broadly to provide a scientific basis for our prototype. Related fields
are Computer Vision, Object Detection and Structure Recognition. Extraction methods
range from rule-based approaches to Deep Learning and Artificial Neural Networks.

Computer vision is the opposite of computer graphics. While computer graphics generate
images from multidimensional data, computer vision aims to reverse this process to
extract information [Len98].

Computer vision originated from the field of artificial intelligence and meanwhile became
of field of research on its own. Object detection, pattern recognition and image processing,
which are required for extracting tabular data from scanned images, are subareas of
computer vision. Object detection and pattern recognition distinguish structures and
norms from different signals (audio and text), whereas image processing focuses on
changing inputs to suit specific use-cases.

Object detection is one of the main tasks of computer vision [Zou+19]. Tables are
a specific type of object in compound documents. Identifying table structures alone will
not facilitate our use-cases, their content has to be extracted and analysed as well, which
leads us to a subcategory of object detection: Optical Character Recognition.

The goal of OCR is to recognize characters to facilitate the extraction of text from images
by implementing Machine Learning algorithms. State of the art implementations use
different training data for different languages, some of which are made freely available by
companies like the Open Source Vision Foundation and Google for instance.

2.2.1 Table Detection

Before tabular data can be extracted from any type of document, they need to be
recognized first. The field of Table Detection aims at developing methods and tools to
that end, which is determining the position and boundaries of tables in documents.

Research on Table Detection started in the early 1990’s with, compared to modern
statistical and deep learning approaches, simple rule based methods [Li+20]. Those
methods focus on extracting lines, groups of whitespaces and text blocks to locate tables.
Examples for early rule based methods are those of [CK93], [SKI94], [RFR94].

The shortcomings of rule based approaches like their domain dependence and the human
effort required for inventing them caused a shift of focus to statistical methods in
academia. Rule based approaches are, as [KD98] noted, top-down approaches that rely
on the existence of separators, while the statistical bottom-up approach is inspired by
the way humans recognize tabular data. Bottom-up methods start with single words and
build neighbourhoods based on the horizontal distance between text bounding boxes.
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2.2. Related Fields and Methods

Supervised statistical learning methods can be seen as the next historical step in the
advancement of Table-Detection methods due to their use of labeled training data. The
work of [WH02] for instance aims to distinguish tables from other content wrapped
in HTML table tags for layout purposes. To that end they comprised a ground truth
database to train table classifiers.

Nowadays different machine learning methods are applied to identify tables, pattern
classification and sequence labelling for instance. Artificial Neural Networks and Deep
Learning can be seen as the current scientific state of the art approach due to their
superior performance on public data-sets. Research on Neural Networks dates back to the
1950’s [Gra12], with the intention of resembling the way human brains work according to
the understanding of the time, by creating a network of nodes with weighted connections.

Once input is provided to a node it travels along those connections to an output layer
with the goal of recognizing relationships within a dataset. Deep learning on the other
hand, tries to mimic the way human brains learn by employing specific types of neural
networks, like Convolutional Neural Networks.

They provide multiple layers that are being used for decision making and have for instance
been applied successfully by [Hao+16] to detect tables. Heuristics still play a role in
such decision making processes because they are used to identify potential tables and the
evaluation process of Neural Networks. Different approaches like rule-sets and machine
learning are combined to extract data from tables and alleviate each other’s shortcomings.

2.2.2 Table Structure Recognition (TSR)

Once the bounding region of a table has been identified, the next step is extracting
the hierarchical composition of its contents and their functional elements (e.g.: rows,
columns and headers) [Hu+00]. The field of study that concerns itself with this task is
Table-Structure-Recognition.

The approaches to identify the row and column layout are similar to the ones that are
used to detect tables, which are a composition of rows and columns. There are also
rule based approaches, like [Zuy97] and [HB07] where extraction methods are based
on the categorization of tables depending on the existence of separators, and machine
learning approaches based on graphs that represent pages like [Xu+17] and deep learning
approaches like [Sch+17] that are data driven and do not contain heuristics.

2.2.3 Role of rule-based approaches

Even though rule-based approaches are currently not in the focus of academic research,
they do have advantages over statistical methods [WBM18]. As already mentioned, they
have been the first attempts to extract tabular data from documents. When the problem
was first addressed in Computer Science, hardware capabilities would not have been able
to cope with the processing and storage demands of modern approaches.
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2. Extracting tabular data

While statistical methods are more widely applicable and generally more robust to
document variations, they are usually not transparent regarding their decision making
and harder to understand and adapt due to their complexity.

Compared to rule-based approaches, domain knowledge is included indirectly via param-
eterization instead of being expressed explicitly in extraction rules.

Rule-based systems enable transferring and evaluating expert knowledge directly, whereas
in statistical methods it is represented by the choice of parameters, algorithms and
training data. Statistical methods usually perform better on domain independent data
sets, but require acquiring and labelling large data sets, which are not freely available for
every domain and do not exist for some specific ones like utility value appraisals.

Rule-based approaches require prior knowledge about the target domain that can be used
for the extraction of specific data, which is important in most application areas, since not
all data that is represented in tabular format is relevant for specific use-cases. Especially
when the extracted data is to be processed further automatically, removing redundant
and irrelevant outputs is required to avoid manual corrections and human intervention.

Despite their age, rule-based approaches still have potential to drive innovation and
digital business models. We decided to implement new rule-based approaches and explore
their potential for extracting tabular data from utility value appraisals.

2.2.4 Fields and Methods - Overview

Figure 2.4 outlines the hierarchical relations between the research fields Computer Vision,
Table Detection, Table-Structure-Recognition and OCR:

Figure 2.4: Relations between research fields
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2.3. Reasons for choosing a rule-based approach

Rectangles depict containment relations, other fields that might also be contained, but
are not relevant for extracting tabular data are left out and the two arrows represent
bottom-up and top-down approaches approaches.
In Figure 2.5 the mentioned methodical approaches are aligned in a two dimensional
graph relative to each other - the position of an approach is determined by comparison
with the others:

Figure 2.5: Relations between methods

The x-axis represents the degree of black-boxing regarding domain knowledge, while the
y-axis represents age and the dependence on training-data.

2.3 Reasons for choosing a rule-based approach
We aim for a reusable and transparent method that is easy to grasp even for audiences
without a background in computer science like real estate professionals. To that end we
avoid statistical models and do not encode heuristics in parameters.
Acquiring test-data is costly since excerpts from the land register are subject to fees in
Austria and labelling a sufficiently big data-set would require extensive manual work,
which we aim to avoid in our use-case. Instead we use the time to invent new rules based
on the insights gained from manually establishing a ground-truth that serves as a basis
for the evaluation of our prototype. Rule-based methods require explicit application of
domain knowledge via extraction rules, which also document design theories of extraction
systems. This way we do not only formulate a design theory regarding utility value
appraisals, but are also able to evaluate it in a transparent way.
Research is currently focused on modern methods like Deep Learning and its related
fields. Rule-based approaches do not receive as much attention despite the fact that they
are still widely being used in the industry. They suit the requirements of our use-case
which is extracting a small proportion of regulated information.
Target data is well defined by Austrian law, as the next chapter will show.
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CHAPTER 3
Anatomy of Utility value

Appraisals

Before the different iterations of our prototype are described and evaluated, we analyse
the target domain to provide a basis for the applied extraction heuristics and rule sets.
Document structure and information flow are documented as well as the types of objects
that constitute target data for our use-case.

The goal is to build an ontology for utility value appraisals that summarizes the insights
gained from exploring and ground truthing the test-batch. Additionally we present and
apply a new table model to enable a granular evaluation process for extraction rules.

3.1 Structure of Utility value Appraisals

Even though there is no regulation regarding formatting and structuring the content of
utility value appraisals, the test batch shows a distinct flow of information and a list of
objects that might be contained within a given appraisal.

General information about the appraised property can be found in the beginning of the
document. Afterwards follow data about the units within the property, their type, size,
location and other details relevant for the calculation of utility values like reasons for
surcharges and deductions.

The first page usually contains information regarding the location of the evaluated
property like the address and postal code along with other identifiers for the land register.
Property data is most commonly presented as a list (tab-separated, no borders), table,
or might also be contained in paragraphs of text, as Figure 3.1.
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3. Anatomy of Utility value Appraisals

Figure 3.1: Utility value appraisals - PropertyInfo: Examples

Being able to extract this information alone would already facilitate many basic use-cases,
because it enables identifying, locating and comparing different properties, although it
lacks details about single units and their utility value calculation.

Before the calculation of utility values, appraisals contain a description of the different
units contained within the property, that are suitable for home ownership. According to
the test batch, there are seven different types of objects, that might occur in utility value
appraisals (see PropertyInfo in Figure 3.7).

The type of an appraised object influences the position of information related to it.
Common areas are usually listed last, after information regarding the property and its
objects suitable for home ownership. They are not part of subsequent utilizable value
calculations (being shared property of all owners).

Business premises are usually appraised first and are then followed by houses and
apartments, while parking lots and garages come afterwards. As a last part utility value
appraisals might contain addons like plans, permits, excerpts from the land register,
project reports and other appraisals for construction purposes.

Not every object that is suitable for home-ownership has to be part of a given appraisal,
sometimes utility values are calculated only for subsets that are of interest to clients.
When analysing the test-batch, we found that many appraisers use a similar layout (see
Figure 3.2) to show which objects within the property are subject of the appraisal. This
layout is also published in a template document 1 provided by the Austrian government.

Figure 3.2: Utility value appraisals - Example Overview

1https://www.wien.gv.at/wohnen/schlichtungsstelle/pdf/berech02.pdf, 2022-08-17
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3.1. Structure of Utility value Appraisals

If present this information can be found in the first pages of documents within the test
batch depending on the amount of additional information, cover-sheets and the sizes of
headers and footers. Besides containing target data this information also shows which
objects to look for in the remainder of the document.

The main purpose of utility value appraisals is to calculate and allocate a distribution
key for every object that is suitable for home ownership within a property. This key is
then used to calculate the share of housing costs for owner associations. The calculation
is based on the size of individual units and certain positive or negative attributes that
are cause for surcharges or deductions.

Initially the areas and sizes are listed for every object that is part of the appraisal
(AreaList). Then the proportional utility values are shown after taking the surcharges and
deductions into account (CalcList, ValueList). Some appraisers use certain abbreviations
that are explained either in a textual or tabular format (ExplainList). Most appraisals
contain a summary that consolidates the relevant data in a separate table (SummaryList).

For Utility value lists there is more variety in the information flow than for object types.
Explanations for surcharges and deductions might come before, or after the calculation
itself. The information about the sizes of areas and rooms also either comes before the
rest of the utility value data, or afterwards.

On the other hand, the utility values are usually displayed after the calculation they are
based on. Additionally in most cases there also is a summary containing all relevant
information about objects at the end of the appraisals before the addons are listed.

The Figures 3.3, 3.4, 3.5 and 3.6 show an example of the 3 calculation steps and a
calculation-summary for an apartment in the test-batch:

Figure 3.3: Utility value appraisals - UtilityAreaList

Initially the sizes and types of the different rooms are being described. Accessories like
gardens and balconies do not count as living space according to Austrian law and are
listed separately (see Figure 3.3). They are included since they can be the cause for
surcharges and deductions that are applied to the sum of space in eligible areas.

In the next calculation step two deductions are applied (see Figure 3.4) - one due to the
fact that the apartment is located on the first floor, and a second one because there is no
separate room for the toilet.
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3. Anatomy of Utility value Appraisals

Figure 3.4: Utility value appraisals - CalcList

The final step of the calculation consolidates the previous information and separates the
available space of the flat in three categories that contribute differently to the utility
value. The deductions that have been applied are factored in for the utility values for the
living space, while garden and balcony are multiplied with factors according to Austrian
law (Regelnutzwerte):

Figure 3.5: Utility value appraisals - ValueList

The SummaryList (see Figure 3.6) contains utility values and distribution shares for
appraised units. It frequently appears as grid table, regardless of the other table formats
that might be used to display more detailed information. SummaryLists contain non
property related target data in an aggregated manner, but are not present in every
appraisal and might be split into separate parts for each object type.

Figure 3.6: Utility value appraisals - SummaryList

18



3.2. Objects and Types - Overview

3.2 Objects and Types - Overview

The first pieces of relevant information can be found in the very beginning of utility
values appraisals. They are location data of the property, identifiers and an overview
of the objects that are contained within. After the property information, the objects
contained within are described and categorized according to their type and whether they
are subject of the appraisal or not. Most appraisers list different object types in a specific
order. Finally the calculation is described in separate steps beginning with the types and
sizes of rooms within the appraised objects. Different factors resulting from surcharges
and deductions or other regulations are applied, before the resulting utility values are
shown for each appraised object.

Not all of the relevant information in utility value appraisals are always presented in
tabular format. The ObjectTypes can usually be inferred from the first column (since
every single unit is appraised individually) of the UtilityValueInfo, which is apart from
very few exceptions always tabular. In many cases ObjectTypes are shown as tables in
the first few pages in the appraisal to inform readers about the subjects of the appraisal
(this is often done using the template provided by the Austrian government). The first
two rows of PropertyInfo on the other hand are as often part of textblocks as they are
part of tables. The evaluation of our prototype shows that extraction based on natural
language processing as well as table extraction are both necessary to capture all fields of
the PropertyInfo reliably.

Figure 3.7: Utility value appraisals - relevant data
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3. Anatomy of Utility value Appraisals

3.3 Target Data
Once Precision and Recall for Table Detection, Structure Recognition and OCR for both
the benchmark product and prototype were measured, we proceeded to evaluate the
ability of our prototype to extract target data.

There are limitations due to the fact that appraisals only contain certain information
within paragraphs of text, which puts them out of reach for approaches that focus on
tabular data only. To reflect these limitations, we narrowed the scope down to the number
of units (housing, or business premises) and parking lots per document.

Table 3.1 shows the target output for a sample of documents within the test-batch:

Table 3.1: Target-Data - Example

The address and postal code require extracting from paragraphs of text, that are filtered
while looking for tabular structures and are therefore greyed out. Besides there usually
are multiple addresses present in utility value appraisals, the office of the appraiser for
instance, which constitutes an additional challenge that can be addressed by Natural
Language Processing rather than by Table-Extraction.

Recognizing the number and types of appraised objects is the basis for our use-case,
which is the extraction of specific appraisal object data. In future research the scope
for target-data can be extended by adding UtilityValueInfo to each object, which would
increase the range of possible use-cases and applications.

The data displayed may or may not be part of tables within the appraisals themselves.
The number of units and parking lots is either listed within a table, or can be deduced
from the extraction results, although that requires a filter procedure on top of the
extraction of tabular data, which was also implemented.
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3.4. Test-Data and Usage

3.4 Test-Data and Usage
A batch of 100 utility value appraisals acquired from the Compass Group2 (one of the
leading providers of business data in Austria) serves as input for our prototypes and the
benchmark solution. It resembles a real-world problem for extraction algorithms and is
not modified before the extraction process.

The batch has a size of 802 MB (original resolution) and contains 2840 scanned pages of
appraisal data from 89 different appraisers. Two thirds of all documents are skewed, 6
appraisals contain curved text-lines, one is entirely rotated by 270 degrees and another
one contains rotated pages along with non rotated ones.

The oldest document is dated on the 10.02.1970, but the majority (90%) have been
composed between 2021 and 2017. While the smallest document consists of merely 2
pages, the largest contains 118 pages with 28.4 being the average page-count.

Within the batch 2274 objects are being evaluated, thereof 971 are apartments, houses,
or business premises and 1303 are parking lots or garages.

The prototype that yielded the best result during the granular evaluation phase processed
the entire batch documents to assess the quality of the output target data. Due to
dependencies between subsequent extraction steps, it became apparent that each step
also needs to be evaluated individually. To enable a detailed evaluation process while
keeping the effort for manually extracting ground-truth to a minimum, a table-model
was used to compose a representative sample of the entire batch.

The resulting test-set was then used to distinguish between domain dependent and
domain independent extraction heuristics, as well as to identify the causes and effects
of errors that occur before the extraction of target data. Besides it enabled a detailed
comparison on page-, document- and table type-level between the domain independent
benchmark product and our domain dependent prototypes.

2https://compass.at/de/impressum-agb, 2022-06-20
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3. Anatomy of Utility value Appraisals

3.5 Table Model for Utility Value Appraisals

During the review of the test batch, several attributes and their permutations were
identified that distinguish tables from each other and constitute distinct challenges for
extraction methods. The rectangles in Figure 3.8 represent categories of attributes, the
text on the left are the attributes themselves and the decision gates below the rectangles
show possible values:

Figure 3.8: TableModel - attributes and values for table classification
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3.5. Table Model for Utility Value Appraisals

Figure 3.9 is taken from the test batch to show the application of the model and the
impact of its attributes:

Figure 3.9: TableModel - Example for table classification

Jagged lines are an indicator for skewed content resulting from issues in the scanning
process. Approaches that do not depend on line-art to identify table structures are
robust against this type of scan-flaw. The rotation attribute is included in case tables
are transposed, or skewed to such a degree that the visual cues become slanted, which
requires special treatment compared to table types without significant rotation like the
example. Transposed tables need to be recognized to correctly identify headers and
logical connections.

In this case the location of the table is in the center of the document, which makes it
less likely that there are other objects in the horizontal or vertical range of the table,
which could introduce noise during the table detection and structure recognition process.

The header is on top of the content and separated from it by line-art and vertical space.
Separation of header and content needs to be taken into account when looking for visual
cues, especially in case there are subheadings or other objects between the two that
overlap multiple columns horizontally.

Splits occur when there is horizontal distance between the bounding boxes of content in
columns, or when there is vertical distance in rows. The first column in Figure 3.9 is
an example for a horizontal split and the continuation of words in the next row after a
dash (e.g. Ate-lier and Gar-ten in the last two rows) is an example for a vertical split.
To correctly assign split content to table-cells, the bounding boxes of all parts need to be
merged, although their contours are neither connected horizontally nor vertically.

The merged header-cell in Figure 3.9 is a special case due to the clash of conflicting
information from line-art and horizontal location. According to line-art, it is one hierarchy
level above two sub-headings, while according to visual cues only above one. We avoid
such conflicts by disregarding line-art entirely and focusing on visual cues only.

Lines are still included in our model since one of the prototypes needs to remove them,
because they would otherwise obscure visual cues and introduce additional complexity in
contour hierarchies.

23



3. Anatomy of Utility value Appraisals

In Figure 3.9 there are horizontal and vertical lines with sparse coverage because there is
no full grid. Vertical lines are only present in the header row and horizontal lines have
different lengths.

Delimiters can be characters like dots, lines and whitespace as in the example. This
attribute is important, because using characters other than whitespaces for representing
visual cues impacts the contours of the table which can lead to it being confused with
text and subsequently filtered.

Cell population is important because sparse tables require a more complex approach
during Structure-Recognition. In fully populated tables the assumption that the column-
index of a cells bounding box corresponds with the row-index holds, while in sparse tables
there are gaps which necessitate shifts of the column-index to achieve correct results.
Tables that span multiple pages without repeating the headers are especially affected
by this since their parts might be identified as individual tables if the extraction only
considers one page at a time.

3.5.1 Utilization of the Table Model
The model groups tables into categories, so that tables with different attributes can be
treated accordingly in the extraction process and to facilitate sampling our test-data.
Table attributes determine extraction heuristics and originate from observations during
early development stages. Rotation for example is necessary to correctly interpret tables
in landscape format, but would lead to wrong results for tables in portrait format.

Aggregating tables using sets of attributes also enables covering instances in the evaluation
that are not part of the ground truth, which is needed due to the limited availability of
test data and time for manual extraction and annotation. The inclusion of more than
one representative of a category in the test-set could show that the prototypes and/or
the benchmark solution perform consistently within categories, but also the impact of
additional factors like the environment of a table, which are not part of the model.

3.6 Sample for granular Evaluation
Since target data extraction is the final step, it depends on the success of Table-
Recognition, Table-Structure-Recognition and OCR. Any error in previous steps impacts
subsequent ones, which necessitates distinctions between steps during the evaluation to
identify causes correctly. Other than for target data, which has a comparatively small
scope, establishing a ground truth for all steps with the entire test-batch would require
extensive manual effort and additional resources.

The annotation of big test-sets is a requirement for Deep-Learning, but not for Rule-based
approaches. To reduce the need for manual extraction and comparison, while still covering
a wide range of possible inputs, the table model was applied, until three representative
documents containing a variety of table types, layouts and scan-flaws were found.
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3.6. Sample for granular Evaluation

The column "Quality" in Table 3.2 refers to the presence of scan-flaws. "Medium" means
there are scan-flaws, that do not hinder human interpretation of the content. Only the
oldest document in the batch fell into a lower category, which is why "bad" is not included:

Table 3.2: Test-Set - documents and their properties

To measure the impact of table attributes, we classified all tables in the test-set. The
sample contains 26 different types of tables, some of which occur multiple times either in
the same or across different documents:

Table 3.3: Table Structure Recognition - Table Types
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CHAPTER 4
Extracting tabular data from

Utility value Appraisals

Before the extraction process is outlined, the tools used during the implementation phases
are summarized. Then both versions of the prototype and their modules are presented.
Once the processing steps for each version of the prototype have been described and
compared, the rule-sets are presented. Rules have been implemented for the areas of
Preprocessing, Table-Recognition, Table-Structure-Recognition, and OCR. They are part
of two software artefacts that represent different rule-based approaches for extracting
tabular data from PDF-files. The changes between both versions originate from the first
iteration of the evaluation process and are based on its findings.

4.1 Tool-Stack

Python was chosen as programming language because it facilitates rapid prototyping and
provides open source software to implement best practice computer vision methods.

OpenCV is utilized for standard preprocessing tasks like morphological transformations
[SP12] and finding contours. It is open source, widely used and well documented, which
should facilitate understanding and adapting the proposed extraction systems.

Each version of the prototype uses different OCR-Tools.
The first iteration uses Pytesseract since it open-source and can be integrated easily.
Keras-OCR was chosen due to its ability to detect text in images in the final version,
because it simplifies preprocessing steps and helps focusing on Table-Detection and
Structure-Recognition.
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4. Extracting tabular data from Utility value Appraisals

4.2 Extraction Process for the row-based approach

Figure 4.1 shows the processing steps and intermediate results of the initial prototype:

Figure 4.1: Flow-chart of the row-based approach

It begins with converting the input data into separate images. This step is necessary
to meet preconditions for computer vision, which only works for image formats. Then
transformations are applied to remove noise, rotations and to increase the contrast
between objects and background.

Contours are detected after applying morphological operations to simplify the resulting
object-hierarchy. Tables are detected by consolidating separate contours once the content
has been organized into lines. During this consolidation lines without significant space
between contours are removed because they are not likely to be part of a table.

Structure-Recognition rules were applied to group the content within table-areas into
separate columns that form a tabular structure in conjunction with the lines that were
already established in previous steps. By combining the limits from rows and columns
bounding boxes of table-cells are calculated.

These cells are passed to an OCR-tool to extract text. The configuration of the tool does
not change during processing. Once the extraction is complete, the table-cells are loaded
to an excel-file according to their position in the calculated table-grid, which then serves
as input for filtering target data in the last step and the granular evaluation process.

The focus of the initial version was to create a simple extraction procedure as a starting-
point for more sophisticated rule-sets. Besides it served to test our table-model as well
as assumptions regarding the effects of different table-attributes.

Despite several simplifications that lead to inaccuracies, the first version already showed
potential and highlighted advantages of rule-based approaches.
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4.3. Extraction process the column-based approach

On the other hand, the results of its evaluation showed several key-issues as well, which
triggered changes in the extraction process for the second iteration of the prototype.

4.3 Extraction process the column-based approach
Figure 4.2 shows the final extraction process:

Figure 4.2: Flow-chart of the column-based approach

The conversion process was taken over from the first iteration, because evaluation
showed no indication that changes at this stage would improve the quality of the output
significantly. Transformations were enhanced by using a different method for handling
skewed content. Besides that, many steps like removing lines and morphological operations
to deal with noise were omitted completely.

Evaluation showed, that there is too much variety regarding scan-flaws, ranging from
lighting issues to additional objects from perforations and ribbons, for simple rule-sets to
work reliably. For this reason a Deep Learning tool for recognizing the bounding boxes
of text was used.

Originally it was the intention to develop pure rule-based approaches, which did not
prove to be practical since OCR is based on machine learning methods in general and
constitutes a crucial step in extracting tabular data. Extracting the bounding boxes of
text early on proved to be advantageous since it is robust against additional objects and
lighting issues, that impacted the first iteration, which was based on contours.

The method for ordering text-boxes vertically to establish rows, was taken over from
the first iteration, even though there are issues with objects that overlap multiple others
vertically, which does occur in some table headers but was found not to have significant
negative impact.

Table-Recognition and Structure-Recognition were inspired by [Fan+11] and are based
on recognizing the distance between text-boxes and interpreting them as visual cues.
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4. Extracting tabular data from Utility value Appraisals

For that purpose first the space between boxes in each row was recognized and then
merged with rows below until either the end of the page is reached or the space is
horizontally overlapped entirely by another text-box. Tables are detected by examining
all merges of a page and resolving vertical conflicts. Columns are identified by using
the remaining merges as boundaries to distribute the content of each row those merges
overlap.

Finally the same filter for target data is applied and the results are exported to excel.

4.4 Preprocessing

Preprocessing is the first step for both extraction rule-sets. Before tables can be detected,
input needs to be converted to a machine-readable representation. Then scan-flaws, like
skews, rotations and noise need to be dealt with to increase the accuracy of computer
vision methods. There is a variety of issues within the test-batch, ranging from additional
objects along the image-borders to ink bleed and lighting shadows.

4.4.1 PDF-Conversion

The input data for our use-case are PDF’s. Since we have to assume that no metadata
is available due to the fact that those PDF’s consist of scanned images we can do little
without converting our data to a format more suitable for computer vision. So the first
step is converting the PDF’s back to images. There are different suitable data-formats
like JPEG, PNG, and TIFF that PDF’s can be converted into. JPEG is a format with
losses and thus not suitable for our purposes. According to [SL10] there is little difference
in OCR performance between TIFF and PNG. PNG was chosen for both iterations since
it is open source compared to TIFF which is under the control of Adobe.

The second decision to be made when converting PDF’s to image is the target resolution
(dots per inch), which impacts processing time, memory consumption, OCR accuracy and
shape recognition. Ideally the chosen value should depend on the font-size, because high
values for big fonts would lead to noise, while low values for small fonts would not offer
enough information to distinguish objects that are similar to each other. We used a fixed
value for both iterations to reduce complexity and to be able to focus on table-specific
extraction-rules. For the OCR-Tool that was used in the first iteration a resolution of
300dpi is recommended1, which is also used by the benchmark product2.

Due to the initial low output-quality for OCR we finally used a resolution of 600dpi
because we found that further increasing the value did not provide more accurate results.

1https://tesseract-ocr.github.io/tessdoc/ImproveQuality.html, 2022-06-08
2https://nanonets.com/help/ocr/what-is-the-minimum-resolution-and-file-size-of-an-image-pdf-for-

ocr-recognition-to-work-well, 2022-06-08
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4.4. Preprocessing

4.4.2 Image-Transformation

Both versions of the prototype use Greyscaling and Deskewing, which are standard
approaches, that are recommended in scientific literature [BGR07] [Poo14] [CMG96].

Greyscaling provides intensity information that serves as a basis for thresholding algo-
rithms to decide whether a certain area of a picture has content (i.e. is closer to black)
or not (i.e. is closer to white).

It also removes color information and generates a two dimensional array containing
intensity information regarding shades of grey for each pixel. Color is neither useful for
Structure Recognition nor for OCR and inflates the size of pictures since grey values are
a subset of RGB.

Figure 4.3 illustrates this process:

Figure 4.3: Color-Filter

Additionally, it provides a filter for relevant information and alleviates lighting issues by
using a threshold, which is determined dynamically by the Otsu-Algorithm [Ots79].

While the first version uses inverse thresholding (white objects on black background),
the second version uses white blackground and black objects, which is the standard for
OCR-tools.

Figure 4.4 shows how shadows are removed by thresholding:

Figure 4.4: Shadow-Filter
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4. Extracting tabular data from Utility value Appraisals

The next step is fixing rotations that might have occured during scanning (misalignment
of camera, surface not flat, ect.). This step is crucial to establish lines of content since
the skew specifies the deviation of text lines from the horizontal or vertical axis [RSS13].

Figure 4.5 provides an example for the correction of rotations:

Figure 4.5: deskew - misalignment

For this purpose we used the ImageMagick Library for Python in the first iteration,
which is able to deal with common slant-artefacts. Evaluation showed that this approach
is not sufficient to deal with pages in landscape format. The final version uses the
Hough-Transformation [Hou62] for detecting lines and rotates images according to the
angles observed.

Figure 4.6 shows the additional deskew-capabilities of the final version:

Figure 4.6: deskew - landscape

Neither version of the prototype is able to correct curved text, which might occur when
pages are bent to fit on a flat surface. The test-batch of appraisals only contains a handful
of such instances since these kinds of issues usually appear when books are scanned.
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4.4. Preprocessing

During the implementation it became apparent, that grid-lines add complexity to the
contour-hierarchy. Comparing the external contours from tables without gridlines and
tables with gridlines shows, that for the first type the output on the top hierarchy level
are the boundaries of the table, whereas for the second type the output are the bounding
boxes of the cells the table contains. In order to avoid this complexity, the first iteration
attempts to remove all lines to ensure that the external contours always yield the cell
bounding boxes regardless of table type.

Figure 4.7 shows the effect of the line removal process:

Figure 4.7: line - removal

The approach uses hardcoded limits to detect lines, which is why lines might be overlooked,
if they are not significantly longer or wider than characters. The limits were chosen to
preserve text. Leftover lines do not add complexity in the contour hierarchy, but they
increase the size of bounding boxes. This step is omitted in the final version since it does
not depend on contours to detect objects.

4.4.3 Shape-Detection/Text-Extraction

This step greatly differs between both iterations. Initially contours were used as starting-
point for table-detection, which proved to be prone to noise from the scanning process.
Contours of perforations, cords and other objects lead to inaccuracies in subsequent steps.

Figure 4.8 illustrates the problem of the contour-based approach:

Figure 4.8: noise - issue
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4. Extracting tabular data from Utility value Appraisals

Otsu-Thresholding was not sufficient to remove the shadow of the perforation which is
subsequently identified as a table-cell. Its shape is similar to characters, so OCR-solutions
might wrongly recognize "O" or "0" as content for the false positive.

Another problem for contour-based approaches is grouping characters together correctly
to form table-cell contours. In the first version this is done by dilating the content
horizontally using hardcoded parameters.

This turned out not to be flexible enough because visual cues for columns that are smaller
than the limit are being lost. Headers that were too close to each other have been merged,
which leads to errors in Table-Structure-Recognition.

The negative impact of those unintentional merges can be seen in Figure 4.9:

Figure 4.9: merge - issue

In order to alleviate this problem and avoid the complexity of finding parameters
dynamically, the final iteration uses Keras-OCR, an open-source Deep-Learning tool, to
identify bounding boxes of text.

Figure 4.10 shows that this approach solves several problems in a single step:

Figure 4.10: noise & merge issue - solution

Noise does not lead to false positives, which negatively impacted Table-Structure-
Recognition by introducing additional columns, and characters are already grouped
into words without merging content across different table columns.

Recognizing and removing lines is not necessary anymore since they are not part of the
output. This simplifies the extraction process and leaves more room for sophisticated
rules to identify tables without relying on hardcoded parameters.
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4.5 Table-Recognition
This step differs significantly between the two versions of the prototype. The first iteration
tries to distinguish rows belonging to text paragraphs from rows belonging to tables. The
final version approaches the problem differently by looking for table columns. While the
initial version relies on hardcoded parameters for deciding which row belongs to which
table, the final version does not. The distinction between text and table content is made
by examining rows and their visual cues on an individual basis in the first iteration,
whereas the final version looks for visual cues that span multiple rows.

4.5.1 Row-Detection

Once the bounding boxes for text are obtained, the next step is to sort the content
vertically to obtain rows. This works the same way in both iterations by first sorting
using the left upper corner (y1) and then iterating over the bounding boxes in that order.
A new row is created for the first box, or if the left upper corner of the current candidate
is below the right lower corner of the previous box. Otherwise the current candidate is
added to the current row.

Figure 4.11 depicts this processing step by highlighting the resulting rows:

Figure 4.11: row detection
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4. Extracting tabular data from Utility value Appraisals

The reason for this rule is that row-contents are not arranged along perfectly straight
lines. Objects that belong to the same row might have different y1- and y2- values.

Rows contain all bounding boxes that overlap each other horizontally. Using the highest,
lowest or the center point would result in more rows that overlap each other vertically,
which constitutes a problem for Table-Structure-Recognition. A drawback is that different
bounding boxes within the same row might overlap each other vertically, which needs to
be taken into account when looking for visual cues across different rows.

4.5.2 Row-Merge/Gap-Merge
The next step for both versions is detecting tabular structures using the rows obtained
previously. The initial version took a comparatively simple approach by merging contours
horizontally with different hardcoded values to get a granular and a consolidated view.

The aim was to distinguish text from tabular content by comparing the granular view
resulting from a smaller value and the more aggregated view resulting from a higher
value. Initially the approach was based on rows and assumed that a row belongs to a
table if there is still a visual cue after all interword spaces have been merged.

The red boxes in Figure 4.12 highlight the difference between the contour-, granular- and
the consolidated view for the example picture:

Figure 4.12: table detection - row-based

The contour view contains external contours, which lack detail due to gridlines, that need
to be removed. Afterwards the contours are merged horizontally to remove interword
spaces and to obtain the granular view. To avoid false positives e.g.: due to enumerations,
like in the example above, the contours are merged once again horizontally.
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4.5. Table-Recognition

Finally a simple rule is applied to the resulting contours:
In order to qualify as a table row, there needs to be more than one object per line. This
is based on the assumptions, that tables have more than one column and that the visual
cue is significantly bigger than interword spaces.

Figure 4.13 depicts the filter process for the initial version.

Figure 4.13: table detection - row-based filter

The biggest bounding box at the top represents an image that was part of the original
document. Lines with only a single contour are removed, so that only the tables remain.
Additionally headers are consolidated by detecting horizontal overlaps of bounding boxes
within the same row and merging them accordingly.

Whether identified table rows belong together as a table is decided by a hardcoded
parameter for the distance between them. In case the distance is greater than the
parameter, lines are treated as separate tables.

Evaluation showed that the success of this table detection approach depends on the font
and size of characters as well as the line format and the space between table columns.
Scan quality is an additional factor since jagged lines might not be removed, which
can cause tabular content to be lost entirely, because the external contour would be
interpreted as a block of text and filtered accordingly.
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4. Extracting tabular data from Utility value Appraisals

The final iteration focuses on the gaps between bounding boxes to identify columns.
Instead of determining whether a given row belongs to a table, the aim is to find header
rows by merging gaps vertically and resolving conflicts between merges that overlap each
other vertically.

For this purpose gaps between bounding boxes need to be identified first, which are
represented by black boxes between the white boxes that stand for text in Figure 4.14:

Figure 4.14: gap detection - final version

The height of a gap is limited by the size of the vertical overlap of consecutive text boxes
belonging to the same row. Rows that only contain a single text box do not have gaps.
It might happen, as in the third row of Figure 4.13, that gaps of a single row overlap
each other horizontally. This results in a vertical collision later on, which is resolved by
favoring the merge with greater length.

In the next step each gap is merged with all horizontally overlapping merges below while
adjusting to the bounding boxes in those rows. In case there are no gaps in a subsequent
row, the merge adjusts its width to avoid overlapping the bounding box of that row. The
merge process stops either when the last row is reached, or when it is not possible to
increase the height of a merge without overlapping a bounding box anymore.

A single gap might split into multiple parts in case it overlaps multiple objects in the
next row (e.g. the last gap in the third row in Figure 4.14). In that case the resulting
splits are picked up for the merge process in the next row.
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4.5. Table-Recognition

The width of a merge gap is determined by the size of the horizontal overlap between
the last two gaps being merged. The height is determined by the lowest y1-value of all
bounding boxes within the row of the last merge. Merges from different rows overlap
each other frequently, especially in table areas.

Figure 4.15 shows the output for the gaps from figure 4.14:

Figure 4.15: gap merge - trimmed, unfiltered

The length of the different column candidates might differ within each row, either because
some overlap gaps in lower rows than others, or when they completely overlap bounding
boxes horizontally in higher rows. Once the initial merge-pocess is done, merges of every
row are trimmed. This is done by examining each original gap and its column candidates.

The vertical position of the last time each candidate merged with another gap are
compared and the one with greater distance to the original gap is stored. The length of
the merge with the minimum value across all original gaps is used as a cap for the length
of all merge candidates of the same row. The goal is to ensure that resulting tables are
well formed in the sense that each column has the same amount of rows.
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4. Extracting tabular data from Utility value Appraisals

Figure 4.16 highlights gaps, column candidates and parameters for trimming:

Figure 4.16: header-row: gaps, candidates and parameters

The integers enumerate the original gaps, the red blocks depict the column-candidates,
and the arrows show the parameters. The results of the trimming process are not obvious
due to merge overlaps of different rows, but they become visible once the header row is
identified.

Even though it is not obvious in Figure 4.15, the target columns are a subset of all
merges. Merges of the penultimate row cannot be distinguished visually from the ones of
the third row, which is indeed the header row for the table.

Trimming is not only important to ensure of result tables, but also for determining the
length of column candidates correctly. The first rows before and after table areas typically
have significant vertical distance to the header and last table row. In case some original
gaps of a table row find gaps suitable for merging in these content rows, the resulting
column candidates either do not have equal length, or might become longer than real
columns from header rows above.

At this stage multiple rows have candidates that overlap each other vertically, because
every row below the header has its own merges, which partially overlap merges from the
header. Besides there are multiple column candidates for original gaps of the header row.
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4.5.3 Structure-Recognition

The initial version yet again takes a comparatively simple approach by iterating over the
first row of bounding-boxes for each detected table. The position of the (x1,x2) pairs of
the headers are used as column-boundaries. In case the start-point of a cell is smaller
or equals the end-point of a header, and the end-point of a cell is greater or equals the
start-point of a header, the cell is assigned to the column of the header.

Figure 4.17 depicts this process:

Figure 4.17: Structure-Recognition: initial version

Red lines show the column-boundaries. The red cell between the end-point of the first
column (C1) and the starting-point of the second column (C2) is not picked up, because it
does not fulfill the conditions for either column. The cell that overlaps both the end-point
of C1 and the start-point of C2 is picked up by C1, because it comes first during the
iterative process.

Sparse tables, where rows do not have content in every column require special treatment,
because empty cells do not have bounding-boxes, but still need to be represented. Shifts
in the table-structure would occur, if the empty cell does not belong to the last column.

To avoid this problem, the initial version inserts empty cells until the row-index of a
column-cell fits to the row-index of the header. In case multiple bounding-boxes are
assigned to the same column they are merged under the assumption that they belong to
the same cell, as would be the case for the first two cells in the last row in Figure 4.17.
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The final version detects headers by resolving conflicts between merges of rows and
columns by deciding which merges of header-rows indeed represent columns. Conflicts
arise when merge-candidates from different rows overlap each other vertically. This needs
to be resolved since any given row can only belong to a single table.

First conflicting merge-rows below and above the current candidate-row are detected.
Then scores for the candidate row and its competitors are calculated by summing up
the length of every merge-candidate per row. In case the candidate-row does not have
the highest score it is discarded. This is based on the assumption that real columns are
longer and more numerous than other candidates which are either below and belong the
the table, or above and result from incidental gap-merges.

Additionally all candidates that do not have vertical overlaps are discarded entirely,
because tables should have more than one row, and merges of rows below the header should
overlap header-merges. Trimming merges beforehand is necessary because otherwise any
row might have a greater score than a header depending on positions of interword spaces.

Figure 4.17 shows the output from every step:

Figure 4.18: Structure-Recognition: final version

Figure 4.15 shows different cases regarding column-candidates: the first original gap and
the last original gap contain multiple candidates, while all the others contain only one.
When determining columns it has to be taken into account, that a single original gap
might contain multiple columns as is the case for the last original gap.

In order to determine which merges represent columns, the content between column-
candidates of the same original gap and their length is examined. To qualify as a column
there must be at least one bounding-box and more than one gap between candidates.
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For Nr.1 in Figure 4.16 the shorter candidate is discarded, because it is smaller than the
other and because there is no gap between them (they only partially enclose the fist gap
of the second row). Nr.4 contains 3 candidates, but only 2 columns. Between the last
two candidates there is no content even though they have the same length, which is why
the leftmost candidate is removed.

Once the columns are identified, the final version iterates over all rows that are enclosed
by them. For the first column the content to the left is considered, for the last the content
to the right and for the rest the content between the predecessor and the current column.
In order to be able to deal with tables that only have two rows and not to loose the
penultimate row in other cases, the last row is inserted once again at the end of the list
of columns for this process.

4.5.4 Data-Extraction
Other than for the final iteration, text still needs to be extracted after detecting tables
and their structure for the initial version. This is done by passing the contours for every
cell to Pytesseract using a whitelist for characters, numbers and punctuation marks
and German training data. The resulting textual representations for cells are stored in
excel-tables according to the structures obtained for both versions.

The final step after table extraction is filtering for target-data, which is done in the same
way for both versions. Initial analysis has shown, that object-id’s are contained in the first
two columns of UtilityValueInfo instances. Besides they usually are alpha-numeric and
contain a numerical part referring to an enumeration and a textual part that represents
the type of the object (parking lot, flat, or house for instance).

Cells of the first column are checked by a regular expression and all matches are gathered
in a list. The elements within these lists are then split into a numerical and a textual part
to facilitate counting objects per type. Should the first column not yield any result, the
process is repeated for the second column. The result is a dictionary where the keys are
strings representing object-types and values are numbers that show the count of objects
that are part of the appraisal.

The following example shows the output for a result from the test-batch:

Table 4.1: Target Data: example

There are two Object-Types represented here, the first being "H" which stands for "house"
in German and "STPL" which stands for "parking space". Mapping the abbreviations
that are frequently used would improve results further, but there are also some that are
too general to fathom the exact Object-Type, or lack context to derive it from.
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CHAPTER 5
Evaluation Process

In order to answer the research question, results from a benchmark solution and both
versions of the prototype needed to be assessed and compared. The areas of assessment
are the capabilities to detect tables, their structure and their content correctly.

The ground-truth was extracted manually from a sample to provide the basis for a
detailed evaluation using Precision and Recall as measurements. Additionally the ability
to extract target data was evaluated using the entire test-batch to simulate real-world
application and use-cases.

First the results for Precision and Recall are presented in the different areas of evaluation
for each document within the sample. Conclusions are drawn from different outputs and
categorized according to the table model. Examples are used to highlight reasons for
differences and to detect strengths as well as weaknesses of the extraction systems to
provide a basis for the research answer.

Finally the ability of the most promising rule based approach to detect target data is
examined using the entire test batch. Instead of focusing on specific examples from
certain documents as in the previous evaluation steps, the overall results are presented
along with some background information regarding the usability of the prototype for its
intended purpose.
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5.1 Results for Table-Recognition

The extraction results for all three software artefacts are summarized in Table 5.1.
"DocNR" in the first ground-truth-column corresponds to the ids of the sample from Table
3.2 and the correct number of tables per document can be found next to the number of
pages per document. The column "Found" refers to the number of relevant instances
retrieved, the column "Missed" refers to the number of false negatives, and the column
"Added" refers to the number of false positives. The Precision values are calculated by
dividing the number of tables per document by the sum of relevant tables and false
positives that were found. The Recall values are the number of relevant tables found
divided by the number of relevant tables per document.

Table 5.1: Table-Recognition: Results

Results show that the scope of test data was sufficient for spotting weaknesses in
our prototypes as well as the benchmark product, which outperformed the rule-based
approaches consistently with one exception. Even though the Recall-value for the row-
based approach is slightly better for the first document, the Precision-value shows that it
is much less accurate than the benchmark. Even though the sample is not big enough to
establish a trend, the results hint at Recall being favored over Precision in design-choices,
because Precision-values are more impacted by false positives than by false negatives.

The number of false positives is highest for the first document. This is due to an excerpt
from the land register that has been attached to the appraisal, which contains many
structures that are similar to tables. Both the row - and column - based approach are
prone to false positives that originate from justified text, which makes content appear to
have the same format as tables. The benchmark product is also affected, but to a much
smaller degree.

The length of a document compared to its number of tables is a contributing factor.
Amount and form of non tabular content determine the instances where extraction
systems might produce false positives. The amount impacts the frequency of errors and
the form impacts the types of errors that might occur. The form of content plays a bigger
role in the sample since the numbers for false positives do not correspond to the ratios of
pages and tables.

The third document contains tables that are embedded in plans and other graphics,
which proved to be an issue for every extraction system and impacted both the number
of false positives and false negatives.
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The coloured blocks in Figure 5.1 shows examples for false positives that have been
extracted by the different solutions. The row-based approach only detected a single row
(blue), the column-based approach extracted the entire block in two columns (red), and
the benchmark product detected the enumeration characters and the content of their
rows as a single table while skipping the rows between them:

Figure 5.1: Table-Recognition - false positives

The red block shows that the column-based approach favors the tabular structure that
spans the most rows, whereas the row-based approach went for the biggest horizontal
visual cue. The benchmark filtered rows that did not fit the structure of the rows it
extracted. It is remarkable that the benchmark result contains three columns, because it
would have also been possible to extract more rows with a lower column count.

While the column-based approach struggled to identify multiple tables on a single page
and favored a different structure over a table, it looks like the benchmark interpreted
candidates as lists due to the leading character in every row and cannot cope with visual
cues the are represented by characters rather than whitespace. The table that every
solution missed is special in the sense that it is also surrounded by other more structured
tables and hints at the environment playing a big role for table-extraction as well as
table-features.
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Figure 5.2 shows examples for false negatives:

Figure 5.2: Table-Recognition: false negatives

Reasons for false positives and false negatives are consistent for the sample. The row-
based approach missed tables that had visual cues that were smaller than the parameter
for merging contours, which leads to table-rows being identified as text. Choosing the
parameter dynamically is highly complex since there is no reliable relation between the
size of visual cues for tables and the size of text separators in paragraphs of text within
the same and especially across several documents. This is also due to the fact that utility
value appraisals frequently contain parts from different sources with different formatting.
Even on a single given page it is not guaranteed that the smallest visual cue of a table is
bigger than the biggest text separator. Finding solutions dynamically could either be
done with statistical approaches, or would require a much more sophisticated rule-set.

The column-based approach struggled to identify header rows correctly when resolving
vertical conflicts between candidates. The enumeration in Figure 5.2 was chosen over the
second table because the resulting table is larger than the real table would have been.
Merging gaps across rows is very susceptible to structures that are similar to tables and
also overlapping text-separators that either originate from chance or justified text. Here,
more sophisticated rules would most probably lead to better results, tables that do not
contain text in a header-cell could be disregarded before resolving vertical overlaps for
instance. We chose not to implement such rules before filtering for target- data since they
are very domain-specific and would have skewed results in domain independent evaluation
areas in our favor. Another issue is highlighted by the second table the benchmark
missed, which is that separators are not necessarily represented by gaps, but could also
be expressed by characters like dots, or hyphens. The column-based approach did extract
the table correctly but not its structure since it only focuses on whitespace and thus
created 2 columns instead of 4. Regarding the ground-truth the example could also serve
as a basis for discussions since it is not clear if it contains a single, or two tables.

Justified text lead to false positives for all extraction systems, although the benchmark
product was least affected.
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5.2 Results for Table-Structure-Recognition
This area of evaluation focuses on the correct placement of table cells for relevant tables
that were extracted by the different solutions. Using the count of cells and their position
for each table from the sample as ground-truth, we counted the number of cells that were
found and the number of cells that were positioned correctly and calculated Precision and
Recall based on those numbers. Errors from previous steps are propagated (indicator:
"-"). The column "Type" corresponds to the column "Nr." in Table 3.3, which provides
information about table attributes according to our table model in Figure 3.8. This
dimension was added to examine whether certain attributes impact Precision and Recall,
which would open up new possibilities for attribute-oriented rule-sets.

Table 5.2: Structure-Recognition: Results per Type

There are several table types that were included multiple times across the different
documents (Types: 1, 3, 5, 9, 11, 13, 16), for those the benchmark performs consistently
compared to the rule based approaches. Perfect results were achieved for the second
document only and the benchmark outperformed the other approaches in most cases.

49



5. Evaluation Process

Despite the small sample size it is apparent that table attributes do not necessarily
impact the quality of extraction results. This indicates, that there are other contributing
factors like the surroundings of a table and the quality of the scan.

The row-based approach frequently merged headers of separate columns which depends
rather on the distance between columns than the type of table, or scan quality of the
document. The reason for its inconsistent performance within Type1 for instance, is due
to noise from the scanning process that got misinterpreted as a table cell (see Figure 4.8).

Such noise related issues do not occur for the column-based approach, which is more
prone to missing columns when a single merge split into multiple ones and to missing rows
by selecting the wrong header-row within a table. The current rules are not sufficient to
reliably distinguish between column-candidates and real columns. Besides the results are
not consistent even for very similar tables, as Figure 5.3 shows:

Figure 5.3: column-based approach: inconsistencies

The results of the benchmark indicate that it is more prone to missing fields than
to adding additional ones. This hints at the benchmark establishing a structure and
disregarding fields that do not fit that structure while the rule based approaches extract
all fields within the recognized table area.

Even minor errors like adding an additional column or merging two columns have great
impact because they cause shifts in the table structure that affect all subsequent columns.
In general issues with row-recognition have smaller impact for long tables than issues
with column-recognition.

There are differences in the quality of the extraction results across the three documents.
This can in part be contributed to some documents containing simpler table types than
others like DocNr.7 and DocNr.39 for instance. Besides the types present in DocNr.39
are more similar to each other than in the other documents.
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DocNr.80 is special since it contains an additional ObjectType: add-ons. Those are plans
and maps of the surrounding area which also contain tables in some cases. This complexity
is reflected even in the results of the benchmark: Perfect scores were achieved for
Types(14,9,21,22,24,25), while scores for Types(15,16,17,23,26) were negatively impacted
by issues with missing fields and positioning due to small visual cues, sparse content,
merged rows and missing lines.

Types(15,16) stand out due to their bad performance for positioning the recognized cells,
also compared to other documents. This is again not due to their table attributes, but
due to a special case: a table-like structure missing logical connections close to the actual
table has been misinterpreted as header. The assumption is based on the output, where
the benchmark cuts the text-column to fit below the table like structure:

Figure 5.4: benchmark - impact of table like structures

While it is quite obvious that the benchmark outperformed the rule based approaches, it
is not so easy to determine which of the latter yielded better results than the other overall.
For this purpose we aggregated the results in a similar fashion like for Table-Recognition:

Table 5.3: Structure-Recognition: Results per Document

Table types were left out since it became clear, that they do not impact results as much
as initially assumed. The scores of both rule-based approaches are quite similar for the
first and the last document, only for the second document both Precision and Recall
are higher for the column-based approach. The row-based approach picked up more
fields, but added some additional ones for the first documents and positioned less fields
correctly than the column-based approach in general.

For deciding which approach is best suited for extracting target data, the capability to
extract text correctly still needs to be taken into account since identifying tables and
their structure alone is not sufficient to facilitate use-cases based on extracted target
data.
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5.3 Results for Character-Recognition
This step focuses on the quality of extracted text per recognized table cell. We only
counted a cell as having been extracted correctly when the results matched the ground-
truth 1:1, meaning that every single character has to be extracted accurately. Errors
from Table-Recognition and Table-Structure-Recognition are propagated since fields that
were not recognized have not been processed and thus cannot contribute to the correct
extraction results. The same goes for unintentional splits and merges of cells which
cannot lead to 1:1 matches with the ground-truth.

Due to issues with German special characters and certain punctuation marks, results for
both prototypes are lower than they would have been under less strict rules. Scores were
calculated by dividing the number of fields fields that were extracted correctly by the
number of extracted fields (Precision) and the number of fields per document (Recall).

Table 5.4: Character-Recognition: Results per Document

OCR-quality does not depend on table-types but rather on image quality, the extraction
approach and tools being used. Judging by the consistent performance of the benchmark,
scan imperfections and noise do not have a great impact on our test-set since the
documents used provide some variety in this regard, which is not reflected in the results.

There were no dedicated extraction rules for characters in both versions of the prototype.
Open source tools were used with very little fine tuning and configuration. Differences in
performance compared to the benchmark are clearly visible and are based on its ability
to handle superscript, punctuation marks and German special characters.

The column-based approach did not use German training data, which lead to it yielding
the worst results and shows the importance of language specific extraction even when
similar character sets are being used by different languages like for english and German.

The row-based approach would have benefited from additional steps for character recog-
nition. Bounding boxes being either to wide or narrow impacted results negatively
especially when the text was not centered in its bounding-box or when noise was passed
to the OCR-Tool within the bounding-box. It is clearly better suited for extracting target
data than the column-based approach and was therefor used for the last evaluation step.

Results already indicate problems for target data extraction because it is negatively
impacted by errors from all previous steps as well. The target data extraction procedure
requires high output quality regarding OCR due to its sensitivity to even minor mistakes
and noise during the aggregations taking place on key level as well as the extraction via
regex-patterns.
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5.4 Results for Target data
The results of the first iteration show potential on one hand but also give rise to the
question whether the set goal is achievable with the proposed methodology on the other.
They heavily depend on the output of previous steps, especially on the OCR step.

All documents of the test-batch have been processed by the row-based approach since it
outperformed the column-based approach and processing larger amounts of data with
the benchmark product would have required a license, which was not obtainable for free.

Whenever the output for a given document only contained relevant data and matched
the number of objects and their types, we counted it as "PerfectMatch", if additional
keys were picked up by the procedure but the relevant data was still correctly included,
we counted it as "PerfectNoise" and if there was no output we counted those document
separately as well:

Table 5.5: Target data extraction: Results

This shows that only a small number of documents were processed in such a way that
outputs are usable without requiring human supervision and that from some documents
target data could not be extracted at all. About one third of all documents yielded results
that would be usable for the intended purposes but not without additional cleaning steps.

The following table shows the output for a document where target data was not extracted
successfully:

Table 5.6: Target data extraction: Example with issues

The last column contains the name of the document as header and its ID below, while the
others contain the different keys that were picked up by the regular expression. Only the
second and fifth column contain target data, which is not discernible without mapping
the abbreviations to certain object types. In this case this cannot be done without
knowing more about the document itself, besides there are gaps in the enumeration for
the object-types (Nr.7 is missing for both "A." and "B."). This example did not contribute
to either "PerfectMatch", "PerfectNoise", or "NoOutput" in Table 5.5.
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Without having access to a ground-truth it could not be said if there should be gaps
in the enumerations or not since not all objects within a property have to be subject
of a given appraisal. This indicates that metadata needs to be extracted in addition to
tabular content to obtain meaningful and reliable results. Mappings for abbreviations
like "A." and "B." to object types like "flat" and "parking lot" also require contextual data,
because the meaning of the same abbreviation can differ across different utility value
appraisals.
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CHAPTER 6
Research Results

The different evaluation steps yielded enough data to provide a basis for answering the
research question. Findings are summarized in the following to highlight research results
and point towards opportunities for further research.

Limitations for both the research process and the scope of the research results are
highlighted to show areas for improvement as well as to determine possible applications.

Finally scientific contributions are presented which can be reused or refined to achieve
better results when creating rule-based approaches or evaluating them.

6.1 Answers to the Research Question
The research question we set out to answer is:
"How can domain dependent rule-based methods achieve higher Precision
and Recall than domain independent machine learning approaches when
extracting tabular data from utility value appraisals?".

We proposed two different rule based approaches with different complexity, a row-based
approach and a column-based approach. Both of them managed to outperform the
commercial benchmark product in a few cases, but did not achieve higher Precision and
Recall values overall in any category that was part of the joint evaluation.

So with the results obtained we cannot prove that our approaches constitute an answer
to the research question, but only that there is still untapped potential for rule based
approaches.

The approaches we invented are very simple compared to ones based on statistical and
machine learning methods. Their simplicity while being advantageous for explaining the
ideas they are based on, proved to be a hindrance for dealing with complex issues such
as determining the size and beginning of a table and its columns correctly.
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6. Research Results

This leaves a lot of room for follow-up research to refine the proposed approaches and add
to the presented rule-sets in order to achieve better results. The research question contains
the assumption that rule-based methods can indeed outperform domain independent
machine learning approaches, which we did manage to show in the course of the evaluation
process. Taking into account that we compared a commercial software product with two
prototypes resulting from an academic study should be seen as a further indication for
the potential of rule-based approaches.

While we were not able to outperform the benchmark consistently by far, we managed to
spot weaknesses in all extraction systems that we evaluated. Those weaknesses hint at
different factors that impact the quality of the output for extraction systems. Initially
we presumed that handling certain table attributes via dedicated rules could lead to a
way towards accepting the hypothesis the research question contains.

The evaluation results showed that other factors have much greater impact, like the
environment of a table, the layout of non tabular content and the quality of the scanned
images. While certain domain dependent rules could provide shortcuts for better results
they are not necessary for achieving reliable results for utility value appraisals as the
evaluation of the benchmark showed.

We also found that the different approaches focusing on rows or columns suffer from differ-
ent issues, which suggests that their rule-sets could be combined to alleviate weaknesses.
Results indicate that instead of trying to handle certain table attributes specifically,
recognizing different table like structures and distinguishing them from tables could
further improve scores for Precision and Recall by avoiding the common mistakes that
were highlighted by the evaluation examples.

6.2 Limitations of the Research Process
A focal point of the research is the understanding of the term "table". We used a textual
description that designates two identifying factors (visual cue and logical connection),
but there are many other possible ways of understanding what a table is and what not.
The distinctions between tabular and non tabular content pervade the entire research
process and especially its evaluation.

While our approaches explored different ways of interpreting visual cues, logical connec-
tions were not examined in detail. The fact that they are dependent on the problem
domain would even have been beneficial for our results, but might have also obscured
domain independent issues of the proposed extraction systems. Still the disregard for
logical connections is a shortcoming of this research that came to pass due to time
limitations, which also highlight a weakness of rule-based approaches: the time necessary
for coming up with and implementing heuristics.

There is a multitude of labelled test-data-sets available for compound documents. Due
to the limited availability of utility value appraisals, it would have served our purposes
to use public data-sets as a starting point before shifting the focus to our target domain.
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6.3. Research Contributions

This would have opened further possibilities for analysing the structure of utility value
appraisals by comparing them with other types of compound documents. Besides
it would have alleviated the most prominent issue with our test-data which was its
comparatively small scope and the manual effort required for ground-truthing and
evaluation. Additionally, using available data-sets would have freed up time for more
sophisticated rule-sets and additional iterations for further refinements.

Our table-model does contain almost every possible table feature in utility value appraisals
but is yet too simple to take environmental factors and scan quality into account. Adding
those dimensions could provide a basis for establishing and evaluating all factors that
determine the performance of different extraction systems and could be used to tailor
them for specific use-cases.

The evaluation process would have benefited from additional iterations that could have
been made possible by automatizing it entirely. For that purpose existing research and
tools could have been utilized, which would have enabled a more detailed analysis of the
impact of certain extraction rules.

Target-Data extraction could have been enhanced with more domain specific rules,
but the evaluation results made clear that previous domain independent steps need to
provide higher output quality before reliable results can be obtained for large numbers of
documents. Besides limiting the scope to tabular data only turned out be a hindrance
for applying our ontology due to the lack of contextual data. Additional funds would
have enabled us to include the benchmark product in this evaluation step as well, which
would have made a comparison to the results for our prototype possible.

6.3 Research Contributions
We began by examining and documenting distinctive features of utility value appraisal
and built an ontology which can be reused for other extraction systems. It could facilitate
not only other rule-based approaches but also machine learning ones by providing a
guideline for labelling data sets and categorizing different types of target data. Besides we
provided an overview of relevant data contained in utility value appraisals, their location
and sequence.

By studying the test-batch we created a table-model that enables labelling tables according
to a list of features. Being able to categorize tables can aid in building test-sets and
discussing tables in general. Even though our rule-based approaches were not found to
be decisively impacted by certain features, others are and applying our model might help
spotting weaknesses in other extraction systems.

The two rule-based approaches we proposed are documented as well as their weaknesses,
which could be used as a starting point for follow-up research to refine them. Our goal of
presenting general ideas was met in the sense of providing a basis for more sophisticated
rule-sets.
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6. Research Results

Besides the documentation of our efforts and results can aid in make-or-buy-decisions for
companies that seek to enter the market of extracting tabular data from scanned images.

We showed our results by evaluating the areas of Table-Detection, Table-Structure-
Recognition and Character-Recognition for our prototypes and a benchmark solution.
Finally we assessed the usefulness of our approach for real world applications. This
combination of methods could serve as a template for the evaluation of tabular data
extraction in further research.
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