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Abstract

This habilitation thesis is a collection of journal articles and conference papers

published after my Ph.D. thesis in 2009. These 40 manuscripts summarize my

journey to deeply understand the fundamentals of wireless data transmission.

Inspired by a lecture of Lord Kelvin in 1883, I always measured what I was

writing about throughout my journey, because “when you cannot measure

it, when you cannot express it in numbers, your knowledge is of a meagre

and unsatisfactory kind; it may be the beginning of knowledge, but you have

scarcely, in your thoughts, advanced to the stage of science, whatever the

matter may be.”

Like my journey, this thesis starts with a chapter on how to design measure-

ments and the apparatus therefore needed. The challenges we thereby faced

were manifold, ranging from buying and setting up reusable hardware to de-

veloping new metrics to judge the repeatability of consecutive transmissions.

The next chapter is devoted to the transmission of data in static scenarios.

We show how to control for a variable such as antenna-position to measure

and model the effects of antenna-spacing. We carry out channel sounding

experiments at 2.5GHz and 60GHz to model the channel investigated. We

measure and compare different modulation and coding schemes as well as com-

munication standards. Finally, we show why we are still far off the ultimate

performance bound, namely the Shannon Bound.

Mobile scenarios revive the challenge of repeatability and controllability in

measurements, particularly if the velocities exceed the speed one can safely

drive with a car. We thus had to apply new measurement methodologies such

as scaling the time, and thereby the velocity. Another fundamentally different

approach we have introduced is to rotate the transmitter or receiver around a

central pivot, similar to a high-G centrifuge used for flight training. Ultimately,

we combined these two approaches to validate them and solve even the most

demanding high-speed measurement challenges.
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1. Hardware and Methodology

1 Hardware and Methodology

Autonomous vehicles, IoT, decentralized computing models, and last but

not least, the desire to be always and everywhere connected drive an ever-

increasing demand for high data rates, high availability, and low latency. 5G

will not be the end of our journey. Millimeter waves and massive MIMO are

just the beginning.

There is no “one-fits-all” solution to measure the physical layer performance

of such wireless communication systems. The integrated hardware available

nowadays may solve challenges that required custom build setups a few years

ago. Nonetheless, we need to be prepared to buy black boxes with limited mod-

ularity and upgradeability that we may not fully understand in functionality,

see Figure 1.

or

firmware

fw

Figure 1: “The blackbox problem”: Shall we buy our measurement hardware in

one complex piece, in a few pieces of moderate complexity, or in many

small but simple pieces that can be easily validated? (see [1])
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1. Hardware and Methodology

Notably, measuring the performance of highly complex wireless communica-

tion systems is more than an engineering challenge when trying to minimize

the effort to answer the questions of interest. We need to make an educated

compromise, as building a prototype of the whole wireless communication sys-

tem is out of scope and only simulating is not close enough to the real world

until we know what effects to consider in our models.

❼ We employ a testbed to measure neither real-time nor offline. Instead, we

efficiently combine both approaches to measure even transmissions systems

with feedback.

❼ We combat fading not by random sampling but by equidistant sampling

within a small-scale fading scenario using XY-positioning tables to minimize

spatial correlation.

❼ We measure and plot our results against transmit power and not against

signal to noise ratio at the receiver to include, for example, the gains due

to beamforming at the transmitter.

❼ We avoid absolute measurements, as relative measurements allow us to

reduce measurement variance.

❼ Finally, when plotting results, we always pay attention that measurement

results consist of a number, a unit of measurement, and a measure for

uncertainty

Thereby, we always remember that repeatability is a cornerstone of the scien-

tific method, see [1] for further reading.

[1] S. Caban, J. A. G. Naya, and M. Rupp. “Measuring the Physical Layer

Performance of Wireless Communication Systems”. In: IEEE Instrumen-

tation & Measurement Magazine 14.5 (2011), pp. 8–17. doi: 10.1109/

MIM.2011.6041377. → see Page 35

The remainder of this chapter briefly shows the testbed we have developed to

efficiently perform measurements, the synchronization methodology we have

invented to trigger transmitter and receiver without a cable connection, the

noise bounds we are facing at high frequencies, and a novel metric we have

developed to to quantize how much the wireless channel changes between con-

secutive measurements.
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1. Hardware and Methodology

1.1 A Testbed

Consisting of much more than a transmitter and a receiver, a modular and

carefully validated testbed is the basis to carry out even the most demanding

measurements. For more details, see [2] .

[2] M. Lerch, S. Caban, M. Mayer, and M. Rupp. “The Vienna MIMO

Testbed: Evaluation of Future Mobile Communication Techniques”. In:

Intel Technology Journal 18 (3 2014), pp. 58–69. → see Page 45

TX1 TX2 TX3 RX

Figure 2: The Vienna MIMO Testbed [2] before deploying it on the rooftops of

Vienna, Austria. We have never stopped to further enhance the testbed.

1.2 Synchronization

We use off-the-shelf available GPS disciplined rubidium frequency standards

to synchronize the local oscillator frequency of transmitters and receivers if

we cannot connect them via cables. However, we were unable to buy a device

that allows triggering sample synchronous transmission and reception without

cables. The methodology we have developed is shown in Figure 3.
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1. Hardware and Methodology
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Figure 3: We have developed our own methodology and hardware to precisely trig-

ger several transmitters and receivers, see [3].

The key idea is to use the typically already available “pulse per second“ (from

the GPS) and frequency (from the rubidium frequency standard) to build syn-

chronized counters that exchange trigger-instant-counter-values via, for exam-

ple, a standard internet connection. In addition, we showed that the internal

clocks of standard desktop computers can be synchronized with 10➭s precision.

For further details, see [3] and [4].

[3] S. Caban, A. Disslbacher-Fink, J. A. G. Naya, and M. Rupp. “Syn-

chronization of Wireless Radio Testbed Measurements”. In: Proc. In-

ternational Instrumentation and Measurement Technology Conference

(I2MTC). 2011. doi: 10.1109/IMTC.2011.5944089. → see Page 57

[4] M. Laner, S. Caban, P. Svoboda, and M. Rupp. “Time Synchronization

Performance of Desktop Computers”. In: Proceedings of the International

Symposium on Precision Clock Synchronization ISPCS’11. 2011. doi:

10.1109/ISPCS.2011.6070154.
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1. Hardware and Methodology

1.3 Noise bounds

Especially at higher center frequencies such as, for example, 60GHz, noise may

become the limiting factor in measurements. For more details, see [5] and the

references therein.

[5] M. Lerch, E. Zöchmann, S. Caban, and M. Rupp. “Noise Bounds in

Multicarrier mmWave Doppler Measurements”. In: European Wireless

2017 (EW2017). Dresden, Germany, May 2017.
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Figure 4: The measured interference power (drawn in red and green) is the result

of 1) thermal noise, 2) quantization noise, 3) phase noise, and the ICI

due to Doppler that we want to observe. In this example, Doppler can

only be observed for a subcarrier spacing below approx. 17kHz [5].

1.4 How Static is Static

A real-world outdoor-to-indoor wireless channel changes over time even if the

transmitter and the receiver are static and even if measuring at night when

nobody moves around. To measure how fast the channel changes, we analyze
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1. Hardware and Methodology

how often the channel quality indicator (CQI) for two consecutively transmit-

ted LTE sub-frames is not equal (see Figure 5).

0

10%

20%

pe
rc

en
ta

ge
 o

f d
iff

er
en

t C
Q

I

LTE downlink 
at 2.5 GHz
SNR=SINR=15 dB

reference: direct link (using high gain 
antennas on rooftop) 
  

result for outdoor to indoor scenario 
  

95% confidence
interval

estimated
scenario mean

2s1s0.5s250ms125ms62.5ms

time interval ∆ t between LTE sub-frame transmissions

time

A
1 ms

B
1 ms

∆ t

2 LTE sub-frames:

CQI
A
 = CQI

B

?

Figure 5: How similar is the channel between transmission A and B?

To overcome the quantized nature of the CQI, we vary the estimated noise

power passed to the CQI calculation uniformly distributed within a range of

-1.5 dB to 1.5 dB, a method similar to non-subtractive dithering. Notably, the

resulting novel metric is very similar to the well-established relative average

distance between two channel estimates in terms of the Frobenius norm, but

with numbers more intuitive on the y-axis. For the particular scenario shown

in Figure 5, there is no need to transmit two LTE sub-frames faster than

approx. 125ms to measure with feedback. For more details, see [6].

[6] M. Lerch, S. Caban, E. Zöchmann, and M. Rupp. “Quantifying the

Repeatability of Wireless Channels by Quantized Channel State Infor-

mation”. In: IEEE 9th Sensor Array and Multichannel Signal Processing

Workshop (SAM 2016). Rio de Janeiro, Brazil, July 2016. doi: 10.1109/

SAM.2016.7569702. → see Page 61
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2. Static Scenarios

2 Static Scenarios

This chapter is devoted to the transmission of data in static scenarios using a

measurement setup equal or similar to the one shown in Figure 6.

e.g., a base-station

factors: 
e.g., antenna spacing 
or TX power

sampling: 
e.g., change
XY-position

evaluation: 
e.g., thoughput

(scenario mean)
against

antenna spacing

e.g., outdoor to indoor

e.g., the uplink

e.g., a laptop

feedback

TX channel RX

Figure 6: The measurement setup used (with slight variations) throughout this

chapter.

We show how to control for a variable such as antenna-position to measure

and model the effects of antenna-spacing. We carry out channel sounding

experiments at 2.5GHz and 60GHz to model the channel investigated. We

measure and compare different modulation and coding schemes as well as com-

munication standards. Finally, we show why we are still far off the ultimate

performance bound, namely the Shannon Bound.
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2. Static Scenarios

2.1 Antenna Spacing at the Base-Station

Suppose we use the measurement setup shown in Figure 6 to measure channel

capacity against antenna spacing at the transmitting base-station located on a

rooftop. To change the antenna spacing at the base-station, we move only the

right-hand antenna of the two antennas we have. Notably, we then measure

two different effects, see Figure 7:

a. The ability to transmit more data as bigger antenna spacing decreases chan-

nel correlation

b. A change in SNR and thus a change in channel capacity that originates

from repositioning the right-hand TX antenna

ch
an

ne
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ap
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ce
na

ri
o 

m
ea

n)

influence of 
TX antenna position

measurement result 
if we move only the 
right-hand antenna
to change the spacing

capacity
increase due to 
increased spacing

TX antenna spacing

Figure 7: The outcome of our experiment is dependent on the position of the

transmit antennas (confound) and not only on the spacing (exposure).

This so called confounding can be controlled in two ways:

1. by “intelligently” designing the experiment: We introduce the vari-

ance reduction techniques of randomization and matching with equidistant

sampling as well as plotting the results relatively to reduce the influence

of confounding, see Figure 8. See [7] and the references therein for further

reading on how to control for confounding ind antenna spacing measure-

ments.

2. by analytically compensating the effects after conducting the ex-

periment: In previous works, we used concomitant the observations of

single-channel throughput to compensate for confounding analytically. We
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2. Static Scenarios

did so to evaluate the throughput of WiMAX and HSDPA against antenna

spacing, see [8] and [9] and the references therein.
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Figure 8: In the measurement scenario investigated, the proposed variance re-

duction methodology of matching leads to higher levels of confidence

(smaller confidence intervals) compared to randomization.

[7] S. Caban, M. Lerch, S. Pratschner, E. Zöchmann, P. Svoboda, and

M. Rupp. “Design of Experiments to Compare Base Station Antenna

Configurations”. In: IEEE Transactions on Instrumentation and Mea-

surement 68.10 (2019), pp. 3484–3493. issn: 0018-9456. doi: 10.1109/

TIM.2018.2880941. → see Page 67

[8] S. Caban, J. A. Garćıa Naya, L. Castedo, and C. Mehlführer. “Mea-

suring the influence of TX antenna spacing and transmit power on the

closed-loop throughput of IEEE 802.16-2004 WiMAX”. In: Proc. IEEE

Instrumentation and Measurement Technology Conference (I2MTC

2010). Austin, TX, USA, May 2010.

[9] S. Caban, J. A. Garćıa Naya, C. Mehlführer, and M. Rupp. “Measuring

the Closed-Loop Throughput of 2x2 HSDPA over TX Power and TX

Antenna Spacing”. In: Proc. 2nd International Conference on Mobile

Lightweight Wireless Systems (Mobilight-2010). Barcelona, Spain, May

2010.

9
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2. Static Scenarios

2.2 Spatial Correlation of Indoor Receivers

In contrast to investigating spatial correlation at the base station located on

a rooftop, we have also investigated spatial correlation at the indoor-receiver

site of the same scenario. We show that the sum achievable spectral efficiency

of two users located indoors is lower than in the commonly employed Rican

channel model (with the same K factor), even at large inter-user distances of

8m, see Figure 9.

Rice model 
(K = -28dB)

our spatially 
consistent model

estimate used 
as model input

geometry used 
as model input

95% confidence 
interval indicated 
by shaded curve overlay

measurement 
(estimated K = -28dB)

Figure 9: In a “typical” outdoor-to-indoor scenario, indoor receivers separated by

distances of over six meters are still correlated. This leads to a (20%)

lower spectral efficiency than suggested by the commonly employed

Ricean channel model.

To explain the measured effects, we introduce a spatially consistent channel

model that we fit to the measurement scenario geometry. See [10], [11] and

the references therein for further reading, as well as [12, 13, 14] that set the

foundation for these two works.

[10] S. Pratschner, T. Blazek, H. Groll, S. Caban, S. Schwarz, and M. Rupp.

“Measured User Correlation in Outdoor-to-Indoor Massive MIMO Sce-

narios”. In: IEEE Access 8 (2020), pp. 178269–178282. doi: 10.1109/

ACCESS.2020.3026371. → see Page 77
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2. Static Scenarios

[11] S. Pratschner, T. Blazek, E. Zöchmann, F. Ademaj, S. Caban, S.

Schwarz, and M. Rupp. “A Spatially Consistent MIMO Channel Model

With Adjustable K Factor”. In: IEEE Access 7 (2019), pp. 110174–

110186. doi: 10.1109/ACCESS.2019.2934635. → see Page 91

[12] S. Pratschner, E. Zöchmann, H. Groll, S. Caban, S. Schwarz, and M.

Rupp. “Does a Large Array Aperture Pay Off in Line-Of-Sight Mas-

sive MIMO?” In: International Workshop on Signal Processing Advances

in Wireless Communications (SPAWC). Cannes, France, 2019, pp. 1–5.

doi: 10.1109/SPAWC.2019.8815590.

[13] S. Pratschner, S. Caban, D. Schützenhöfer, M. Lerch, E. Zöchmann, and

M. Rupp. “A Fair Comparison of Virtual to Full Antenna Array Mea-

surements”. In: International Workshop on Signal Processing Advances

in Wireless Communications (SPAWC). Kalamata, Greece, 2018, pp. 1–

5. isbn: 978-1-5386-3511-7. doi: 10.1109/SPAWC.2018.8445923.

[14] S. Pratschner, S. Caban, S. Schwarz, and M. Rupp. “A mutual coupling

model for massive MIMO applied to the 3GPP 3D channel model”. In:

European Signal Processing Conference (EUSIPCO). Kos, Greece, 2017,

pp. 623–627. doi: 10.23919/EUSIPCO.2017.8081282.

2.3 Channel Sounding and Modelling at 60 GHz

So far, we have conducted all experiments in this thesis at a center frequency

of 2.5GHz where the wavelength is approx. 12 cm. If we increase the cen-

ter frequency to 60GHz, the wavelength shortens to 5mm. These so-called

mmWaves not only make the measurement equipment required a magnitude

more expensive but also change the dominating propagation effects, especially

when highly directional antennas are used in order to overcome path loss. We

apply Akaike’s information criterion to decide whether Rician fading still suf-

ficiently explains the data recorded in an indoor laboratory environment. Our

results favor the two-wave with diffuse power (TWDP) fading hypothesis over

Rician fading in situations where our steerable antenna is pointing towards

reflecting objects or is slightly misaligned at line-of-sight, see Figure 10.
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2. Static Scenarios

Figure 10: Akaike’s information criterion favors two-wave with diffuse power fading

(red diamonds, parameterized by K andΔ) over Rician fading (white cir-

cles) or rejecting both distributions (black markers) when our steerable

antenna is pointing towards reflecting objects or is slightly misaligned

at line-of-sight.

To analyze spatial averaging in conjunction with directional channel sounding,

we built an elevation-over-azimuth antenna positioner mounted on an x-y-z

positioning table that rotates a horn antenna around its apparent phase center.

For further reading see [15] and the references therein, as well as [16] and [17]

that set the foundation of this work.

[15] E. Zöchmann, S. Caban, C. F. Mecklenbräuker, S. Pratschner, M.

Lerch, S. Schwarz, and M. Rupp. “Better than Rician: modelling mil-

limetre wave channels as two-wave with diffuse power”. In: EURASIP

Journal on Wireless Communications and Networking 2019.1 (Jan.

2019), p. 21. issn: 1687-1499. doi: 10.1186/s13638- 018- 1336- 6.

→ see Page 104

[16] E. Zöchmann, M. Lerch, S. Pratschner, R. Nissel, S. Caban, and M.

Rupp. “Associating Spatial Information to Directional Millimeter Wave

Channel Measurements”. In: IEEE 86th Vehicular Technology Confer-

ence (VTC2017-Fall). Toronto, Canada, Sept. 2017. doi: 10 . 1109 /

VTCFall.2017.8287905.
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2. Static Scenarios

[17] E. Zöchmann, M. Lerch, S. Caban, R. Langwieser, C. F. Meck-

lenbräuker, and M. Rupp. “Directional Evaluation of Receive Power,

Rician K-factor and RMS Delay Spread obtained from Power Measure-

ments of 60GHz Indoor Channels”. In: IEEE-APS Topical Conference on

Antennas and Propagation in Wireless Communications (APWC 2016).

Cairns, Australia, Sept. 2016.

2.4 The Shannon Bound

The supreme discipline of wireless communication measurements is, in my

opinion, to implement the entire physical layer of a transmission standard

to measure its physical layer throughput (in Mbit/s), thereby learning what

we need to consider in simulations. For example, we found out that plot-

ting against the signal-to-noise ratio (SNR) at the receiver leads to wrong

conclusions because the adaptive feedback employed strongly influences the

receive-SNR while leaving the sum transmit-power untouched. Our novel ap-

proach here is to plot measurement results against transmit power and to note

the average single antenna (SISO) signal-to-noise ratio (SNR) at the receiver

in a second axis, see Figure 11. In addition, when measuring a MIMO chan-

nel, the average SNR observed at each receive antenna is typically by 3 dB

to 5 dB different (scenario average, one antenna may point more towards the

transmitter or have a similar polarization), which is typically not reflected by

channel models that assume symmetrical channels. This asymmetry leads to

a an average throughput that is lower than expected, see [18], [19], and [20]

and the references therein for further reading.

[18] S. Caban, M. Rupp, C. Mehlführer, and M. Wrulich. Evaluation of

HSDPA and LTE: From Testbed Measurements to System Level Per-

formance. Wiley & Sons, 2011. isbn: 9780470711927. doi: 10.1002/

9781119954705.

[19] C. Mehlführer, S. Caban, and M. Rupp. “Measurement-based Perfor-

mance Evaluation of MIMO HSDPA”. In: IEEE Transactions on Vehic-

ular Technology 59.9 (2010), pp. 4354–4367. doi: 10.1109/TVT.2010.

2066996.

13

https://doi.org/10.1002/9781119954705
https://doi.org/10.1002/9781119954705
https://doi.org/10.1109/TVT.2010.2066996
https://doi.org/10.1109/TVT.2010.2066996


2. Static Scenarios

[20] C. Mehlführer, S. Caban, and M. Rupp. “MIMO HSDPA Throughput

Measurement Results”. In: HSDPA/HSUPA Handbook. Ed. by B. Furht

and S. A. Ahson. Boca Raton, FL, USA: CRC Press, 2010, pp. 357–377.

isbn: 1420078631.

The next step is to plot the maximum rate at which information can be trans-

mitted via the same channel into the same graph, namely the channel capacity.

The surprise is high once spotting the gap of up to 40% between the throughput

measured and the channel capacity estimated, see Figure 11.
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Figure 11: The physical layer throughput of WiMAX (shown in the graph above),

HSDPA, and also LTE are up to 10 dB off the Shannon Bound.

We split the loss observed into three parts: The channel state information

loss due to imperfect channel knowledge is negligible in the typical region of

operation. The design loss is “political”, caused by, for example, losses due

to quantized precoding, suboptimal coding, or the transmission of pilot and

synchronization symbols. The implementation loss that accounts for losses

caused by non-optimum receivers and channel code is currently unavoidable
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but could be decreased in the near future when having better models at hand

to improve receivers. For further reading see [21] and the references therein,

as well as [22] and [23] that set the foundation of this work.

[21] C. Mehlführer, S. Caban, and M. Rupp. “Cellular System Physical

Layer Throughput: How Far Off Are We From The Shannon Bound?” In:

IEEE Wireless Communications 18.6 (2011), pp. 54–63. doi: 10.1109/

MWC.2011.6108334. → see Page 121

[22] M. Rupp, J. A. Garćıa-Naya, C. Mehlführer, S. Caban, and L. Castedo.

“On Mutual Information and Capacity in Frequency Selective Wireless

Channels”. In: Proc. IEEE International Conference on Communications

(ICC 2010). Cape Town, South Africa, May 2010. doi: 10.1109/ICC.

2010.5501942.

[23] M. Rupp, C. Mehlführer, and S. Caban. “On Achieving the Shannon

Bound in Cellular Systems”. In: Proc. 20th International Conference

Radioelektronika 2010. Brno, Czech Republic, Apr. 2010.

2.5 Other Measurements

Modulation and Coding Schemes

We have also investigated Filter Bank Multi-Carrier (FBMC) as a possible

future transmission technique. In contrast to common belief, we show ex-

perimentally that low latency MISO works in FBMC, see [24]. We employ

auxiliary symbols to deal with the imaginary interference inherently caused

in FBMC and validate our approach by real-world throughput measurements,

see [25]. Finally, we derive and validate closed-form capacity expressions for a

low complexity bit-interleaved coded modulation, see [26] and the references

therein for further reading.

[24] R. Nissel, E. Zöchmann, M. Lerch, S. Caban, and M. Rupp. “Low-

Latency MISO FBMC-OQAM: It Works for Millimeter Waves!” In: IEEE

International Microwave Symposium (IMS). Hawaii, USA, June 2017.

→ see Page 131
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[25] R. Nissel, S. Caban, and M. Rupp. “Experimental Evaluation of FBMC-

OQAM Channel Estimation Based on Multiple Auxiliary Symbols”. In:

IEEE 9th Sensor Array and Multichannel Signal Processing Workshop

(SAM 2016). Rio de Janeiro, Brazil, July 2016.

[26] R. Nissel, S. Caban, and M. Rupp. “Closed-Form Capacity Expression

for Low Complexity BICM with Uniform Inputs”. In: IEEE Interna-

tional Symposium on Personal, Indoor and Mobile Radio Communica-

tions (PIMRC). Hong Kong, P.R.China, 2015.

Operational Cellular Network Measurements

Measuring the mean throughput performance of a single user in an operational

cellular mobile network is a challenge entirely different from all the things

presented so far in this thesis. The key problem here is:

How to measure the mean throughput performance of a single user within a

short period if fading is position-dependent and the overall network load (and

thus the throughput of a user) changes throughout a day?

Our three-step approach first derives the instantaneous IP-throughput within

one second by using a novel packet pattern method. Next, we remove the

slowly changing average network load by using side information from the net-

work. Finally, we obtain the scenario-mean of the remaining small-scale fading

scenario by statistical inference. Long time measurements show that we can

estimate the weekly mean IP-throughput with an error of 10% by conduct-

ing only a 20-second measurement (90% level of confidence), see [27] and the

references therein for further reading.

[27] M. Rindler, S. Caban, M. Lerch, P. Svoboda, and M. Rupp. “Swift In-

door Benchmarking Methodology for Mobile Broadband Networks”. In:

IEEE 86th Vehicular Technology Conference (VTC2017-Fall). Toronto,

Canada, Sept. 2017. doi: 10.1109/VTCFall.2017.8288190.
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3 Mobile Scenarios

The good news is, we can measure most wireless channels in motion straight-

forwardly by mounting the receiver and or the transmitter inside a car. The

first easy to solve obstacle we thereby usually encounter is that the 12V

cigarette adapter of the car does not deliver enough power for all the mea-

surement equipment involved. Exact time synchronization, frequency synchro-

nization, and phase synchronization of transmitter and receiver without cables

are the next items on our to-do list. Once velocities exceed 300 km/h, how-

ever, we need to rethink the measurement methodology, not only for safety

reasons. Especially repeatability and controllability, which are already very

hard to achieve at low velocities, become a real showstopper in experimental

design for extreme velocities.

In this chapter, we first show how to measure high velocity scenarios by rotat-

ing the transmitter or the receiver around a central pivot, similar to a high-G

centrifuge used for flight training. Next, we introduce the fundamentally differ-

ent approach to scale the velocity of measurements down to velocities that are

easier to handle. Then, we combine these two approaches to validate them and

solve even the most demanding high-speed measurement challenges. Finally,

we present how to perform classic drive-by measurements at 60GHz without

driving.
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3.1 Rotation Measurements

One of the first things that comes to mind when thinking of repeatable wireless

communication measurements at different velocities in a controllable environ-

ment is to mount the transmitter or receiver, or only their antennas on a linear

guide or short rail. This way, one should be able to repeat an experiment at

any desired velocity while still being able to connect transmitter and receiver

through cables. While in principle not necessary, being able to use cables to

connect transmitter and receiver saves a lot of time to set up and carry out

experiments. Unfortunately, this all is wishful thinking, when the goal is to

measure at more than 400 km/h and repeat the experiment within 125ms to

keep the channel static (remember Figure 5).

0 
to

 4
00

 k
m

/h

∆x

∆y

Figure 12: To carry out controlled and repeatable high speed measurements, we

rotate the transmit or receive antennas around a central pivot.

As shown in Figure 12, our novel approach to measure at 400 km/h is to mount

monopole antennas with a common ground plane on a one-meter long, four-

centimeter thick carbon fiber rod that is rotated around a central pivot with
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18 revolutions per second. The centripetal acceleration of the receive antenna

is then approx. 13 000 m/s2 and a 12 kilowatt electrical engine is required to

overcome the drag of the rod. Nevertheless, the engineering is straight forward,

even for velocities higher than 400 km/h, requiring only low-cost off-the-shelf

components and welding skills. Note that, due to security concerns, one is not

advised to set up a rotation unit as shown in Figure 12 in his own office.

The novelty of this set-up for experimental research is that we can carry out

high velocity measurements while still being able to connect transmitter and

receiver with cables. This not only enables “perfect” triggering, as well as

time, phase, and frequency synchronization far beyond the precision of GPS

disciplined rubidium frequency standards. There is also no need to worry

about power supply, measurement time, or remote access anymore. Data can

be evaluated instantly, expensive hardware does not need to be insured for

accidents, and so on. Who has ever carried out measurements with cars knows

that cables make a researcher’s life much easier.

Next to being able to use cables, another breakthrough of measuring in a circle

is controllability; in particular, we can repeatedly start measurements at the

same, or a different, position in the same fading scenario at a certain velocity

of the antenna. When rotating in a circle with a radius of 1 meter at 400

km/h, the path of the antennas is thereby close to linear, see Figure 13.

@t = 0 @t = 1ms
v = 400 km/h

Figure 13: Drawn at scale, the antennas only rotate by 6 degree while moving

11 cm during the transmission of a standard compliant LTE sub-frame.

This allows us to change only single parameters, such as the maximum Doppler

shift (proportional to the velocity), the signal to noise ratio, or the fading,

while holding all the other parameters constant, see [28] and [29] for further

reading on the methodology. See [30] for further reading on how we extended

the methodology to measure 60GHz.

Having full control over all parameters of the measurement, especially posi-

tion and speed, allows us to execute measurements that are not possible with

conventional, drive by set-ups. For example, we can compare the performance
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of beamforming algorithms in standstill and different velocities by measuring

at the same positions, see [31] for further reading. We can elaborate on esti-

mating the Angle of Arrivals (AoAs) through Doppler measurement, see [32]

for further reading. And finally, we can validate the time scaling techniques

presented in the next section using this setup.

[28] S. Caban, J. Rodas, and J. A. Garćıa-Naya. “A Methodology for Re-

peatable, Off-line, Closed-loop Wireless Communication System Mea-

surements at Very High Velocities of up to 560 km/h”. In: Proc. In-

ternational Instrumentation and Measurement Technology Conference

(I2MTC 2011). Binjiang, Hangzhou, China, May 2011. doi: 10.1109/

IMTC.2011.5944019. → see Page 136

[29] S. Caban, R. Nissel, M. Lerch, and M. Rupp. “Controlled OFDM Mea-

surements at Extreme Velocities”. In: Proc. of ExtremeCom’2014. Gala-

pagos Islands, Ecuador, Aug. 2014.

[30] E. Zöchmann, R. Langwieser, S. Caban, M. Lerch, S. Pratschner, R.

Nissel, C. Mecklenbräuker, and M. Rupp. “A Millimeter Wave Testbed

For Repeatable High Velocity Measurements”. In: European Wireless

2017 (EW2017). Dresden, Germany, May 2017.

[31] D. Schützenhöfer, E. Zöchmann, M. Lerch, S. Pratschner, H. Groll, S.

Caban, and M. Rupp. “Experimental Evaluation of the Influence of

Fast Movement on Virtual Antenna Arrays”. In: 23rd International ITG

Workshop on Smart Antennas (WSA 2019). Vienna, Austria, Apr. 2019.

[32] E. Zöchmann, S. Caban, M. Lerch, and M. Rupp. “Resolving the An-

gular Profile of 60 GHz Wireless Channels by Delay-Doppler Measure-

ments”. In: IEEE 9th Sensor Array and Multichannel Signal Processing

Workshop (SAM 2016). Rio de Janeiro, Brazil, July 2016.
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3.2 Scaled Time Measurements

The idea of scaling is not new to the wireless community. Inspired by re-

searchers who scale airplanes in size to measure their cross sections in small

anechoic chambers, we came up with a novel technique to scale the signal

transmitted in time by a factor of n while moving n times slower. We achieve

this time scaling by lowering the sampling frequency at the transmitter by a

factor of n and then increasing it again by n after receiving, see Figure 14.

transmit
singal

1. strech
by n

3. shrink
by n

2. drive 
n-times slower

receive
signal

Figure 14: Instead of measuring at very high velocities, we drive n times slower

and scale the signal transmitted by the same factor n.

As we lower the sampling rate by a factor of n, the transmission of a signal

lasts n times longer. Therefore, we can drive n times slower to still drive by

the same “hills and holes of fading” during the transmission of a signal. In

case there were other cars on the road, these cars also need to drive n times

slower. Notably, if there were interference, this idea would not work. There-

fore, we either measured interference-free or created our own much stronger,

scaled interference. Finally, we scaled the amplitude of the signal transmitted

accordingly to obtain the same signal-to-noise ratio at the receiver.

The downsides of this approach are clear. One still has to measure using cars

or trains, which imposes restrictions to repeatability and controllability. Thus

we combined the time scaling technique described above with the rotation

measurements from the previous section to a novel high-speed measurement

methodology. Combining these two techniques also allowed us to evaluate the

combined measurement error of rotational and time scale measurements, see

Figure 15.
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Figure 15: Controlled measurement where everything except the velocity is kept

constant. The resulting measurement error is below 4% (95% confi-

dence).

We used this new methodology to conduct LTE measurements at up to

600 km/h, see [33] and [34] for further reading. Being able to repeatably mea-

sure at the same positions, thereby also allowed us to compare several novel

modulation schemes in high speed scenarios, see [35] for further reading.

Up to now, we have designed the transmitted OFDM signal “well”, that is,

the cyclic prefix is “long enough” so that inter-symbol-interference and inter-

carrier interference due to an insufficient cyclic prefix are negligible. Thus, their
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change due to time scaling is also negligible. Unfortunately, for example, relay

nodes in public railway scenarios introduce significant interference outside the

cyclic prefix length. We have therefore developed a time-stretching technique

that preserves the effects of the insufficient cyclic prefix with negligible error

and without channel knowledge, see [36] for further reading.

[33] J. Rodŕıguez-Piñeiro, M. Lerch, J. A. Garćıa-Naya, S. Caban, M. Rupp,

and L. Castedo. “Emulating Extreme Velocities of Mobile LTE Receivers

in the Downlink”. In: EURASIP Journal on Wireless Communications

and Networking 2015.106 (Apr. 2015), pp. 1–14. issn: 1687-1499. doi:

10.1186/s13638-015-0343-0. → see Page 141

[34] J. Rodŕıguez-Piñeiro, M. Lerch, P. Suárez-Casal, J. A. Garćıa-Naya, S.

Caban, M. Rupp, and L. Castedo. “LTE Downlink Performance in High

Speed Trains”. In: Proceedings of the 81st Vehicular Technology Confer-

ence (VTC2015-Spring). Glasgow, Scotland, May 2015. doi: 10.1109/

VTCSpring.2015.7145924.

[35] J. Rodŕıguez-Piñeiro, M. Lerch, T. Domı́nguez-Bolaño, J. A. Garćıa-

Naya, S. Caban, and L. Castedo. “Experimental Assessment of 5G-

Candidate Modulation Schemes at Extreme Speeds”. In: IEEE 9th Sen-

sor Array and Multichannel Signal Processing Workshop (SAM 2016).

Rio de Janeiro, Brazil, July 2016. doi: 10.1109/SAM.2016.7569632.

[36] M. Lerch, S. Caban, E. Zöchmann, P. Svoboda, and M. Rupp. “Scaled-

Time OFDM Experiments for Channels Exceeding the Cyclic Prefix”.

In: Electronics Letters 55.25 (2019), pp. 1370–1373. doi: 10.1049/el.

2019.2857. → see Page 155
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3.3 Drive-by Measurements without Driving

After measuring the performance of wireless communication systems for more

than ten years, we had the equipment and the knowledge to precisely synchro-

nize, trigger, and execute classical drive-by measurements, see Figure 16, see

[37] for further reading.
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Figure 16: Classical drive-by measurements are cumbersome to perform.

However, as a matter of fact, drive-by measurements are cumbersome and

potentially unsafe, especially on public roads. Therefore, whenever feasible,

we have avoided driving to minimize safety hazards, see Figure 17.

100 km/h 100 km/h

130 km/h

cable to connect TX and RX + power supply

classical drive-by measurement our measurement methodology

parking
v=0tripod

30 km/h
(not our car!)

Figure 17: Capturing the effect of an overtaking vehicle without driving.

At 60GHz, our methodology is valid to characterize the large-scale

fading and the small-scale fading of an overtaking vehicle.
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As the measurements performed conclude, the two-wave with diffuse power

(TWDP) model is more adequate to model small-scale fading than the cus-

tomary used Rician fading model in such a scenario when measuring at 60GHz.

Figuratively speaking, we have only two dominant propagation paths in this

setup. This proves also the validity of the chosen, simple measurement setup

that avoids driving and enables the use of cables to power and connect trans-

mitter and receiver, see [38, 39, 40] for further reading.

[37] H. Groll, E. Zöchmann, S. Pratschner, M. Lerch, D. Schützenhöfer, M.

Hofer, J. Blumenstein, S. Sangodoyin, T. Zemen, A. Prokes, A. Molisch,

and S. Caban. “Sparsity in the Delay-Doppler Domain for Measured

60 GHz Vehicle-to-Infrastructure Communication Channels”. In: Pro-

ceedings of the IEEE ICC 2019. May 2019. doi: 10.1109/ICCW.2019.

8756930.

[38] E. Zöchmann, M. Hofer, M. Lerch, S. Pratschner, L. Bernadó, J. Blu-

menstein, S. Caban, S. Sangodoyin, H. Groll, T. Zemen, A. Prokes, M.

Rupp, A. Molisch, and C. Mecklenbräuker. “Position-Specific Statistics

of 60 GHz Vehicular Channels During Overtaking”. In: IEEE Access 7

(2019), pp. 14216–14232. issn: 2169-3536. doi: 10.1109/ACCESS.2019.

2893136. → see Page 158

[39] E. Zöchmann, C. F. Mecklenbräuker, M. Lerch, S. Pratschner, M. Hofer,

D. Löschenbrand, J. Blumenstein, S. Sangodoyin, G. Artner, S. Caban,

T. Zemen, A. Prokes, M. Rupp, and A. Molisch. “Measured Delay and

Doppler Profiles of Overtaking Vehicles at 60 GHz”. In: IEEE 12th Euro-

pean Conference on Antennas and Propagation (EuCAP 2018). London,

UK, Apr. 2018. doi: 10.1049/cp.2018.0470.

[40] E. Zöchmann, M. Hofer, M. Lerch, J. Blumenstein, S. Sangodoyin, H.

Groll, S. Pratschner, S. Caban, D. Löschenbrand, L. Bernadó, T. Ze-

men, A. Prokes, M. Rupp, C. Mecklenbräuker, and A. Molisch. “Sta-

tistical Evaluation of Delay and Doppler Spread in 60 GHz Vehicle-

to-Vehicle Channels During Overtaking”. In: Proceedings of the 2018

IEEE-APS Topical Conference on Antennas and Propagation in Wire-

less Communications (APWC). Cartagena, Colombia, Sept. 2018, pp. 1–

4. doi: 10.1109/APWC.2018.8503750.
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C. Mecklenbräuker, and M. Rupp. “A Millimeter Wave Testbed For Repeat-

able High Velocity Measurements”. In: European Wireless 2017 (EW2017).

Dresden, Germany, May 2017.

29

https://doi.org/10.1109/ICC.2010.5501942
https://doi.org/10.1109/VTCFall.2017.8288190
https://doi.org/10.1109/IMTC.2011.5944019


4. Bibliography
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J. Blumenstein, S. Sangodoyin, T. Zemen, A. Prokes, A. Molisch, and S.

Caban. “Sparsity in the Delay-Doppler Domain for Measured 60 GHz Vehicle-

to-Infrastructure Communication Channels”. In: Proceedings of the IEEE ICC

2019. May 2019. doi: 10.1109/ICCW.2019.8756930.
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M easuring the physical layer performance 
of wireless radio communication sys-
tems is one important step in clearly 

understanding their behavior in real-world, that is, 
non-simulation, environments. Unfortunately, mea-
surements in wireless communications are extremely 
expensive and time-consuming. In fact, they 
require researchers to deal with non-
artificial, realizable, real-world 
problems. They also require 
these researchers to have 
experience in computer 
engineering, telecom-
munication engineering, 
electrical engineering and 
often even mechanical en-
gineering. Finally, they 
require teamwork to set up 
complete systems instead of 
dealing with single, isolated, nu-
merical environments.

In this era of low-cost and ever more powerful per-
sonal computers, more and more research groups 
are abandoning hardware-based research in favor of 
“simpler,” simulation-based research. If this tendency 
continues, soon, only a few research groups will be left 
that publish results based on large-scale measurement 

setups. One might think that measurements have lost 
most of their appeal. 

At the end of the day, each research group has to de-
cide if it is up to the challenge of measurements that cost 
time and money. To ease the non-financial part of this 
challenge, in this tutorial, we offer some advice and a 

few pointers based on our experience [1].

Problem Statement
Let us examine the wireless 

communication system in 
Fig.1. This simple set-up 
can easily be extended to 
resemble a complete wire-
less communication system, 
and at the same time, it also 

serves as an example for the 
tutorial. 
The set-up consists of three 

blocks. Data are generated in the block 
named ‘TX’. These data are next transmitted 

over a wireless radio channel. Finally, the data received 
are processed in the ‘RX’ block to calculate the figure 
of merit of the data transmission, namely the through-
put typically expressed in Mbit/s. We are interested 
in the physical-layer throughput that can be achieved 
in a given, specific, real-world scenario – with actual 
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Fig. 1. A sample problem set-up; the downlink of the physical layer of a 
wireless communication system.

Fig. 2. A sample measurement result.

Fig. 3. A sample simulation/measurement set-up. Every block represents 
a software-function/hardware-block. Note the limited information passed 
between the different blocks.

physical channels, transmitters, receivers, and a standard-con-
forming transmission. 

Measurement Result
Fig. 2 shows the result of a measurement following the ideas 
described in this tutorial. The measurement was carried out 
in 2009 in downtown Vienna, Austria. On the y-axis, we plot 
the figure of merit, namely, the physical-layer throughput of 
the wireless radio transmission under investigation. As the 
system under investigation adaptively improves the signal-to-
noise ratio (SNR) at the receiver, we do not measure over SNR. 
Therefore, on the x-axis, we plot the total transmit power, that 
is, the power transmitted by all active transmit antennas.  As 
a lead, we also plot the SNR and received power for a trans-
mission that does not adaptively improve the SNR (the two 
additional x-axes) and point out the area of typical operation.

Our research target is the throughput of a wireless com-
munication system using two antennas at the transmitter and 
two antennas at the receiver (the ‘2x2’ curve). We compare 
this throughput to the throughput of a reference system hav-
ing only one antenna at the transmitter but still two antennas 
at the receiver (the ‘1x2’ curve). We conclude that the 2x2 sys-
tem is significantly better than the 1x2 system in the area of 
typical operation (see the ‘2x2 minus 1x2’ curve). Furthermore, 
we compare the measured throughput to a theoretical bound, 
namely in this case, the estimated capacity of the channel (the 
orange ‘2x2 capacity’ curve), that is, the maximum theoretical 
throughput allowed by the channel for the 2x2 transmission. 
To visualize the precision of our measurement, we draw confi-
dence intervals (the small black vertical lines).

As simple as it may look at first glance, it took us several 
years to obtain such figures efficiently in a reproducible and 
repeatable fashion for modern wireless communication stan-
dards such as WiMAX, HSDPA (the example in Fig. 2), LTE, 
and LTE advanced. As space is limited, we are only able to 
roughly sketch what steps we took to obtain such measure-
ment results in real-world scenarios.

Still the First Step: Simulation
Starting with the work of Ronald A. Fisher in 1935, there ex-
ist many excellent books on the design of experiments [2], [3]. 
They all advise us of the importance of carefully planning ex-
periments and of following the scientific method. Reality, 
however, is different. Expensive hardware is often purchased 
only to lie unused in the corner of a laboratory. Therefore, 
browsing catalogs and homepages of several manufacturers to 

buy “fancy hardware” is not the most intelligent starting point 
for experimentally evaluating wireless communication sys-
tems. Rather, after a thorough experiment design, simulation is 
the first and most important step to avoid unnecessary costs as 
well as efforts. Such simulations should not only concentrate on 
the “kernel” of the problem to be investigated but should be de-
signed to simulate the measurement environment. 

Let us now reexamine the set-up shown in Fig. 1. Being only 
one among many possible setups, we use it as an example to 
highlight important properties of the simulation to be carried 
out (see Fig. 3).

At first, the whole set-up has to be split up into distinct 
blocks. These blocks should be implemented as separated soft-
ware modules, for example functions. A strict separation of the 
different blocks is necessary, as in the next step these simulated 
blocks will be mapped onto different hardware devices such 
as a transmitter and a receiver. These devices are often phys-
ically separated; therefore, global information cannot be used 
to control them. Only for settings that do not change during 
the course of an experiment (for example, the name of a com-
puter or the identifier of the measurement), global information 
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may be used to simplify the measurement software. However, 
because it is fixed throughout an experiment, such global infor-
mation decreases flexibility and should be avoided as much as 
possible. Instead, data structures containing the settings should 
be passed between the different blocks. This leads to increased 
flexibility when very different sets of settings have to be se-
lected repeatedly during a measurement (for example, the set 
of transmit power levels or the set of antenna configurations). 

Often, the information passed between different blocks 
has to be very restricted, as in the final experiment, where sig-
naling bandwidths may be limited and subject to significant 
latency. Sometimes, it may also happen that desired informa-
tion cannot be passed at all between different blocks as this 
information will not be available in the measurement. For ex-
ample, in Fig. 3, channel properties are generated inside the 
channel block without the possibility of passing them to and 
from the channel. In the simulation, as in the measurement, 
the true noise power and channel are both unknown. The 
noise realization is also not kept equal for consecutive blocks 
as preferred in Monte Carlo simulations that compare differ-
ent transmission schemes. On the other hand, the same set of 
blocks (chosen from a large pre-generated set of blocks) may 
always be transmitted. This saves time by not having to gener-
ate them on-line at the transmitter. 

Still, even if a simulation is carried out with the greatest 
care, unforeseen effects may be revealed later in the measure-
ment. For example, using commercial-grade radio-frequency 
components may result in in-phase to quadrature imbal-
ance and non-flat frequency responses next to nonlinearities. 
Whether such effects should be calibrated out of the hardware, 
if this is possible at all, depends on the problem statement. 
Whether such effects should be included in or neglected in the 
simulation once the effects are discovered depends on the de-
gree of their impact on the result. 

Other than this, one may be able to infer key parameters 
of the hardware set-up from the simulation. Accurate knowl-
edge of such parameters, for example the peak SNR at the 
receiver, may guide the design and implementation of the 
hardware required for the measurement. Still, in academic re-
search, it may sometimes be better to design the hardware one 
magnitude more precise than required such that a “bound” 
can be measured and compared to a practical, meaningful 
implementation.

Last but not least, one should not forget the unloved step of 
verification and validation that should be natural in research. 

How to Combat Fading?
Isolated, absolute throughput measurements of wireless com-
munication links tend to lead to different results in practice 
depending on exactly when and where they are carried out. 
This happens for two reasons: 

◗◗ First, channels observed in wireless communications expe-
rience “small scale fading”. In other words, the received 
signal power may change by several orders of magni-
tude when moving the receiver or objects in its vicinity 
only slightly. For a signal transmitted at 2.5 GHz, moving 

objects on the order of 6 cm, namely half a wavelength, can 
cause a large change in the power of the received signal.

◗◗ Second, channels observed in wireless communication 
experience “large scale fading”. That is, moving behind 
an obstruction, such as a wall, building, or hill, will lead 
to fundamentally different received signal strengths 
depending on the observed shadowing. 

To combat large and small scale fading, one may carry 
out so-called drive test measurements. That is, one can make 
measurements at several positions on a path driven with the 
receiver or the transmitter and use the data recorded to plot 
empirical cumulative distributions of the values observed. 

In this tutorial, we focus on another way of dealing with 
fading in wireless measurements. The basic idea is simple, and 
Fig. 2 shows the results of such a measurement taken using 
the technique we describe now. Detailed reasons for the steps 
we recommend taking will be given in the following sections.

◗◗ Step 1: Fix the physical position of the transmitter TX (the 
base-station). 

◗◗ Step 2: Fix the total transmit power; that is, the total power 
transmitted on all available transmit antennas. Using a 
power meter, this power can be easily measured at the 
input of the transmit antennas and it is plotted on the last 
x-axis of Fig. 2. 

◗◗ Step 3: Move the receiver (the laptop) to a distinct position 
within an area of approximately three times three wave-
lengths (36 cm times 36 cm for a transmission at 2.5GHz) 
by the use of an accurate XY-positioning table. By doing 
so, the receiver experiences small-scale fading but avoids 
large-scale fading.

◗◗ Step 4: Transmit all schemes of interest “quickly”. In 
the example, to measure the values plotted in Fig. 2, we 
conducted a “2x2 transmission” and a “1x2 transmission” 
using exactly the same set-up: exactly the same transmit-
ter position, total transmit-signal power, and receiver 
position. But more important, as we transmit all schemes 
consecutively within the channel coherence time, they 
experience exactly the same channel realization.

◗◗ Step 5: Repeat Steps 3 and 4 to obtain more throughput 
values of the same small-scale fading scenario at the same 
transmit power. Each of these throughput values repre-
sents a statistical sample and, if not too many of them are 
taken in the limited area available, the samples are statis-
tically independent [4]. 

The results shown in Fig. 2 were obtained from 303 
statistical samples taken uniformly in a grid of three 
times three wavelengths. Choosing random positions 
would also have been an option, but when measuring 
many realizations, systematic sampling tends to mini-
mize the correlation between the samples obtained. In 
the end, the choice of sampling procedure is a trade-
off between the loss of precision due to correlation and 
possible errors introduced by a systematic sampling ap-
proach [3, pg. 221].

◗◗ Step 6: Average the (in our example 303) throughput 
values for each scheme to obtain the best estimate for the 
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“mean throughput” at each transmit-power level (the 
circles shown in Fig. 2), as no additional information other 
than independent samples is available. Of course, any 
other estimator, as for example “the median”, would also 
work with this methodology.

◗◗ Step 7: Bootstrap (resample) the throughput values to 
obtain BCa confidence intervals for the mean (the small 
black vertical lines shown in Fig. 2) [5], [6].

◗◗ Step 8: Repeat Steps 2 to 7 for different transmit power 
levels (the primary x-axis in Fig. 2) to obtain the mean 
throughput over transmit power. In the measurements 
we performed, we achieved these different power levels 
by precisely attenuating the transmit signal using a 
combination of digital and analog attenuation which 
we calibrated for linearity prior to the measurement. 
Note that this step accounts for the avoided large scale 
fading.

◗◗ Step 9: Name each measurement uniquely (see the 
measurement identifier “ID: 2009-03-29” at the right-
hand side of Fig. 2). Next, automatically backup all scripts 
and source code with the measurement results, and take 
many pictures of the measurement set-up. Experience 
has shown that when measurement results are reused 
years later, such information is indispensible, especially 
when details of the measurements that were not impor-
tant during the initial measurement become relevant, as 
for example, if a door were open. 

Over the course of the last few years we have repeatedly 
and successfully tested this methodology on most modern 
wireless communication systems in several urban and non-ur-
ban scenarios. In contrast to other methodologies, for example 
drive test measurements, this methodology does not allow for 
an efficient comparison of how a transmission scheme behaves 
in very different scenarios, even though this would be possible 
by repeating all of the steps above over and over. On the other 
hand, if such a comparison is not intended and only the be-
havior of a communications system in specific scenarios is of 
interest, the above-presented methodology may be the meth-
odology of choice.

Why to Measure Over Transmit Power?
In wireless communications, the figure of merit (for example, 
the throughput) is usually thought of as a function of SNR or 
signal-to-interference noise ratio (the first additional x-axis in 
Fig. 2). We do things a bit differently for a few reasons.

First, modern wireless communication standards em-
ploy multiple antennas at the transmitter and combine this 
change with techniques such as channel adaptive precoding or 
beam-forming. While keeping the transmit power fixed, such 
techniques adaptively modify the transmit signal to increase 
the SNR at the position of the receiver. As a consequence, the 
performance of the wireless transmission is improved. Plot-
ting the corresponding performance curve over the SNR at the 
receiver would cancel out all of this improvement, thus giving 
a misleading picture of reality (although still a correct picture 
for a given SNR). 

Second, assume that your task is to compare two equal 
wireless communication links employing different antennas 
at the transmitter. The first antenna has a gain of 20 dBi, while 
the second one offers a gain of 5 dBi. Consequently, the com-
munication system with the 20 dBi antenna will experience a 
higher throughput. But, if one plots the throughput of these 
two communication systems over the SNR at the receiver, 
their performance will be exactly equal (as the scenario is lin-
ear and equal in both cases, the throughput is only a function 
of the SNR). This reasoning also holds for different antenna 
orientations, different antenna polarizations, different noise 
figures of the receiver, and for different shadowing by walls, 
for example.

Third, channels in wireless communication experience fad-
ing. This leads to an instantaneous SNR at the receiver that is 
different for measurements at different receive antenna po-
sitions. Therefore, in simulations, researchers usually plot 
the ‘expected SNR’ on the x-axis which may typically even 
be known beforehand as the channel follows a given known 
model with clearly defined parameters. In measurements, 
however, this value first has to be estimated over time and 
space, assuming that the system observed is ergodic. But even 
more problematic, a specific value for the expected SNR at the 
receiver cannot be set but only be observed with the precision 
of possibly only a few measurements.

On the other hand, even if we measure over transmit 
power, we still express the results additionally in terms of SNR 
at the receiver. Therefore, we plot the SNR in Fig. 2 (the sec-
ond additional x-axis) only for the 1x2-link and call it “average 
1x2-SNR”. As the 2x2 link operates using channel adaptive 
beam-forming, its SNR at the receiver is significantly better, 
and, therefore, the throughput curve is shifted to the left. This 
effect, that may even vary in magnitude with SNR, is not can-
celled out by plotting over transmit power rather than plotting 
over the SNR. As a general rule: Never plot systems that adap-
tively improve the SNR over SNR.

Everything is Relative
Let us rethink the setup in Fig. 2, this time from a slightly dif-
ferent point of view. Are we really interested in the absolute 
performance of a communication system at a specific transmit 
power or SNR, or are we actually interested in the improve-
ment that a new system delivers over its predecessor or any 
other reference we have in mind? The difference between 
these two viewpoints changes the way we should measure and  
present our results.

First, the absolute values on the x-axis loose importance. 
We know beforehand in which region the old, known system 
(for example, the 1x2-system in Fig. 2) was operated. There-
fore, its successor will be operated in the same region of the 
x-axis as the total transmit power will not change when up-
grading from one system to the next one. Whether a certain 
throughput is achieved at a certain SNR is one thing, but what 
is of more interest is the performance increase of the new sys-
tem (or more generally, the performance relative to a known 
system).
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Whether a certain throughput  
is achieved at a certain SNR is one 
thing, but what is of more interest 
is the performance increase of the 
new system (or more generally, 

the performance relative to a 
known system).

Second, we always draw 
at least two curves: one for a 
system that is known and a 
second one for the system un-
der investigation. At best, we 
choose a well-known curve as 
a reference so our results can be 
compared to others by placing 
the two results on top of each 
other in image editing software 
and matching them (which 
turned out to be a convenient 
way for validating our own re-
sults). Sometimes we prefer a different reference curve, namely 
the unconstrained mean channel capacity assuming Gaussian 
input signals and full/no channel knowledge at the transmit-
ter. As this curve is only a property of the channel (and not the 
communication system) it is handy as a reference that is not 
linked to the transmission scheme being investigated. We have 
also plotted this curve in Fig. 2. It is the orange dotted curve that 
represents what the 2x2-system could theoretically achieve. In 
fact, it is “quite far away” from the achieved throughput, leav-
ing much room for improvement in the years to come.

On the other hand, focusing on relative results also influ-
ences the measurement method as we can easily reduce the 
uncertainty in our results by a technique often referred to as 
blocking [3]. The basic idea is simple: when we compare the 
throughput performance of a 2x2-system to the performance 
of a 1x2-system, we measure these two systems in rapid suc-
cession. Instead of first measuring the 2x2-system for several 
receive antenna positions and then the 1x2-system for several 
receive antenna positions, we make sure that the transmissions 
are performed over the same channels. Therefore, when sub-
tracting the two performance curves from each other (the green 
curve in Fig. 2) the standard deviations of the error do not add. 
In fact, as the two throughput curves are correlated, the uncer-
tainty of the throughput difference is less than the uncertainty 
of the 2x2-system throughput or the 1x2-system throughput 
alone (as long as the systems are not saturated). This behavior 
can be easily observed in Fig. 2 by inspecting the decreased con-
fidence intervals of the difference of the two schemes.

Making all measurements relative to an initial power sim-
plifies the measurement procedure in another way as we do 
not need to know the absolute level of the transmit power 
anymore. We only have to make sure that we can precisely at-
tenuate the transmit signal. If required at all, the absolute scale 
of the x-axis can be inferred afterwards from the reference 
curve or a reference measurement.

The Real World Is Not Symmetric
Modern wireless communication systems employ multi-
ple antennas at the transmitter site and at the receiver site. 
Unlike the situation that is all-too-frequently found in simula-
tions, in real life, the polarization as well as the beam patterns 
of these antennas will never all be equal. Therefore, the ex-
pected channel attenuation of a MIMO system will be different 

for every transmit-receive 
antenna pair. More techni-
cally speaking, the channel 
matrix will not be inde-
pendently and identically 
distributed. 

Let us now take again 
a closer look at Fig. 2. In 
this figure, we compare 
the throughput of a system 
with two transmit anten-
nas (the 2x2 curve) to the 
throughput of a system 

with only one transmit antenna (the 1x2 curve). In reality, it 
is now very unlikely that each of the two transmit antennas of 
the 2x2 system will deliver the same fraction of the total per-
formance given by the whole system. For example, one of the 
transmit antennas might have the same polarization as the 
receive antennas or point more towards their direction. Con-
sequently, a direct comparison of the 2x2 system with a 1x2 
system using just one of the two possible transmit antennas 
would be unfair.

Fig. 4 illustrates this issue. Next to the throughput of the 2x2 
system, we have also plotted the performance of a 1x2 system 
using the first of the two transmit antennas, as well as the per-
formance of a 1x2 system using the second transmit antenna 
(the bottom dashed curve in Fig. 4). Note that the performance 
of the two different 1x2 systems is significantly different, al-
though both are measured over exactly the same channels as 
the 2x2 system.

In our experiments, to make a fair comparison between the 
2x2 and the 1x2 systems, we always compare the 2x2 system to 
the average performance of the two possible 1x2 subsystems, 
both measured over the same channels as the 2x2 system (see 
the bottom solid curve in Fig. 4 that is also plotted in Figs. 2 
and 5). By doing so, we ensure that all four possible transmis-
sion links of the 2x2 transmission are also measured equally 
often during the two 1x2 transmissions in which we measure 
two links each.

When comparing, for example, a 4x4 transmission to a 

Fig. 4. When comparing a transmission with two transmit antennas (2x2) 
to a transmission using only one transmit antenna (1x2), we average over the 
two possible 1x2 transmissions to make the comparison fair.
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Fig. 5. The same scenario as in Fig. 2, but only a tenth of the statistical 
samples were measured this time. Note that the confidence intervals for the 
relative comparison are smaller than those of the 2x2 curve and the 1x2 curve 
that already overlap. Compared to Fig. 2, the confidence intervals are about 
three times larger, the measurement time is reduced by a factor of 10, and the 
conclusion (the relative comparison is greater than zero) does not change.

1x1 transmission, we perform one 4x4 transmission and six-
teen 1x1 transmissions. To speed things up we only measure 
four transmissions from one transmit antenna to four receive 
antennas and evaluate from this data the sixteen 1x1 transmis-
sions. In simulations, we proceed similarly. We first create a 
4x4 channel matrix that is not independently and identically 
distributed. Next, we use this channel matrix to simulate the 
4x4 transmissions as well as the sixteen 1x1 transmissions. The 
same holds true for any other comparison. In the end, each el-
ement of the channel matrix should be used equally often to 
make the comparison fair.

How Precise Is Accurate Enough?
Remember, every simulation and measurement result con-
sists of a value (the best estimate of the particular quantity 
of interest) and an associated measurement uncertainty (the 
probability distribution characterizing a reasonable disper-
sion of the value, visualized, for example, by the confidence 
intervals in Fig. 2). Whereas beginners are typically only inter-
ested in the measurement values,  dealing with uncertainty has 
always been state of the art and it has been standardized since 
1993 in the “Guide to the Expression of Uncertainty in Mea-
surement” [7].

As explained above, the results shown in Fig. 2 were obtained 
from 303 statistical samples (namely independent throughput 
measurements) for each transmit-power level and for each trans-
mission scheme. The dots represent the best estimate for the 
mean throughput at each transmit-power level (namely, the aver-
age throughput, as no knowledge other than the samples was available). 
The black vertical lines represent the corresponding 99.5% con-
fidence intervals for the mean. That is, if the measurement were 
to be repeated, in 99.5% of the repetitions, the unknown true, 
average, mean-scenario-throughput would lie within these 
confidence intervals (namely, the 99.5% BCa confidence intervals 
obtained by bootstrapping the throughput values obtained).

Next, remember, the precision of a sample mean in a Monte 
Carlo simulation can be increased by a factor of n by simu-
lating n2 samples (given that the samples drawn from the 
same distribution are independent). The same holds true for 
a well-designed measurement up to the point when the sam-
ples become correlated as they are measured in a small area. 
Unfortunately, techniques such as multi-core-measuring or 
cluster-measuring usually do not exist. Then, the only solution 
to keep the measurement time at a reasonable level is a more 
careful experiment design and the implementation of, for ex-
ample, so-called variance reduction techniques [2], [3], [4].

Still, it is not beneficial to simulate the throughput of a wire-
less communication system with a precision of 0.001%, even if 
this were possible for a given model at the expense of needing 
to use a fast computer; the relevance of the last digits of this re-
sult will be questionable. In other words, the conclusions to be 
drawn would typically not change if the result were simulated 
only with a precision of 1%. The simulation time, on the other 
hand, will change by a factor of a million.

As the old saying goes, “5% is pretty good; 1% is wrong 
anyway.” Of course, these numbers should not be taken for 

granted. Still, there is more truth in them than we might think 
at first glance. Anyone who has ever tried to reproduce an 
outdoor wireless measurement in another city will see the ac-
curacy of the results obtained with a different perspective. Even 
repeating a measurement indoors can be a difficult endeavor.

To test the ideas presented above, we repeated the measure-
ment shown in Fig. 2, but in contrast, only measured a tenth of 
the statistical samples for each transmit-power level, that is, 
30 samples (see Fig. 5). As a consequence, on the one hand, the 
measurement time was reduced by a factor of ten. On the other 
hand, the confidence intervals increased only by a factor of 
roughly three. Note that the conclusion that the transmission 
with two antennas is significantly better (99.5% significance 
level) than the transmission using only one transmit antenna 
can still be drawn up to a transmit-power level of approxi-
mately 30 dBm (as the confidence intervals for the difference 
do not touch the x-axis). Note again that the confidence inter-
vals of the difference curve are much smaller than those of the 
other curves as the latter are correlated. Of course, 30 samples 
are only sufficient if we are interested in these relative results. 
But frequently, only relative results are of interest.

Buying Expensive Black Boxes
Once the initial simulation is finished, the next step consists 
of browsing the catalogs of different vendors and starting to 
spend lots of money on “fancy” hardware. But wait! There is 
one thing that we have learned during the last years the hard 
way: hardware does not work out of the box!

So we should rethink our strategy and carefully consider 
how to buy hardware for a wireless communications test bed 
and what important points need to be considered.

Let us, for example, take a closer look at the digital base-
band hardware. Such hardware can be bought from a variety 
of vendors in very different price ranges. In contrast to stan-
dard personal computer parts, for example, such specialized 
hardware is sold in very small quantities. Sometimes, it is even 
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Fig. 6. Every piece of hardware bought is more or less a black box. It has 
inputs, outputs, and the possibility of a firmware upgrade, but little or nothing 
is documented about what is inside. 

Fig. 7. “The black box problem”: should we buy the hardware in one complex 
piece, in a few pieces of moderate complexity, or in a lot of very small but 
simple pieces that can be easily checked and repaired?

assembled directly for the paying customer. Still, that does 
not hinder most companies in this field from pushing out new 
and more powerful products on a regular basis. So how is it 
possible for these hardware manufacturers to keep up with 
ever-shorter product life cycles?

On the one hand, the price for digital signal processing 
hardware in wireless communications is premium, as it has 
to include not only a large portion of the company’s profit but 
also of the development costs. On the other hand, you will be 
the alpha tester, typically even for demo examples and user 
manuals. The effort required to make such hardware work 
properly is often substantially underestimated. In our expe-
rience, if good support is not included and you do not have 
months of time to debug somebody else’s hardware, there is 
little you can do.

Recently, the advent of reprogrammable hardware en-
riched the quest for buying hardware that really works by 
so-called firmware upgrades. A really wonderful idea in prin-
ciple, but the possibility of firmware upgrades did not actually 
increase the quality of hardware but rather actually decreased 
it. The reason is very simple. Before the concept of firmware 
upgrades existed, a company had to take back a product if it 
did not work properly, which implied high costs. Now, all a 
company has to do is to release a firmware upgrade on their 
homepage. Continuing this train of thought, companies could 
now even sell reprogrammable products that are not thor-
oughly tested or even refuse to work at all. Looking at the 
bug-fix lists of certain products, no other conclusion seems 
reasonable for us besides that a product with such a long bug-
fix list could have never worked flawlessly at the time it was 
introduced to the market. Fortunately, this argument can also 
be turned around. In our experience, hardware that does not 
allow for firmware upgrades tends to be more robust than 
hardware that allows for firmware upgrades. While experi-
ence has shown that this hypothesis might be true, the reason 
for this could also be that products without firmware are just 
simpler and therefore do not fail as often. Still, the general 
trend is undeniable. When buying a product that allows for 
firmware upgrades, one should be prepared to wait for the up-
dates and even to fight for them (and based on our experience, 
this can take years, and holds true for almost every product).

Summarizing, one has to be prepared to buy hardware with 
inputs and outputs and little to no documentation on the in-
side. In other words, one has to be prepared to buy expensive 
black boxes that allow for firmware upgrades and typically do 
not work out of the box (see Fig. 6).

Knowing about this, the key task in buying hardware for 
a test bed is not only to choose the right black box from the 
right vendor, but more importantly, the right black box size 
(see Fig. 7): 

◗◗ One way is to buy the hardware in one complex piece: At 
first glance, this also seems to be the least-time demand-
ing task. All that has to be done is to search for an 
appropriate piece of usually very powerful and flexible 
hardware that suits the desired purpose, next to maybe 
writing an application for funding this piece of hardware. 

However, this approach will be prone to fail for the 
reasons outlined above: Almost certainly, the hardware 
will simply not work as desired out of the box. Unfortu-
nately, a researcher is then at the mercy of the hardware 
manufacturer to release new firmware. Trying to correct 
the problem will, on the other hand, typically also fail 
because of poor documentation. 

◗◗ The other extreme is to assemble the hardware from 
many small and simple pieces. These small pieces of 
hardware are relatively cheap. They can be bought 
from a variety of different vendors. And most impor-
tant, it is possible to exactly specify their functionality 
and interfaces prior to purchase. The implications for 
the time after purchase are straightforward. First, it is 
relatively easy to understand and check the functional-
ity of the hardware bought. Second, it is also relatively 
easy to prove to the vendor by measurements that the 
hardware does not fulfill its advertised specifications. 
Therefore, experience has shown that vendors will (have 
to) correct their products. Third, if a product does not 
live up to its expectations, buying a better-suited prod-
uct from a different vendor is a suitable option. Fourth, 
if a product does not work as advertised and the vendor 
refuses to repair it for obscure reasons, writing it off and 
buying an alternative product may be preferred over any 
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legal actions. Fifth, because they are less complex and, 
therefore, often more thoroughly tested, small pieces 
of hardware are less likely to fail in general. Finally, the 
different pieces of hardware can be reused for different 
experiments, assembled in a different way, and so on. 
In other words, the investment made in a small piece of 
hardware is not lost after the measurements which it was 
purchased for are finished.

Note that we do not consider a carrier board with several 
different modules interconnected by proprietary interfaces as 
modular. In our opinion, this is one black box featuring inter-
changeable modules that might fail because it is very unlikely 
that they have been tested in the way you will assemble them. 
Conversely, a rubidium frequency normal connected to an os-
cillator via a 50 ohm coaxial cable (a well-defined standard) or 
a power meter connected to a PC via a local area network con-
nection (also, a well-defined standard) is very likely to work 
as expected.

On the downside, assembling small black boxes to obtain 
a complex piece of hardware takes considerable time, expert 
knowledge, and expensive (measurement) equipment for test-
ing. There is absolutely no need to redesign things that others 
have designed, such as a GPS receiver where only its outputs 
are of interest and it is very unlikely that “half a GPS receiver” 
might be needed in a future experiment.

The art of efficiently and effectively buying hardware for a 
measurement is now, in our opinion, to maximize the size of 
the black boxes purchased while still being able to fully specify 
and test their functionality and to maintain flexibility for both 
present and future experiments.

Real-Time, Off-Line, or Even Both?
Programming digital signal processing algorithms into real-
time hardware such as digital signal processors and field 
programmable gate arrays requires time. Debugging and test-
ing algorithms programmed into such hardware requires even 
more time. Finally, modifying these algorithms once they are 
inside the hardware also seems to be very time consuming. 
Even worse, people researching algorithms are usually not 
trained and experienced in programming real-time hardware. 
Even if they were, the tools available are, at least in our opin-
ion, not the most convenient and stable. As long as researching 
on how to implement algorithms in real-time hardware is not 
needed or of interest, there is no real benefit in doing so other 
than decreased execution time (that can be combated with 
cluster processing on standard PCs) and publicity (that can be 
restricted to a few, simple, nice-to-show setups). 

On the other hand, coding algorithms in a high-level pro-
gramming language is convenient. This is especially true 
when utilizing a numerical computing environment such as 
MATLAB that comes with a lot of toolboxes. Furthermore, 
as such an environment may have been used to test the algo-
rithms in an initial simulation, the idea of reusing this code for 
a measurement seems obvious.

Consequently, in our measurements, we avoid program-
ming algorithms into real-time hardware at all cost. Instead, 

we execute all algorithms off-line on personal computers and 
use the same high-level language code that has already been 
used in the initial simulations. 
To do so, we prepare a transmission in which:

◗◗ We organize all signals to be transmitted in blocks.
◗◗ We always transmit the same data and ensure by simula-
tion that the measurement result, namely in our case the 
throughput, is not altered by this simplification of real-
ity. Furthermore, we design the experiment in such a way 
that only a limited number of different blocks needs to be 
transmitted during the course of the whole experiment. 
Whether or how often these different blocks will be trans-
mitted in the experiment can be decided later; for now, we 
only have to decide on a finite set of blocks. 

◗◗ We calculate the baseband data samples of all these differ-
ent blocks and store them on fast hard disk drives or in the 
memory of the transmitter.

Next, we carry out several transmissions during an experi-
ment in which:

◗◗ We load the block to be transmitted, namely, the baseband 
data samples, into a real-time-capable buffer.

◗◗ We transmit this data block in real-time over the wireless 
channel.

◗◗ We receive the data block into a real-time-capable buffer.
◗◗ We store the data block on a hard disk drive (rather than 
evaluating it immediately).

Finally, we evaluate the stored data blocks off-line in a clus-
ter of personal computers.

Having the data readily available at a transmitter that is syn-
chronized with the receiver not only allows for the transmission 
of single blocks of data. Interestingly, it also allows for tech-
niques such as retransmissions (see Fig. 8), adaptive modulation 
and coding (see Fig. 9), and adaptive modulation and coding 
combined with pre-coding and retransmissions (see Fig. 10). 
The only requirement to do so is a channel that is static during 
one measurement or a non-static channel that can be repeated.

Measurement Results
Our real-world wireless communication system scenario was 
obtained in 2009 in downtown Vienna, Austria. We used a 
2x2-transmission: a transmission using two antennas at the 

Fig. 8. We always transmit all possible retransmissions even if they are not 
required. Later, during the off-line evaluation, we decide whether we need 
them or not.
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transmitter and two antennas at the receiver site, and a 1x2-
transmission: a transmission using only one antenna at the 
transmitter but still using two antennas at the receiver site. The 
1x2-transmission is the reference system.  

Fig. 2 shows the measurement results. The ‘2x2 (re-
search target)’ curve and the ‘1x2 (reference)’ curve graph the 
throughput performance of the transmission over the trans-
mit power. The ‘2x2 capacity (theoretical bound)’ is the dotted 
orange curve which represents the unconstrained channel 
capacity of the 2x2-transmission: the maximum theoretical 
throughput allowed by the channel for this transmission.

We compared the 2x2 and 1x2 throughput with the ‘2x2 
minus 1x2 (relative comparison)’ curve and it showed gain. 
We concluded that the 2x2 throughput is significantly better 
in a typical operation by having one additional antenna at the 
transmitter. 

We also compared this throughput to the ‘2x2 capacity 
(theoretical bound)’ curve. As the system under investigation 
adaptively improves the signal-to-noise ratio (SNR) at the re-
ceiver, we measure over transmit power and plot the SNR (see 
the first additional x-axis). We also measure the receive power 
of the 1x2 system that does not adaptively improve the SNR 
(see the second additional x-axis).

Reality Is Too Complex
Up to now we have shown how to measure basic setups like 
the one outlined in Fig 1. While such setups allow us to gain a 
deep understanding of parts of the system being investigated, 
real-world wireless communication systems are typically far 
more complex. The art of designing measurement setups for 
investigating the performance of such systems is now, in our 
opinion, to simplify reality as far as possible while still includ-
ing all the ‘’important’’ parts.

Let’s take a closer look at cellular systems employing 
several base stations that actively coordinate the signals trans-
mitted in order to maximize the throughput for several users 
in their vicinity. If the hardware for the transmitter and for the 
receiver is assembled from several black boxes of reasonable 
size, duplicating them and adding another black box for syn-
chronization of the different sites (see for example [10]) is only 
a matter of money, manpower, and time. In reality, money is 

always scarce, manpower not available, time is devoted to 
more important tasks than assembling hardware, and mo-
tivation is lost once the hardware has been built for the first 
time. Therefore, one will try to simplify and employ the mini-
mum setup that still allows for research output. Regarding the 
number of base stations, three seems to be a reasonable lower 
bound for still being able to obtain interesting results. Regard-
ing the number of receivers, the potential for savings is a lot 
higher. There, the idea is to record beforehand, one by one, 
the channels observed by as many receivers as desired and to 
assume that these channels are still the same in the final mea-
surement. This final measurement is also taken with only one 
receiver but the transmitters assume that all the other receivers 
are present when calculating the optimal transmit signal. The 
performance of the transmission is then evaluated for the only 
existing receiver. Then the receiver is moved to a new position, 
and the performance of a new user is measured, again assum-
ing that all the other users are present where, in fact, they are 
not. The whole process could then be automatized by switch-
ing between several receive antennas using RF switches.

While base stations are typically employed on a roof, the 
receiver is likely to be operated in the vicinity of humans. The 
past has shown that even multinational companies forget to 
test their handhelds while actually being hand-held. The same 
holds true for the measurement methodology described in this 
tutorial where we sometimes mount laptop replacements with 
antennas on their back on linear guides or use very small and 
compact antennas as in a final product. The real challenge here 
is to design these antennas in such a way that the signal is cap-
tured by the antennas and not by the cables that connect the 
antennas to the rest of the measurement hardware. 

Furthermore, experience has shown that the presented 
methodology is robust to people walking around and doors 
opening or closing. We, therefore, do not avoid such inter-
actions by measuring at night. Rather, we discard single 
measurements afterwards during the off-line evaluation in 

Fig. 10. If the number of possible schemes exceeds the channel coherence 
time, we first transmit a training block. Next, we let the receiver evaluate 
the channel conditions (but not more) and estimate which blocks should be 
transmitted under these channel conditions. Then we feed this information 
back to the transmitter and transmit the blocks selected (with the 
retransmissions that may be required or not) by loading pre-generated blocks 
from the memory or fast hard-disk drives. Finally, we evaluate not only the 
whole measurement offline, but also if the channel has changed between the 
training block and the actual transmission. If the channel has changed, we 
discard the result of this transmission.

Fig. 9. We always transmit all possible adaptive modulation and coding 
schemes (faster than the channel coherence time) even though only one 
would be transmitted in a real-world transmission. Later, during the off-line 
evaluation, we decide which one to choose based on the estimated channel.
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case the channel did change too much within the time of a sin-
gle measurement. This might be the case if the feedback, and 
thus the adaptation to the channel, is wrong or the systems to 
be compared experience different channels. Remember that 
we always measure the systems to be compared in a rapid suc-
cession, typically within milliseconds. Therefore, long term 
drifts, such as changes in the scenario, do not impact our rela-
tive measurement result.

At the end of the day, one is likely to fill up three rooms. 
One to actually work in and build the hardware, one to store 
the tools and spare parts, and another room to test the hard-
ware built before putting it on the roofs of several buildings 
that also need to be occupied and adapted. The hardware built 
might consist of three transmitters, one receiver, many differ-
ent antennas, a fiber optic and wireless backbone, servers for 
data storage, PCs and servers for controlling the measurement 
and evaluation, a cluster of PCs to evaluate the results, sensors 
for capturing the environmental conditions, linear guides for 
moving the antennas, RF switches for switching between dif-
ferent antennas, roofs adapted to attach antennas as well as 
install base stations, and much more. Whether such a setup re-
flects a real-world wireless communication system remains to 
be seen, but that is how close we could come in six years.

The Wrong Metric?
Next to other metrology related issues, building complex 
measurement setups in wireless communication requires con-
siderable experience and engineering knowledge. Because the 
art of engineering setups has not been widely covered in sci-
entific literature, one may only be able to find books on certain 
areas of interest, for example, for designing radio frequency 
hardware [8], [9]. Besides such books, the literature on how 
other groups have set up their hardware for measurements is 
either limited or non-existent. So carefully note that this will 
also apply to your “research.”

Let us take a look at, for example, the steps required 
for synchronizing several transmitters and receivers in a 
wireless communication system measurement. This issue 
becomes non-trivial if measuring outdoors, over large dis-
tances, or at high velocities. Sooner or later, every research 
group will have to spend a considerable amount of time 
and manpower in developing and testing an engineering-
solution that serves no other purpose than synchronizing 
the measurement set-up. Then, some time later, they may 
find that there are new features required by this hardware 
and that the whole set-up must be redesigned. Comparing 
the manpower and time invested to the scientific output 
achieved by this particular synchronization hardware (that 
is, zero), it would have been more efficient to buy somebody 
else’s design and to copy it. Unfortunately, typically this 
possibility does not exist. In addition, governmental fund-
ing often make it less complicated to spend one man-year on 
developing mid-priced hardware from scratch rather than 
to buy it [10]. 

Summarizing: In order to make measurements, a lot of time 
is “lost” that could have been otherwise devoted to research. 

On the other hand, it is not really lost, because it allows us to 
measure.

Some Years Later...
Did we not mention it at the beginning? Measurements cost 
time and money. In return, they provide us with invaluable in-
sights into real-world problems. Whether a paper could have 
been published more easily by submitting only the initial sim-
ulation and skipping all the measurement effort is another 
(very sad) story.
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In order to evaluate current and upcoming mobile communications 
standards and to investigate new transmission as well as receiver techniques 
in a real-world environment, a very flexible testbed was set up at the 
Vienna University of Technology, comprised of multiple base stations, 
each equipped with several antennas. After providing an overview of this 
testbed and its capabilities, different kinds of measurements and their 
underlying methodologies are described in the context of 3GPP Long 
Term Evolution (LTE) transmissions. These are, on the one hand, point-
to-point LTE Multiple-Input Multiple-Output (MIMO) throughput 
measurements, employing a single base station and, on the other hand, 
modern interference alignment measurements, utilizing up to three base 
stations simultaneously.

Introduction
The decades after Marconi’s invention were filled with wireless experiments. 
Although we understand many physical phenomena of wireless propagations 
today much better than in the past, the channel models we use still capture 
only a part of the complex physical process. Nevertheless, in the last two 
decades, it has become a common method to entirely skip experimental 
validation and trust existing channel models when designing mobile 
communication systems. As the complexity of mobile communication 
standards also increases, simulation methods appear to be the Holy Grail to 
solve open design questions. While these methods deliver quantitative results 
in acceptable time, many important issues are simplified or not modeled at 
all, trading off timely results for accuracy. Converting new algorithmic ideas 
into hardware on the other hand is quite time consuming and often lacks 
flexibility so that experimental evaluation remains no longer an attractive 
choice. We show that with our testbed approach, we essentially combine 
the advantages of both worlds: design flexibility and timeliness under true 
physical conditions.

In this article, we explain briefly our testbed approach[1] and our optimized 
measurement methodology that allows the deducing of results based on a 
minimal number of sampling points in the following section, “The Vienna 
MIMO Testbed: A Marriage of Hardware and Software.” Experimental 
examples based on 3GPP Long Term Evolution (LTE) are then provided in 
the section “LTE Measurements,” and finally experimental results for the 
interference alignment (IA) transmission scheme[2] are presented in the section 
“Interference Alignment Measurements.” The article briefly sums up the 
findings with a “Conclusion” section.
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The Vienna MIMO Testbed: A Marriage  
of Hardware and Software
The Vienna MIMO testbed consists of various hardware components that 
couple data generating and capturing PCs, radio frequency front ends, 
antennas, and a suite of software tools, the so-called Vienna LTE Simulators.[3][4][5] 
While the LTE simulators help in designing optimal algorithms, the same 
signals can be fed into the testbed in order to transmit them over the air. The 
captured data are then input to the receiver part of the simulators and can 
be evaluated offline later on. It is important to note that the Vienna MIMO 
testbed is not limited to LTE transmissions. The LTE simulator can be easily 
replaced by software implementations of any desired communication system 
that meets the constraints of the testbed.

Hardware
Figure 1 exhibits the main hardware components required to convert a priori 
generated data into electromagnetic waves, transmitting them over the air 
and finally capturing them before storing them in digital form for further 
evaluation. The major hardware components are:

•• Three rooftop transmitters supporting four antennas each. The digital signal 
samples are converted with a precision of 16 bits and are transmitted with 
adjustable power within a continuous range of about -35 dBm to 35 dBm 
per antenna.

•• One indoor receiver with four channels that converts the received signals 
with a precision of 16 bits before the raw signal samples are saved to hard 
disk. The receive antennas are mounted on a positioning table, which 
allows for measurements at different positions within an area of about  
1 m × 1 m. 

•• The carrier frequency, the sample clock, and the trigger signals are generated 
separately at each station utilizing GPS synchronized rubidium frequency 
standards. The synchronization of the triggers is based on exchanging 
timestamps in the form of UDP packets over a trigger network.[6] 
The precision of this trigger mechanism does not require any further  

“While the LTE simulators help in 

designing optimal algorithms, the 

same signals can be fed into the testbed 

in order to transmit them over the 

air.”

“The carrier frequency, the sample 

clock, and the trigger signals are 

generated separately at each station 

utilizing GPS synchronized rubidium 

frequency standards.”

Figure 1: Testbed setup showing GPS-controlled rubidium clocks at both ends of the transmission chain
(Source: Vienna University of Technology, 2014)
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post-synchronization at the receiver. It is sufficient to measure the delay 
once and time-shift all signals according to the measured delay.

•• A dedicated fiber-optic network is utilized to exchange synchronization 
commands as well as feedback information and general control commands.

The current setup supports a transmission bandwidth of up to 20 MHz at a 
center frequency of 2.503 GHz.

LTE Simulators
Along with the hardware setup, a suite of software-based simulators are 
employed. Currently we support:

•• The Vienna LTE-A Downlink Link Level Simulator (DL-LL)

•• The Vienna LTE Uplink Link Level Simulator (UL-LL)

•• The Vienna LTE Downlink System Level Simulator (DL-SL)

Our simulators together with published results were released under an open 
license agreement, free of charge for academic research. Over the years, 
many thousand users have formed a Web-based exchange forum where 
open problems were posed and solutions discussed. Due to these efforts in 
reproducibility, our simulators not only increased in functionality but also 
gained substantial quality. Many companies are now also using the simulators 
because they offer a convenient platform to exchange results between partners. 
The DL-SL simulator is only listed here to provide a complete list; this 
simulator uses link-level abstractions and supports simulations with hundreds 
of users since such complexity would not lead to acceptable run times in link-
level precision. Both link-level simulators can be used to generate inputs to 
the testbed and testbed outputs can be fed back into them, hence providing an 
LTE-compliant transmission chain whose data can be directed to the transmit 
antennas and captured at the receive antennas instead of running transmissions 
over simulated channels such as ITU or Winner. Although the transmission 
only allows a burst mode, we can continuously generate such data bursts and 
mimic accurately continuous transmissions. The received symbols are time-
stamped and can later be fed back into the simulator chain for evaluation. 
By this we can directly compare simulations with measured results based on 
identical transmit data and identical receiver algorithms, allowing very rigorous 
research results.

Measurement Methodology
In typical measurements, the transmission of desired signals, or rather signals 
generated according to parameters of interest, is repeated with different values 
of transmit power in order to obtain results for a certain range of receive signal-
to-noise ratios (SNR). Furthermore, the transmission of such signals at all values 
of transmit power is repeated at different receive antenna positions in order to 
average over small-scale fading scenarios. As a rule of thumb, in a typical scenario 
approximately 30 measurements of different receive antenna positions are 
necessary to get sound results for an LTE signal with a bandwidth of 10 MHz. In 
order to check whether we have measured enough channel realizations, we always 
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include BCa bootstrap confidence intervals in our results (see the following 
section and Caban et al.[7]). While this process is usually the same for different 
kinds of measurements, they may differ in the way transmit signals are generated.

As illustrated in Figure 2, two different methodologies are utilized as detailed 
in the following:

•• Brute force measurements: All signals of interest are pre-generated, 
transmitted over the physical channel, and saved as raw signal samples to 
hard disk. The received signals are then evaluated offline. This approach is 
only feasible as long as the time duration of all the different transmit signals 
is small compared to the channel variations so that successively transmitted 
data sets appear to be transmitted over the same channel.

•• Measurements with feedback: The transmit signals are generated on the fly 
utilizing channel state information obtained via a preceding transmission 
of training symbols. While the processing and evaluation of the actual 
data symbols can be computed offline, the demodulation of the training 
symbols, evaluation, and decision about the generation of the next transmit 
signal has to be performed in (quasi-) real time.

“This approach is only feasible as 

long as the time duration of all the 

different transmit signals is small 

compared to the channel variations so 

that successively transmitted data sets 

appear to be transmitted over the same 

channel.”

Figure 2: Measurement process without (left) and with feedback (right)
(Source: Vienna University of Technology, 2014)
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While brute force measurements typically take longer than the feedback approach 
and the number of different signals that need to be evaluated is much higher, 
results obtained by brute force measurements are typically more detailed and are 
certainly not contaminated by the quality of the feedback function. If the number 
of different transmit signals is not too large, a combination of both methodologies 
is possible. All signals of interest are pre-generated, but only those a feedback 
function decides for are transmitted. This approach reduces the number of signals 
that have to be evaluated and signals do not have to be generated during the 
measurement. Nevertheless, it should be noted that if the number of possible 
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transmit signals is rather large or infinite (for example, zero-forcing Multi-User 
MIMO mode), only a feedback approach is feasible.

LTE Measurements
While LTE cellular systems are already being rolled out and operated in many 
countries around the world, there are still unresolved issues in transmission 
technology. Focusing on point-to-point single-user LTE transmissions, there 
exist many open questions that can be best tackled by LTE measurements:

•• Comparison of different kinds of receivers (receiver algorithms)

•• Performance of novel and modified transmission schemes following the 
LTE standard

•• Performance measurements at extreme channels (for example, very high 
speed) for which channel models are very crude or even nonexistent

•• Comparison of different penetration scenarios or different antenna 
configurations

In the following, we present two measurements comparing on the one hand 
two different transmit antenna configurations and two different scenarios on the 
other hand. For both measurements the brute force approach using the DL-LL 
simulator as software implementation of the base station and the user equipment 
was used. We chose the open loop spatial multiplexing transmission mode where 
no feedback of the preferred precoder is performed. Thus the number of different 
transmit signals is small enough to apply the brute force approach.

A Comparison of Different Antenna Configurations
We were interested in evaluating the influence of the transmit antenna 
configuration on the performance of the LTE MIMO downlink. Possible 
configurations for the case of two transmit antennas are cross-polarized 
antennas, as they are used in today’s base station antennas, and equally 
polarized antennas. For the measurements presented below, we utilized an off-
the-shelf double cross-polarized sector antenna (Kathrein 800 10543) whose 
four antenna elements were used for implementing both a cross-polarized 
antenna pair and two equally polarized antennas with a spacing of 1.24 
wavelengths (see legend of Figure 3).

Figure 3 shows the measured throughput of the LTE open-loop downlink. 
In the left plot the results are shown over measured average SNR for a fixed 
transmission rank (1 or 2) where for single-stream transmission (rank 1) both 
antenna configurations performed similarly. The results for two spatial streams 
(rank 2) show on the one hand that spatial multiplexing outperforms single-stream 
transmission only above a certain average SNR. On the other hand, we observe that 
a cross-polarized configuration outperforms an equally polarized configuration. In 
the right plot, the throughput was maximized over the number of spatial streams 
for every channel realization, resembling a feedback selection scheme. More details 
on measurements comparing different vertical and horizontal setups for 2x2 as well 
as for 4x4 transmissions are described by Lerch and Rupp.[8]
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A Comparison of Different Scenarios
While the previous results were obtained in a certain scenario given by 
the location of the transmitter and the receiver, we were further interested 
in a comparison of different scenarios. Therefore the measurement was 
repeated placing a transmitter at a different location and keeping the receiver 
location. In the previous scenario there was no line-of-sight path between 
the transmitter and the receiver. We considered a second scenario with a 
significant line-of-sight path. These two scenarios will be referred to as  
Non-Light-of-Sight (NLOS) and Line-of-Sight (LOS).

The left plot of Figure 4 shows the results considering two transmit antennas. 
While the cross-polarized antennas perform similarly in both scenarios, an even 
worse performance is obtained when considering equally polarized antennas 
in the LOS scenario, although only in the higher SNR regions where data is 
transmitted over two spatial streams. At lower SNRs, where only a single data 
stream is transmitted, the performance is quite independent of the scenario 
and the transmit antenna configuration used. Finally, the right plot of Figure 4 
shows a comparison of both scenarios considering four transmit antennas. The 
results are similar to those for two antennas. While in the lower SNR regions 
the difference is negligible; at higher SNRs, where data is transmitted over 
multiple spatial streams, the performance in the NLOS scenario is better than 
in the LOS scenario.

Interference Alignment Measurements
Interference alignment (IA)[2] is an example of a system setup that utilizes all 
three transmitters simultaneously with feedback. IA measurements fully exploit 
all capabilities of the Vienna MIMO testbed.

“While in the lower SNR regions 

the difference is negligible; at higher 

SNRs, where data is transmitted 

over multiple spatial streams, the 

performance in the NLOS scenario is 

better than in the LOS scenario.”

Figure 3: Comparison of cross-polarized and equally polarized transmit antennas in terms of LTE throughput
(Source: Vienna University of Technology, 2014)
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The Concept of Interference Alignment
Consider the cellular scenario shown in Figure 5 where three mobile users at 
the cell edges wish to communicate with a different base station. All three users 
experience heavy interference from the other base stations approximately as 
strong as the desired downlink signal. An emerging MIMO technique to cope 
with such a scenario is called interference alignment. Based on the knowledge 
of the channels between every user and every base station, a joint calculation 
of precoding matrices, Vi i = 1, 2, and 3 and receive filters, Ui i = 1, 2, and 3, 
is performed, by which half of the degrees of freedom of the MIMO channels 
are utilized for data transmission while the other half are exploited to align 
the interferences at the receiver. By applying the receive filters, interferences 
are eliminated and only the data signal of interest is retained. Thus, instead of 
transmitting the maximum number of four data streams over a 4x4 MIMO 
channel, only two data streams are transmitted. In the ideal case, half of the 

“All three users experience heavy 

interference from the other base 

stations approximately as strong as the 

desired downlink signal.”

Figure 4: LTE throughput measurement results comparing LOS and NLOS scenarios for two and four 
transmit antennas.
(Source: Vienna University of Technology, 2014)
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Figure 5: Interference alignment scenario and setup
(Source: Vienna University of Technology, 2014)
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“In the ideal case, half of the capacity 

of the interference-free case with four 

data streams can be achieved, which is 

more than what is obtained by using 

resource sharing.”
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capacity of the interference-free case with four data streams can be achieved, 
which is more than what is obtained by using resource sharing. (Orthogonal 
multiple access schemes like time division multiple access can only offer a third 
of the capacity for each of the three users).

Measurements
Measurements with the Vienna MIMO testbed were carried out to show the 
feasibility of IA in a real-world scenario and to provide a basis for further 
investigations on the impact of different kinds of practical issues on the 
performance of IA. In order to evaluate IA on our testbed, we implemented the 
ideas below:

•• While all three base stations are needed in order to transmit at the same time, 
one receiver that can act as any of the three receivers is indeed sufficient. The 
other two receivers can be virtual receivers and the respective channels can 
either be generated randomly or can be results of past channel measurements.

•• Every mobile user has to estimate the channels to all transmitters. 
Therefore, not only must the training symbols from different antennas 
of each base station be orthogonal among themselves, but the training 
symbols of all different base stations must also be orthogonal. In the case 
of three base stations, each having four antennas, the channels from twelve 
transmit antennas have to be estimated simultaneously. Thus, standard 
compliant LTE, whose pilot structure only supports up to four transmit 
antennas, is not applicable, and therefore we implemented our own 
transmission scheme described below.

•• Each transmit frame consists of a pilot preamble followed by the data 
payload. The pilot preamble is constructed to estimate the channels to 
all transmit antennas simultaneously and the data payload is designed to 
estimate the mutual information of the transmission. The precoders applied 
to the data payload are based on the channel estimates obtained from the 
respectively previous transmission. In order to keep the time between the 
channel measurement and the application of the respective precoders short 
(less than 20 ms), we took only a single subcarrier into account.

IA requires all involved transmitters and receivers to be synchronous in terms 
of carrier frequency and time. On our testbed, rubidium frequency standards at 
every station combined with a GPS based trigger network provide the required 
synchronicity. In order to receive the signals from different transmitters 
perfectly synchronous at the receiver, the transmit signals are time shifted 
according to the delays between the respective transmitter and the receiver. For 
a more detailed discussion of IA measurements on the Vienna MIMO testbed, 
the reader is referred to Mayer et al.[9]

Results
The left plot of Figure 6 shows the mutual information results of a measurement 
for a fixed signal-to-interference ratio (SIR) of -3 dB, that is, the signals from 
all three base stations are received equally strongly at the receivers. In order 
to compare the performance of IA to a non-cooperative scheme, a full rank 

“IA requires all involved transmitters 

and receivers to be synchronous in 

terms of carrier frequency and time.”
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transmission based on the Singular Value Decomposition (SVD) of the channel 
utilizing all four available data streams was measured in the same scenario. In 
the case of interference, the performance of the SVD transmission (orange 
curve) is solely determined by the rather low SIR and therefore quite constant 
over the observed SNR region. IA (green curve) reaches, following the theory 
(dashed blue curve), almost half of the mutual information of the interference-
free full rank case (blue continuous line). At high SNR, a saturation of mutual 
information is observed in the IA case. This is due to the fact that IA is very 
sensitive to channel estimation errors as mentioned by Garcia-Naya et al.[10] 
The precoders are always computed from the channel estimate of the previous 
transmission, and since our feedback is only finitely fast, the channels have time 
to change between transmissions. Thus, despite the high SNR, there will always 
be residual interference power due to imperfect alignment that limits mutual 
information, as long as the channel is not perfectly static.

The results for a fixed signal-to-noise ratio of 47 dB are shown on the right plot 
of Figure 6. With increasing SIR (decreasing interference) the performance of 
the non-cooperative full rank transmission increases and outperforms IA at a 
certain level of SIR. Above this level, a mobile user should rather be scheduled 
for a different transmission scheme than IA.

Conclusion
The article describes a testbed methodology that combines the rapid 
development speed of software with the precise measurements results including 
physical wireless channels. 

The capability of our testbed to measure over a wide range of transmit power 
within the same scenario allows for deep insights into the performance of 

“IA reaches, almost half of the mutual 

information of the interference-free 

full rank case IA is very sensitive to 

channel estimation errors…”

“With increasing SIR (decreasing 

interference) the performance of the 

non-cooperative full rank transmission 

increases and outperforms IA…”

Figure 6: Performance of IA for a fixed SIR (left) and a fixed SNR (right).
(Source: Vienna University of Technology, 2014)
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modern mobile communication systems. As an example, we demonstrated in 
terms of LTE throughput that the performance of MIMO techniques does not 
only depend on the signal-to-noise ratio. It also depends on the actual transmit 
antenna configuration and the scenario. Our measurement based evaluation  
of interference alignment provides viable information regarding its possible  
fields of application and the entailed constraints. The inherent precoder 
feedback delay and the extensive channel knowledge requirement narrow  
the field down to applications that comprise reliable feedback and 
coordination. Fully exploiting the capabilities of the Vienna MIMO Testbed, 
interference alignment was shown to be feasible, achieving results close to 
theory and outperforming orthogonal access schemes in case of intermediate to 
strong interference at fairly high SNR.
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Fig. 1. After calculating the data to be transmitted in software, the data has
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Fig. 2. Birds eye view showing our most recent hardware set-up, namely
the three transmitters (set up on roofs) and the receiver (set up in an office)
in downtown Vienna, Austria. The fastest existing connection between them
is the local area network provided by the Vienna University of Technology.

The goal is therefore to design a “distributed piece of hardware”
that allows for precise synchronization of several transmitters and
receivers at a low cost while still allowing for the flexibility of an
off-line measurement approach. Specifically, it should be possible to
transmit blocks of data immediately upon request, and not only at
full seconds as it could be easily realized by using a PPS2 signal
from a GPS reference.

Indoors, or when the sites of the measurement system are not
located far from each other, the probably easiest implementation of
such a distributed timing synchronization system is a 50 ohm coaxial
cable to spread a common trigger signal. If however, as shown
for example in Figure 2, the transmit sites are located on different

2A Pulse Per Second (PPS) is an electrical signal that is high for a certain
period starting at exactly each full second. It does, therefore, not specify the
time but only the start of each second.

Abstract—Measuring the physical layer performance of a wireless radio 
transmission is straightforward: Firstly, a transmitter generates the 
signal-samples to be transmitted. Secondly, these samples are broadcasted 
in real-time and captured by the receiver. Thirdly, the received signal is 
evaluated and the desired figure of merit is calculated. If only isolated 
blocks of data are transmitted and the received signal is evaluated off-line 
to simplify implementation, the receiver has to know when to actually 
acquire the data. The situation becomes more complicated when several 
transmitters and receivers have to be synchronized in time.

In this paper we will present a method to synchronize an arbitrary 
number of transmitters and receivers that is swift (e.g. 1 ms, the latency 
of an already exiting LAN infrastructure) as well as accurate (e.g. ±30 ns, 
the relative accuracy of GPS).

I. MOTIVATION

In currently employed wireless radio transmission systems, receivers 
usually capture the input signal on a continuous basis [1]. In a 
next step, more or less complex digital signal processing algorithms 
continuously estimate the most likely start of data blocks to then 
decode the received information. This important step of finding 
where the blocks of data actually are is usually referred to as “timing 
synchronization”.

In contrast, a well established way to infer the performance of 
complex wireless communications systems is to create the blocks 
to be transmitted off-line in a high-level programming language, 
transmit and receive only single blocks of data, and then evaluate 
the received blocks off-line [2]. Such “testbed measurements” avoid 
the cumbersome implementation of algorithms in hardware while 
still allowing for transmissions over real-world channels, therefore 
capturing real-world effects.

When now only a single block of data is to be transmitted, and 
the receiver is only capturing data for a limited amount of time 
(that is, in the optimum, approximately the time required for the 
transmission), the receiver has to know somehow when to actually 
receive the data. If data processing is carried out only off-line after 
the acquisition has finished, the received data itself cannot be used for 
this purpose and, therefore, an external triggering mechanism has to 
be employed. Such triggering mechanism does not necessarily have 
to be very accurate if more data is captured than actually required. 
In this case, accurate timing synchronization can be carried out later 
off-line in software. On the other hand, accurate hardware-triggering 
and therefore hardware-synchronization may simplify the work of 
the researchers as either the off-line timing synchronization can be 
omitted or the not-omitted timing synchronization can be compared 
to the perfect reference of a hardware trigger.

Things change when several time-synchronous transmitters are 
used in an experiment as software-aided synchronization techniques 
cannot be employed anymore. This may be for example the case 
when measuring the performance of interference alignment1 tech-
niques [3].

1The key idea of interference alignment is to shape multiple transmit signals 
in such a way that they cast “shadows” on other users, while the user(s) of 
interest can still decode them.
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buildings in a city, laying dedicated cables becomes non feasible,
calling for a new, innovative approach.

II. THE CONCEPT

The simplest way to exchange information between different sites is
to use/extend a typically already existing LAN/WAN3 infrastructure
and/or maybe also set up dedicated wireless LAN bridges to connect
different LAN segments. Unfortunately, if not specially designed for
this purpose4, LAN connections suffer from a typically non-constant
delay. Therefore, they can only be used for information exchange
between the geographically separated sites of a testbed but not for
supplying the trigger instant itself.

Precise timing (±30 ns relative difference5) at very different sites
can be easily obtained using the PPS signal provided by commercial-
grade GPS devices. However, these devices do not allow for
additional information exchange between the different transmitter and
receiver sites.

The basic idea now is to use a GPS at each site to acquire the
current time precisely, and a local area network connection between
all sites to handshake at what time to trigger the transmission.
Figure 3 shows the proposed set-up, employing a dedicated timing
synchronization unit at each testbed site:
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Fig. 3. Block diagram of the set-up proposed. Parts operating in real-time are
shown in gray. We actually employ three transmitters and one receiver. The
methodology proposed works with any number of transmitters and receivers.

A. Initial Preparation

Prior to a measurement (and not during a measurement), the following
steps have to be carried out:

(1) All GPS units acquire a satellite fix. (Duration: sometimes up to
several minutes but not relevant for the measurement)

(2) The master PC (typically a receiver) tells its own sync-unit via a

3A Wide Area Network (WAN) is, in contrast to a Local Area Network
(LAN), covering a much larger geographical area. For simplicity, we will
refer to both, WANs and LANs, as LANs throughout this paper.

4Defined in IEEE 1588 [4], the Precision Time Protocol (PTP) allows for
precise timing synchronization using “special” network cards and switches.
While at laboratory conditions a timing performance close to GPS devices can
be achieved, already existing networks do not allow for such performance [5].

5We measured this value using commercial of-the-shelf equipment [6,
Figure 3.14.]. Data sheets of GPS devices typically report the standard
deviation of this difference, which is obviously lower than its maximum
values.

UDP datagramm6 that all sync-units shall acquire the a common
reference time. In order to do so, the sync-unit receiving the UDP
datagram waits for the next PPS pulse to then multicast through
the LAN connection to all other sync-units that they shall set their
internal clocks to zero with the next PPS pulse (it is assumed
that the multicast takes less than one second.) The result of this
procedure is that all sync-units share a common, precise, relative
time. Of course, the absolute time could also have been obtained
from the GPS devices, but this additional effort is not required
for the proposed set-up. (Duration: from one to two seconds but
not relevant for the measurement)

B. Triggering Procedure

The transmission of a single data block works as described below
(see also Figure 4). Note that the proposed set-up only reveals its full
potential if multiple, pre-generated data blocks have to be transmitted
from multiple transmitters:
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Fig. 4. UDP datagrams on the LAN (arrows) plotted over time (Y-direction).

(a) The master PC (typically a receiver) tells all other PCs that the
transmission of a specific data block shall be performed. (UDP
multicast, duration: maximum LAN latency)

(b) - In all transmitters, the specific data block to be transmitted is
created off-line in the block named software (see Figure 3). In
the form of samples, this data is then stored in the block named
FIFO7 to be transmitted exactly when the external trigger
originated in the sync-unit is applied. (Software execution,
start: when UDP multicast is received, duration: unknown)

- All receivers get ready for reception.
(c) - Each transmitter tells its own sync-unit that a transmission shall

be triggered in tL milliseconds. The time tL is to be determined

6A User Datagram Protocol (UDP) datagram is a basic transfer unit of the
packet-switched LAN. In contrast to Transmission Control Protocol (TCP)
packet transmission, UDP datagram transmission does not provide reliability,
ordering, and data integrity. On the other hand, avoiding the therefore required
overhead, it is more suited for real-time applications.

7FIFO. . . In our case a dual-port memory is set up as a First In First Out
buffer (FIFO buffer) to first store the off-line generated samples and then
forward these samples to the DAC in real-time. The buffer is required as the
software is not capable of generating the data samples fast enough.
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by the user beforehand or to be optimized adaptively during
operation.

- The receivers are assumed to be ready and do not necessarily
notify their sync-unit. In case this assumption is not valid,
an error is reported in Step (f). (UDP unicast, start: when
samples are in FIFO, duration: single switch latency as PC and
corresponding sync-unit are not geographically separated)

(d) Each sync-unit receiving a trigger command looks up its own
internal clock and multicasts this time plus tL as the earliest
possible trigger time to all sync-units. (UDP multicast, duration:
maximum LAN latency)

(e) All sync-units wait until they receive from every transmitter (the
number of transmitters is known beforehand) the desired trigger
time. Then they trigger at the latest time received. This time is
exactly the same for all units and all units must be able to trigger
at this time if tL is higher than the maximum UDP datagram delay
tUDP observed (see Figure 4). (Wait until trigger which happens
exactly tL after the slowest PC has requested a trigger)

(f) In case the datagram with the message to trigger has arrived after
the triggering time contained in it (this happens if tL was set too
low), the units report an error and the transmission has to be
repeated, otherwise the successful triggering is reported back.
By increasing tL, the rate of success can be increased while at the
same time the duration of the triggering procedure is incremented.
The optimal tL (that is the unknown non-deterministic tUDP) can
be set adaptively as a tradeoff between the time required for
repeating a transmission and the time tL that is lost for carrying
out the triggering procedure.

(g) The data received is evaluated. Note that the evaluation already
starts when the data is received. It is not necessary to wait for the
“successful triggering” reported in Step (f) to start the evaluation.
In case an error is reported instead of a “successful triggering,”
the evaluation is aborted.

If an UDP datagram is lost during the above procedure, neither a
successful triggering nor an error is reported back. In this case, a
timeout occurs at the receiver, all sync-units are reset, and the whole
procedure is repeated.

C. GPS (+ Rubidium) as Time Reference

In order to trigger at the same time instant, all sync-units need
very stable internal clocks. Low cost (commercially available) GPS
modules that provide a PPS output next to a stabilized 10 MHz
oscillator output (for example [7, 8]) may be already sufficient to
provide precise timing information in most measurement set-ups.

If, however, a higher short time phase and frequency stability is
required, a rubidium standard may be the device of choice. Com-
mercially available frequency standards (for example [9]) provide
long-term (via a GPS) and short-term (via the rubidium) stabilized
10 MHz as well as PPS outputs (see Figure 5). The price to be paid
for a time stability factor of ±5 × 10−11 is in the magnitude of
3 kEUR per sync-unit to stabilize.

D. Precise DAC Triggering and Frequency Synchronization

Although the trigger pulse generated with the set-up proposed in
Figure 5 is very precise, the output of the DAC itself will experience a
timing uncertainty of one DAC clock cycle8 as the DAC will quantize
the trigger pulse to the “next” edge of the DAC clock. To avoid this
uncertainty, the DAC has to operate on the same clock as the sync-
unit.

8Note that with some DACs this uncertainty is even higher.
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Fig. 5. Enhanced by a rubidium frequency standard at each site (only one
transmitter is shown in the figure) the proposed set-up is able to trigger with
a short-time precision factor of approximately 5 × 10−11. The long term
accuracy of approximately ±30 ns is defined by the GPS used.

Figure 6 shows such a set-up where DAC and sync-unit are
operated on the same externally generated clock, allowing for a
trigger pulse that has a constant timing relation to the DAC clock.
If this externally generated clock (see the block labeled “oscillator”
in Figure 6) is stabilized by the 10 MHz output of the rubidium,
hardware frequency synchronization of all units in a testbed can
be achieved as a side effect. If desired, the local oscillator of the
up-conversion can also be locked to the rubidium reference. The
resulting set-up can then even be used for channel sounding.

PC

transmitter

G
PS

software
trigger

PPS

fDAC

fLO

PPS

GPS satellite as common time source

sy
nc

 u
ni

t

ru
bi

di
um

FIFO
DAC + etc.

10MHz

os
ci

lla
to

r

m
ix

er

local oscillator

LAN connection to exchange messages

Fig. 6. If the sync-unit and the DAC are operated on the same external clock,
precise triggering is possible. If all oscillators are locked to the rubidium
reference and the scenario is static, consecutive transmissions will experience
the same channel. Note that we define the channel from the DAC to the ADC,
not from TX antennas to RX antennas.

III. DISCUSSION OF THE SET-UP PROPOSED

A. Applicability

The set-up proposed allows for timing synchronization of several
transmitters and receivers over an already existing LAN connection.
With less triggering speed (equal to the network latency), synchro-
nization can be even achieved over low-cost 3G/4G wireless modems
(e.g. 50 ms per trigger in HSDPA).

Please note that the units do not need to be connected directly by
a cable in order to synchronize precisely. A LAN connection, a GPS,
and a rubidium frequency standard that is at best never turned off9

is sufficient.

B. Validation and Verification

The set-up can be easily validated10 by displaying the trigger pulses
of all units on an single oscilloscope.

9We power each rubidium frequency standard via a Uninterruptible Power
Supply (UPS) so that we never have to turn them off.

10Validation: “Has the thing been built right?” Verification: “Has the right
thing been built?”
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As we are interested in testing wireless communication systems,
a way to verify the proposed set-up is to transmit a signal from
several transmitters, acquire it, and then estimate (1) the beginning
of the received block as well as (2) the channel. When repeating the
transmission, these two estimates should not change significantly in
a static environment.

C. Repeatability

If repeating an experiment requires a transmission to happen at a
specific time the proposed set-up may not be sufficient. The reason
is that firstly, in Step (c) in Figure 4, a packet has to be sent to
the sync-unit resulting in an unknown delay next to the fixed time
tL that cannot be avoided. Secondly, it is very hard to time UDP
datagrams in software more accurately than in a microseconds [10].
We therefore implemented an external hardware input into the sync-
unit.

D. Achievable Triggering Speed

When transmitting blocks of data, the latency introduced by the
triggering is the sum of:

1) the time required to tell the sync-unit to trigger (Step (c) in
Figure 4), that is, the delay of a network switch,

2) the time required by the sync-unit to receive and transmit UDP
packets as well as to read the internal clock (the vertical lines of
Steps (d) and (e) in Figure 4), that can be made negligible by
employing high-speed hardware, and

3) the estimated maximum time required to broadcast the trigger
time over the network (Step (d) in Figure 4).

*) Note that the time required to receive the success report (step (e)
in Figure 4) is not included in the sum, as the received data can
already be evaluated (Step (f) in Figure 4) while waiting for the
success report.

Therefore, if only triggering, triggering speeds of more than one
trigger per millisecond can be easily achieved in typical LANs.

However, in a real measurement, the transmission not only has
to be triggered but data also has to be generated, transmitted, and
received. If employing off-line processing of data, the triggering itself
will only account for a negligible part of the overall measurement
time (far less than 10%). It is therefore not necessary to optimize
the speed of the triggering procedure anymore.

IV. OUR HARDWARE IMPLEMENTATION OF THE SYNC-UNIT

The synchronization unit has been implemented in hardware (see
Figure 7) and tested in various local area network environments. For
example, if “generating the TX samples and loading them into the
FIFOs” (step b in Figure 4) takes 4 ms and the data is transmitted
while the next block is already loaded, a rate of 233 transmitted
data blocks per second has been reached in a local area network.
A detailed analysis can be found in [11].

V. CONCLUSIONS

In this paper we presented a method to synchronously trigger
hardware at different locations using a GPS and a dedicated sync-
unit at each site, as well as an already existing LAN infrastructure.
We showed that the precision of the overall set-up can be further
increased by employing rubidium frequency standards and external
local oscillators.
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Fig. 7. Sync-unit built. The unit incorporates a host of additional input/output
connections in order to control other hardware such as step attenuators, linear
guides, rotation units, and radio frequency switches.
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ABSTRACT
Repeatability is the prerequisite for scientific evaluation of
wireless measurements. However, in real-world scenarios, the
channel always slightly changes with time as, for example,
trees move in the wind. In this paper, we propose a metho-
dology that uses quantized channel state information and a
technique similar to non-substractive SNR-dithering to quan-
tify the repeatablility of wireless channels. Thereby, we intro-
duce a new metric that allows for a comparison of different
setups and scenarios in terms of repeatability. In a measure-
ment campaign, we compare (1) a directional link to (2) an
outdoor to indoor urban scenario with a fixed receiver and (3)
the same scenario with the receiver moving in a circle, thereby
experiencing the same high speed channel again and again.

1. INTRODUCTION

“Being able to repeat experiments is considered a hallmark
of the scientific method, used to confirm or refute hypothe-
ses and previously obtained results” [1]. The authors of [2]
provide a broad overview of topics arising in the context of
repeatable experiments in the field of wireless research. Such
experiments include but are not limited to comparing diffe-
rent transmit modes at different values of Signal-to-Noise Ra-
tio (SNR) [3, 4], the experimental evaluation of MIMO hand-
sets [5], the experimental evaluation of the coexistence of dif-
ferent mobile standards [6], experimental evaluation of multi-
user beamforming [7] and certain channel sounding techni-
ques [8, 9].

Repeatability1 of wireless transmissions requires the
channel to be time invariant over repetitions. Time invari-
ant channels are commonly referred to as static. Even if the

This work has been funded by the Christian Doppler Laboratory for Wi-
reless Technologies for Sustainable Mobility, KATHREIN Werke KG. The
financial support by the ‘Austrian Federal Ministry of Economy, Family and
Youth’, the ‘Austrian Federal Ministry of Science, Research and Economy’
and the ‘National Foundation for Research, Technology and Development’ is
gratefully acknowledged.

1repeatability. . . “The closeness of agreement between independent re-
sults obtained with the same method on identical test material, under the
same conditions (same operator, same apparatus, same laboratory and after
short intervals of time)” [10]

receiver might not be fixed at a certain position, time invariant
channels are realizable by sampling of periodic movements at
the same point within the fundamental period. System theory
names this lifting of time periodic systems [11–13].

In order to analyze the repeatability of wireless channels
and especially, to compare different scenarios in terms of
channel repeatability, we consider the approach illustrated in
Figure 1.

time

A
1 ms

B
1 ms

Δt

How ”similar“ is the channel
between transmission A and B?

Fig. 1. Motivation.

We compare the Channel State Information (CSI) obtai-
ned through the transmission of a single 3GPP Long Term
Evolution (LTE) downlink [14] subframe A to the CSI obtai-
ned through the transmission of an equal subframe B. The-
reby, full CSI is given by the combination of the estimated
channel matrix �H and the estimated noise power �σ2

z while
the Channel Quality Indicator (CQI) reflects CSI in a quan-
tized way. The actual type of CSI that is available depends
on the application and the implementation of the LTE recei-
ver. In contrast to lifting, within our LTE system, we do not
sample at one point. The LTE subframes we measure extend
over 1 ms. Thus, we investigate time invariance of the channel
quality captured by the change of the CSI.

Contribution and outline

In this contribution, we propose a new metric to quantify the
repeatability of wireless channels based on the CQI and in-
troduce a technique similar to non-subtractive dithering [15]
to overcome the quantized nature of the CQI. After introdu-
cing this new metric in Section 2, we use it in a measurement
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campaign described in Section 3, where we compare different
scenarios in terms of repeatability of channels. The results are
compared to a metric that uses full CSI. Finally, we conclude
our findings in Section 4 and highlight further research ques-
tions.

2. THE CQI �= METRIC

In LTE, the CQI is used to report CSI to the transmitter in or-
der to adapt the transmit signal to the actual channel state. In
the Vienna LTE Link Level Simulator [16, 17], the LTE im-
plementation of this work, the CQI is calculated by first map-
ping the actual channel state to the equivalent AWGN channel
and then determing the CQI for the equivalent AWGN chan-
nel [18]. This mapping, as well as the quantized characteri-
stics of the CQI, is illustrated in Figure 2.

effective AWGN SNR (dB)
-10 -5 0 5 10 15 20 25

CQI

0

5

10

15

a

Fig. 2. Schematic relation between the CQI and the SNR for
a frequency-flat AWGN channel.

Plotted over received SNR, the actual slope and the SNR
step size depend on the actual channel charateristics and the
receiver implementation. In order to capture channel fluctua-
tions between two transmissions based on the CQI we intro-
duce the CQI �= metric

CQI�= =

�
0, CQIA = CQIB

1, CQIA �= CQIB
. (1)

Due to the quantized characteristics of the CQI, the sensitivity
of this metric depends on the actual effective AWGN SNR and
therefore on the characteristics of the underlying channel and
the noise power.

In order to overcome CQI quantization we propose a me-
thod similar to non-subtractive dithering. Thereby, we vary
the estimated noise power �σ2

z passed to the CQI calculation
within a certain range of a factor a. This scaling of the noi-
se power corresponds to a shift of the CQI characteristics in
Figure 2. In this work, we randomize a uniformly distributed
within a range of -1.5 dB. . .1.5 dB [19]. The whole procedure
to calculate the CQI �= metric is illustrated in Figure 3. There-

A channel
estimation �HA

CQI
calculation

noise
estimation �σ2

z

a

CQI
calculation

�HBchannel
estimation

noise
estimation

�σ2
z

B

�= CQI �=

CQIA

CQIB

��HA − �HB�
ΔH

Fig. 3. Calculation of the CQI�= metric.

by, for each set of channel estimates �HA and �HB, the calcula-
tion of CQI�= is repeated for every value of a. The results are
then averaged over all measurements with the same time in-
terval Δt between two consecutive transmissions. Note, that
the actual SNR is left unchanged and therefore the impact of
noise is independent of a.

3. MEASUREMENTS

In a measurement campaign, we use the proposed CQI �= me-
tric to compare different scenarios in terms of repeatability
of wireless channels. These measurements were performed
at TU Wien in downtown Vienna by the Vienna MIMO test-
bed [20]. Thereby, we compared a directional link, a fixed in-
door receiver and a fast moving indoor receiver. On the trans-
mitter side, we use for all scenarios the same off-the-shelf
sector antenna located on a rooftop location, see Figure 4.

indoor
receiver

transmit
antenna

directional link
receive antenna

Fig. 4. Measurement setup.
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3.1. Directional link

transmit antenna

directional link receive antenna

Fig. 5. Setup for the directional link measurement in down-
town Vienna, Austria. The receive antenna is mounted on a
rooftop opposite the building the transmitter is located.

In order to generate a static baseline scenario where slowly
time-varying reflections from the surrounding area are sup-
pressed, we setup an outdoor-to-outdoor directional link. The-
refore, at the receiver side, we use an antenna similar to the
transmit antenna but mounted 90◦ rotated and tilted upwards
as shown in Figure 5. Reflections from the surrounding buil-
dings are suppressed due to the rather small horizontal be-
amwidth of about 10◦ while reflections from the ground are
suppressed by the uptilt of the antenna. The CQI�= metrics
retrieved from this measurement plotted in Figure 6 are inde-
pendent of the time interval between consecutive transmissi-
ons and reflect the properties of a directional link. Simulations
show, that the fluctuations in the results are due to noise only.

2 1 0.5 0.25 0.125 0.0625
0

10%

20%

time interval Δt between two consecutive transmissions (s)

C
Q

I �=

1.4 MHz LTE downlink, SNR=SINR=15 dB

95% confidence interval
estimated scenario mean

Fig. 6. Results for the directional link.

3.2. Fixed receiver

In this scenario, we measure the outdoor-to-indoor scenario
of the fast moving receiver scenario described in Section 3.3
but without actually moving the receive antenna. Thereby, the
receiver is located in an unpopulated office building opposite
the building the transmit antenna is mounted on. In between,
there is a courtyard with several trees. The measurements we-
re performed in the evening on December 24th, 2015, at a

wind speed of 10 km/h.

2 1 0.5 0.25 0.125 0.0625
0

10%

20%

time interval Δt between two consecutive transmissions (s)

C
Q

I �=

1.4 MHz LTE downlink, SNR=SINR=15 dB

95% confidence interval
estimated scenario mean

Fig. 7. Results for the fixed receiver.

For small Δt, we see results similar to the results for the
directional link. With increasing time between two consecuti-
ve transmissions, the channel fluctuations increase caused by
a slowly changing environment, e.g. trees moving in the wind.

3.3. Fast moving receiver

receive antenna

light barrier

v

Fig. 8. The rotary unit, located indoors, generates time-variant
channels by rotating the receive antenna around a central pi-
vot.

The rotary unit [21–25] shown in Figure 8 generates re-
peatable time-variant channels by rotating the receive anten-
na around a central pivot. The received signals are then fed
through the rod and rotary joints mounted inside the axis to
the receiver hardware. A light barrier mounted on the axis
captures the start of each turn and triggers the signal trans-
mission. Thereby, the actual velocity and therefore the round-
trip time of the antenna determines the minimum time interval
between two consecutive transmissions over the same chan-
nel. For the maximum velocity of 400 km/h this time interval
is ≈56 ms. In order to compare the fast moving receiver to
the other scenarios, the time intervals for these measurements
were chosen such that they correspond to the velocities in the
measurement of the fast moving receiver.

5. Publications Included

63



12.5 25 50 100 200 400
0

10%

20%

30%

40%

velocity (km/h)

C
Q

I �=

1.4 MHz LTE downlink, SNR=SINR=15 dB

directional link

fixed

fast moving

95% confidence interval
estimated scenario mean

2 1 0.5 0.25 0.125 0.0625
time interval Δt between two consecutive transmissions (s)

(a)

12.5 25 50 100 200 400

-0.60

-0.55

-0.50

velocity (km/h)

Δ
H

(l
og

1
0

)

1.4 MHz LTE downlink, SNR=SINR=15 dB

fast moving

fixed

directional link

95% confidence interval
estimated scenario mean

2 1 0.5 0.25 0.125 0.0625
time interval Δt between two consecutive transmissions (s)

(b)

Fig. 9. Results in terms of (a) CQI�= and (b) ΔH. The axis were scaled such that they allow for a qualitative comparison.

A comparison of the results for the fast moving receiver
and the results for the other scenarios is given by Figure 9a.
We observe, that for velocities above 50 km/h, our fast mo-
ving receiver is able to accurately reproduce a fast fading
channel. Simulations with equal channels and different ther-
mal noise show that the slight increase in the CQI �= metric at
very high velocities is only the result of an increase in channel
diversity. On the other hand, for velocities below 50 km/h, the
variable-frequency drive powering the AC motor is not able
to move the receive antenna at a constant velocity anymore,
thus the channel cannot be repeated precisely anymore.

3.4. Channel distance metric

Finally, we compare the measurement results in terms of
the CQI�= metric to results obtained through evaluation of
unquantized channel information. We therefore define the
channel distance as the relative average distance between two
channel estimates in terms of the Frobenius norm2

ΔH =

�HA − �HB
F�

�HA
F · 
�HB
F

. (2)

Thereby, ΔH considers differences in the magnitude as well
as differences in the phase of the channel estimates. This

2�H�F :=
�

trace(HHH)

means in turn, that in contrast to the CQI �= metric, this metric
is only applicable on measurements performed with phase
synchronized equipment or if knowledge of the actual phase
difference between the transmitter and the receiver is availa-
ble. We use the latter approach by simultaneously measuring
a reference phase over the directional link and phase-shift the
channel estimates obtained from the receive antennas under
investigation by this reference phase. Comparing the results
plotted in Figure 9b to the results in terms of the CQI�= metric
in Figure 9a, we find a qualitative accordance between the
results based on full CSI and the results in terms of the CQI�=
metric that is based on quantized CSI.

4. DISCUSSION AND CONCLUSIONS

The proposed CQI�= metric together with the underlying me-
thodology allows to quantify the repeatability of wireless
channels based on quantized channel state information. Per-
formance bounds of the proposed method along with the op-
timal SNR-based dithering are still subject to future research
and investigating the influence of interference. The repla-
cement of SNR dithering with dithering through statistical
dispersion of receiver hardware, for example, imperfections
from off-the-shelf cell phones, is currently under research.
The conducted measurement campaign verifies the applicabi-
lity of the proposed method.
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[24] R. Nissel, E. Zöchmann, M. Lerch, S. Caban, and M. Rupp. “Low-

Latency MISO FBMC-OQAM: It Works for Millimeter Waves!” In: IEEE

International Microwave Symposium (IMS). Hawaii, USA, June 2017.

→ see Page 131

66

https://doi.org/10.1109/TIM.2018.2880941
https://doi.org/10.1109/TIM.2018.2880941
https://doi.org/10.1109/ACCESS.2020.3026371
https://doi.org/10.1109/ACCESS.2020.3026371
https://doi.org/10.1109/ACCESS.2019.2934635
https://doi.org/10.1186/s13638-018-1336-6
https://doi.org/10.1109/MWC.2011.6108334
https://doi.org/10.1109/MWC.2011.6108334


3484 IEEE TRANSACTIONS ON INSTRUMENTATION AND MEASUREMENT, VOL. 68, NO. 10, OCTOBER 2019

Design of Experiments to Compare
Base Station Antenna Configurations

Sebastian Caban , Martin Lerch, Stefan Pratschner, Erich Zöchmann, Philipp Svoboda, and Markus Rupp

Abstract— Publishing measurement results without elaborating
on the uncertainty included is a common practice in the wireless
community. Therefore, it is not surprising that the application
of state-of-the-art variance reduction techniques to wireless
research is rarely seen. In this paper, we discuss, exemplarily,
the benchmarking of the average link capacity of a 4×4 multiple-
input multiple-output (MIMO) downlink resulting from different
base station (BS) antenna configurations. We show that the
capacity of this downlink is not only dependent on the antenna
spacing (the effect we want to measure), but also on the position
of the antennas (an effect we need to control for). Unfortunately,
once we change the antenna spacing, we cannot avoid changing
the position of the antennas as well. We show that by applying
the variance reduction technique of randomizing BS antenna
positions, we get more accurate results. We further show that
without increasing the effort, our favored method of matching
completely eliminates the systematic error of position depen-
dence. Both methodologies can also be applied to throughput
measurements and larger antenna arrays, especially to virtual
antenna array measurements for massive MIMO.

Index Terms— 5G mobile communication, antenna arrays,
antenna measurements, beamforming, massive multiple-input
multiple-output (MIMO), MIMO, wireless communication.

I. INTRODUCTION

WHEN carrying out mobile cellular network
measurements, either by using only a few

antennas [1]–[8] or a massive multiple-input multiple-
output (MIMO) configuration [9]–[20], the mean scenario-
performance of the links measured is influenced by the base
station (BS) antenna configuration (the effect we want to
investigate in this paper) and the physical position of the
antennas.

A. Problem Formulation
The mean scenario performance of a radio link can be

expressed in many different ways. For example, to determine

Manuscript received May 3, 2018; revised October 20, 2018; accepted
October 22, 2018. Date of publication December 17, 2018; date of current
version September 13, 2019. This work was supported in part by the Austrian
Federal Ministry of Science, Research and Economy, in part by the National
Foundation for Research, Technology and Development, in part by the Czech
Science Foundation through future transceiver techniques for the society in
motion under Project 17-18675S, in part by the Czech Ministry of Education
in the frame of the National Sustainability Program under Grant LO1401, and
in part by the INWITE Project. The Associate Editor coordinating the review
process was Dr. Huang-Chen Lee. (Corresponding author: Sebastian Caban.)

S. Caban, M. Lerch, S. Pratschner, and E. Zöchmann are with the Christian
Doppler Laboratory for Dependable Wireless Connectivity for the Society in
Motion, 1040 Vienna, Austria, and also with the Institute of Telecommunica-
tions, TU Wien, 1040 Vienna, Austria (e-mail: sekretariat@nt.tuwien.ac.at).

P. Svoboda and M. Rupp are with the Institute of Telecommunications,
TU Wien, 1040 Vienna, Austria.

Color versions of one or more of the figures in this article are available
online at http://ieeexplore.ieee.org.

Fig. 1. Representative Measurement Scenario. A BS, connected with four
cables to two X-pol antennas on a roof, transmits to four RX antennas hidden
inside a laptop located indoors.

physical layer throughput, the entire protocol stack (including
the channel state information feedback in the uplink) has to
be implemented [3], [21]–[24]. In this paper, we simplify the
measurements by applying channel capacity as a performance
metric [25]–[28], knowing that the ideas presented in the fol-
lowing are also valid for throughput measurements [29], [30]
and for other performance metrics.

Without loss of generality, let us investigate the outdoor-
to-indoor down-link channel of the simple scenario shown
in Fig. 1. On the transmitter side, we have a BS with two dual
cross-polarized flat-panel antennas mounted on the roof of a
building. In the sequel, we refer to one “dual cross-polarized
flat-panel antenna” as “X-pol antenna.” We connect our
four-channel TX hardware to the four antenna ports of the
BS’s two X-pol antennas. On the receiver side, we have a
laptop, also equipped with four antenna ports, placed in an
office room.

Again, without loss of generality, let us investigate the
capacity of this link only against the spacing of the X-pol
antennas at the BS in Fig. 1 (the antenna configuration).

Typically, there are many scattering objects around an
indoor user. To make such an investigation independent of
the antenna positions of the indoor receiver, the receiver can
be moved by a few wavelengths in-between measurements
in order to obtain uncorrelated measurement samples in a
small-scale fading scenario [30].

On the transmitter side, the situation is different: outdoor
BSs are (in most cases and also in our case) purposely placed
on the roof of buildings with no reflecting objects within the
vicinity. Repositioning relatively heavy transmit antennas (for
example, to other rooftops) in a timely and repeated fashion is
not an option. Therefore, it is not feasible to take uncorrelated
measurements at different transmit antenna locations in order
to be independent of transmit antenna placement.

Consequently, when measuring the channel capacity against
TX antenna spacing, the average link capacity no longer
changes exclusively due to the spacing (Figs. 2 and 3).
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Fig. 2. Channel capacity against antenna spacing. To measure the channel
capacity of a 4×4 channel against antenna spacing, we move the right-hand
TX antenna in-between each measurement to change the antenna spacing.
Thus, we measure two different effects: 1) the ability to transmit more data
as bigger antenna spacing decreases channel correlation and 2) a change in
SNR and thus a change in channel capacity that originates from repositioning
the right-hand TX antenna.

Fig. 3. Confounding by position. We are interested in inferring the mean
4×4 link capacity as function of the X-pol antenna spacing (horizontal arrow
from the left to the right). However, we deal with confounding, as the antenna
spacing is associated with antenna position (illustrated by the double arrow).
Changing the position of the antennas will change the link capacity due to a
change in SNR.

The qualitative results shown in Fig. 2 represent only the
specific TX antenna positions we have used to measure against
TX antenna spacing. If we move the left-hand TX antenna to
measure against TX antenna spacing (instead of the right-hand
TX antenna), then we get a slightly different result despite
measuring with the same TX antennas at the same antenna
spacings, just at different positions (this will be detailed
in Fig. 10 in the measurement results section). The same holds
true if we move both TX antennas symmetrically and keep
their center position constant. Thus, how do we measure only
the capacity increase due to an increased spacing, as shown
dotted curve in Fig. 2?

B. Work on Antenna Configurations

The amount of data that can be transmitted on a radio
channel increases with transmit antenna spacing as the signal
paths originating in the transmit antennas become less and
less correlated. This behavior has been found to happen
throughout the literature in measurements regarding indoor
scenarios [31]–[34], outdoor scenarios [32], [35], [36], rever-
beration chambers [37], and virtual antenna arrays [38]. These
results are supplemented by ray tracing techniques [39], [40]
and theoretical analyses (see [41]–[47] and the references
therein). The 4×4 capacity sketched in Fig. 2 shows this
behavior, which is common knowledge [31]–[47] and there-
fore not within scope of this paper.

In the context of massive MIMO, the topic of
antenna configurations has recently regained research
interest [9]–[20]. Massive MIMO channel characterization
has been carried out via measurements with virtual antenna
arrays [9]–[12], [48], [49]. The authors of [17]–[19] and [50]
have investigated the impact of different antenna configu-
rations. Deployment aspects of massive MIMO have been

considered in [15], [16], and [51]. Massive MIMO with
physical space constraints has been theoretically analyzed
in [52] and [53].

However, it still seems generally accepted in the wireless
community to publish measurement results without elaborating
on the uncertainty included (for example, by plotting confi-
dence intervals). Thus, we can only speculate whether “some-
thing” has been just measured in a publication or whether the
experiments have been designed thoroughly.

As outlined earlier, in real-world measurements, the capac-
ity of a specific antenna configuration can be—by chance—
higher or lower than the capacity of the same antenna
configuration at a different position. As there are not many
scattering objects around an outdoor BS, it seems to be
accepted (including our past measurements [1], [2], [54])
to just measure at different spacings, by, for example,
moving only one antenna [1], [2], [54] or both antennas
symmetrically [32] without systematically compensating the
position dependence in the design of experiments.

Our Contribution: In this paper, we propose experimental
designs to reduce the effect of confounding by BS antenna
position.

C. This Work
We present our measurement setup in Section II.

In Section III, we propose two experimental designs to
efficiently quantify the influence of BS antenna spacing on
channel capacity. We thereby isolate the effects of antenna
spacing on capacity from the effects of antenna position on
capacity to cancel the latter. In Section IV, we report the results
of a measurement campaign to quantify the performance of
both methodologies. Our contribution ends in Section V with
a note on how our proposed methodologies can be applied to
arrays with more antennas.

II. MEASUREMENT SCENARIO AND SETUP

All measurements in this paper are conducted at 2.5 GHz,
a frequency currently used for Long-Term Evolution (LTE)
(band B7). We use a custom-built wireless testbed [55]–[58]
to generate and receive data with a bandwidth of 9 MHz,
which corresponds to 10-MHz LTE. We neither use virtual
transmitters nor receivers, as we can directly measure a
4×4 MIMO channel with our testbed. Aside from the size
of the custom-built transmit-and-receive hardware, our mea-
surement setup represents a possible real-word LTE downlink
setup (Fig. 4). Table I summarizes the channel sounding
parameters.

A. Transmitting Base Station

At the TX site, we connect our hardware with four cables
to two commercially available Kathrein 80010438 flat-panel
X-pol antennas. They transmit with a total transmit power
of 36 dBm from the roof of a building. As shown in Fig. 5,
the only modification we have made to what one would expect
from a possible real-world LTE downlink scenario is that we
have mounted both transmit antennas on a 3-m-long linear
guide such that we can freely move both transmit antennas
in-between measurements with a repeat accuracy of 0.02 mm.
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TABLE I

CHANNEL SOUNDING PARAMETERS

Fig. 4. Bird’s eye view of the measurement scenario. The two X-pol antennas
of the BS are located on a roof approximately 150 m away from the indoor
receiver in downtown Vienna, Austria.

Fig. 5. Transmitting BS. At the BS, we mount two kathrein 80010438
X-pol flat-panel antennas on a 3-m-long linear guide to freely move both
X-pol antennas in-between measurements.

At a wavelength of λ =12 cm, this corresponds to a repeat
accuracy of ±0.02% of λ.

B. Receiving Indoor User

The receiver is placed inside an office building approxi-
mately 150 m away from the TX site. As shown in Fig. 6,
we use two vertically and two horizontally polarized printed
dipole antennas inside an off-the-shelf laptop. The antennas are
connected via four cables to an external receiving hardware.
During a measurement, the laptop is randomly moved and

Fig. 6. Receiving indoor user. The indoor receiver utilizes two vertically
and two horizontally polarized receive antennas, which are mounted inside
an off-the-shelf laptop. This laptop is placed on an xy�-positioning table to
sample different receiver positions.

Fig. 7. Sampling positions at the receiver. Bird’s eye view of the
XY�-positioning table in Fig. 6 (left). We measure at 13 random RX
locations (blue dots, fixed during the whole measurement) on a grid spaced
according to a distance coprime to half a wavelength in order to avoid
sampling periodic variations of the scenario. If we need more samples,
then we continue to measure at the remaining positions of equidistantly
spaced grid, thereby minimizing correlation. The spatial autocorrelation of the
measurement scenario (right). See [65] on how the correlogram is constructed.

rotated to sample 13 independent realizations of a fading
scenario as shown in Fig. 7.

C. Sample Size and Sampling Strategy

A sample size of less than 10 is “usually too small to rely
on sample estimates, even in “nice”1 parametric cases” [61].
Therefore, we usually follow a simple strategy to minimize

1Transmitting with a signal bandwidth of 9 MHz, averaging over 4×4 anten-
nas, and plotting relative results prevents “deep fading holes.”
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sample size, and thus measurement time: we measure 10 sam-
ples to calculate a first estimate of the results online in the
field. We check whether the results are significant or not.
If not, we measure another 10 samples and then check again.
If the results are significant, we measure only three additional
samples to check for divergence.

If time allows, especially in a research in which there is no
past experience on what to expect, measuring more samples
(“till the end of the day”) is never a bad idea. By measuring
n times more “effectively independent samples,” we decrease
the size of the confidence intervals for the mean by

√
n [62].

For our specific case, we will see in the results section that
having more than 13 samples is not necessary as the favored
method of matching is “accurate enough” with very small
sample sizes.

When sampling, we need to avoid spatial correlation by
sampling with a fair amount of distance on the xy�-positioning
table. When taking only a few samples, using systematic sam-
pling may be a dangerous procedure, especially when periodic
variations exist in the area to be sampled [63]. Therefore,
when we sample only a few positions, we do this randomly.
When sampling many positions, the literature suggests system-
atically sampling a grid of fixed size, particularly in such cases
of autocorrelated populations experiencing negative exponen-
tial correlation functions. This strategy minimizes correlation
by maximizing the distance between samples [64].

III. REDUCING POSITION DEPENDENCE BY

INTELLIGENT EXPERIMENT DESIGN

Several approaches exist to reduce confounding
(by position) [66], [67]. In principle, confounding can
be controlled in two ways: 1) by “intelligently” designing
the experiment to reduce the influence of confounding or
2) by analytically compensating the effects of confounding
after conducting the experiment if the former method is
impractical. In this paper, we focus only on intelligent
experiment design to inherently compensate the confounding
effect instead of relying on a model to reduce it.

A. Methodology 1—Randomizing Antenna Positions
In the last century, the development of randomized con-

trolled trials [68] has been one of the most important achieve-
ments in the study of the effect of treatment in medical
research [69]. Applying this methodology to our problem,
it works as follows. If we give any transmit antenna position
an equal chance to occur by moving both transmit antennas
at every measurement to a random position with the desired
spacing, we average out the effect of position.

Although this sounds straightforward in theory, we need
to ensure that for each antenna spacing, the chance that
each antenna is moved to a certain position is equal. Obvi-
ously, this is not possible as shown in Fig. 8, since positions
at both ends of the (noninfinitely long) linear guide are less
likely to occur the larger the antenna spacing.

Randomizing antenna positions, therefore, has two limiting
factors.

1) Unequal Position Distribution: Measuring each spac-
ing with unequal position distributions leads to biased

Fig. 8. Randomizing antenna positions. When randomizing positions on a
linear guide, the antenna positions cannot be distributed equally for different
antenna spacings.

results if the SNR changes over antenna center posi-
tion. According to the position distribution (probability
density function) shown in Fig. 8, positions close to
both ends of the linear guide are less likely to occur
the larger the antenna spacing is. For example, if the
SNR is highest in the middle of the linear guide, then
the SNR, and thus the capacity, will decrease as antenna
spacing increases. This capacity decrease is not due
to antenna correlation or mutual coupling but due to
different measurement positions only. To combat this
scenario-dependent systematic error, we aim to measure
all spacings with equal antenna position distributions.

2) Spatial Correlation: The measurements are (highly)
spatially correlated since there are not many scattering
objects around an outdoor BS. As the spatial correlation
decreases with distance, randomly sampling the limited
range available does not minimize the variance. Thus,
in order to combat spatial correlation, a uniform sam-
pling approach (which maximizes the distance between
samples) is preferable in this case of autocorrelated pop-
ulations experiencing negative exponential correlation
functions [64].

B. Methodology 2—Matching Antenna Positions
With Equidistant Sampling

To overcome the two aforementioned downsides of ran-
domizing antenna positions, we propose five prerequisites to:
1) measure at exactly the same transmit antenna positions for
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each antenna spacing2 and 2) reduce spatial correlation by
sampling equidistantly.

1) Quantize Antenna Positions: We restrict the possible
positions of both transmit antennas to a grid of spacing
� (the vertical gray lines in Fig. 9). The grid spacing
� can be chosen arbitrarily but needs to be equal to or
greater than the width of a transmit antenna.

2) Quantize Antenna Spacings: If we restrict the possible
positions of both transmit antennas to a grid of spac-
ing �, then we also automatically restrict the antenna
spacings that can be measured to integer multiples of
the grid spacing �.

3) Assume that both TX Antennas are Identical: If we use
two identical (with identical antenna patterns) antennas
at the transmitter, then we do not need to differenti-
ate between the left-hand and the right-hand antenna
positions. Mass-produced BS antennas typically fulfil
this prerequisite. If the antennas are not identical but
are instead interchangeable, then exchanging their posi-
tions at the end of the experiment, repeating the whole
measurement, and then averaging the results is also an
option.

4) Measure Only Once at each Grid Position for Each
Antenna Spacing s: Looking exemplarily at the mea-
surement with an antenna spacing s = 4� in Fig. 9,
we need to measure at eight grid positions to obtain a
uniform position distribution (note the green building
block with a size of 2s = 8�). This building block is
then repeated to obtain a uniform position distribution
for the overall guide.

5) Set the Guide Length to an Integer Multiple of 2s:
Consequently, to measure and compare multiple antenna
spacings, we require a linear guide with a minimum
length that is the least common multiple (LCM) of all
the building block sizes, for example,

Thus, all we need to do now is to measure at all the transmit
antenna positions in Fig. 9. Finally, we average the channel
capacities of each antenna spacing.

C. Intermediate and Other Methodologies
Matching with equidistant sampling overcomes the two

downsides of randomizing antenna positions, namely, unequal
position distributions and spatial correlation. In between ran-
domizing and matching with equidistant sampling, we can
think of a variety of intermediate methodologies. For example,
one technique that can be used is to relocate the antennas
uniformly (for example, in terms of array center) instead of
relocating randomly. The uniform sampling approach reduces
spatial correlation as it maximizes the distance between
the samples. We can also ensure that the array is moved to

2In our problem, we apply the method of matching treated units to similar
nontreated units, as promoted by Professor Rubin in the 1980s [70].

Fig. 9. Measurement procedure to measure four different antenna spacings
with equally distributed and equally spaced antenna positions.

positions within the same range. Unfortunately, we will not
be able to achieve equal antenna position distributions through
these methods as positions close to the end of the linear guide
are less likely to occur the larger the spacing is (similar to
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Fig. 10. Real-world measurement at a single receive antenna position.
4×4 channel capacity against X-pol antenna spacing is measured with the
same transmit antennas at the same antenna spacings of 1�, 2�, 4�, and 8�.
The four-element receive antenna is static at a fixed position. The uncertainty
of the measurement results (random error), presented as 95% confidence
intervals, is a consequence of the interference and the noise captured by
the receiver. Different results (systematic error) of Methodologies 1 and 3
compared to those of matching originate only from different transmit antenna
positions. (Measurement points are shifted off-grid for better visibility.)

Fig. 8). When the SNR is highest or lowest in the middle of the
array (as, for example, in Fig. 12), a systematic error will occur
due to different average SNRs. In the measurement campaign
in the following, we do not include the above-outlined interme-
diate methodologies; we present, for simplicity reasons, only
the two “extremes” of matching and randomization.

IV. MEASUREMENT, MEASUREMENT

RESULTS, AND DISCUSSION

This section shows how to use the measurement setup
described in Section II, together with the methodologies of
randomizing antenna positions and matching antenna positions
(both with eight positions per antenna spacing) presented in
Section III, to compare different antenna spacings. In addition,
we show the measurement results when moving only the
right-hand antenna and moving only the left-hand antenna.
We show these additional results to represent all cases in which
rooftop transmit antennas are not mounted on linear guides to
avoid confounding by moving them in a repeatable fashion.

The width of our X-pol BS antennas expressed in wave-
lengths is slightly below 1.4λ. In our measurements, we thus
choose a grid spacing of � = 1.4 λ. We decided to measure
antenna spacings of 1�, 2�, 4�, and 8� to take full
advantage of our 22λ ≈ 16.4� long linear guide while
maximizing the ratio between the lowest spacing and highest
spacing we can measure.

Step A (Measuring at a Single Receive Antenna Posi-
tion): Measuring at a single, fixed receive antenna position,
we obtain the result shown in Fig. 10. To capture measure-
ment uncertainty, we repeated the whole measurement at the
same position. By means of bootstrap analysis [71], we then
calculated the 95% bias-corrected and accelerated bootstrap
confidence intervals.

Step B (Measuring at Independent Receive Antenna Posi-
tions to Infer the Scenario Mean): A measurement at a
single receive antenna position is not representative of an
outdoor-to-indoor scenario since fading is present at the indoor

Fig. 11. Real-world measurement at 13 receive antenna positions. The
same setup as shown in Fig. 10 but showing the scenario mean inferred
from 13 receive antenna positions. Significantly different results obtained
from Methodologies 3a and 3b (bottom part) originate only from different
transmit antenna positions. The difference between Methodologies 1 and 2 is
statistically significant only for an antenna spacing of 4�. (Measurement
points are shifted off-grid for better visibility.)

Fig. 12. Real-world measurement of the SNR against antenna center position:
The large-scale fading trend of our exemplary scenario is demonstrated by the
mean SNR, inferred from 13 RX positions. The SNR has been measured with
a fixed X-pol antenna spacing of 1� by jointly moving both TX antennas.
Note that we do not move the transmit antennas only by “a few wavelengths”
but by 14� = 14 · 1.4λ = 19.6λ = 2.4 m [48].

receiver. To infer the mean scenario performance shown
in Fig. 11, we repeat the overall measurement at 13 spatially
uncorrelated positions of the four-element receive antenna (as
discussed in Section II-B).

We could then extend this procedure of sampling a single
user location by sampling many possible user locations in
a cell (stratified sampling [67]) until we are again confident
enough of the results. However, in this paper, we only conduct
measurements at a single user location by taking samples
within close proximity of the single user.

Note that the X-pol antenna spacings are equal in all
four curves of Fig. 11. The difference between the curves
is scenario dependent. In this specific example, the mean
SNR shown in Fig. 12 is lowest on the right-hand side of
the guide. Consequently, as shown in Curve 3b in Fig. 11,
the capacity is lowest when the right-hand antenna is fixed on
the right edge of the guide while moving only the left-hand
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Fig. 13. Real-world measurement of the capacity gain relative to the capacity
at 1�. Compared to Fig. 11, where the confidence intervals partly overlap,
we can now be confident that there is a capacity gain when increasing antenna
spacing. We further observe that matching antenna positions is more precise
(smaller confidence intervals) than randomizing antenna positions. At an
antenna spacing of 4�, the inferred means are significantly different (bottom
plot). (Measurement points are shifted off-grid for better visibility.)

antenna. In Curve 3a, we observe the opposite. Fig. 11 (bottom
part) shows the difference between these two curves due to
confounding by position. The difference is significant as the
confidence intervals do not include the null hypothesis value
of 0 [72].

The shape of the individual SNR curves per RX position
in Fig. 12 is dependent on the position of the receiver. This
means that the RX position also confounds our measurement
results. We avoid confounding by RX position by fixing the
RX position while measuring all different transmit antenna
configurations. Hence, we implicitly apply the method of
matching to the RX antenna positions.

Step C (Plotting the Results Relative for Comparison): Note
that the curves in Fig. 11 show a very smooth (relative)
increase over antenna spacing, whereas the confidence inter-
vals look large. Although the (absolute) confidence intervals
in Fig. 11 are correct, they are misleading—there is a com-
mon fluctuation in all of the points in Fig. 11. The uncer-
tainty caused by measuring 13 different positions is larger
than the uncertainly caused by measuring using a different
methodology or at a different spacing. The resulting curves
in Fig. 11 are very smooth (with a certain offset common to
all points), but we cannot infer from the confidence intervals
whether the increase over antenna spacing is significant.

Consequently, if we are interested in comparing antenna
configurations, then we need to plot the relative capac-
ity increase against antenna spacing, and not the absolute
capacity inferred from our specific measurement scenario.
In other words, we need to cancel out the common fluctuation
in Fig. 11 by normalizing the results to the capacity measured
at 1� as shown in Fig. 13.

Note that although the absolute confidence intervals of
Methodologies 1 and 2 on the top part of Fig. 11 partly
overlap, the relative capacity gain plotted on the top part of
Fig. 13 is significantly larger than 2% for 2�, 4% for 4�, and
6% for 8�.

Fig. 14. Position distribution when randomizing antenna positions. Positions
at the edge of the guide are less likely to occur when randomizing (Fig. 8).
If the SNR in a specific scenario is not distributed equally against posi-
tion (Fig. 12), then a systematic measurement error will occur. In our case,
the error is highest at 4�.

Precision: Looking at the length of the confidence intervals,
we observe that matching antenna positions results in a smaller
variance (smaller intervals) than randomizing antenna posi-
tions does. For example, at an antenna spacing of 4�, the con-
fidence interval is 1.8 times smaller using the methodology of
matching antenna positions than that of randomizing antenna
positions. The reason is that when matching, we measure
each antenna spacing at exactly the same transmit antenna
positions (Fig. 9), thereby eliminating the effects of a change
in position when plotting the results relative to 1�. We do
not and cannot measure at exactly the same positions when
randomizing transmit antenna positions.

As the size of the confidence intervals for the mean
decreases with the square root of the number of effectively
independent samples [62], in this scenario, we need to measure
approximately 1.82 ≈ 3 times more effectively independent
receiver positions (at a spacing of 2�) using the methodology
of randomizing antenna positions in order to get the same
precision as that in matching antenna positions. To verify
this claim, we plot the result of randomly sampling 13×3 =
39 RX positions in Fig. 13 (labeled with “39”). The size of
the confidence interval is approximately equal to that in the
matching approach with 13 positions.

Accuracy: At a spacing of 4�, we also observe a significant
difference in the inferred means resulting from the matching
and randomization approaches (bottom part of Fig. 12). The
reason is that at a spacing of 4�, the position distribution when
randomizing is very different from the always-equal, uniform
distribution that we have when matching (Fig. 14). This can
introduce (dependent on the scenario) a systematic error to
the results when randomizing positions. In our example, small
deviations from the uniform distribution (for example, at 2�)
do not result in a significant difference.

Looking again at the result of 39 RX positions (markers
labeled “39” in Fig. 13), the systematic error got smaller
(by chance). Measuring at other RX locations where the SNR
changes differently against antenna position, the situation may
look different.

Compared with not adjusting for confounding and with ran-
domizing, the matching methodology delivers more accurate
results in a substantially reduced measurement time.

V. GENERALIZATION TO ANTENNA ARRAYS

Up to now, we have utilized two X-pol antennas at
the transmitter. As exemplarily shown in Fig. 15 for a
1-D array consisting of four X-pol antennas, randomizing and
matching antenna positions work also analogously for 1-D,
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Fig. 15. Building block for an array with N = 4 X-pol Antennas spaced
by 3�. The measurement works analogous to Fig. 9.

and 2-D arrays of any size as long as all antennas are equally
spaced. The required guide length increases only linearly with
the number of antennas N , to N times the LCM of all antenna
spacings measured.

When comparing arrays with a few elements to larger
arrays with more elements, similar matching methodologies
can be found to reduce the effect of confounding by position.
Exemplarily, Fig. 16 shows how to compare a single X-pol
antenna to an array of two and an array of four X-pol antennas.
The straightforward approach is to mount the three arrays on a
roof to measure, for example, throughput. However, analogous
to the observations in Sections III and IV, the measured
throughput is also influenced by antenna position. Therefore,
we again propose to measure multiple times such that the
positions of the antennas are distributed equally for each
antenna size, and then average the results for each antenna
size as shown in Fig. 16.

A. On Confounding in Virtual Antenna Array
Measurements for Massive MIMO

Deploying massive MIMO technologies in the future
mobile communications systems will increase the number
of antennas at the BS by an order of magnitude. For
feasibility reasons, measurements for massive MIMO chan-
nel characterization are often carried out by using virtual
antenna arrays [10], [48], [49] rather than by using conven-
tional antenna arrays. In both cases, the (virtual) antenna array
is physically much larger than a wavelength; thus, the SNR
changes for different elements within the array, that is, differ-
ent path loss states are experienced on the array [48].

If one wants to obtain measurement results (for example,
channel capacity), depending on the number of antenna ele-
ments (for example, by comparing different subarrays of one
large array [10], [48]), again the number of antenna elements
per subarray is confounded by the position of this subarray
(analogous to Fig. 16). Zhang et al. [10], for example, miti-
gated this effect by averaging the different subarray choices
created through randomization or through sliding antenna
positions. Depending on the scenario, randomization may lead
to a small systematic error as discussed in Section III-A.
Synthesizing antenna arrays with 2, 4, 8, … up to 256 antennas
and then matching antenna positions (to measure equally often
at the same positions analogous to Fig. 16) further improves
the confidence level of the results obtained.

VI. CONCLUSION

In realistic outdoor-to-indoor scenarios, we have shown that
when comparing different antenna configurations, the sys-
tematic error caused by measuring at different BS antenna

Fig. 16. Comparing arrays consisting of 1, 2, and 4 antennas. To make the
comparison of antenna arrays consisting of 1, 2, and 4 X-pol antennas’ fair,
we propose to measure with equal position distribution per array size.

positions can be and needs to be separated from all the
other effects we want to observe. Unfortunately, measuring
at many independent transmit antenna positions and then
averaging the results is not always feasible. Therefore, we have
shown how to reduce position dependence by randomization
(with similar antenna position distributions). Matching (with
exactly equal antenna positions) will completely eliminate the
systematic error caused by different transmit antenna positions
in substantially less measurement time.

Controlling the confounding by position is not only key
in the measurement we have shown but also in all other
real-world outdoor-to-indoor mobile communication measure-
ments, particularly when different antenna configurations are
to be benchmarked in order to characterize, for example,
the performance of an antenna array relative to the perfor-
mance of a subset of the same antenna array. Ignoring this
fundamental point leads to inaccurate results.
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ABSTRACT The performance of a multi-user multiple-input multiple-output (MIMO) system is mainly
determined by the correlation of user channels. Applying channel models without spatial correlation or
spatially inconsistent channel models for performance analysis leads to an under-estimation of spatial
correlation and therefore to overly optimistic system performance. This is especially pronounced when the
wireless channel is modeled as i.i.d. Rayleigh fading for users in a rich scattering environment, for example,
for indoor users. To analyze the spatial channel correlation inmassiveMIMO systems, we performedwireless
channel measurements in three different scenarios. In each scenario, we measure 148 receiver positions,
spread over a length of almost 9m. Since the wireless channel statistics change with receiver position,
we perform a stationarity analysis. We provide a statistical analysis of the measured channel in terms of
amplitude distribution and user-side spatial correlation within the region of stationarity. This analysis shows
that, even for a deep-indoor user location, the spatial correlation is significantly higher compared to a Rician
channel model with the same K factor. We model the measured channel by means of a Rician channel model
and a spatially consistent channel model, which is based on the scenario geometry, to provide an insight for
the observed propagation phenomena. Results show that the user correlation is not negligible for massive
MIMO in outdoor-to-indoor scenarios. The achievable spectral efficiency with linear precoding is 20% lower
compared to the Rician channel model, even for large inter-user distances of 6m.

INDEX TERMS MIMO, mobile communications, channel measurements, channel modeling.

I. INTRODUCTION
The challenge to meet all requirements of envisioned
future mobile communications networks is manifold. Typical
use cases for 5th generation (5G) mobile communications
and beyond are: ultra-reliable low-latency communication
(uRLLC) for mission critical applications such as vehicular-
to-vehicular (V2V) communication, enhanced mobile broad-
band (eMBB) to meet the steadily increasing demand for
data volume and data rate, and massive machine type com-
munication (mMTC) for the implementation of the Internet
of things (IoT). A key technology for tackling these diverse

The associate editor coordinating the review of this manuscript and

approving it for publication was Maurizio Magarini .

challenges is enhancing the well-established technology of
MIMOcommunication to a large-scale, which is then referred
to as massive MIMO [1], [2]. As the number of antennas at
the base station (BS) side is increased and many users are
served in amulti-userMIMOway, the sum rate and the energy
efficiency are promised to increase simultaneously [3]–[5].
Since a large-scale antenna array at the BS leads to channel
hardening in a wireless fading channel, the reliability and
latency are also enhanced when scaling up a MIMO system
with respect to the number of BS antennas [6].
Many of the theoretical works reporting the aforementioned

desired improvements assume wireless channels following
an i.i.d. Rayleigh fading behavior [1], [3], [6]. Especially
for indoor mobile users, an uncorrelated i.i.d. channel model
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is justified with the argument of a dense scattering environ-
ment around the users. Since massive MIMO is a multi-user
technology, the spatial channel correlation of simultaneously
served users is an important factor for the performance
of such systems [7]. The assumption of uncorrelated user
channels is an optimistic one that leads to an over-estimation
of system performance as spatial correlation hampers spatial
multiplexing of users in close proximity. Measurements show
that real-word wireless MIMO channels differ from i.i.d.
Rayleigh fading channels in terms of spatial correlation [8].
Several works investigate the problem of spatial separation in
MIMO communications [9]–[15], showing that users can be
separated in line of sight (LOS) channel conditions.
The importance of spatial inter-user channel correlation

has led to research in the area of spatially consistent wireless
channel models [15]–[20]. Spatial consistency in this context
refers to the fact that two users experience correlated channels
when they are physically close to each other. These channel
models provide a representation of spatially correlated chan-
nels that is more realistic than i.i.d. Rayleigh fading channel
models and, therefore, facilitate more accurate performance
analysis of massive MIMO systems.
To investigate propagation characteristics of real-world

wireless channels in the context of massive MIMO, many
measurements were conducted in the past years, see [8], [12],
[21]–[28] to name just a few examples. Many of these mea-
surement campaigns were performed entirely outdoors [8],
[12], [21]–[24], or indoors [12], [25]–[27], while only few
consider an outdoor-to-indoor scenario, for example [28].

CONTRIBUTION
We sounded the wireless channel of one outdoor-to-outdoor
and two outdoor-to-indoor, large-scale MIMO scenarios at
2.5GHz. Measuring the channel at 148 user positions per
scenario, located on straight lines of 8.82m length, allows
us to investigate the spatial channel correlation depending
on inter-user distance. We perform a stationarity analysis in
the spatial domain and characterize the regions of wide-sense
stationarity in terms of fading distribution and spatial corre-
lation. We also provide a fit of a spatially consistent channel
model, which is based on the measurement scenario geome-
try, to explain the observed propagation effects.We show that
the achievable spectral efficiency of two users in an outdoor-
to-indoor massive MIMO system is 20% lower compared to
a Rician channel model with the same K factor, even at large
inter-user distances of 6m.

NOTATION
We denote vectors by lowercase boldface letters, such as x,
and matrices by uppercase boldface letters, such as X. The
entry from the nth row and the k th column of matrix X is
denoted by X [n, k]. We denote the Frobenius norm by �·�.
The absolute value of a scalar as well as the cardinality of a
set are denoted by | · |. The transpose of a vector or matrix
is denoted by (·)T while the conjugate transpose of a vector
or matrix is denoted by (·)H. The expectation of a random

variable X is denoted by E {X} and the trace of a matrix is
denoted by tr (·). The operator �·� rounds down to the nearest
integer and the operator 	·
 rounds up to the nearest integer.

II. MEASUREMENT CAMPAIGN
A wireless channel measurement campaign with three differ-
ent measured scenarios was conducted in January 2020 at TU
Wien in downtown Vienna, Austria. The scenarios measured
will be described in detail later in this section. Channel sound-
ing measurements are performed with the Vienna MIMO
testbed [30], [31] at a center frequency of 2.5GHz (free space
wavelength λ ≈ 120mm). The transmit side antenna array is
located outdoors on a rooftop and is oriented parallel to the
building’s facade, facing the receiver location, see Fig. 1. The
distance between the transmit antenna array and the array at
the receive side is R ≈ 155m.

FIGURE 1. Aerial photograph of the measurement scenario at TU
Wien [29]. The red lines indicate the orientation of the antenna arrays.
The coordinate system orientation is indicated in blue.

To obtain measurements of a massive MIMO channel, a
uniform linear array with 40 elements at half-wavelength
spacing is employed at the transmitter side. Since the Vienna
MIMOTestbed is limited to four radio frequency (RF) chains,
the transmit side array is implemented as a virtual antenna
array. This means that a single antenna element is sequen-
tially re-positioned in order to virtually assemble an antenna
array, given that the wireless channel and the measurement
hardware behave time-invariant [32]. The antenna element
at the transmit array is a vertical dipole in front of the
center of a 75 cm × 75 cm square aluminum reflector plate,
see Fig. 2(a). We sound the wireless channel at 148 receiver
positions per measurement scenario to investigate the spatial
correlation as a function of inter-user distance. The receive
antenna is mounted on a mechanical guide with a total length
of 9m, see Fig. 2(b). These receiver positions are arranged
on a line with half a wavelength in between measurement
points, resulting in a total user range of 8.82m. As receive
antenna element, an omni-directional monopole antenna with
a circular groundplanewith a diameter of approximately 2.5 λ

is employed.
An orthogonal frequency division multiplexing (OFDM)

signal with a subcarrier spacing of F = 15 kHz is employed
as channel sounding sequence. To keep the peak-to-average
power ratio of the sounding sequence low, the transmit signal
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FIGURE 2. (a) Transmit side virtual antenna array. (b) Receiver side for the LOS scenario. The LOS path is unblocked in this scenario.

is designed using Newman phases, as in [33]. A transmit
symbol is given by

x(m) = Re

 Q/2−1�
q=−Q/2

e−i2πq m
M eiπ

q2
Q

 , (1)

where i is the imaginary unit, Q is the number of subcarriers,
m = 0, . . . , M − 1 denotes the time index and q is the
subcarrier index. Here, M is the number of samples per
OFDM symbol.
A sounding sequence consists of 101 repetitions of the

described OFDM symbol. The first symbol is exploited as
cyclic prefix (CP) and is discarded at the receiver. Given the
scenario geometry and the CP duration, this leads to inter-
symbol interference free transmission [34]. Assuming the
channel to be time-invariant, we average over the remain-
ing 100 received symbols in order to achieve an averaging
gain of 20 dB in terms of signal to noise ratio (SNR).
To measure the phase drift between the transmitter clock

and the receiver clock, an additional reference radio link is
established. This reference link employs directional antennas
at fixed positions on both ends to obtain a wireless channel
that is flat in time and frequency.More details of the measure-
ment system’s phase stability are provided in Appendix A.
We employ Q = 10 subcarriers for the wireless channel

of interest and Q = 20 subcarriers for the reference link.
Channel estimates for both wireless links are obtained via
least squares estimation. The phases of the channel estimates
obtained via the reference link are averaged over all 20 sub-
carriers and employed to compensate the phase drift of the
channel estimates of the desired wireless channel. The phase
compensated channel estimates of the desired radio link are
averaged over all 10 subcarriers since the channel’s coherence

bandwidth is much larger than 150 kHz. This improves the
channel estimation error by 10 dB.
In total, we achieve 20 dB SNR at the receiver with the

Vienna MIMO Testbed, additional 20 dB SNR through aver-
aging in time and another 10 dB improvement in channel
estimation error through averaging in frequency. This yields
a total normalized mean squared channel estimation error of
approximately −50 dB.

A. LOS SCENARIO
In this scenario, the transmitter and the receiver are located
on rooftops with no obstacles or blockages in between them.
This scenario is therefore considered as a LOS propagation
scenario. A photograph of the receive antenna on the build-
ing’s rooftop and the mechanical linear guide for antenna
positioning is provided in Fig. 2(b). Buildings in between
the transmitter and receiver location, see Fig. 1, are lower
in height compared to the rooftops at transmit and receive
sites. The first Fresnel zone, with a maximum diameter of
D = √

Rλ/2 ≈ 2m, is undisturbed. The receive antenna
height above the rooftop is 1.7m. At both, the transmitter and
the receiver, the antennas are located sufficiently high above
the handrails to obtain an unobstructed connection. Let us
assume a coordinate system with its origin located at the first
antenna position of the transmit side antenna array as shown
in Fig. 1. In this coordinate system, the first user position is
located at (x, y, z) = (151m, 31m, 0m) for this scenario.

B. LABORATORY SCENARIO
This scenario is an outdoor-to-indoor scenario with the
receiver located in an indoor laboratory environment. A pho-
tograph of the receive antenna in the laboratory is shown
in Fig. 3(a). The receiver positions in terms of a floorplan
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FIGURE 3. (a) Receiver side for the laboratory environment scenario. The receive antenna positions are located next to the laboratory’s windows.
(b) Floor plan of the indoor receiver positions for the laboratory and hallway scenarios. The hallway positions are deep indoor. (c) Receiver side for the
hallway measurement scenario. There are no obstacles in the hallway.

of the 5th floor (two floors below the roof) of the receiver
site building are shown in Fig. 3(b). In this scenario, the
receiver positions are parallel to a wall, which is facing the
transmitter array. The receive antenna height above the floor
is 1m, while the lower end of the windows is 90 cm above the
floor. All window shades were in a fully opened position dur-
ing the measurement. Therefore, there is a visual LOS path
between the transmitter and the receiver for receive antenna
positions directly in front of a window, obstructed only by
two layers of uncoated glass. The first user position is at
(x, y, z) = (152m, 25m,−8m).

C. HALLWAY SCENARIO
In this scenario, the receiver is located indoors in an empty
hallway. The receiver positions are shown in Fig. 3(b) in terms
of a floorplan. Looking at this floorplan, the hallway sce-
nario is ‘‘deep indoor’’ compared to the laboratory scenario.
A photograph of the receiver environment is shown
in Fig. 3(c). All doors were closed during the measurement.
The receive antenna height above the floor is 1.3m. The first
user position is at (x, y, z) = (157m, 31m,−8m).

III. STATISTICAL ANALYSIS
Weperform a stationarity analysis and identify regions of spa-
tial quasi-stationarity in the sense of wide-sense stationarity
(WSS) in this section. To identify these regions, we employ
the channel matrix collinearity metric [35]. We analyze the
channel statistics in terms of amplitude distribution, spatial
correlation and time correlation within the stationary regions.
We illustrate the spatial and the temporal channel correlation

within the stationary regions by means of the channel vector
inner product.

A. STATIONARITY ANALYSIS
Previous massive MIMO channel measurements show that
the wireless channel is not stationary in the spatial domain
across the entire aperture of a large scale antenna array [21],
[25], [26]. Due to the large physical size of such an array,
not all antenna elements see the same scattering elements or
even users. Such non-stationary effects are not captured by
most current MIMO channel models, but are important for
massive MIMO transceiver design. In the recent work [36],
the authors consider different channel statistics across a huge
antenna array for the design of hybrid beamforming schemes.
In our measurements, the channel statistics change across the
receiver positions since they are arranged on a long line of
8.82m length. For example in the laboratory scenario, the
channel statistics depend on whether a receiver position is
located in front of a window or not.
The performance of a multi-user MIMO system is mainly

determined by the correlation of user channels. Therefore,
we analyze our channel measurements in terms of spatial
correlation with respect to inter-user distance. We aim to
find stationary regions at the receiver side and evaluate the
wireless channel statistics within them. There exist two pop-
ular metrics for the stationarity analysis of measured wireless
channels [37]: the mean channel power from [38] or the
correlation matrix distance (CMD) from [39]. The former
metric calculates the mean channel power through the aver-
age power delay profile (APDP). The latter metric is the
similarity of channel correlation matrices. Since a measured
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wireless channel is never perfectly stationary, these metrics
need to be compared against a threshold after evaluating
them in time, frequency or space. In our case, the domain
of interest is the spatial domain. Authors of [26] apply both
metrics for theirmassiveMIMOchannel stationarity analysis.
They conclude that the channel’s spatial variation can be
equally well characterized with both metrics. Since APDP
is calculated by averaging in the delay domain, the CMD is
better suited for our narrow-band channel measurements.
From the channel measurements, we obtain the MIMO

channel matrix H ∈ CN×U , describing the wireless channel
between all N transmit antenna positions and all U user posi-
tions. Please note that we obtain one MIMO channel matrix
per measured scenario. We, however, omit a scenario index
of the MIMO channel matrix for readability. We consider the
channel coefficients, obtained via measurement, to be from
a random process, sampled in space. We assume this process
to be stationary in the spatial domain at the transmitter side.
This is an intuitive assumption, as there are no obstacles in
close proximity of the transmit antennas, which therefore all
see the same scattering objects within the wireless channel.
Under this assumption, the sample auto-correlation matrix is
given by

R = 1
N

N�
n=1

ȟnȟHn ∈ CU×U , (2)

which serves as an estimate for the user-side auto-correlation
matrix. In (2), ȟTn ∈ C1×U denotes the nth row vector of the
channel matrix H. Please note that the spatial correlation is
of course analyzed for each measurement scenario individu-
ally, however, the scenario index of the correlation matrix is
omitted in this section for readability.
By comparing a local auto-correlation at different posi-

tions, we identify regions of spatial quasi-stationarity in the
WSS sense. Therefore, we introduce the CMD [39] between
the correlation matrices A and B as

CMD (A,B) = tr
�
AHB



�A� �B� . (3)

Due to the properties of the correlation matrices A and B,
0 ≤ CMD ≤ 1, as shown in Appendix B. Equality, that is,
CMD = 1, is achieved if the matrices A and B are collinear,
that is, A = αB with α ∈ R.
Let us consider a spatial averaging region of size W , with

W being a positive integer. For the ease of notation we define
LL =

�
W−1
2

�
and LU =

�
W−1
2

�
, such that W = LL + LU

+ 1. A local mean auto-correlation vector r̄W
p ∈ CW×1

at position index p is then obtained by averaging along the
diagonals of the sample auto-correlation matrix R in a region
from p − LL to p + LU . The l th element of r̄W

p is given by the
mean over the l th diagonal of R, that is

r̄W
p [l] = 1

W − l + 1

p+LU −l+1�
u=p−LL

R [u + l − 1, u] (4)

for l ∈ {1, . . . , W } and p ∈ {LL + 1, . . . , U − LU }.

FIGURE 4. CMD for all three scenarios with the corresponding threshold.
We chose a threshold that results in few large quasi stationary regions for
further analysis.

The spatial averaging region sizeW impacts the local mean
auto-correlation vector r̄W

p . Averaging the auto-correlation
matrix R over large spatial region sizes W reduces fluctu-
ations in the local mean correlation, thereby making it a
smooth function. As we increase W , however, r̄W

p becomes
more similar to the global mean scenario correlation. Small
spatial averaging regions make the local mean correlation
representative for a local spatial region, but also lead to strong
fluctuations of the local correlation with respect to location.
We therefore choose the spatial averaging region size just
large enough to identify few but large stationarity regions
through a threshold on the CMD, see below. For the LOS
and the laboratory scenario, a small value of W = 5 leads
to a sufficiently smooth CMD curve. In the hallway scenario,
we employ a larger value ofW = 15 to obtain a smooth result
in terms of CMD. Our chosen values for W are summarized
in Tab. 1 for all measured scenarios.
A locally averaged auto-correlation matrix R

W
p is defined

as a Hermitian Toeplitz matrix, with rW
p as its first column

vector and
�
rW

p

�
H as its first row vector. For a globally

averaged auto-correlation function, an averaging region size
of U is employed, which leads to the mean correlation vector
r̄U
(U/2). Defining a squared Hermitian Toeplitz matrix through
the first W elements of r̄U

(U/2) as explained before, yields the
globally averaged auto-correlation matrix R ∈ CW×W . To
identify regions of spatial stationarity, we calculate the CMD
between the globally averaged auto-correlation matrix R and
the local average R

W
p as

c(p) = CMD
�
R

W
p ,R

�
(5)

for p ∈ {LL + 1, . . . , U − LU }.
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For a stationary channel, the CMD equals one for all
possible positions. Since a measured channel, however,
is not perfectly stationary and also contains measurement
noise, the CMD is smaller than one. Therefore, we consider
quasi-stationarity for the measured wireless channel. High
values of the CMD (close to one) indicate a high level of
quasi-stationarity, that is, an almost stationary channel. We
employ a threshold on the CMD to determine the regions of
quasi-stationarity that will be considered for the evaluation
of the mean spatial correlation function. If this threshold is
chosen low, the resulting correlation function is not repre-
sentative for the quasi-stationarity region, since a high level
of fluctuation in the second order statistic is still included in
the same stationarity region. Choosing the threshold too high,
only a small spatial region is considered as quasi-stationary,
containing a small number of measured samples. Calculating
the correlation function from a small number of samples leads
to a mean correlation function that is again not representative
for the measured scenario. The choice of the threshold level
is therefore a trade-off.
The CMD is plotted against the receiver position in Fig. 4

for the three measured scenarios. The position p λ
2 on the

abscissa consists of the position index p and the spacing
of λ

2 between two receiver positions. We chose a threshold
of t = 0.7 for the CMD to determine regions of quasi-
stationarity. For this threshold, only few but large regions of
quasi-stationarity are obtained, facilitating the calculation of
a mean correlation function for the measured scenarios. The
quasi-stationarity regions are indicated with arrows in Fig. 4.
A stationary region Si for scenario i is therefore defined as

Si = {p ∈ {LL + 1, . . . , U − LU } | c(p) ≥ t} . (6)

For the LOS scenario, the CMD is flat and the entire mea-
sured scenario is considered stationary. This is not surprising
as there are no scattering objects in between the transmitter
and the receiver or around the receiver.
In the laboratory scenario, the CMD shows three clearly

distinguishable stationary regions, which coincide with the
physical positions of the windows in the measured indoor
office environment, see Fig. 3(a)-(b). Therefore, the three
stationary regions show a high similarity to the scenario mean
in terms of receiver side auto-correlation.
The hallway scenario is considered as a deep indoor sce-

nario, which explains that the CMD does not show clearly
distinguishable regions compared to the laboratory scenario.
Since there is no position in this scenario that allows a direct
LOS path to the transmitter, the hallway scenario is expected
to be invariant with respect to the position within the hallway.
There are no obstacles present in the hallway that would
explain a local change of second order statistics. Still, there
is a region at approximately 5m which shows a lower CMD
compared to the overall scenario mean.
Please note that low values of the CMD in Fig. 4 do

not indicate non-stationary regions. Since we compare the
scenario averaged correlation function to a locally averaged
correlation, averaged within a region of size W , high values

FIGURE 5. Channel coefficient amplitude distribution within stationary
regions together with corresponding ML fits to a Rician distribution. The
amplitude distributions of the measured channels are well approximated
by a Rician distribution.

of the plotted CMD indicate a high self-similarity of the
local correlation. Therefore, a CMD c(p) value of one means
that the local correlation is identical to the average scenario
correlation. This is approximately the case for LOS scenarios.
Although low values of c(p) do not mean that the channel
behaves non-stationary at position index p, we focus our
remaining analysis to the regions where the CMD exceeds the
chosen threshold. These regions dominate the second order
statistics of the respective scenario.

B. CHANNEL COEFFICIENT DISTRIBUTION
For the channel coefficient distribution analysis, we normal-
ize the channel coefficients per stationary region as H̄ = cH.
We chose the scaling coefficient c > 0 such that

1
N |Si|

N�
n=1

�
u∈Si

��H̄ [n, u]
��2 = 1. (7)

The empirical cumulative distribution functions (ECDFs)
of the channel coefficients’ magnitude

��H̄ [n, u]
�� with

n ∈ {1, . . . , N } and u ∈ Si for the respective scenario i
are shown in Fig. 5. We perform maximum likelihood (ML)
estimation with the measured channel’s amplitudes as data
set to obtain a fit to a Rician distribution. We parametrize
the Rician probability density function (PDF) with the Rician
K factor and the power �, see [40, p. 76]. Therefore, the
ML estimate yields the estimate K̂ML for the Rician K factor
and the estimate �̂ML for the power �. Due to the channel
normalization (7), the estimated power is �̂ML = 1. The
fitted Rice distributions and the respective estimated Rician
K factors are also shown in Fig. 5. The estimated Rician
K factors for all measured scenarios are further summarized
in Tab. 1.
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TABLE 1. Channel parameters of the measured wireless channel, the
Rician channel model and the scattering channel model.

The fit to a Rician distribution is perfect for the LOS
scenario where the estimated K factor is high with K̂ML ≈
10 dB. In the indoor laboratory scenario, the amplitude dis-
tribution also shows a good fit to a Rician distribution. The
estimated K factor here, K̂ML ≈ 0 dB, is significantly lower
compared to the LOS scenario although the considered region
of quasi-stationarity is located next to the windows. For the
hallway scenario, the Rician amplitude distribution provides
a reasonable approximation for the observed amplitude dis-
tribution. The deviation from a Rician distribution comes
from the fact that the channel statistics change more severely
depending on the position within the quasi-stationary region
as they do in the other two scenarios, see Fig. 4. As one would
expect, the estimated Rician K factor of K̂ML ≈ −28 dB is
very low in this deep indoor scenario.

C. CHANNEL CORRELATION
1) TEMPORAL CORRELATION
To demonstrate the time stability of our measurement hard-
ware, we performed the previously described measurement
of channel coefficients twice for each user position. For the
acquisition of all channel coefficients, the user side antenna
is moved across the linear guide once, sequentially stopping
at U = 148 positions to enable channel sounding. At each of
these positions, the transmit antenna is sequentially moved to
the N = 40 antenna positions. In the second measurement
run, the receive antenna is moved sequentially across the lin-
ear guide again, in reverse direction. During this second run,
the same wireless channel is observed once more, at the same
physical antenna position u but with a time difference �Tu
compared to the first measurement run. Since the direction
of movement is reversed, the time in between two channel
measurements �Tu, taken at the same user position index u,
depends on the user position. This dependence is expressed
via the subscript u of�Tu. For user positions at the end of the
linear guide (large position indices), the time difference to the
second measurement is smaller compared to the beginning
(small position indices) of the linear guide. We denote the
uth column vector of the channel matrix H by hu ∈ CN×1.
Further, we denote the channel vector obtained in the second
measurement at a time difference �Tu later compared to the
first measurement run by hu(�Tu) ∈ CN×1.
To investigate the change in correlation of channel coef-

ficients at the same positions over time, we again employ
the normalized inner product of channel vectors at identical
positions, measured at different times

rt (u) = |hHu hu(�Tu)|��hu
����hu(�Tu)

�� . (8)

FIGURE 6. Magnitude of the temporal channel correlation for channel
vectors measured at the same position but at different times. The lowest
measured value of channel correlation is 0.977, showing the high
temporal stability of the measurement system.

The magnitude of (8) is plotted over time in between two
channel vector measurements in Fig. 6 for all three scenarios.
Please mind the axis scaling in this figure. The smallest
value of rt (u) is approximately 0.977. The plot shows that
the measurement setup is approximately constant for the
measurement duration of almost three hours. This includes all
effects, such as, the observed wireless channel, time stability
of the measurement hardware, noise, position accuracy of the
virtual antenna arrays and the phase stability of cables that are
bent during re-positioning of antennas. A detailed description
of the measurement hardware time and frequency stability is
provided in Appendix A.

2) SPATIAL CORRELATION
We employ the channel matrix collinearity as metric for
spatial user correlation, similar to other works in the con-
text of correlation of MIMO channels [27], [41]–[43]. This
collinearity measure is defined via (3) with the matrices A
and B being two MIMO channel matrices [44]. In our special
case of massive MIMO with N antennas at the base station
and users with a single antenna, the absolute value of this
metric simplifies to the normalized inner product of channel
vectors for users u and u�

r(u, u�) = |hHu hu� |
�hu��hu�� (9)

where hu ∈ CN×1 again denotes the uth column vector of
channel matrix H. Please note that the squared inner product
corresponds to the interference power in a MIMO downlink
system with two users and maximum ratio transmission, see
Appendix C. Similar to (4), a mean channel vector inner
product is then estimated as

r̄(d) = 1
U − d + 1

U−d+1�
u=1

r(u + d − 1, u), (10)

for inter-user distances d ∈ {1, . . . , U}.
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FIGURE 7. Mean channel vector inner product (spatial channel
correlation) of the measured channel plotted against distance. The indoor
scenarios laboratory and hallway show a high correlation, even for large
distances. The 95% confidence interval of the mean is indicated via a
shaded curve underlay.

Plots for the mean channel vector inner product (10) within
the respective stationary region are provided in Fig. 7. The
inner product for a free space propagation model is also
provided as a reference. This free space channel model is a
small scale fading model, considering the phase between the
transmit and the receive antennas. A channel coefficient from
transmit antenna n ∈ {1, . . . , N } to user u ∈ {1, . . . , U} of the
free space channel Hfree ∈ CN×U is given by

Hfree [n, u] = exp
	

−i
2π
λ

ξn,u

�
, (11)

with distance ξn,u between the nth transmit antenna and the
uth user positions.
For the LOS scenario, the channel correlation is similar to

a free space propagation model. The channel vector inner
product is slightly lower compared to the pure LOS case,
indicating that there are scattering objects present in the
wireless channel.
For the laboratory scenario, the measured correlation func-

tion is very different from the correlation obtained from the
free space channel model, since the estimated RicianK factor
is only approximately 0 dB in this scenario. The decorrelation
occurs slower with distance compared to the LOS scenario.
The channel vector inner product behaves similar to the free
space case in a region of 3m to 6m, but remains higher at
larger distances.
This situation becomes even more pronounced for the hall-

way scenario. The spatial channel correlation starts out (for
the first non-zero distance) at a lower level compared to the
other measured scenarios, but shows almost no decorrelation
with increasing distance. This is a remarkable result as one
expects the spatial correlation to decrease quickly with dis-
tance in an indoor scenario.

IV. PERFORMANCE RESULTS AND CHANNEL MODELING
In this section, we present results for the achievable spectral
efficiency within the stationary regions for all three scenarios.
We also model the measured channel by means of a Rician
channel model and a geometry based scattering channel
model. We compare these channel models to the measured
channel in terms of channel correlation and achievable spec-
tral efficiency.
The Rician channel model is given by

HRice =
�

K
1 + K

Hfree + 1√
1 + K

Hiid, (12)

where K denotes the Rician K factor. The free space channel
Hfree is defined through (11). The i.i.d. Rayleigh channel
matrix Hiid ∈ CN×U consists of independent complex Gaus-
sian random variables with Hiid[n, u] ∼ CN {0, 1} ∀n ∈
{1, . . . , N } , u ∈ {1, . . . , U}. Please note that the Rician
channel model includes spatial correlation through the free
space channel component. The amount of spatial correlation
is dependent on the Rician K factor.
For a comparison with a spatially consistent channel

model, we employ the channel model from [15]. Since this
model is based on the multiple scattering channel model
idea [45], we will refer to this model as scattering model
within this work. For this channel model, a channel coef-
ficient from transmit antenna n ∈ {1, . . . , N } to user
u ∈ {1, . . . , U} is given by

Hscatter[n, u] = αu,n +
�
k∈K

βu,kαk,n , (13)

whereK denotes the set of scattering objects. The coefficient
αu,n describes the propagation from transmit antenna n to
user u, the coefficient αk,n describes the propagation from
transmit antenna n to scattering object k and the coefficient
βu,k describes the propagation from scattering object k to
user u. These propagation coefficients are defined as

αk,j = λ

4π�rk − rj�ei
2π
λ

�rk−rj�, (14a)

βj,k = δk√
4π�rj − rk�

ei
2π
λ

�rj−rk�. (14b)

The vectors rj ∈ R2 contain the position of either transmit
antenna j, user j or scattering object j. The scattering event
is modeled via the scattering factor δk = γ eiφk , where
the scattering gain γ describes the strength of the scatter-
ing events and φk is a uniformly distributed angle, that is,
φk ∼ U [0, 2π ). Please note that this channel model is defined
via the actual position of the transmit antennas, scattering
objects and user positions. This model is therefore inherently
spatially consistent [15].
There are three major channel parameters for the scattering

channel model: the scattering gain γ , the number of scattering
elements |K| and the position of the scattering elements.
We employ a uniformly distributed random placement of
scattering elements within a limited spatial region for each
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FIGURE 8. Environments for the scattering channel model. (a) For the LOS scenario, scattering objects are uniformly distributed between transmitter
and receiver. (b) In the laboratory scenario, the scattering object placement is restricted to positions that are visible through the window. (c) In the
hallway scenario, scattering objects are uniformly distributed around the receiver positions.

scenario. These regions correspond to the positions of domi-
nant scattering objects within the measured wireless channel.
We provide further details on the scattering element place-
ment in the scenario descriptions below.
To fit the scattering channel model to the channel measure-

ments, we perform Monte Carlo simulations to find a match
in terms of Rician K factor and spatial channel correlation.
The employed values for the number of scattering elements
|K| and the scattering gain γ for each measurement scenario
are summarized in Tab. 1. A large scattering gain and a high
number of scattering elements yields dominant non-line of
sight (NLOS) components and therefore a small RicianK fac-
tor. When scattering elements are spread out widely in space,
dominant NLOS components lead to a low spatial correlation.
In case the scattering elements form a concentrated cluster,
dominant NLOS paths result in high spatial correlation. This
allows to fit wireless channels with low Rician K factor that
still show a large spatial correlation.
For the LOS scenario, the positions of the scattering objects

are two dimensional uniformly distributed on a disk with
radius 50m in between the transmitter and the receiver,
see Fig. 8(a). These scattering objects account for the fact
that the measured propagation environment is not a free space
one. As the scattering elements are spread out widely in
space, the NLOS components have a large angular spread
and low correlation. Since, however, the Rician K factor in
this scenario is high, the LOS component is dominating in
the channel model. The specific spatial distribution of the
scattering elements has therefore little impact on the channel
correlation in this scenario.
For the laboratory scenario, the scattering objects are clus-

tered densely and closely to the direct LOS path, see Fig. 8(b).
This models the fact that only scattering objects within a
limited angular region are visible to the receiver through the
windows. The positions of the scattering objects correspond
to a building in between the transmitter and the user positions,

see Fig. 1. The similar incident angles of scattered paths lead
to a high level of spatial correlation over extended inter user
distances at the receiver side, even at a low K factor.
In the hallway scenario, a host of scattering objects is

uniformly distributed within a disk of radius 30m around
the user positions, see Fig. 8(c). The radius of this disk
has negligible impact on the channel model as long as the
scattering elements are uniformly distributed around the user
positions. This element placement models a dense scattering
environment with a low Rician K factor. A large scattering
gain of γ = 50 and a rather small number of scattering
elements of |K| = 56 allows a good fit of the large spatial
correlation in this scenario.

A. SPATIAL CHANNEL CORRELATION
We provide results for the spatial channel correlation of the
measured channel within the stationarity regions, the Rician
channel model (12) and the scattering channel model (13)
in Fig. 9. The Rician K factors for both of these channel
models are chosen to fit the ML estimated K factor of the
respective measured channel. The channel correlation of the
free space channel model (11) is also provided as reference.
The spatial channel correlation for the LOS scenario is

shown in Fig. 9(a). Although there are no obstacles in
between the transmitter and the user in the measured LOS
scenario, there are inevitably scattering objects present in the
measured scenario. Therefore, the spatial channel correlation
deviates from the free space model. Both, the Rician channel
model as well as the scattering channel model, show a good
fit to the measured channel in terms of the spatial channel
correlation for the LOS scenario.
For the laboratory scenario, the resulting spatial correla-

tion is shown in Fig. 9(b). The measured spatial correlation
is not well explained by the fitted Rician channel model due
to the low K factor in this scenario. Scattering objects in the
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FIGURE 9. Mean channel vector inner product for: (a) the LOS scenario, (b) the laboratory scenario and (c) the hallway scenario. The 95% confidence
interval of the mean is indicated via a shaded curve underlay.

corresponding scattering channel model scenario are located
within a narrow angular range around the direct path. Thereby
we achieve a higher spatial correlation for a lowK factor with
the scattering channel model, providing a good match with
the measured channel.
In case of the deep indoor hallway scenario, the spatial

correlation function is shown in Fig. 9(c). Since the estimated
Rician K factor is very low with approximately −28 dB, the
fitted Rician channel model is very close to an i.i.d. Rayleigh
fading channel. Therefore, the Rician channel model shows
almost zero spatial correlation, independent of the user sepa-
ration distance.While the measured channel also shows a low
level of spatial correlation, it is still significantly higher com-
pared to the Rician channel model. For the scattering chan-
nel model, we model the indoor environment by scattering
elements distributed uniformly all around the receiver posi-
tions. This scattering element placement leads to scattered
paths arriving from all directions at the receiver. This yields
scattered paths with low spatial correlation as the randomly
fading channel has no self-similarity for different receiver
positions. To fit the comparably large spatial correlation of
the measured channel with the scattering channel model,
we employ few scattering elements with large scattering gain
in this model. Achieving a spatial correlation as low as in an
i.i.d. Rayleigh channel requires a scattering environment with
a huge number of scatterers. Our results show that such a large
number of scattering elements is not necessarily found in a
deep indoor scenario. The fact that we achieve a match with
scattering elements uniformly distributed around the receiver
additionally shows that the spatial correlation behavior does
not necessarily come from waveguiding effects along the
hallway.

B. ACHIEVABLE SPECTRAL EFFICIENCY
In order to illustrate the impact of channel correlation on a
massive MIMO mobile communications system, we provide
results for the achievable spectral efficiency (SE) within the
regions of WSS in this section. A system model and the

definition of the achievable SE [46, p. 9], [47], employed for
the simulations in this section, are provided in Appendix C.
The mean achievable sum SE for the case of two users

with minimum mean squared error (MMSE) precoding is
shown in Fig. 10. This mean is plotted against the distance d
between the users for the measurement within the stationary
regions, the scattering channel model, the Rician channel
model and the free space channel model. The mean value of
achievable sum SE is inferred by averaging over all possible
positions pairs with distance d , similar to the mean channel
inner product (10).
The SNRwithout beamforming gain in this simulation sce-

nario is set to 0 dB. Please note that although the SNR varies
between the scenarios, the SNR was set to the same value for
all scenarios in this simulation for a better comparison.
In the LOS scenario, the achievable SE curve for the mea-

sured channel is very close to the free space channel model
since this scenario is a LOS one, see Fig. 10(a). The presence
of scattering objects leads to an SE that is higher than the
SE of the free space channel model for small inter-user dis-
tances. The Rician channel model and the scattering channel
model provide a good fit to the measured channel in the LOS
scenario.
The achievable SE for the laboratory scenario is shown

in Fig. 10(b). The measured channel decorrelates with
inter-user distance, leading to an increased SE at large dis-
tances. As a consequence of the low Rician K factor in
this scenario, the Rician channel model includes little spatial
correlation and therefore leads to a too high SE compared
to the measurement. The scattering channel model includes
higher spatial correlation (having the same, low Rician K
factor) and therefore describes the trend in sum SE better.
The SE for the hallway, or deep-indoor, measurement sce-

nario is shown in Fig. 10(c). The measured wireless channel
in this scenario has an amplitude distribution with a very low
Rician K factor and is therefore similar to an uncorrelated
i.i.d. Rayleigh channel in terms of channel coefficient distri-
bution. Still, the measured spatial correlation is much higher
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FIGURE 10. Mean achievable sum SE for the Rician chsssannel model, the scattering channel model, the measured channel and the free space channel
model at an SNR of 0 dB. The 95% confidence interval of the mean is indicated via a shaded curve underlay.

compared to the fitted Rician channel model with the same
K factor. Therefore, the resulting SE of the Rician channel
model is too high. The scattering channel model provides
more accurate spatial correlation. Therefore, the SE obtained
by the scattering channel model matches the measurement.
Further, the achievable SE shows little dependence on

inter-user distance in the hallway scenario.While one expects
that a deep-indoor channel decorrelates quicklywith distance,
the effect of spatial correlation remains significant for several
meters in this scenario. The achievable SE of the measured
channel is 20% lower than the achievable SE of the Rician
channel model with the same K factor for an inter-user dis-
tance as large as 6m, see Fig. 10(c).
Similar numbers were found in other MIMO measure-

ments before. In [48], the authors measure an outdoor-
to-outdoor massive MIMO scenario. Their results show
that approximately 80% of the i.i.d. Rayleigh sum rate is
achieved withMMSE precoding at 0 dB SNRwith 112 anten-
nas. Authors of [8] also report to achieve 80-90% of the
i.i.d. Rayleigh channel dirty paper coding capacity in an
outdoor-to-outdoor scenariowith zero forcing (ZF) precoding
and 128 antennas. In [49], the authors measure a 4×4MIMO
outdoor-to-indoor scenario. They report a median capacity of
80% compared to an i.i.d. Rayleigh channel at an SNR of
5 dB. We observe this remarkable performance gap also for a
deep indoor user in an outdoor-to-indoor scenario where one
would expect a low spatial correlation.

V. CONCLUSION
Spatial correlation heavily depends on the scenario and the
user environment. The amount of spatial correlation and the
decorrelation behavior with distance are mainly determined
by the location of scattering objects visible to the receiver.
When incident paths arrive from a narrow angular range at
a certain user location, a high level of spatial correlation is
experienced even when the amplitude statistic shows a very
low Rician K factor. For the measured outdoor-to-indoor
hallway scenario, the observed amount of spatial correlation

is significantly higher than one would obtain when modeling
such a rich scattering environment with a Rician (or i.i.d.
Rayleigh) channel model. Since spatial correlation between
users occurs even in such dense scattering environments,
user scheduling is an important tool for massive MIMO
systems. Further, when a scattering environment yields spa-
tially correlated channels for large user distances, massive
MIMOwith LOS is preferable tomassiveMIMOwithNLOS.
The achievable SE of a multi-user MIMO system is signif-
icantly over-estimated when using Rician channel models,
such as (12), or spatially inconsistent channel models. The
spatially consistent scattering channel model (13), based on
the positions of the scattering elements, leads to a goodmatch
with the measurement. Thus, one is advised to use spatially
consistent channel models to predict the performance of
multi-user MIMO systems accurately.

APPENDIX A
MEASUREMENT HARDWARE STABILITY
The measurement principle of virtual antenna array mea-
surements reduces hardware complexity in terms of num-
ber of required RF chains since only a single antenna is
employed. However, the virtual array concept requires a
measurement system that is stable over time, since chan-
nel measurements are performed sequentially. The obtained
channel measurements are then joined into a channel matrix
or channel vector as if they were all measured at the same
time with a full antenna array. This requires both, a time-
invariant wireless channel and measurement hardware that
behaves completely stable over time. The former condi-
tion is achieved by performing wireless channel measure-
ments out of office hours, during night, when there are
no persons present at the faculty where the measurements
were performed. The latter requirement on time stability
of the measurement hardware includes the considerations
below [50]:

• Time Synchronization: Since triggered measurements
are performed at each transmit antenna position and each
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receiver position, a repeatable triggeringmechanism and
time synchronization is required. The Vienna MIMO
Testbed employs a hardware based timing synchroniza-
tion unit [51], [52] that achieves a timing accuracy of
±10 ns. This timing offset is negligible compared to
the employed OFDM symbol duration of approximately
66.67µs.

• Frequency Synchronization: Global Positioning Sys-
tem (GPS) disciplined Rubidium frequency standards
at the transmitter and the receiver ensure a frequency
deviation of±5·10−11. At a center frequency of 2.5GHz
this leads to a worst case frequency difference between
transmitter and receiver of�f = 10·10−11×2.5GHz =
0.25Hz. Compared to the employed subcarrier spacing
of 15 kHz of the employed OFDM channel sounding
signal, this frequency deviation is negligible.

• Phase Synchronization: To obtain a measured MIMO
channel matrix with correct phase relation between
all transmit antennas and all receive antennas from a
virtual array measurement, phase stability is required.
Although our testbed employs highly accurate Rubid-
ium frequency standards, the worst case frequency dif-
ference �f between transmitter and receiver leads to
a phase drift of dφ

dt = 2π�f = π
2 s−1. Since the

re-positioning of the transmit antenna with a mechanical
guide requires an amount of time in the order of a
second, this phase drift is significant for the channel
sounding procedure. To compensate the phase offset due
to the phase drift during the virtual array measurement,
a second directive radio link between the transmitter and
the receiver was established. Since the Vienna MIMO
Testbed has four RF channels available, the wireless
channel of this directive reference link and the actual
wireless channel of interest can be measured at the
same time. To avoid interference between the wireless
channel of interest and the reference link, the sounding
sequences were frequency multiplexed. By establish-
ing a direct LOS connection with stationary directive
antennas at both ends of the reference link, we ensure
that the reference link is time-invariant. Therefore, the
estimated phase of the reference link provides an esti-
mate for the phase difference between transmitter and
receiver. Neglecting the phase change of at most 0.6◦
over the 67ms long channel sounding sequence, the
phase estimate of the reference link is exploited to
compensate the phase drift of the wireless channel
estimates.

APPENDIX B
PROPERTIES OF THE CMD
Let’s assume matrices A,B ∈ Cn×n are correlation
matrices and therefore Hermitian and positive definite.
Due to properties of the tr (·) operator and Hermitian
matrices

tr
�
AHB

�
= tr

�
ABH

�
= tr

�
BHA

�
= tr

�
AHB

�H
, (15)

from which follows tr
�
AHB


 ∈ R. Let us consider the matrix
factorizations B = UDUH and A = VQVH, where D,Q ∈
Rn×n are diagonal matrices and the matrices U and Q are
unitary. The square root of B is given by B

1
2 = UD

1
2UH such

that B = B
1
2B

H
2 . From this follows

tr
�
AHB

�
= tr

�
B

H
2 AHB

1
2

�
= tr

�
B

H
2 VQVHB

1
2

�
. (16)

Since the argument of the tr (·) is positive-definite, it fur-
ther follows that tr

�
AHB



> 0 and therefore tr

�
AHB


 =��tr �AHB

��. The CMD from (3) may be equivalently

re-written as

CMD (A,B) =
��tr �AHB


��
�A� �B� . (17)

With �A� =
�
tr

�
AHA



and the Cauchy-Schwarz inequality,

it follows 0 ≤ CMD (A,B) ≤ 1.

APPENDIX C
SYSTEM MODEL AND ACHIEVABLE SPECTRAL
EFFICIENCY
We consider a multi-user massive MIMO downlink scenario
with N transmit antennas at the BS. There are U users, each
with a single omni-directional antenna. The received signal
of user u is

yu =
U�

j=1

hHu fj
√

ρjxj + wu. (18)

where wu is additive withe Gaussian noise with wu ∼
CN �

0, σ 2
w


. The real positive power scaling factors are

denoted by ρu for users u ∈ {1, . . . , U}. The vector hu
contains all channel coefficients from N transmit antennas to
user u. The independent random transmit symbol is denoted
by xu and is of unit power, that is, E {xx∗} = 1. The pre-
coding vector of user u is denoted by fu. A power constraint
E

�
� �U

u=1 fu
√

ρuxu�22
�

≤ PT is considered, which leads to

�fu�22 = 1 and
�U

u=1 ρu = PT with the sum transmit power
PT . The precoding matrix F = (f1, f2, . . . , fU ) ∈ CN×U is
normalized per-user such that �fu�2 = 1, ∀u ∈ {1, . . . , U}.
The signal to interference and noise ratio (SINR) of user u is
given by

SINRu = ρu
��hHu fu��2�U

j�=u
j=1

ρj
��hHu fj��2 + σ 2

w

. (19)

The achievable sum SE in bits/ s/ Hz is

SE =
U�

u=1

log2 (1 + SINRu) . (20)

In this work, we considerMMSE precoding, with a precoding
matrix calculated as

�FMMSE = H
	
HHH + Uσ 2

w

PT
IU

�−1

, (21)
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with the channel matrixH = (h1, . . . ,hU ) and the precoding
matrix �F = ��f1, . . . ,�fU 


. According to the sum transmit
power constraint, the precoding matrix is normalized as

fu =
�fu���fu��2 ∀u ∈ {1, . . . , U} . (22)

Further, we apply equal power to all users, that is, we choose
ρu = PT

U ∀u ∈ {1, . . . , u}.

REFERENCES
[1] E. Björnson, E. G. Larsson, and T. L. Marzetta, ‘‘Massive MIMO: Ten

myths and one critical question,’’ IEEE Commun. Mag., vol. 54, no. 2,
pp. 114–123, Feb. 2016.

[2] X. Gao, F. Tufvesson, and O. Edfors, ‘‘Massive MIMO channels—
Measurements and models,’’ in Proc. Asilomar Conf. Signals, Syst. Com-
put., Pacific Grove, CA, USA, Nov. 2013, pp. 280–284.

[3] H. Quoc Ngo, E. G. Larsson, and T. L. Marzetta, ‘‘Energy and spectral
efficiency of very largemultiuserMIMO systems,’’ IEEE Trans. Commun.,
vol. 61, no. 4, pp. 1436–1449, Apr. 2013.

[4] L. Lu, G. Y. Li, A. L. Swindlehurst, A. Ashikhmin, and R. Zhang, ‘‘An
overview of massive MIMO: Benefits and challenges,’’ IEEE J. Sel. Topics
Signal Process., vol. 8, no. 5, pp. 742–758, Oct. 2014.

[5] E. Björnson, J. Hoydis, and L. Sanguinetti, ‘‘Massive MIMO networks:
Spectral, energy, and hardware efficiency,’’ Found. Trends Signal Process.,
vol. 11, nos. 3–4, pp. 154–655, 2017.

[6] A.-S. Bana, E. de Carvalho, B. Soret, T. Abrão, J. C. Marinello,
E. G. Larsson, and P. Popovski, ‘‘Massive MIMO for Internet of
things (IoT) connectivity,’’ Phys. Commun., vol. 37, Dec. 2019,
Art. no. 100859.

[7] D.-S. Shiu, G. J. Foschini, M. J. Gans, and J. M. Kahn, ‘‘Fading correlation
and its effect on the capacity of multielement antenna systems,’’ IEEE
Trans. Commun., vol. 48, no. 3, pp. 502–513, Mar. 2000.

[8] X. Gao, F. Tufvesson, O. Edfors, and F. Rusek, ‘‘Measured propagation
characteristics for very-largeMIMO at 2.6 GHz,’’ in Proc. Conf. Rec. Forty
6th Asilomar Conf. Signals, Syst. Comput. (ASILOMAR), Pacific Grove,
CA, USA, Nov. 2012, pp. 295–299.

[9] J. Flordelis, X. Gao, G. Dahman, F. Rusek, O. Edfors, and F. Tufvesson,
‘‘Spatial separation of closely-spaced users inmeasuredmassivemulti-user
MIMO channels,’’ inProc. IEEE Int. Conf. Commun. (ICC), London, U.K.,
Jun. 2015, pp. 1441–1446.

[10] C.-M. Chen, V. Volskiy, A. Chiumento, L. Van der Perre,
G. A. E. Vandenbosch, and S. Pollin, ‘‘Exploration of user separation
capabilities by distributed large antenna arrays,’’ in Proc. IEEE Globecom
Workshops (GC Wkshps), Washington, DC, USA, Dec. 2016, pp. 1–6.

[11] S. Caban, C. Mehlfuhrer, L. W. Mayer, and M. Rupp, ‘‘2×2 MIMO at
variable antenna distances,’’ in Proc. VTC Spring - IEEE Veh. Technol.
Conf., Singapore, May 2008, pp. 1311–1315.

[12] J. Flordelis, F. Rusek, X. Gao, G. Dahman, O. Edfors, and F. Tufvesson,
‘‘Spatial separation of closely-located users in measured massive MIMO
channels,’’ IEEE Access, vol. 6, pp. 40253–40266, 2018.

[13] M. Z. Aslam, Y. Corre, E. Bjoernson, and Y. Lostanlen, ‘‘Massive MIMO
channel performance analysis considering separation of simultaneous
users,’’ in Proc. 22nd Int. ITG Workshop Smart Antennas, Bochum,
Germany, Mar. 2018, pp. 1–6.

[14] S. Pratschner, E. Zochmann, H. Groll, S. Caban, S. Schwarz, andM. Rupp,
‘‘Does a large array aperture pay off in Line-Of-Sight massive MIMO?’’
in Proc. IEEE 20th Int. Workshop Signal Process. Adv. Wireless Commun.
(SPAWC), Cannes, France, Jul. 2019, pp. 1–5.

[15] S. Pratschner, T. Blazek, E. Zochmann, F. Ademaj, S. Caban, S. Schwarz,
and M. Rupp, ‘‘A spatially consistent MIMO channel model with
adjustable k factor,’’ IEEE Access, vol. 7, pp. 110174–110186, 2019.

[16] A. M. Pessoa, I. M. Guerreiro, C. F. Silva, T. F. Maciel, D. A. Sousa,
D. C. Moreira, and F. R. Cavalcanti, ‘‘A stochastic channel model
with dual mobility for 5G massive networks,’’ IEEE Access, vol. 7,
pp. 149971–149987, 2019.

[17] F. Ademaj, S. Schwarz, K. Guan, and M. Rupp, ‘‘Ray-tracing based
validation of spatial consistency for geometry-based stochastic channels,’’
in Proc. IEEE 88th Veh. Technol. Conf. (VTC-Fall), Chicago, IL, USA,
Aug. 2018.

[18] S. Jaeckel, L. Raschkowski, K. Borner, and L. Thiele, ‘‘QuaDRiGa:
A 3-D multi-cell channel model with time evolution for enabling virtual
field trials,’’ IEEE Trans. Antennas Propag., vol. 62, no. 6, pp. 3242–3256,
Jun. 2014.

[19] L. Liu, C. Oestges, J. Poutanen, K. Haneda, P. Vainikainen,
F. Quitin, F. Tufvesson, and P. Doncker, ‘‘The COST 2100 MIMO
channel model,’’ IEEE Wireless Commun., vol. 19, no. 6, pp. 92–99,
Dec. 2012.

[20] F. Ademaj, S. Schwarz, T. Berisha, and M. Rupp, ‘‘A spatial consistency
model for geometry-based stochastic channels,’’ IEEE Access, vol. 7,
pp. 183414–183427, 2019.

[21] S. Payami and F. Tufvesson, ‘‘Channel measurements and analysis for
very large array systems at 2.6 GHz,’’ in Proc. 6th Eur. Conf. Antennas
Propag. (EUCAP), Prague, Czech Republic, Mar. 2012, pp. 433–437.

[22] L. Hao, X. Yi, J. Rodríguez-Piñeiro, B. Ai, and Z. Zhong, ‘‘Measurement-
based massive-MIMO channel characterization for outdoor LoS scenar-
ios,’’ in Proc. IEEE 29th Annu. Int. Symp. Pers., Indoor Mobile Radio
Commun. (PIMRC), Bologna, Italy, Sep. 2018, pp. 1–6.

[23] X. Gao, O. Edfors, F. Rusek, and F. Tufvesson, ‘‘Massive MIMO per-
formance evaluation based on measured propagation data,’’ IEEE Trans.
Wireless Commun., vol. 14, no. 7, pp. 3899–3911, Jul. 2015.

[24] B. Ai, K. Guan, R. He, J. Li, G. Li, and D. He, ‘‘On indoor millimeter
wave massive MIMO channels: Measurement and simulation,’’ IEEE J.
Sel. Areas Commun., vol. 35, no. 7, pp. 1678–1690, Jul. 2017.

[25] A. O. Martinez, E. De Carvalho, and J. O. Nielsen, ‘‘Towards very
large aperture massive MIMO: A measurement based study,’’ in Proc.
IEEE Globecom Workshops (GC Wkshps), Austin, TX, USA, Dec. 2014,
pp. 281–286.

[26] Q. Wang, B. Ai, D. W. Matolak, R. He, K. Guan, Z. Zhong, and D. Li,
‘‘Spatial variation analysis for measured indoor massiveMIMO channels,’’
IEEE Access, vol. 5, pp. 20828–20840, 2017.

[27] B. Zhang, Z. Zhong, R. He, B. Ai, G. Dahman, M. Yang, and J. Li, ‘‘Multi-
user channels with large-scale antenna arrays in a subway environment:
Characterization and modeling,’’ IEEE Access, vol. 5, pp. 23613–23625,
2017.

[28] X. Gao, O. Edfors, F. Rusek, and F. Tufvesson, ‘‘Linear pre-coding per-
formance in measured very-large MIMO channels,’’ in Proc. IEEE Veh.
Technol. Conf. (VTC Fall), San Francisco, CA, USA, Sep. 2011, pp. 1–5.

[29] Stadt Wien–ViennaGIS. Accessed: Apr. 4, 2020. [Online]. Available:
https://www.wien.gv.at/viennagis/

[30] S. Caban, J. A. García-Naya, and M. Rupp, ‘‘Measuring the physical layer
performance of wireless communication systems,’’ IEEE Instrum. Meas.
Mag., vol. 14, no. 5, pp. 8–17, May 2011.

[31] M. Lerch, S. Caban, M.Mayer, andM. Rupp, ‘‘The ViennaMIMO testbed:
Evaluation of future mobile communication techniques,’’ Intel Technol. J.,
vol. 18, no. 3, pp. 58–69, 2014.

[32] M. Lerch, S. Caban, E. Zöchmann, andM. Rupp, ‘‘Quantifying the repeata-
bility of wireless channels by quantized channel state information,’’ in
Proc. IEEE Sensor Array Multichannel Signal Process. Workshop (SAM),
Rio de Janeiro, Brazil, Jul. 2016, pp. 1–5.

[33] E. Zöchmann, C. F. Mecklenbräuker, M. Lerch, S. Pratschner, M. Hofer,
D. Löschenbrand, J. Blumenstein, S. Sangodoyin, G. Artner, S. Caban,
T. Zemen, A. Prokes, M. Rupp, and A. Molisch, ‘‘Measured delay and
Doppler profiles of overtaking vehicles at 60 GHz,’’ in Proc. 12th Eur.
Conf. Antennas Propag. (EuCAP), London, U.K., Apr. 2018, pp. 1–5.

[34] E. Zöchmann, S. Pratschner, S. Schwarz, and M. Rupp, ‘‘MIMO transmis-
sion over high delay spread channels with reduced cyclic prefix length,’’
in Proc. 19th Int. ITG Workshop Smart Antennas, Ilmenau, Germany,
Mar. 2015, pp. 1–8.

[35] M. Herdin, N. Czink, H. Ozcelik, and E. Bonek, ‘‘Correlation matrix
distance, a meaningful measure for evaluation of non-stationary MIMO
channels,’’ in Proc. IEEE 61st Veh. Technol. Conf., Stockholm, Sweden,
2005, pp. 136–140.

[36] E. D. Carvalho, A. Ali, A. Amiri, M. Angjelichinoski, and R. W. Heath,
‘‘Non-stationarities in Extra-Large-Scale massive MIMO,’’ IEEE Wireless
Commun., vol. 27, no. 4, pp. 74–80, Aug. 2020.

[37] Y. Tan, C.-X. Wang, J. Ø. Nielsen, and G. F. Pedersen, ‘‘Comparison of
stationarity regions for wireless channels from 2 GHz to 30 GHz,’’ in Proc.
13th Int. Wireless Commun. Mobile Comput. Conf. (IWCMC), Valencia,
Spain, Jun. 2017, pp. 647–652.

[38] A. Gehring, M. Steinbauer, I. Gaspard, and M. Grigat, ‘‘Empirical channel
stationarity in urban environments,’’ in Proc. Eur. Pers. Mobile Commun.
Conf. (EMPCC), Vienna, Austria, 2001.

VOLUME 8, 2020 178281

5. Publications Included

89



S. Pratschner et al.: Measured User Correlation in Outdoor-to-Indoor Massive MIMO Scenarios

[39] M. Herdin and E. Bonek, ‘‘A MIMO correlation matrix based metric
for characterizing non-stationarity,’’ in Proc. Mobile Wireless Commun.
Summit, Lyon, France, 2004.

[40] A. Goldsmith, Wireless Communications. Cambridge, U.K.: Cambridge
Univ. Press, 2005.

[41] B. Clerckx and C. Oestges, MIMO Wireless Networks: Channels, Tech-
niques and Standards for Multi-Antenna, Multi-User and Multi-Cell Sys-
tems. New York, NY, USA: Academic, 2013.

[42] N. Czink, B. Bandemer, G. Vazquez-Vilar, L. Jalloul, C. Oestges, and
A. Paulraj, ‘‘Spatial separation of multi-user MIMO channels,’’ in Proc.
IEEE 20th Int. Symp. Pers., Indoor Mobile Radio Commun., Tokyo, Japan,
Sep. 2009, pp. 1059–1063.

[43] G. Dahman, J. Flordelis, and F. Tufvesson, ‘‘Experimental evaluation of
the effect of BS antenna inter-element spacing onMU-MIMO separation,’’
in Proc. IEEE Int. Conf. Commun. (ICC), London, U.K., Jun. 2015,
pp. 1685–1690.

[44] G. H. Golub and C. F. Van Loan, Matrix Computations, vol. 3. Baltimore,
MD, USA: JHU Press, 2012.

[45] M. Franceschetti, J. Bruck, and L. J. Schulman, ‘‘A random walk model
of wave propagation,’’ IEEE Trans. Antennas Propag., vol. 52, no. 5,
pp. 1304–1317, May 2004.

[46] T. L. Marzetta, E. G. Larsson, H. Yang, and H. Q. Ngo, Fundamentals
Massive MIMO. Cambridge, U.K.: Cambridge Univ. Press, 2016.

[47] C. Mehlführer, S. Caban, and M. Rupp, ‘‘Cellular system physical layer
throughput: How far off are we from the Shannon bound?’’ IEEE Wireless
Commun., vol. 18, no. 6, pp. 54–63, Dec. 2011.

[48] J. Hoydis, C. Hoek, T. Wild, and S. ten Brink, ‘‘Channel measure-
ments for large antenna arrays,’’ in Proc. Int. Symp. Wireless Commun.
Syst. (ISWCS), Paris, France, Aug. 2012, pp. 811–815.

[49] C. Hermosilla, R. Feick, R. A. Valenzuela, and L. Ahumada, ‘‘Improving
MIMO capacity with directive antennas for outdoor-indoor scenarios,’’
in Proc. EEE Veh. Technol. Conf. (VTC Spring), Singapore, May 2008,
pp. 414–418.

[50] S. Pratschner, S. Caban, D. Schützenhöfer, M. Lerch, E. Zöchmann, and
M. Rupp, ‘‘A fair comparison of virtual to full antenna array measure-
ments,’’ in Proc. IEEE 19th Int. Workshop Signal Process. Adv. Wireless
Commun. (SPAWC), Kalamata, Greece, Jun. 2018, pp. 1–5.

[51] S. Caban, A. Disslbacher-Fink, J. A. García Naya, and M. Rupp, ‘‘Syn-
chronization of wireless radio testbed measurements,’’ in Proc. IEEE Int.
Instrum. Meas. Technol. Conf., Binjiang, Hangzhou, China, May 2011,
pp. 1–4.

[52] M. Laner, S. Caban, P. Svoboda, andM. Rupp, ‘‘Time synchronization per-
formance of desktop computers,’’ in Proc. IEEE Int. Symp. Precis. Clock
Synchronization Meas., Control Commun., Munich, Germany, Sep. 2011.

STEFAN PRATSCHNER (Member, IEEE)
received the B.Sc. degree in electrical engineering
and the M.Sc. degree in telecommunications from
the Technical University of Vienna (TU Wien),
Austria, in 2014 and 2016, respectively, where he
is currently pursuing the Ph.D. degree. He has
been a Project Assistant with the Institute of
Telecommunications, TU Wien, since 2013. His
current research interests include massive MIMO
technologies for mobile communications, array

processing, and testbed measurements.

THOMAS BLAZEK (Member, IEEE) received
the B.Sc. degree in electrical engineering, the
Dipl.Ing. degree (M.Sc. equivalent) in telecom-
munications, and the Dr.Tech. (Ph.D. equivalent)
degree in telecommunications from the Technical
University of Vienna (TU Wien), Vienna, Austria,
in 2013, 2015, and 2019, respectively. His Dr.Tech.
dissertation was on the essential aspects of reli-
able vehicular communications. He is employed
at Silicon Austria Labs. His research interests

include vehicular network topologies and radiofrequency machine learning
solutions.

HERBERT GROLL (Graduate Student Member,
IEEE) received the B.Sc. and Dipl.Ing. (M.Sc.)
degrees in electrical engineering from Technische
Universität Wien, in 2014 and 2017, respectively.
He is currently pursuing the Ph.D. degree with
the Technical University of Vienna (TU Wien),
under supervision of Prof. C. Mecklenbräuker. His
focus is on vehicular wireless communication with
an emphasis on millimeter wave propagation for
future wireless systems.

SEBASTIAN CABAN (Member, IEEE) received
the master’s degree in business administration, and
the master’s and Ph.D. degrees in telecommuni-
cations from the Technical University of Vienna
(TU Wien), Vienna, Austria. His current research
interests include measurements in wireless
communications.

STEFAN SCHWARZ (Senior Member, IEEE)
received the Ph.D. degree in telecommunications
engineering from the Technical University of
Vienna (TU Wien), Austria, in 2013. He currently
holds a tenure track position as an Assistant Pro-
fessor with the Institute of Telecommunications,
TU Wien, where he heads the Christian Doppler
Laboratory for Dependable Wireless Connectivity
for the Society in Motion. His research interests
include wireless communications, signal process-

ing, and channel modeling. He is an Associate Editor of IEEE ACCESS and
EURASIP JWCN.

MARKUS RUPP (Fellow, IEEE) received
the Dipl.Ing. degree from the University of
Saarbrücken, Germany, in 1988, and the Dr.Ing.
degree from the TechnischeUniversität Darmstadt,
Germany, in 1993. Until 1995, he held a post-
doctoral position at the University of California
at Santa Barbara, Santa Barbara, CA, USA.
From 1995 to 2001, he was with the Depart-
ment ofWireless Technology Research, Bell Labs,
Holmdel, NJ, USA. Since 2001, he has been a Full

Professor of digital signal processing in mobile communications with the
Technical University of Vienna (TU Wien).

178282 VOLUME 8, 2020

5. Publications Included

90



SPECIAL SECTION ON ADVANCES IN STATISTICAL CHANNEL
MODELING FOR FUTURE WIRELESS COMMUNICATIONS NETWORKS

Received July 19, 2019, accepted August 5, 2019, date of publication August 12, 2019, date of current version August 22, 2019.

Digital Object Identifier 10.1109/ACCESS.2019.2934635

A Spatially Consistent MIMO Channel
Model With Adjustable K Factor
STEFAN PRATSCHNER 1,2, (Student Member, IEEE),
THOMAS BLAZEK 2, (Student Member, IEEE), ERICH ZÖCHMANN 1,2, (Member, IEEE),
FJOLLA ADEMAJ 1,2, SEBASTIAN CABAN 2, STEFAN SCHWARZ 1,2, (Member, IEEE),
AND MARKUS RUPP 2, (Fellow, IEEE)
1Christian Doppler Laboratory for Dependable Wireless Connectivity for the Society in Motion, TU Wien, Vienna 1040, Austria
2Institute of Telecommunications, TU Wien, Vienna, Austria

Corresponding author: Stefan Pratschner (stefan.pratschner@tuwien.ac.at)

This work was supported in part by the Christian Doppler Laboratory for Dependable Wireless Connectivity for the Society in Motion,
in part by the Austrian Federal Ministry for Digital and Economic Affairs, in part by the National Foundation for Research, Technology,
and Development, and in part by the TU Wien University Library through its Open Access Funding Program.

ABSTRACT In the area of research on massive multiple-input multiple-output (MIMO), two assumptions
on the wireless channel dominate channel modeling. Either, a rich scattering environment is assumed and the
channel is modeled as i.i.d. Rayleigh fading, or, a line of sight (LOS) channel is assumed, enabling geometric
channel modeling under a farfield assumption. However, either of these assumptions represents an extreme
case that is unlikely to be observed in practice.While there is a variety ofMIMO channel models in literature,
most of them, and even very popular geometry based stochastic channel models, are not spatially consistent.
This is especially problematic for technologies in which channel correlation of adjacent users is an important
factor, such as massive MIMO. In this work, we introduce a simple but spatially consistent MIMO channel
model based on multiple scattering theory. Our proposed channel model allows to adjust the Rician K factor
by controlling the number and strength of scattering elements. This allows to perform spatially consistent
simulations of wireless communications systems for a large range of scattering environments in between an
i.i.d. Rayleigh fading assumption and pure LOS channels. A statistical analysis in terms of the RicianK factor
for the introduced model is provided and verified by simulations. By comparison to other channel models,
we show that non spatially consistent channel models lead to an underestimation of inter-user correlation
and therefore to an overestimation of achievable sum rate.

INDEX TERMS Channel models, MIMO communications, massive MIMO.

I. INTRODUCTION
Massive MIMO promises to attain channel capacity in a
multi-user MIMO scenario with simple linear precoding
schemes. This optimal performance is attained under asymp-
totically favorable propagation conditions if the number of
antennas at the base station (BS) tends to infinity [1]. The
term favorable propagation conditions means that channel
vectors are mutually orthogonal, that is, that the inter-user
interference vanishes [2]. Massive MIMO supports dense
scattering environments, that is, i.i.d. Rayleigh fading chan-
nels, as well as pure LOS scenarios [3]. While in the former
case, channels become asymptotically orthogonal due to the

The associate editor coordinating the review of this article and approving
it for publication was Kostas P. Peppas.

law of large numbers, the latter case allows for the interpreta-
tion of forming increasingly sharp beams towards users [4].
For either of those extreme scenarios, simple channel mod-

els are at hand. Often, dense scattering environments are
modeled by i.i.d. Rayleigh distributed channel coefficients.
For pure LOS propagation, without any scattering objects
within the propagation environment, channel coefficients are
obtained by geometric models assuming planar wavefronts
in a far field approximation. While in the former case, users
are uncorrelated due to the independent generation of channel
coefficients, in the latter case, channel correlation is implic-
itly given via geometry. Since massive MIMO is considered
to be a multi-user MIMO system, the correlation of channels
is critical for the communications system’s performance [5].
There are several recent works considering the problem of
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separating closely located users [6]–[8]. In order to inves-
tigate the impact of spatial correlation of co-located users,
spatially consistent channel models are required. The prop-
erty of spatial consistency in this context means that users
in close proximity experience a higher correlation than well
separated users on average.

In [9], the authors control the correlation between
MIMO channels by varying the number and the angular
spread of multi path components (MPCs) but do not employ
a spatially consistent channel model. A user’s channel corre-
lation matrix is obtained by an exponential correlation model
while there is no correlation assumed among users in [10].
Similarly in [11], a correlated MIMO channel is obtained by
a matrix based correlation model. In [12], the LOS compo-
nent is determined by geometry while the inter-user channel
correlationmatrix is obtained by the Gaussian local scattering
model from [4].

Several channel models enable the analysis of MIMO
wireless communications systems through link and system
level simulations. The most popular models follow a geo-
metric stochastic approach and consider clusters of scattering
objects. MPCs within these clusters are then randomly gen-
erated according to specific large scale parameters (LSPs).
Usually, LSPs are randomly drawn from a given distribu-
tion and the MPCs are then generated accordingly. This
method is commonly applied within the Wireless World
Initiative for New Radio (WINNER) channel models [13],
[14], the 3rd Generation Partnership Project (3GPP) spatial
channel model [15], [16], the 3GPP 3D channel model [17],
[18] and the Quasi Deterministic Radio Channel Genera-
tor (QuaDRiGa) channel model [19]. Thereby, these models
generate spatially correlated MIMO channels in terms of
large scale fading. Even if the LSPs are generated spatially
correlated, for example by 2D filtering as proposed in the
QuaDRiGa channel model and the 3GPP 3D channel model,
the resulting small scale fading is not spatially consistent for
different users (users). In [20] and [21], authors put great
effort into a modification of the 3GPP 3D model, in order
to make it spatially consistent.

A different strategy is to generate a large number of MPCs
first, and then to synthesize the LSPs from them. This method
is adopted within the European Cooperation in Science and
Technology (COST) 2100 channel model by introducing the
concept of visibility regions for clusters [22]. The concept
of visibility regions enables spatially consistent modeling
of fading. However, this approach requires a proper choice
of link cluster commonness in order to obtain a consistent
model with multiple links [22]. In [23], for example, authors
propose to augment the concept of visibility regions in the
context of massiveMIMO. As the COST 2100 channel model
aims to reassemble specific scenarios that were observed
in measurements, the set of supported scenarios is limited
and the model does not allow to adjust the Rician K factor.
For example, the implementation available in [24] offers an
indoor hall scenario at 5GHz and a semi-urban scenario
at 300MHz.

We propose a channel model that overcomes spatial consis-
tency issues of stochastic geometric channel models, by con-
sidering geometric positions of scattering objects. This way,
the introduced channel model becomes inherently spatially
consistent. While this approach leads to a channel model that
is spatially consistent on a large scale and on a small scale,
we focus on small scale fading effects in our contribution.
To develop an analytic statistical description of the channel
model, based on positions of scattering objects distributed
in space, we consider multiple scattering theory. This theory
follows the simple idea that a radiated electromagnetic wave
is re-radiated by each scattering element. We do not aim to
restrict our model to certain specific scenarios but maintain
flexibility to choose the density of the scattering environment
to adjust the Rician K factor.

Multiple scattering theory was first employed in [25]
and [26] to describe radio wave propagation through a ran-
dom scattering environment. An extensive statistical analysis
of multiple scattering propagation is provided in [27]. Based
on this idea, a channel model based on stochastic propaga-
tion graphs is introduced in [28] and [29]. In these works,
the authors consider multiple scattering events and derive
closed form solutions for the case of an infinite number of
scattering events [30].

A. CONTRIBUTION
We adopt the idea of multiple scattering theory from [25].
We assume a discrete set of scattering elements with isotropic
re-radiation of electromagnetic waves. We furthermore con-
sider a single scattering event for non-line of sight (NLOS)
paths. By explicitly assigning spatial positions to scattering
elements, transmit antennas and receive antennas, we obtain
a spatially consistent MIMO channel model. The proposed
channel model allows for adjustment of the Rician K factor,
which enables investigation of wireless channels in between
an i.i.d. Rayleigh fading channel and a pure LOS channel.
We provide an analytic statistical analysis of our model in
terms of the Rician K factor and verify the analysis by simu-
lations.We show that non spatially consistent channel models
overestimate the achievable sum rate as they underestimate
the inter-user interference compared to the proposed spatially
consistent model. As the complexity of the model scales only
linearly with the number of antennas, the model is especially
suited for simulation of massive MIMO systems with a large
number of antennas.

B. NOTATION
We denote vectors by lowercase boldface symbols, such as x,
and matrices by uppercase boldface symbols, such as X. The
entry from the nth row and the k th column of matrix X is
denoted by [X]n,k . We denote the Euclidean norm of vectors
by � · � and the Frobenius norm by �·�F. The absolute value
of a scalar as well as the cardinality of a set are denoted
by | · |. The transpose of a vector or matrix is denoted by (·)T
while the conjugate transpose of a vector or matrix is denoted
by (·)H. The expectation of a random variable X is denoted
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FIGURE 1. Nodes and propagation paths within the multiple scattering
channel model. For this illustration, we chose N = 6, M = 3 and U = 2.

by E {X} while the variance of X is denoted by var {X}. The
trace of a matrix is denoted by tr (·).

II. SPATIALLY CONSISTENT MIMO CHANNEL MODEL
In order to obtain a spatially consistent channel model,
we consider a discrete set of scattering elements in free space.
Assuming that a scattering event is described by an isotropic
re-radiation of a wave corresponds to the idea of multiple
scattering theory from [25] with an isotropic scattering ker-
nel. As a simplification, we further assume that a scattering
object cannot block propagation of electromagnetic waves.
In line with this simplification, there is no self-scattering.
This means that a scattering element re-radiates only a single
wave rather than multiple ones. Applying a narrow band
assumption, multiple rays that are scattered by a single scat-
tering element cannot be distinguished. We cluster multiple
scattered waves originating from one (or more than one)
scattering element(s) and model them by a single scattering
event. The cluster size is expressed via a clustering fac-
tor, describing the strength of the modeled scattering event.
Therefore, a scattering element within the channel model may
correspond to multiple scattering objects or scattered waves
in a real-world scenario. The most important step to obtain
a spatially consistent MIMO channel model is that each
(transmit or receive) antenna, as well as each scattering object
has an explicit location. While we employ a two dimensional
space for all positions in this contribution, the proposed
model is readily extended into three dimensions.

A complete statistical analysis of multiple scattering chan-
nel models is provided in [27]. There, the authors show that
an L Rayleigh distribution, being the distribution of a product
of L independent Rayleigh variables, is obtained for NLOS
propagation with L scattering events. Since this distribution
is only obtained in few special cases, as also shown in [27],
we assume MPCs with a single bounce to be dominant and
consider only a single scattering event in this work.

We assumeN transmit antennas at positions rn with n ∈ T ,
where T denotes the set of transmit antenna indices with
|T | = N . There are U users with single antennas at posi-
tions ru with u ∈ R, where R denotes the set of user indices

with |R| = U . One may also interpret U as the number of
receive antennas of a single user instead of a number of users
with single antennas or any combination thereof. Further,
we assume a discrete set of M scattering objects, located at
positions rp with p ∈ S , where S denotes the set of scattering
object indices with |S| = M . The sets of node indices are
unique in the sense that each index belongs to exactly one
set, that is, T ∩ R = T ∩ S = R ∩ S = ∅.

The channel is described by a MIMO channel matrix
H ∈ CU×N from N transmit antennas to U receive anten-
nas or users, with transmit antenna n ∈ T at position rn and
receive antenna u ∈ R at position ru. The channel coefficient
from transmit antenna n to receive antenna u is given by

[H]u,n = αu,n +
�
p∈S

βu,pαp,n , (1)

where αu,n describes propagation without any scattering, that
is, the LOS path, and the sum term describes all propagation
paths that include a scattering event.

We obtain the path coefficients α and β via simple wave
propagation mechanisms assuming free space in between
scattering objects. The path coefficients are given by

αk,j = λ

4π�rk − rj�e
i 2π

λ
�rk−rj� , (2a)

βk,j = δj√
4π�rk − rj�

ei
2π
λ

�rk−rj� . (2b)

Here, the coefficient αk,j describes free space propagation
from node j to node k . Coefficient βk,j describes the prop-
agation from node j to node k , including a scattering event
at node j (a scattering element) with the scattering coeffi-
cient δj. A scattering event at scattering object j is described
by the complex valued scattering coefficient δj = γjeφj

with the random phase φj ∼ U [0, 2π ) and the clustering
factor γj = |δj|. The scattering phase is randomly drawn
once per channel realization, in order to obtain a spatially
consistent phase between transmitters and receivers. The
clustering factor represents the strength of the scattering event
and, therefore, reflects the physical size of the scattering
object. We assume a fixed deterministic clustering factor in
the sequel, that is γj = γ , ∀j ∈ S . A detailed derivation of the
path factors is provided in Appendix A.

Due to the presented choice of factors, the channel model,
consisting of (1) and (2), includes path loss as well as small
scale fading. However, we focus on spatial consistency of
small scale fading in our contribution and do not apply a large
scale fadingmodel on top of free space LOS propagation. The
number of transmit antennas, receive antennas and scattering
objects is arbitrary and only limited by computational com-
plexity. As the position of transmitters and receivers is free to
choose, the introduced model is capable of modeling multi-
user MIMO systems in a spatially consistent way with large
arrays as well as distributed antenna systems.

The computation time to obtain channel coefficients
according to the proposed channel model may be split into
two parts. First, the generation of random positions for users
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and scattering objects and second, the calculation of all chan-
nel coefficients according to (1) and (2). The asymptotic
complexity for the generation of random positions scales
linearly with the number of users and the number of scatter-
ing elements. Therefore, the asymptotic computational com-
plexity of the first task is O (U) + O (M). Computing all
channel coefficients, that is the complexity of the second
task, asymptotically scales with the number of scattering
elements M . Since the channel coefficients have to be cal-
culated for each combination of transmit antenna and receive
antenna (or user), the asymptotic complexity is O (NUM),
that is, linear in the number of transmit antennas, number of
users and number of scattering objects. Therefore, the overall
computational complexity of the proposed channel model
is dominated by the latter part of calculating all channel
coefficients.

III. STATISTICAL ANALYSIS
In this section, we investigate the distribution of channel
coefficients for the proposed model and finally provide an
expression for the K factor, depending on the number of scat-
tering objectsM and the clustering factor γ . Please note that
although we define the K factor analogously to the Rician K
factor, we do not make any assumption on the distribution of
channel coefficients for the analysis provided in this section.
We focus on the case of a fixed clustering factor γ in this
work.

Inserting the scattering coefficients (2) and δp = γ eiφp into
the model (1), we obtain

[H]u,n = λ

4π�ru − rn�e
i 2π

λ
�ru−rn� + λγ

(4π)
3
2

�
p∈S

u(rp), (3)

with the sum term

u(rp) = ��ru − rp��rp − rn�
�−1

×e
i
�
φp+ 2π

λ (�ru−rp�+�rp−rn�)
�

. (4)

From this relation, we observe that the BS, user and scattering
object placement, that is, the scenario geometry, determines
the channel statistics. The behavior of the sum in (3) is deter-
mined by the range of possible values of its sum terms (4).
The absolute value of the sum term (4), depends on the BS-to-
scattering object and the scattering object-to-user distances.
Given a certain number of scattering objects, this sum might
be dominated by a single value of large magnitude. This cor-
responds to the situation of a scattering object that is closely
located to a transmit antenna or receive antenna. To bound the
sum term’s absolute value, we consider a minimum distance
dS > 0 between any transmit and any receive antenna to any
scattering object, that is

�rk − rm� ≥ dS ∀k ∈ T ∪ R, ∀m ∈ S . (5)

This condition is straight forward to fulfill in any simula-
tion scenario, by introducing an empty region with radius
dS around all BS and user antennas in which no scattering
object is placed. The condition (5) guarantees the existance

FIGURE 2. Circular sector geometry considered for calculation of the
channel coefficient variance.

and boundedness of (3). Bounds on the magnitude of (4) are
discussed in more detail in Appendix B.

A. PHASE DISTRIBUTION OF SUM TERMS
To investigate the phase of the sum terms u(rp), we introduce
the following lemma.

Lemma 1 (Distribution of Modulo Sum): Let X be a ran-
dom variable, uniformly distributed in the interval [0, a) with
a > 0 and Y be a random variable independent of X .
Then, (X +Y ) mod a is again uniformly distributed in [0, a),
independent of the distribution of Y .

Defining the argument of a complex number z ∈ C as
Arg

�|z|eiφ� = φ mod 2π , the phase of the sum terms is given
by

Arg
�
u(rp)

�=φp+ 2π
λ

��ru−rp�+�rp−rn�
�
mod 2π. (6)

As the scattering phase φp is uniformly distributed within
[0, 2π ) and independent of the scattering object and user
placement, invoking Lemma 1 we obtain

Arg
�
u(rp)

� ∼ U [0, 2π) . (7)

Therefore, the sum term has a uniformly distributed phase,
independent of the scattering object placement and scenario
geometry.

B. VARIANCE OF SUM TERMS
In order to find an expression for the Rician K factor for the
proposed channel model, the variance of the sum terms u(rp)
is required. As shown in the previous section, the phase of
u(rp) is uniformly distributed, if the scattering phase is uni-
formly distributed within [0, 2π ). Further, the magnitude dis-
tribution and the phase distribution of u(rp) are independent.
Therefore, u(rp) is complex circularly distributed around zero
and therefore has zero mean, that is, E

�
u(rp)


 = 0.
To find an expression for the variance ω2 = var

�
u(rp)



,

we consider the geometry shown in Fig. 2. Here, we assume
that the user is located at the middle of the sector, that is, at an
angle of ϕ = 0.When considering a distribution of users with
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a random angle, this is an approximation assuming that the
maximum user angle is smaller than the sector angle.

Considering (4) in terms of the geometry shown in Fig. 2,
we identify the transmitter-to-scattering object distance
�rp−rn� to be s and the scattering object-to-receiver distance
�ru − rp� to be D.

We consider a random variable transformation to obtain an
expression for the variance ω2. A two dimensional uniform
distribution of scattering object positions within the circular
sector is equivalent to a uniform distribution of the angle ϕ

and a triangular distribution of the distance to the BS s. Their
probability density functions (PDFs) are given by

fϕ(ϕ) =

1
θ

for − θ

2
≤ ϕ ≤ θ

2
0 otherwise

, (8)

and

fs(s) =


2

s2max − s2min

s for smin ≤ s ≤ smax

0 otherwise
, (9)

where the minimum value of s is given by smin = dS and
the maximum value of s is given by smax = R − dS. Since ϕ

and s are independent, their joint PDF is given by fs,ϕ(s, ϕ) =
fs(s)fϕ(ϕ). Considering a scattering object location with dis-
tance s from the transmitter at angle ϕ and distance D to the
receiver and applying the law of cosines, a random variable
transform of the form

|u|2 = Y = g(s, ϕ) =
�
s2

�
R2 + s2 − 2Rs cos(ϕ)

��−1
(10)

is performed. Applying the random variable transform to
calculate the variance of u, we obtain

ω2 = var {u} = E
�
|u|2

�
= E {Y }

=
�

YfY (Y )dY

=
� θ

2

− θ
2

� smax

smin

g(s, ϕ)fs,ϕ(s, ϕ) ds dϕ

= 8

θ
�
s2max − s2min

�
×

� smax

smin

1
s(R − s)

arctan
�
R + s
R − s

tan
�

θ

4

��
ds, (11)

where E {u(r)} = 0 was employed.

C. K FACTOR ANALYSIS
Assuming random and independent user positions as well as
random and independent scattering object positions, the sum
terms (4) from (3) have zero mean and are independent.
Invoking the central limit theorem, the sum is approxi-
mately Gaussian distributed as long asM is sufficiently large.
We denote the resulting complex symmetric Gaussian ran-
dom variable by X and can therefore approximate the channel
coefficient as

[H]u,n ≈ ��H�
u,n = αu,n + λγ

(4π)
3
2

X , (12)

where X ∼ CN �
0,Mω2

�
. Assuming a fixed but arbi-

trary position ru, corresponding to the BS antenna posi-
tion, without loss of generality, αu,n is deterministic for a
given user to BS distance R = �ru − rn�, even if the
user’s antenna position rn is random. Therefore, the approx-
imated channel coefficients are distributed as

��H�
u,n ∼

CN
�
αu,n,M (ωγ )2 λ2

(4π)3

�
. While the number of scattering

elements M required for a good approximation (12) depends
on the minimum distance dS, a few tens of scattering objects
already lead to a good approximation for a few meters of dS.

Let us consider the K factor of the absolute value of the
channel coefficients

  ��H�
u,n

  as the ratio of power in the
specular (LOS) component to the power of the MPCs

K = |ν|2
σ 2 , (13)

analogous to the notion of a Rician K factor. Here, ν =
E

���H�
u,n

�
is the mean, contributed through the LOS com-

ponent, and σ 2 = var
���H�

u,n

�
is the variance .

Considering (12) we find

|ν|2 = |αu,n|2 =
�

λ

4πR

�2

, (14)

σ 2 = M (γω)2
λ2

(4π)3
, (15)

which leads to a K factor of

K = 4π

M (γωR)2
. (16)

While it is not surprising that the K factor depends on the
user to BS distance via Friis’ formula, (16) further reveals
the dependence upon the number of scattering objects M
and the clustering factor γ . It is intuitive that the K factor
decreases with an increasing number of scattering objects as
well as with an increasing clustering factor, as this renders
scattered paths dominant compared to the LOS path. While
the clustering factor γ is a constant factor within the sum
terms u(rp), and therefore appears squared in their variance,
the factorω2 is dependent on the scenario geometry. As previ-
ously mentioned, the variance is increased for small antenna
to scattering object and inter-scattering object distances dS.

IV. SIMULATION RESULTS
In this section we present and discuss simulation results
obtained with the proposed channel model. Firstly,
we demonstrate that the statistical model analysis
from Section III is correct and the introduced approximation
is valid. Secondly, to verify the introduced model, we com-
pare simulation results in terms of spatial correlation to
a simple Rice channel model and the 3GPP 3D channel
model from [17]. The simulation scenario employed for the
proposed channel model is as shown in Fig. 3. The scattering
objects are uniformly distributed within a circular sector
of 120◦ with an inner radius of 10m and an outer radius
of 50m. The users have a single antenna each and are placed
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FIGURE 3. Simulation scenario geometry. The circular sector is outlined in
blue. Possible user positions are indicated in black. User positions and
scattering object positions in this figure are taken form a single
realization. For the purpose of illustration we chose M = 100 scattering
objects, N = 64 transmit antennas and U = 20 users.

at a constant distance of 60m from the BS with a uniformly
distributed polar angle of [−50, 50] degrees. With this setup,
a minimum distance between users and scattering objects as
well as between BSs and scattering objects is automatically
ensured. The BS is equipped with a uniform linear array
(ULA) of N = 64 antennas along the y-axis with the array
center at the origin. The elements of the ULA are spaced
by λ/2 at a carrier frequency of 2.5GHz. All antenna ele-
ments, user antennas and BS antennas, are omnidirectional.

A. AMPLITUDE DISTRIBUTION
In order to verify the statistical description of the proposed
channel model in terms of a K factor, we perform simu-
lations of channel amplitude distributions in this section.
Simulations with 1 000 random realizations of user positions
and scattering object positions are performed. We employ
M = 800 scattering objects within the previously described
simulation scenario. Results in terms of cumulative distri-
bution functions of the channel coefficient magnitude are
shown in Fig. 4 for different clustering factors γ . For this
simulation result, the mean channel power was normalized
to one. The maximum likelihood (ML) distribution fits for a
Rice as well as for a Nakagami-m distribution are provided.
For the Rice distribution, the Rician K factor K̂ML is obtained
by ML estimation and for the Nakagami-m distribution the
shape factor m̂ML is ML estimated. The corresponding values
for both parameters are provided in Fig. 4 as well. Both
distributions, the Rician and the Nakagami-m, show a good
match with the simulation data.

A Rician fading amplitude distribution of channel coef-
ficients is obtained by assuming the presence of one

FIGURE 4. ML fit of Rice distribution to simulated channel coefficient’s
magnitude with M = 800 scattering objects.

specular component andmany diffuse multipath components.
A Nakagami-m distribution [31] of amplitudes is obtained
through maximum ratio combining of m Rayleigh fading
channel coefficients. While a Nakagami-m distribution with
m = 1 is equivalent to a Rayleigh distribution, a Rician
distribution is approximated by the Nakagami-m distribution
when choosing the shape parameter according to [31]

m = (K + 1)2

2K + 1
. (17)

Please note that the Rician K factor and the Nakagami-m
shape parameter m provided in Fig. 4, which are obtained
independently by ML estimation, approximately fulfill
relation (17).

From the results shown in Fig. 4 we observe that both,
the Rician and the Nakagami-m distribution, provide a good
fit with the data obtained by simulation. Therefore, the stati-
cal analysis provided in Section III can also be performed in
terms of the Nakagami-m shape parameter

m =
�
E

�  ��H�
u,n

  2��2
var

�  ��H�
u,n

  2� . (18)

However, due to the geometric interpretability of Rician fad-
ing, which suites our channel model very well, we performed
the statistical description in terms of a K factor in Section III.
Since the amplitude distribution obtained through simulation
fits a Rician one, we indeed identify the introduced K factor
to be the Rician K factor.

Employing the same simulation setup, the derived relation
for the Rician K factor (16) is verified. Given the geometry,
the variance ω2 is calculated through (11). Simulation results
for K over the number of scattering objects M are shown
in Fig. 5. Again, 1 000 random realizations were performed.
In both cases, the calculated RicianK factor is compared to its
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FIGURE 5. Comparison of the analytically predicted Rician K factor K and
the ML estimated Rician K factor K̂ML.

ML estimate, which is denoted by K̂ML. Please recall that (11)
is obtained as an approximation, where we assume to user
to be located at the middle of the sector, that is, at ϕ = 0.
Although simulations performed here employ a uniform user
distribution within [−50◦, 50◦], the predicted K factor and
the ML estimated K factor show a good fit. This shows the
validity of the approximation within the derivation of (16).

B. SPATIAL CONSISTENCY
To demonstrate the key feature of our proposed channel
model, which is spatial consistency, we perform simulations
with the same sector geometry as shown in Fig. 3. To inves-
tigate the spatial correlation, we again consider a random
placement of scattering objects but a deterministic placement
of U = 2 users. While both users are at distance R = 60m
from the BS, the first user is placed at an angle of ϕ/2 and
the second user is placed at an angle of −ϕ/2, relative to the
array broadside direction. In this setup, the MIMO channel
matrix consists of the users’ channel vectors hu ∈ CN×1

containing channel coefficients from N antennas to user u,
i.e., H = (h1,h2)T.

As a comparison, we consider aRiceMIMOchannelmodel
of the form

HRice =
�

K
1 + K

HLOS +
�

1
1 + K

Hiid ∈ CU×N . (19)

The i.i.d. Rayleigh fading channel matrixHiid contains Gaus-
sian distributed channel coefficients, that is,

�
Hiid

�
u,n ∼

CN (0, 1). The columns of HLOS are given by the LOS far
field channel vectors to all users. Assuming a ULA with
antenna spacing d , the LOS channel vector for user u is given
by

hLOS,u=
�
e−iN2

2π
λ
d sin(ϕu), . . . , ei

N
2

2π
λ
d sin(ϕu)

�T
, (20)

where ϕu is the angular position of user u.

As ametric for spatial correlation of users’ channel vectors,
we consider the normalized inner product

ρ(ϕ) = E

�   hH1 h2  
�h1��h2�

�
, (21)

similar as done in [32]. Considering maximum ratio trans-
mission precoding in the case of two users, ρ2 is the inter-
user interference power. For two identical channel vectors
ρ = 1, while two orthogonal channel vectors yield ρ = 0.
We identify two criterions in terms of the spatial correlation
metric ρ(ϕ) for a spatially consistent channel model:

1) Users at the same position must experience the same
channel and therefore a correlation of one:

ρ(0) = 1 . (22a)

2) For a bounded variation in position ϕ, the change in
correlation must be bounded as well, that is, the corre-
lation function must be Lipschitz continuous:

ρ(ϕ1) − ρ(ϕ2) ≤ L (ϕ1 − ϕ2) , (22b)

for a Lipschitz constant L ≥ 0 and two arbitrary user
positions ϕ1, ϕ2 ∈ [0, 2π).

Simulation results in terms of ρ(ϕ) over the angle between
the two users ϕ are shown in Fig. 6. While results shown
in Fig. 6a and Fig. 6b are obtained with the same parame-
ters, the latter is considered as a detail view of the former
with respect to small angles between users. Results for the
normalized inner product ρ are provided for four different
Rician K factors of K = −6 dB, 0 dB, 6 dB, 17 dB for the
proposed channel model and the Rice channel model. For our
proposed channel model, these K factor values are obtained
with M = 800 scattering objects and clustering factors of
γ ≈ 4.24, 2.14, 1.08, 0.28. The two extreme cases, a pure
LOS channel, that is, K → ∞, and an i.i.d. Rayleigh fading
channel, that is K → 0, are provided as a reference.

From Fig. 6a we observe that the pure LOS channel and
the proposed channel model are spatially consistent, as they
fulfill criterion (22a). The proposed channel model achieves
a very good fit with the Rice channel model (19) of the same
RicianK factor, except for the region around ϕ = 0. To inves-
tigate this region of small inter-user angles further, Fig. 6b is
provided. Here, we observe that the spatial correlation of the
proposed channel model is indeed spatially consistent, as its
smooth behavior also fulfills criterion (22b).

All other compared channel models are not spatially con-
sistent as they violate criterion (22a). Since we generate
the i.i.d. Rayleigh fading channel by drawing channel coef-
ficients from a complex Gaussian distribution without any
dependence on the user position, two users at the same
position experience different channels. However, even if the
generation of channel coefficients was changed, such that
two users at the same position are assigned identical channel
coefficients, still does not render the channel model spatially
consistent. While this leads to ρ(0) = 1 and therefore fulfills
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FIGURE 6. Normalized inner product over inter-user distance for (a) a wide angular range and (b) a narrow angular range. The proposed channel model
as well as the pure LOS channel are spatially consistent. The 95% confidence regions obtained by bootstrapping are highlighted in gray.

the first criterion, this alternate generation of channel coeffi-
cients leads to a violation of criterion (22b) as the correlation
suddenly drops for user distances larger than zero.

As a comparison, the spatial correlation obtained with the
3GPP 3D channel model with the same scenario geometry
as previously described is also provided in Fig. 6. For this
channel model, we assume an urban micro cell scenario
with 12 clusters and 20 rays per cluster. To obtain a fair
comparison, we exclude shadow fading effects of the 3GPP
3D channel model for our simulation. Since the small scale
fading within this channel model is generated uncorrelated
for different users, the obtained spatial correlation shows no
spatial consistency.

Another important observation from these simulation
results is the residual interference at comparably high inter-
user angles, as indicated in Fig. 6a. The spatial correlation
remains higher than the one obtained with an i.i.d. Rayleigh
fading assumption, even for high values of ϕ. This residual
correlation originates from the location of scattering objects
on only one side of the user. The i.i.d. Rayleigh fading case
is attained with a spatial channel model only, if there is a
ring of scattering elements placed around the user. Although
we assume a pure NLOS channel for the 3GPP 3D channel
model, the spatial correlation is also higher than the i.i.d.
Rayleigh fading channel. This again stresses that the i.i.d.
Rayleigh fading assumption is only achieved by artificial
scenario geometries with spatial channel models.

C. ACHIEVABLE SPECTRAL EFFICIENCY
In this section we consider the effects of spatial consistency
on the achievable rate of a massive MIMO communications
system. We consider a multi-user MIMO downlink system.

The vector of received signals for U users is given by

y = HHFx + w ∈ CU×1 , (23)

where x ∈ CU×1 is the vector of random transmit symbols,
F is the precoding matrix and w is additive white Gaussian
noise, that is, w ∼ CN �

0, σ 2
wIU

�
. We employ independent

transmit symbols of unit power, that is, E
�
xxH


 = IU . The
channel matrix H is given by H = (h1, . . . ,hU ), where
column vectors are the channel vectors for each user. A user’s
channel vector is given by hk = √

ηk h̃k for k ∈ {1, . . . ,U}
where ηk > 0 denotes the large scale fading coefficient of
user k and h̃k describes the small scale fading with

��h̃k�� =
1 ∀k . Since the transmit symbols are of unit power, a sum
power constraint of the form E

� �Fx�22

 ≤ PT leads to the

requirement �F�2F ≤ PT . We consider a zero forcing (ZF)
precoder given by

FZF =
√
PT�

tr
��
HHH

�−1
� H

�
HHH

�−1
, (24)

fulfilling the power constraint. Therefore, the signal to noise
ratio (SNR) of user k is

SNRk = PT

σ 2
w tr

��
HHH

�−1
� . (25)

The achievable downlink sum spectral efficiency (SE) is
obtained as

Rsum =
U�
k=1

log2 (1 + SNRk) . (26)

Again, we perform simulations with a scenario geometry
as shown in Fig. 3 and previously described in Section IV.
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FIGURE 7. Achievable sum SE with ZF precoding with 95% confidence
intervals obtained by bootstrapping.

We assume a downlink transmission to U = 20 users, which
are placed at a distance of R = 60m with uniformly dis-
tributed angles ϕu within [−50◦, 50◦]. For a typical massive
MIMO downlink scenario, we choose σ 2

w = 1 and PT = 1/η
to obtain an SNR of 0 dB in the interference free case. Please
note that we assume ηk = η ∀k , which is automatically
achieved in our simulation scenario due to the user placement.
Simulation results for the achievable downlink sum SE over
the Rician K factor are shown in Fig. 7.

Together with the results for the Rice channel model
according to (19) and the proposed channel model, we pro-
vide bounds for K → ∞ (LOS) and K → 0 (i.i.d. Rayleigh
fading). Due to the ZF precoding, the achievable rate is signif-
icantly higher for an i.i.d. Rayleigh fading channel compared
to the LOS channel assumption. This shows that there is a
significant amount of inter-user correlation in the LOS case,
since the randomly distributed users cannot be separated with
the N = 64 antenna ULA. Therefore, a significant loss in
signal power is experienced with ZF precoding in the high K
factor regime.

Necessarily, through the definition of the Rice channel
model, its achievable rate converges to the same rate as the
i.i.d. Rayleigh fading channel model for low K factors and to
the same rate as the LOS channel for highK factors.While the
proposed channel model has a similar trend over the Rician
K factor, it shows a gap to the Rice channel model for low
K factors. This behavior shows the importance of spatial
consistency for multi-user MIMO applications. As explained
in Section IV-B, the proposed model yields high correlation
for very closely spaced users, c.f., Fig. 6, as well as corre-
lation that is higher compared to the i.i.d. Rayleigh fading
assumption also at larger inter-user distances. Although the
difference in spatial correlation between the proposed and the
Rice channel model seems to be limited, c.f. Fig. 6, the impact
on the achievable SE is significant. To investigate the impact

of user channel correlation on the SE, we derive an upper
bound on the SNR in Appendix C, which is given by

SNR ≤ ηPT

σ 2
w

1 − max
i,j
i �=j

   h̃Hi h̃j   
 . (27)

Since the users are placed with equal distance to the BS,
we assumed the same large scale fading coefficient η, that
is path loss, for all users for the derivation of this bound.
Please note that since the vectors h̃k are normalized 0 ≤  h̃Hi h̃j  ≤ 1 for i �= j and i, j ∈ {1, . . . ,U}. From (27)
we observe that the SNR depends on the inner product of
channel vectors, such as the previously introduced correlation
measure (21). The upper bound on the SNR is decreasing
with increasing correlation, showing the negative impact of
user correlation on the achievable SE with ZF precoding.
Moreover, the bound is given by the maximum magnitude of
channel vectors between any two users. This shows that the
sum SE is decreased if any two users are highly correlated.
In the limit, we obtain SNR → 0 if there are any two users i
and j with

  h̃Hi h̃j  → 1.
Since for increasing Rician K factors, the proposed model

and the Rice channel model both converge to the spatially
consistent LOS channel, the gap in achievable rate is decreas-
ing with increasing K factor. The gap in achievable rate
occurs, since the not spatially consistent i.i.d. Rayleigh fad-
ing model underestimates the amount of spatial correlation
between users. Please note that the LOS is always present in
our proposed channel model and does not vanish for very low
values of K .

V. CONCLUSION
In this work, we introduce a channel model based on multiple
scattering theory. By employing simple propagation mecha-
nisms, we obtain a low complexity MIMO channel model.
We consider only single scattering events for NLOS paths.
Adjusting the number and strength of scattering events allows
to adjust the Rician K factor of the model. This allows to
simulate propagation environments in between rich scattering
and pure LOS channels. We provide a statistical description
for the Rician K factor of the proposed model and verify
it by simulation. Investigating the model’s spatial correla-
tion properties, we show that the proposed channel model is
indeed spatially consistent while the simplified assumption
of i.i.d. Rayleigh fading and the 3GPP 3D channel model
are not. Non spatially consistent channel models lead to
an underestimation of spatial correlation among users and
therefore to an overestimation of achievable sum rate. This
underlines the importance of spatially consistent channel
models for investigation of multi-userMIMO systems such as
massive MIMO.

APPENDIX A
DERIVATION OF SCATTERING COEFFICIENTS
In the channel model (1), αk,j describes propagation on a
direct path from transmit antenna position rj to positions rk ,
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where either a receive antenna or a scattering object is located
at rk . Further, βk,j describes the propagation from position
rj to positions rk including a scattering event at position rj
where either a receive antenna or an other scattering object is
located at rk . In order to find physically meaningful expres-
sions for the factors α and β, we consider a bi-static radar.
In this setup, a transmitter emits a wave that is scattered at a
target and received by a receiver, which is not co-located with
the transmitter. The bi-static radar equation [33] is given by

Pr

Pt
= Gt

4πd21
γ 2 Ar,eff

4πd22
, (28)

with the distance d1 between the transmitter and the target
and the distance d2 between the target and the receiver. Equa-
tion (28) describes the ratio between the received power Pr
by an antenna with effective area Aeff and the transmitted
powerPt from a transmit antennawith gainGt . Here, γ 2 is the
radar cross section of the target. Next, we insert the relation
between the effective antenna aperture and antenna gain

Ar,eff = λ2

4π
Gr , (29)

and assume Gr = Gt = 1. Since the power is proportional
to the square of the electrical field strength E , we obtain a
ratio between the received and the transmitted field strength,
including one scattering event as

Er

Et
= 1√

4πd1
e
2π
λ
d1� �� �

transmitter to scatt.

γ eiφp� �� �
scattering
event

λ

4πd2
e
2π
λ
d2� �� �

scatt. to receiver

. (30)

The phase of (30) is determined by free space propagation
from the transmitter to the scattering object, free space prop-
agation from the target to the receiver and a random scattering
phase φp.

Taking this idea further, to the case of multiple scatter-
ing events and considering the structure of the model (1),
we obtain the path coefficients

αk,j = λ

4π�rk − rj�e
i 2π

λ
�rk−rj� , (31a)

βk,j = δj√
4π�rk − rj�

ei
2π
λ

�rk−rj� . (31b)

The magnitude of parameter αk,j corresponds to Friis’ for-
mula for free space propagation between positions rj and rk .
The factor βk,j includes a scattering event at scattering object j
via the scattering coefficient δj = γjeφj with clustering
factor γj and the random phase φj.

APPENDIX B
BOUNDS ON THE MAGNITUDE OF SUM TERMS
In this section we consider bounds on the magnitude of the
sum term (4) and provide bounds for a circular sector geom-
etry. For readability, we consider a single transmit antenna
and a single receive antenna and denote rn as the BS position
rBS, ru as the user position rUE and rp as the scattering object
position rS in the sequel. In order to bound |u(rS)| from above

and therefore guarantee boundedness of channel coefficients,
the distances �rBS − rS� and �rS − rUE� must not become
arbitrarily small. We consider a minimum distance between
a scattering object and any antenna, belonging to either a
user or the BS, as dS. To bound the sum terms, the mini-
mum and maximum product of user-to-scattering object and
scattering object-to-BS distance is decisive. We obtain the
following problem to determine the minimum product of
distances as

ξmin = min
rS

�rBS − rS� �rUE − rS�
subject to �rBS − rS� ≥ dS

�rUE − rS� ≥ dS (32)

where the constraints correspond to the minimum distance
between BS and scattering object and between user and
scattering object. Similarly, changing (32) to a maximization
problem with the same cost function and constraints leads to
the solution ξmax. These extrema allow us to state lower and
upper bounds on the absolute value of the sum terms u(rS) as

1
ξmax

≤ |u (rS)| ≤ 1
ξmin

. (33)

From the upper bound, we conclude that it is necessary and
sufficient for boundedness of (3) that there exists a minimum
distance dS > 0 between any transmit and any receive
antenna to any scattering object, that is

�rk − rm� ≥ dS ∀k ∈ T ∪ R, ∀m ∈ S , (34)

with a bounded clustering factor, that is, γ < ∞, and a
finite number of scattering objects, that is, M = |S| < ∞.
This condition is straight forward to fulfill in any simulation
scenario, by introducing an empty region with radius dS
around all BS and user antennas in which no scattering object
is placed.

While the optimization problem (32) does not assume a
specific geometry, we now specialize upper and lower bounds
on |u(rS)| for the case of a circular sector with opening
angle θ , as shown in Fig. 8. The user is placed at a distance R
from the BS at an angle of ζ/2 from the sector center where
we assume ζ < θ .

The two distances, from the BS to the scattering object
and from the scattering object to the user, have to add up
to at least R according to the triangle inequality. Therefore,
the minimum product of these two distances is obtained,
when either of these numbers attains its minimum value dS.
As the distances have to add up to R, the other distance is
R − dS. This corresponds to the case when the scattering
object is located directly at the border of the empty region
with radius dS, see positions r

(1)
min and r

(2)
min in Fig. 8. Therefore

the solution to the minimization is given by

ξmin = dS (R − dS) . (35)

Changing (32) to a maximization problem, the product of
the distances, from the BS to the scattering object and from
the scattering object to the user, is at itsmaximum, if they both
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FIGURE 8. Geometry for a circular sector scenario. The scattering object
positions r(1)

min and r(2)
min lead to a minimum product of distances while a

scattering object position rmax leads to a maximum product of distances.

attain the same maximal value within their possible range.
In the case of a circular sector, this corresponds to the case
when the scattering object is located at the border of the
sector, such that the distances �rBS − rS� and �rUE − rS�
are equal and maximal, see position rmax in Fig. 8. Via ele-
mentary geometry, we obtain the solution to themaximization
problem as

ξmax = R2

4 cos( ζ+θ
2 )2

for 0 < ζ + θ ≤ 2 arccos
�

R
2(R − dS)

�
. (36)

This leads to the upper and lower bounds on the absolute
value of the sum terms:

4 cos( θ
2 )

2

R2 ≤ |u (rS)| ≤ 1
dS (R − dS)

. (37)

Equation (32) can be solved straight forward for other geome-
tries. We focus on a circular sector geometry in this work.

APPENDIX C
UPPER BOUND ON THE SNR WITH ZF PRECODING
In this section, we provide an upper bound on the SNR (25),
obtained by ZF precoding. Due to the similarity invariance of
the tr (·) operator, we obtain

SNR = PT

σ 2
w

1

tr
��
HHH

�−1
� = PT

σ 2
w

1�U
k=1

1
λk

, (38)

where λk for k ∈ {1, . . . ,U} denote the eigenvalues of
the non-singular matrix HHH. Let λ1 denote the smallest
eigenvalue of HHH. The channel matrix H consists of users’
channel vectors, that is, H = (h1, . . . ,hU ). A user’s channel
vector is given by hk = √

ηk h̃k for k ∈ {1, . . . ,U} where
ηk > 0 denotes the large scale fading coefficient of user k
and h̃k describes the small scale fading with

��h̃k�� = 1 ∀k .
Through the Min-max Theorem by Courant and Fischer [34]

we know

λ1 = min
x�x�=1

xHHHHx . (39)

Choosing a vector v = 1√
2

�
ei + eiϕej

�
where ei is a vector

with a 1 in the ith entry and 0s elsewhere, we find an upper
bound on the smallest eigenvector as

λ1 ≤ min
v

vHHHHv

= min
i,j,ϕ

1
2

�
ηih̃Hi h̃i + ηjh̃Hj h̃j

+√
ηiηjeiϕ h̃Hi h̃j + √

ηiηje−iϕ h̃Hj h̃i
�

= min
i,j
i �=j

ηi + ηj

2
− √

ηiηj

   h̃Hi h̃j   ,

with ϕ = π − Arg
�
h̃Hi h̃j

�
. In the case of equal large scale

fading for all users, that is, for ηk = η ∀k , we obtain

λ1 ≤ η

1 − max
i,j
i�=j

   h̃Hi h̃j   
 . (40)

Since
�U

k=1
1
λk

> 1
λ1
, we obtain an upper bound on the SNR

as

SNR ≤ ηPT

σ 2
w

1 − max
i,j
i �=j

   h̃Hi h̃j   
 . (41)
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Abstract

This contribution provides experimental evidence for the two-wave with diffuse power (TWDP) fading model. We
have conducted two indoor millimetre wave measurement campaigns with directive horn antennas at both link ends.
One horn antenna is mounted in a corner of our laboratory, while the other is steerable and scans azimuth and
elevation. Our first measurement campaign is based on scalar network analysis with 7 GHz of bandwidth. Our second
measurement campaign obtains magnitude and phase information; it is additionally sampled directionally at several
positions in space. We apply Akaike’s information criterion to decide whether Rician fading sufficiently explains the
data or the generalised TWDP fading model is necessary. Our results indicate that the TWDP fading hypothesis is
favoured over Rician fading in situations where the steerable antenna is pointing towards reflecting objects or is
slightly misaligned at line-of-sight. We demonstrate TWDP fading in several different domains, namely, frequency,
space, and time.

Keywords: Millimetre wave, 60 GHz, Measurements, Fading, Hypothesis testing, Rician fading, TWDP fading

1 Introduction
Accurate modelling of wireless propagation effects is a
fundamental prerequisite for a proper communication
system design. After the introduction of the double-
directional radio channel model [1], wireless propagation
research (< 6GHz) started to model the wireless chan-
nel agnostic to the antennas used. More than a decade
later, propagation research focusses now on millimetre
wave bands to unlock the large bandwidths available in
this regime [2–5]. At millimetre waves (mmWaves), omni-
directional antennas have small effective antenna areas,
resulting in a high path loss [6–10]. To overcome this high
path loss, researchers have proposed to apply highly direc-
tive antennas on both link ends [11–14]. Most researchers
aim to achieve high directivity with antenna arrays
[15–20] and a few with dielectric lenses [21–23]. When
the link quality depends so much on the achieved beam-
forming gain, antennas must be considered as part of the

*Correspondence: ezoechma@nt.tuwien.ac.at
1Christian Doppler Laboratory for Dependable Wireless Connectivity for the
Society in Motion, TU Wien, Gußhaustraße 25, 1040 Vienna, Austria
2 Institute of Telecommunications, TU Wien, Gußhaustraße 25, 1040 Vienna,
Austria
Full list of author information is available at the end of the article

wireless channel again. Small-scale fading is then influ-
enced by the antenna.
According to Durgin [24, p. 137], “The use of directive

antennas or arrays at a receiver, for example, amplifies
several of the strongest multipath waves that arrive in
one particular direction while attenuating the remain-
ing waves. This effectively increases the ratio of specular
to nonspecular received power, turning a Rayleigh or
Rician fading channel into a TWDP fading channel.” The
mentioned two-wave with diffuse power (TWDP) fading
channel describes this spatial filtering effect by two non-
fluctuating receive signals together with many smaller
diffuse components.

1.1 Related work
The authors of [25] investigated a simple wall scatter-
ing scenario and analysed how fading scales with various
antenna directivities and different bandwidths. Increas-
ing directivity [25], as well as increasing bandwidth
[25, 26], results in an increased Rician K-factor. The
authors of [27] analysed fading at 28GHz with high gain
horn antennas on both link ends. They observe high
Rician K-factors even at non-line-of-sight (NLOS). This
effect is explained by spatial filtering of directive antennas,

© The Author(s). 2019 Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made.
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as they suppress many multipath components [25]. Out-
door measurements in [28, 29], show a graphical agree-
ment with the Rice fit, but especially Fig. 10 in [29] might
be better explained as TWDP fading.
TWDP fading has already successfully been applied to

describe 60GHz near body shadowing [30]. Furthermore,
as quoted above, TWDPmust be considered for arrays, as
they act as spatial filters [24, 31]. While theoretical work
on TWDP fading is already advanced [32–37], experimen-
tal evidence, especially at millimetre waves, is still limited.
For enclosed structures, such as aircraft cabins and buses,
the applicability of the TWDP model is demonstrated
by Frolik [38–42]. A deterministic two ray behaviour in
ray tracing data of mmWave train-to-infrastructure com-
munications is shown in [43]. A further extension of
the TWDP-fading model, the so-called fluctuating two-
ray fading model, was also successfully applied to fit
mmWave measurement data [44–46]. This model brings
in another degree of freedom and allows for common
shadowing of both specular waves. The wireless channels
in this present study are unblocked; thus, this model is not
considered here.
Our group has conducted two measurement campaigns

[47, 48] to directionally analyse receive power and small-
scale fading parameters for mmWaves. This contribution
is based on the measurement data gathered in [47, 48].

1.2 Outline and contributions
With this contribution, we aim to bring scientific rigour
to the small-scale fading analysis of millimetre wave
indoor channels. We show in Section 2 —by means of
an information-theoretic approach [49] and null hypoth-
esis testing [50]—that the TWDP model has evidence in
mmWave communications.
We have conducted two measurement campaigns

within the same laboratory with different channel sound-
ing concepts. Our measurements are carried out in the
V-band; the applied centre frequency is 60 GHz. For both
measurement campaigns, 20 dBi horn antennas are used
at the transmitter and at the receiver. The first measure-
ment campaign (MC1) samples the channel in azimuth
(ϕ) and elevation (θ ), keeping the antenna’s (apparent)
phase centre ([51, pp. 799] ) at a fixed (x, y) coordinate.
The transmitter is mounted in a corner of our labora-
tory. The sounded environment as well as the mechanical
set-ups are explained in Section 3. For MC1, we sounded
the channel in the frequency domain by aid of scalar
network analysis, described in Section 4. These channel
measurements span over 7GHz bandwidth, supporting us
to analyse fading in the frequency domain.
For the second measurement campaign (MC2),

described in Section 5, we improved the set-up mechani-
cally and radio frequency (RF) wise. By adding another
linear guide along the z-axis, we keep the antenna’s phase

centre constant in (x, y, z) coordinate, irrespective of
the antenna’s elevation. Furthermore, we changed the
sounding concept to time-domain channel sounding.
This approach allows us to utilise the time domain and to
show channel impulse responses in Section 7. Addition-
ally, by adjusting (x, y, z,ϕ, θ), we sample the channel in
the spatial domain at all directions (ϕ, θ). These improve-
ments enable us to show spatial correlations in Section 6,
a further analysis tool to support the claims fromMC1.
In summary, we demonstrate TWDP fading for direc-

tional mmWave indoor channels in the frequency-domain,
in the spatial-domain, and in the time-domain.

2 Methodology—fadingmodel identification
TWDP fading captures the effect of interference of two
non-fluctuating radio signals and many smaller so-called
diffuse signals [31]. The TWDP distribution degener-
ates to Rice if one of the two non-fluctuating radio sig-
nals vanishes. This is analogous to the well-known Rice
degeneration to the Rayleigh distribution with decreasing
K-factor. In the framework ofmodel selection, TWDP fad-
ing, Rician fading, and Rayleigh fading are hence nested
hypotheses [49]. Therefore, it is also obvious that among
these alternatives, TWDP always allows the best possi-
ble fit of measurement data. Occam’s razor [52] asks to
select, among competing hypothetical distributions, the
hypothesis that makes the fewest assumptions. Different
distribution functions are often compared via a goodness-
of-fit test [53]. Nevertheless, the authors of [54] argue that
Akaike’s information criterion (AIC) [49, 55–57] is better
suited for the purpose of choosing among fading distri-
butions. Later on, the AIC was also used in [58–62]. The
AIC can be seen as a form of Occam’s razor as it penalises
the number of estimable parameters in the approximating
model [49] and hence aims for parsimony.

2.1 Mathematical description of TWDP fading
An early form of TWDP fading was analysed in [32].
Durgin et al. [31] introduced a random phase superpo-
sition formalism. Later, Rao et al. [35] achieved a major
breakthrough and found a description of TWDP fading as
conditional Rician fading. For the benefit of the reader, we
will briefly repeat some important steps of [35].
The TWDP fading model in the complex-valued base-

band is given as:

rcomplex = V1ejφ1 + V2ejφ2 + X + jY , (1)

whereV1 ≥ 0 andV2 ≥ 0 are the deterministic amplitudes
of the non-fluctuating specular components. The phases
φ1 and φ2 are independent and uniformly distributed in
(0, 2π). The diffuse components are modelled via the law
of large numbers as X + jY , where X,Y ∼ N �

0, σ 2�. The
K-factor is the power ratio of the specular components to
the diffuse components:
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K = V 2
1 + V 2

2
2σ 2 . (2)

The parameter � describes the amplitude relationship
among the specular components:

� = 2V1V2
V 2
1 + V 2

2
. (3)

The �-parameter is bounded between 0 and 1 and
equals 1 iff and only if both amplitudes are equal. The
second moment of the envelope r = |rcomplex| of TWDP
fading is given as:

E


r2

� = � = V 2
1 + V 2

2 + 2σ 2 . (4)
Expectation is denoted by E. For bounded amplitudes

V1 and V2, a clever choice of σ 2 normalises �, that is
� ≡ 1. Starting from (4), by using (2) we arrive at:

σ 2 = 1
2(1 + K)

. (5)

Given (K ,�,� ≡ 1), the authors of [63] provide a for-
mula for the amplitudes of both specular components:

V1,2 = 1
2

�
K

K + 1

√

1 + � ± √
1 − �

�
. (6)

Real-world measurement data have � �= 1. To work
with the formalism introduced above, we normalise the
measurement data through estimating �̂ by the method
of moments. The second moment � of Rician fading and
TWDP fading is merely a scale factor [64, 65]. Notably, we
are more concerned with a proper fit of K and �. Gen-
erally, estimation errors on � propagate to K and � esti-
mates. However, Lopez-Fernandez et al. [64] achieved an
almost asymptotically efficient estimator with a moment-
based estimation of �.
Our envelope measurements are partitioned into 2 sets.

We take the first set (r1, . . . , rn, . . . rN ) for parameter esti-
mation of the tuple (K ,�) as described in Section 2.2,
and hypothesis testing as described in Section 2.3. The
first set is carefully selected to obtain envelopes sam-
ples that are as independent as possible. The second set
(r1, . . . , rm, . . . rM) is the complement of the first set. We
use the elements of the second set to estimate the second
moment via:

�̂ = 1
M

M�
m=1

r2m , (7)

where m is the sample index and M is the size of the sec-
ond set. Partitioning is necessary to avoid biases through
noise correlations of �̂ and



K̂ , �̂

�
[66].

By considering the estimate (7) as true parameter �, all
distributions are parametrised by the tuple (K ,�), solely.
Example distributions are shown in Fig. 1. The cumulative
distribution function (CDF) of the envelope of (1) is given
in [35] as:

FTWDP(r;K ,�) = (8)

1 − 1
2π

2π�
0

Q1

�

2K [1 + � cos(α)], r
σ

�
dα .

The Marcum Q-function is denoted by Q1(·, ·). For
� → 0, Eq. (8) reduces to the well-known Rice CDF:

FRice(r;K) = 1 − Q1

√

2K , r
σ

�
. (9)

It might sound tempting to have a second strong radio
signal present; in fact, however, two waves can either
superpose constructively or destructively and eventu-
ally lead to fading that is more severe than Rayleigh
[38–42].We observe the highest probability for deep fades
for TWDP fading in Fig. 1.

2.2 Parameter estimation andmodel selection
Note that our model of TWDP fading (1) does not contain
noise. Over our wide frequency range (in MC1, we have
7GHz bandwidth), the receive noise power spectral den-
sity is not equal. A statistical noise description that is valid
over our wide frequency range is frequency-dependent.
To avoid the burden of frequency-dependent noise mod-
elling, we only take measurement samples which lie at
least 10 dB above the noise power and ignore noise in our
estimation.
Having the envelope measurement data set

(r1, . . . , rn, . . . rN ) at hand, we are seeking a distribution
of which the observed realisations rn appear most likely.
To do so, we estimate the parameter tuple (K ,�) via the
maximum likelihood procedure:



K̂ , �̂

�
= argmaxK ,�

N�
n=1

ln ∂FTWDP(rn;K ,�)

∂r

= argmaxK ,�
N�
n=1

ln fTWDP(rn;K ,�)

= argmaxK ,�
N�
n=1

lnL(K ,�|rn) . (10)

We denote the probability density function (PDF) by
f (·), n denotes the sample index, and N the size of the
set. To solve (10), we first discretise K and � in steps of
0.05. Next, we calculate ∂FTWDP(r;K ,�)

∂r for all parameters
via numerical differentiation. Within this family of distri-
butions, we search for the parameter vector maximising
the log-likelihood function (10). For the optimal Rice
fit, the maximum is searched within the parameter slice
(K ,� ≡ 0). An exemplary fit of Rician and TWDP fad-
ing is shown in Fig. 2. As a reference, Rayleigh fading
(K ≡ 0, � ≡ 0) is shown as well.

5. Publications Included

106



Zöchmann et al. EURASIP Journal onWireless Communications and Networking         (2019) 2019:21 Page 4 of 17

Fig. 1 Comparison of Rayleigh, Rician, and TWDP fading. The TWDP distribution with� = 1 deviates from the Rice distribution. TWDP fading’s
probability for deep fades is higher than for a Rayleigh distribution

Fig. 2 CDFs: Distribution fitting for exemplary frequency domain measurement data. Illustration of the maximum likelihood fitted Rice distribution
and the maximum likelihood fitted TWDP fading distribution. The Rician K-factor and the TWDP K-factor deviate significantly. Rayleigh fading is
plotted as reference
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To select between Rician fading and TWDP fading, we
employ Akaike’s information criterion (AIC). The AIC is
a rigourous way to estimate the Kullback-Leibler diver-
gence, that is, the relative entropy based on themaximum-
likelihood estimate [49]. Given the maximum-likelihood
fitted parameter tuple (K̂ , �̂) of TWDP fading and Rician
fading, we calculate the sample size-corrected AIC [49, p.
66] for Rician fading (AICR) or TWDP fading (AICT):

AICR/T = −2
N�
n=1

lnLR/T


K̂ , �̂|r

�
+ 2UR/T

+ 2UR/T(UR/T + 1)
N − UR/T − 1 ,

(11)

where U is the model order. For Rician fading, the model
order is UR = 1, since we estimate the K-factor, only. For
TWDP fading UT = 2, as � is estimated additionally. The
second moment� (estimated already with a different data
set before the parameter estimation) is not part of the ML
estimation (10) and therefore not accounted in the model
order U. We choose between Rician fading and TWDP
fading based on the lower AIC.

2.3 Validation of the chosenmodel
Based on (11), one of the two distributions, Rice or TWDP,
will always yield a better fit. To validate whether the cho-
sen distributions really explains the data, we state the
following statistical hypothesis testing problem:

H0 :

⎧⎨⎩ FRice


r; K̂

�
, if AICR ≤ AICT

FTWDP


r; K̂ , �̂

�
, else

H1 :

⎧⎨⎩ ¬FRice


r; K̂

�
, if AICR ≤ AICT

¬FTWDP


r; K̂ , �̂

�
, else

(12)

The Boolean negation is denoted by¬. Our statistical tool
is the g-test [67, 68]1. At a significance level α, a null
hypothesis is rejected if:

G = 2
m�
i=1

Oi ln
�Oi
Ei

�
?
> χ2

(1−α,m−e) , (13)

where Oi is the observed bin count in cell i and Ei is
the expected bin count in cell i under the null hypothe-
sis H0. The cell edges are illustrated with vertical lines in
Fig. 2. The cell edges are chosen, such that 10 observed
bin counts fall into one cell. The estimated parameters of
the model are denoted by e. For Rician fading, we estimate
e = 2 (�,K) parameters, and for TWDP fading, we esti-
mate e = 3 (�,K ,�) parameters in total. The (1 − α)

quantile of the chi-square distribution withm− e degrees
of freedom is denoted by χ2

(1−α,m−e). The prescribed con-
fidence level is 1 − α = 0.01 .

3 Floor plan and set-ups for MC1 andMC2
Our measured environment is a mixed office and labo-
ratory room. There are office desks in the middle of the
room, and at the window side, there are laboratory desks

Fig. 3 Floor plan of the measured environment. The floorplan indicates the multipath components that are visible in the measurement results. TX
and RX switch roles for MC2. TX/RX in the right upper corner of the room is always static. RX/TX in the middle of the room is steerable, indicated by
the spider’s web
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(see Fig 3.). The main interacting objects in our channel
are office desks, a metallic fridge, a wall, and the surface of
the laboratory desk. These objects are all marked in Fig. 3.
Our directional measurements are carried out by using

the traditional approach of mechanically steered direc-
tional antennas [69, 70]. As directional antennas, 20 dBi
conical horn antennas with an 18◦ 3 dB opening angle are
used. Our polarisation is determined by the LOS polarisa-
tion. When TX and RX are facing each other at LOS, the
polarisation is co-polarised and the E-field is orthogonal
to the floor. In MC1, the essential mechanical adaptation
to the state-of-the-art directional channel sounding set-
up [71, 72] is that the elevation-over-azimuth positioner
is mounted on an xy-positioning stage. Thereby, we com-
pensate for all linear translations caused by rotations and
keep the phase centre of the horn antenna always at the
same (x, y) coordinate, see Fig. 4. The z coordinate is
roughly 70 cm above ground but varies 13 cm for different
elevation angles.

Fig. 4 Photograph of the mechanical set-up for MC1 from the
receiver point of view. The receive antenna, a conical 20 dBi horn, is
mounted on a multi-axis positioning and rotating system. The
azimuthal and elevation angle are controlled to scan the whole upper
hemisphere. The multi-axis system moves and rotates the horn
antenna such that its phase centre stays at the same (x, y) coordinate
during the directional scan

ForMC2, we add another linear guide along the z-axis to
compensate for all introduced offsets. The horn antenna’s
phase centre is thereby lifted upwards by 1 m. Now, we are
able to fix the phase centre of the horn antenna at a spe-
cific (x, y, z) coordinate in space. The whole mechanical
set-up and the fixed phase centre is illustrated in Fig. 5.

4 MC1: Scalar-valued widebandmeasurements
A wireless channel is said to be small-scale fading, if the
receiver (RX) cannot distinguish between different mul-
tipath components (MPCs). Depending on the position
of the transmitter (TX), the position of the RX and the
position of the interacting components, the MPCs inter-
fere constructively or destructively [73, pp. 27]. The fading
concept only asks for a single carrier frequency, whose
MPCs arrive with different phases at the RX. By spatial
sampling, a statistical description of the fading process is
found.
In MC1, the spatial (x, y) coordinate (of TX and RX) is

kept constant. Different phases of the impinging MPCs
are realised by changing the TX frequency over a band-
width of 7GHz. Thereby, we implicitly rely on frequency
translations to estimate the parameters of the spatial fad-
ing process.

4.1 Measurement set-up
We measure the forward transfer function with an
Rohde and Schwarz R&S ZVA24 vector network analyser
(VNA). The VNA can measure directly up to 24 GHz.
For mmWave up-conversion and down-conversion, we
employ modules from Pasternack [74]. They are based on
radio frequency integrated circuits described in [75]. The
up-converter module and the down-converter module are
operating built-in synthesiser phase-locked loops (PLLs),
where the local oscillator (LO) frequency is calculated as:

fLO = 7/4 · sPLL · 285.714MHz ≈ sPLL · 500MHz . (14)

The scaling factor of the synthesiser PLL counters is
denoted by sPLL. For fLO ≈ 60GHz, the scaling fac-
tor is sPLL = 120. To avoid crosstalk, we measure the
transfer function via the conversion gain (mixer) measure-
ment option of our VNA and operate the transmitter and
receiver at different baseband frequencies: 601 to 1100
MHz and 101 to 600 MHz. The set-up is shown in Fig. 6.

4.2 Receive power and fading distributions
In Fig. 7, we show the estimated received mean power of 7
GHz bandwidth, normalised to the maximum RX power,
that is

PRX,norm.(ϕ, θ) = �̂(ϕ, θ)

maxϕ�,θ �


�̂(ϕ�, θ �)

� . (15)
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Fig. 5 Photograph of the improved mechanical set-up for MC2 from the receiver point of view. Our mechanical set-up consists now of five
independent axes to fully compensate all offsets introduced by rotation. A schematic sketch is superimposed. All five axes are necessary to rotate
the horn antenna around the phase centre at a fixed (x, y, z) coordinate. Notice that TX and RX switch roles as compared to Fig. 4

Fig. 6 RF set-up for MC1. The combination of different PLL scaling factors allows for a measurement bandwidth of 7 GHz. The reference clock for the
up-converter and the down-converter is shared. The power splitter has an isolation of 30 dB. To avoid possible leakage on the clock distribution
network, attenuators additionally decouple both converters. The transfer function is measured applying the conversion gain (mixer) measurement
option of the R&S VNA
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Fig. 7 Estimated directional receive power of MC1. There are four main interacting objects leading to stronger receive power (marked in the figure).
TWDP fading occurs whenever the LOS-link is not perfectly aligned or the reflecting structure is not perfectly plain. Red diamonds mark TWDP
fading, and white circles mark Rician fading. Black markers show points where both distributions are rejected by the hypothesis test. Directions less
than 10 dB above the noise level are not evaluated

As already mentioned in Section 2, we partition the
frequency measurements into two sets. The normalised
receive power is calculated according to (7), with fre-
quency samples spaced by 2.5MHz. Every tenth sam-
ple is left out as these samples are used for fitting of
(K ,�) and hypothesis testing. We display the results
via a stereographic projection from the south pole and
use tan(θ/2) as azimuthal projection. All sampling points,
lying at least 10 dB above the noise level, are subject
of our study. They are displayed with red, white, or
black markers. Sampling points where we decided for
TWDP fading, following the procedure described in
Section 2, are marked with red diamonds. White circles
mark points for which AIC favours Rician fading. Four
points are marked black. These points failed the null
hypothesis test, and we neither argue for Rician fading
nor for TWDP fading. TWDP fading occurs whenever
the line-of-sight (LOS)-link is not perfectly aligned or
if the interacting object cannot be described by a pure
reflection.
In Fig. 8, the K-parameter of the selected hypothe-

sis is illustrated. Figure 8 shows either the Rician K-
factor or the TWDP K-factor, depending on the selected
hypothesis. Note that their definitions are fully equiva-
lent. For Rician fading, the amplitude V2 in (1) is zero
by definition. Whenever the RX power is high, the K-
factor is high. Below the K-estimate, the estimate of �

is shown. Here again, by definition, � ≡ 0 whenever
we decide for Rician fading. For interacting objects, the
parameter � tends to be close to one. Note, that deci-
sions based on AIC select TWDP fading mostly when
� is above 0.3. Smaller � values do not change the dis-
tribution function sufficiently to justify a higher model
order.

5 MC2: Vector-valued spatial measurements
In contrast to MC1, we no longer rely on frequency trans-
lations and are indeed sampling the channel in space. The
fading results we present in Section 5.3 are evaluated at
a single frequency. Fading is hence determined by the
obtained spatial samples, exclusively.

5.1 Measurement set-up
At the transmitter side, a 2-GHz wide waveform is
produced by an arbitrary waveform generator (AWG).
A multi-tone waveform (OFDM) with Newman phases
[76–78] is applied as sounding signal. The signal has 401
tones (sub-carriers) with a spacing of 5MHz. This large
spacing assures that our system is not limited by phase
noise [79]. The TX sequence is repeated 2 000 times to
obtain a coherent processing gain of 33 dB for i.i.d. noise.
The Pasternack up-converter (the same as in MC1) shifts
the baseband sequence to 60GHz. The 20 dBi conical
horn antenna, together with the up-converter is mounted
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Fig. 8 Estimated K-factor (a) and Delta-parameter (b) of MC1. We plot
the K-factor estimate of the selected hypothesis. The K-factor
behaves analogously to the RX power. At LOS, the K-factor is far
above 20 dB. The desk reflection has a surprisingly high K-factor of
about 15 dB. Other reflections have K-factors of approximately 10 dB.
The�-parameter for reflections tends to be close to 1. Markers have
the same meaning as in Fig. 7

on a five axis positioner to directionally steer them. As
receiver, a signal analyser (SA) (R&S FSW67) with a 2-
GHz analysis bandwidth is used. The received in-phase
and quadrature (IQ) baseband samples are obtained from
the SA. The whole system is sketched in Fig. 9.
InMC2, for feasibility reasons, TX and RX switch places

compared to MC1. The RX in form of the SA is put onto
the laboratory table. The RX 20 dBi conical horn antenna
is directly mounted at the RF input of the SA. The SA is
located on a table close to a corner of the room; the RX
antenna is not steered.

Fig. 9 RF set-up for MC2. The VNA from Fig. 6 is replaced with an
AWG and an SA. This leads to a set-up where we obtain phase
information as well. An option of the SA gives us direct access to the
baseband IQ samples

Similar to the set-ups of [80–83], proper trigger-
ing between the arbitrary waveform generator and
the SA ensures a stable phase between subsequent
measurements.

5.2 Receive power
For the calculation of the RX power, averaged over 2GHz
bandwidth, we perform a sweep through azimuth and ele-
vation at a single coordinate. The LOS and wall reflection
from MC1 are still visible in Fig. 10. Fading is evaluated
at a single frequency in the subsection below. Neverthe-
less, we already indicate fading distributions bymarkers in
Fig. 10 in order to better orient ourselves later on.
As the steerable horn antenna is above the office desks

and the fridge level, these interacting objects do not
become apparent. In case the steerable TX does not hit
the RX at LOS accurately, the table surface acts as reflector
and a TWDP model explains the data. For wall reflec-
tions, with non-ideal alignment, TWDP also explains the
data best.

5.3 Fading distributions
To obtain different spatial realisations, with the horn
antenna pointing into the same direction, the coordinate
of the apparent phase centre is moved to (x, y, z) positions
uniformly distributed within a cube of side length 2.8λ
(see Fig. 11). We realise a set of 9 × 9 × 9 = 729 direc-
tional measurements. This results in a spacing between
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Fig. 10 Estimated directional receive power of MC2. Due to the elevated position of the steerable horn antenna, two interacting objects from Fig. 7,
namely the desk and the fridge, are no longer visible. LOS and the wall reflection are still present. These regions are the only ones which are spatially
sampled. Markers have the same meaning as in Fig. 7

Fig. 11 Spatial sampling grid. For one specific direction, we draw
9 × 9 × 9 = 729 samples uniformly from a cube of side length 2.8λ.
The distance between samples is 0.35λ with a repeat accuracy of
±0.004λ. The orientation of the horn antenna is indicated via the
cone shape at the sampling points

spatial samples of 0.35λ in each direction. Although λ/2
sampling is quite common [25, 27], we choose the sam-
pling frequency to be co-prime with the wavelength, to
circumvent periodic effects [84]. We restrict our spa-
tial extend to avoid changes in large-scale fading. Only
at directions with strong reception levels spatial sam-
pling is performed2. Similar as in the previous section,
we partition the measurements into 2 sets. The parti-
tioning is made according to a 3D chequerboard pattern.
The first set is used for the estimation of the second
moment �̂, and the second set is used for the parameter
tuple (K ,�).
The best fitting K-factors, in both regions with strong

reception, are illustrated in Fig. 12, top part. Below the �-
parameters are provided. Remember, the RX in form of an
SA is put on the laboratory table. In case the TX is not per-
fectly aligned, a reflection from the table surface yields a
fading statistic captured by the TWDP model. The inter-
action with the wall, similar to Fig. 8, has again regions
best modelled via TWDP fading.

6 MC2: Efficient computation of the spatial
correlation

The wall reflection from the previous section is now sub-
ject to a more detailed study. Our spatial samples are used
to show spatial correlations among the drawn samples.
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Fig. 12 Estimated K-factor (a) and Delta-parameter (b) of MC2. Due
to the elevated position, the wall reflection has a 6 dB increased
K-factor as compared to MC1; see top part of Fig. 8. If the beam is not
perfectly aligned, Rician fading turns again into TWDP fading. Wall
reflections described by TWDP fading have a�-parameter of close to
one. The table surface reflection leads to a significantly smaller
reflected component (� � 1). The encircled sampling points are
subject of further study in Sections 6 and 7. Markers have the same
meaning as in Fig. 7

Our three-dimensional sampling problem, see again
Fig. 11, is treated via two-dimensional slicing. For the
calculation of the spatial (2D) autocorrelation function,
we apply the Wiener–Khintchine–Einstein theorem that
relates the autocorrelation function of a wide-sense-
stationary random process to its power spectrum [85]. In
two dimensions, this theorem reads [86, 87]:

F2D
�C(x, y)

� = S �
x�, y�

�
, (16)

where C is the 2D-autocorrelation and S is the power
spectral density of a 2D signal. The operator F2D denotes
the 2D Fourier transform. We calculate all 2D autocorre-
lation functions C(z,f ) of one x − y slice at height z at a
single frequency f through

F2D
�
C(z,f )(x, y)

�
= F2D

�
�

�
H(z,f ) �

x�, y�
���

� conj
�
F2D

�
�

�
H(z,f ) �

x�, y�
����

. (17)

Fig. 13 Spatial correlation plot at ϕ = 160◦ , 340◦ and θ = 110◦ . For
the (a) wall reflection at ϕ = 160◦ , the pattern shows an interference
of two plane waves, supporting the TWDP fading assumption. For (b)
LOS at ϕ = 340◦ , we observe a spatial correlation pattern dominated
by one wave. The white dashed lines illustrate plane wave phase
fronts
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The symbols � denotes the Hadamard multiplication.
The operator conj{·} denotes complex conjugation. To
ensure a real-valued autocorrelation matrix (instead of a
generally complex representation [87]), from the complex-
valued channel samples, only the real parts�{·} are taken.
The spatial autocorrelation of the imaginary parts are
identical. One could also analyse the magnitude and phase
individually. While the correlation of the magnitude stays
almost at 1, the phase correlation patterns are similar to
those of the real part.
The 2D Fourier transform F2D is realised via a 2D dis-

crete Fourier transform (DFT). The 2D DFT is calculated
via a multiplication with the DFT matrix D from the left
and the right. Tomimic a linear convolution with the DFT,
zero padding is necessary. We hence take the matrix �H(z,f )

�H(z,f ) =
�

�
�
H(z,f )

�
0

0 0

�
. (18)

Furthermore, the finite spatial extend of our samples
acts as rectangular window. The rectangular window leads
to a triangular envelope of the the autocorrelation func-
tion. This windowed spatial correlation is denoted by:

C(z,f )
windowed = DH




D�H(z,f )D

�
(19)

� conj
�
D�H(z,f )D

��
DH .

To compensate the windowing effect, we calculate the
spatial correlation of the rectangular window, constructed
in accordance to (18):

S = DH
��

D
�
1 0
0 0

�
D

�
� conj

�
D

�
1 0
0 0

�
D

	�
DH .

The matrix 1 denotes the all-ones matrix. Matrix S
compensates the truncation effect of the autocorrelation

Fig. 14 Scatter-plot of the CIRs. We plot the CIRs as a function of spatial distance, where�s = 0 corresponds to the LOS distance. Our spatial
resolution (a channel tap) is 15 cm. The spatial extend of our sampled cube (729 samples) is 2.8λ = 1.4 cm, a magnitude smaller than the spatial
resolution. The scatter-plot is evaluated at a (a) wall reflection (ϕ = 160◦) and at (b) LOS (ϕ = 340◦). The mean power is plotted with a continous
red line. We observe that the arrival cluster centred at 2.5m fades very deeply. The gray highlighted region around 2.5m is further analysed in Fig. 15
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Fig. 15 Violin-plot of the CIR time-gated for the wall reflection. This figure shows a zoom-in of the gray-highlighted region in Fig. 14. In contrast to
Fig. 14, the y-axis is in linear scale. Thereby, the violin plot indicates the distribution at each tap. The marker shows the mean value. The marker style
codes best fitting distributions

Fig. 16 CDF: Distribution fitting for spatial measurement data, time gated by the channel tap at 2.5m, ϕ = 160◦ , and θ = 110◦ . Note that, similar to
the fitting result in Fig. 2, the estimated Rician K-factor is again much smaller than the TWDP K-factor
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through element-wise (Hadamard) division, denoted by
�. Finally, the efficient computation of the spatial correla-
tion (17) reads:

C(z,f ) = C(z,f )
windowed � S . (20)

At a distance of 0.35λ, the measurement data is still
correlated; therefore, we are able to view our correlation
results on the finer, interpolated grid. The interpolation
factor is 20. That means that our spatial correlations are
shown on a grid of 0.35λ/20 = 0.0175λ distance. The very
efficient implementation of (20) is applied to all (parallel)
2D slices and to all frequencies. All realisations in z and f
are averaged:

C̄ = 1
9

1
401

9�
z=1

401�
f=1

C(z,f ) . (21)

Furthermore, we plot one-dimensional autocorrelation
functions, evaluated along x and y, together with their
two-dimensional representations. We provide two spa-
tial correlation plots evaluated at an azimuth angle of
ϕ = 340◦ and ϕ = 160◦ in Fig. 13, both at an eleva-
tion angle of θ = 110◦. The bottom part of Fig. 13 shows
a correlation pattern dominated by a single wave. The
spatial correlation above shows an interference pattern,
which is intuitively explained by a superposition of two
plane waves. The one dimensional correlations, evaluated
either at the x-axis or at the y-axis, show this oscillatory
behaviour as well.

7 MC2: Time-gated fading results
To confirm that our observations are not artefacts of our
measurement set-up, for example back-lobes of the horn
antenna, we now study the wireless channel in the time
domain. Our 2-GHz wide measurements fromMC2 allow
for a time resolution of approximately 0.5 ns. This corre-
sponds to a spatial resolution of 15 cm. We plot the chan-
nel impulse responses (CIRs) as a function of distance,
namely the LOS excess length �s, that is:

h(�s) = h((τ − τLOS)c0) . (22)

The scatter-plot of the CIRs for ϕ = 160◦ is shown
in Fig. 14. The LOS CIR at ϕ = 340◦ is displayed as
reference as well. The steerable TX is positioned more
than a metre apart from the wall. This amounts in an
excess distance of approximately two to three metres. At
this excess distance, a cluster of multipath components is
present. Note, if the horn antenna points towards the wall,
the wave emitted by the back-lobe of the horn antenna is
received at zero excess distance. Still, the receive power of

the back-lobe is far below the components arriving from
the wall reflection. Fading is hence determined by the wall
scattering behaviour.
The gray-highlighted region of Fig. 14 (top part) shows

a reflection cluster that corresponds to the excess dis-
tance of the wall reflection. The distributions of each
channel tap are represented by a violin plot in Fig. 15. A
violin plot illustrates the distribution estimated via Gaus-
sian kernels [88]. Figure 15 clearly demonstrates that the
TWDP-decided distributions have multiple modes. The
AIC decisions are plotted as markers at the mean power
levels.
We evaluated the fading statistic in space for ϕ = 160◦

at the channel tap corresponding to approximately 2.5 m
excess distance. This channel tap is mid in the cluster
belonging to the wall reflection. Fig. 16 clearly shows a
TWDP fading behaviour, confirmed by AIC.

8 Conclusion
We demonstrate, by means of model selection and
hypothesis testing, that TWDP fading explains observed
indoor millimetre wave channels. Rician fits of reported
studies must be considered with caution. As two exem-
plary fits, in Figs. 2 and 16, show Rician K-factors tend
to be much smaller than their TWDP companions. There
is more power in the specular components than is pre-
dicted by the Rician fit. The TWDP fading fit accounts
for a possible cancellation of two specular waves. Our
results are verified through two independent measure-
ment campaigns. For MC1 and MC2 we even used dif-
ferent RF hardware. While MC1 was limited to results in
the frequency domain, MC2 allowed a careful study in the
spatial-domain and the time-domain.
Having this strong evidence at hand, we claim that

the TWDP fading model is more accurate to describe
mmWave indoor channels. The flexibility of this model
allows furthermore to obtain Rician fading (� ≡ 0) and
Rayleigh fading (K ≡ 0) results with the same channel
model.

Endnotes
1The well-known chi-squared test approximates the g-

test via a local linearisation [89].
2Spatial sampling for all directions takes more than

3 days.
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INTRODUCTION
In 1948, Claude Shannon provided us with a
clear channel capacity bound for point-to-point
connections [1]. This bound was extended inde-
pendently in the mid-1990s by Gerry Foschini
and Mike Gans [2] as well as by Emre Telatar
[3] to the case of multiple transmit and receive
antennas (multiple-input multiple-output,
MIMO). It is this bound measured in small fre-
quency bins over the utilized bandwidth (Eq. 1
ahead) to which we refer and compare our
throughput results. It is this bound that coding
experts compare to their turbo codes as well as
their iterative receivers. Note, however, that this
bound is a single user bound, even if it supports
several transmit and receive antennas. Consider-
ing multiple users and/or interference is much
more difficult. In many situations, the definition
of capacity alone is still under discussion. Fur-
thermore, the Shannon bound describes aspects
of the physical layer system, not the scheduling
techniques, network routing issues, or applica-
tion layer facets. It is thus far from describing
the entire third-generation (3G) system perfor-
mance, but merely an important piece: the chan-
nel.

Nowadays, mathematical models are very
common for predicting the performance of sys-
tems designed by either mankind or nature. We
apply mathematical models to predict tomor-
row’s weather, our climate 100 years from now,
and the performance of next-generation wireless
systems. Clearly, models reflect the behavior of
the system under investigation. Depending on
how precisely we know such a modeled system
or subsystem, our prediction models can be
more or less accurate. Higher accuracy typically
comes with the price of parameter and complexi-
ty increase, yet the beauty of a model lies in its
simplicity. Once they contain hundreds of param-
eters and require many hours of simulation time
for each new parameter setup, models become
less and less treatable. Unfortunately, wireless
3G systems are very complex systems with hun-
dreds of parameters. The channel, a significant
part of wireless systems, is still a hot topic for
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ABSTRACT
Cellular wireless systems have made impres-

sive progress over the past two decades. They
currently connect more than five billion people
worldwide. With the advent of turbo decoders in
the 1990s, the design of optimal decoders very
close to the Shannon bound became possible in
AWGN channels. Nowadays many researchers
believe that this is true for entire wireless sys-
tems and that therefore there is not much left to
investigate. In this contribution, we take a closer
look at WiMAX and HSDPA, two successful
cellular systems being operated currently in
many countries, and check their truly achievable
performance. We have measured the physical
layer throughput of WiMAX and HSDPA in
various realistic environments (urban and moun-
tainous) with high-quality equipment and differ-
ent antenna configurations. We furthermore
compared the throughput measured to the Shan-
non bound. Based on our measurements, we
analyze the losses in design and implementation
(e.g., pilots, guard carriers, coding, equalization,
and channel estimation) and report our findings.
Surprisingly, we are currently only utilizing 40
percent of the available channel capacity; or
roughly equivalently, we are up to 10 dB off the
Shannon bound at typical operational points,
thus providing a lot of potential improvement
for future 4G systems. In advanced four transmit
antenna configurations of HSDPA, the losses
are even more pronounced, showing that our
current standards are not well suited to take
advantage of the much higher capacity provided.

CELLULAR SYSTEM PHYSICAL LAYER THROUGHPUT:
HOW FAR OFF ARE WE FROM THE

SHANNON BOUND?
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investigation. A recent channel model (e.g.,
Winner Phase 2+) may contain more than 100
parameters to support a multitude of situations
with extreme flexibility. If not an expert in mod-
eling, such complex channel models can easily be
mistreated and wrong results generated. We
therefore based our investigations on measure-
ments.

Compared to simulations, measurements are
tedious. On the other hand, each measurement
scenario is a true, realistic, and physically correct
scenario. With even more effort, measurements
can be made repeatable, although not easily
reproducible.1 In order to minimize the effect of
our measurement hardware on the results, we
employed rather expensive self-built measure-
ment equipment with high linearity, a large
range of operation, and a very low noise figure.
In the digital domain, we employed receiver
structures with the highest performance still fea-
sible for real-time implementation. Our linear
minimum mean square error (LMMSE) equaliz-
ers are computed in 64-bit floating point MAT-
LAB with a length of 60 taps, certainly in quality
much higher than what we can expect in com-
mercial low-cost fixed-point equipment. In high-
speed downlink packet access (HSDPA) we also
applied successive interference cancellation of
the synchronization and pilot signals as well as
eight iterations of the turbo channel decoder in
order to obtain the best results. Due to cost limi-
tations, however, such optimized receivers are
unlikely to be employed in commercial 3G sys-
tems. Therefore, the measured implementation
loss can be interpreted as a truly lower bound for
commercial systems.

Eventually, measurements are more honest as
they exclude assumptions in general. If you do
not know, for example, the channel, the frequen-
cy offset, or the noise variance, this is natural for
a measurement, but not so for a simulation.
More severe, unknown impairments (of unknown
sources) only occur in measurements, never in
simulations.

This article is organized as follows. We briefly
explain our measurement setup and methodolo-
gy; the interested reader can find more details in
the references provided. We provide a very brief
introduction to MIMO WiMAX and HSDPA.

We explain the transmit precoding as well as the
receiver processing as it is important for under-
standing and interpreting the results. The major
part of the article in which we present the per-
formance losses observed for WiMAX and
HSDPA in single-input single-output (SISO) as
well as 2 × 2 MIMO scenarios. For HSDPA we
also present some advanced studies employing
up to four antennas. We conclude the article
with some final comments.

MEASUREMENT METHODOLOGY
AND SETUP

Several scenarios have been measured by us over
the past years; two of them are compared in this
article: an alpine scenario and an urban one
(Fig. 1). We picked those two scenarios as they
both reflect existing cells in a Carinthian Alpine
valley and in downtown Vienna, Austria.

In the alpine environment, the transmitter
was placed 5.7 km from the receiver with an
essentially strong line-of-sight (LOS) component
and moderate scattering. The root mean square
(RMS) delay spread of the channels was 260 ns
(corresponding to roughly one chip duration of
HSDPA). The other scenario was an urban mea-
surement with only 190 m distance but without
an LOS component. The scattering was much
richer, the RMS delay spread 1.1 μs. Other sce-
narios, not presented in this article but mea-
sured for reference purposes, had a characteristic
performance in between the alpine and urban
scenarios.

Although many more situations were investi-
gated, we present here only the results for SISO
and 2 × 2 MIMO with cross-polarized transmit
antennas. In addition, we present results of a
four-transmit-antenna measurement of advanced
HSDPA to provide a flavor of what more anten-
nas can offer. We employed commercially avail-
able cross-polarized base station antennas
(Kathrein 80010543), as they support the highest
diversity at the smallest size, and are thus of great
interest to providers. Measurements with equally
polarized antennas typically provided much small-
er capacity and correspondingly smaller through-
put. Our receiver has a noise figure of 1.9 dB,

Figure 1. Schematic view of the two measurement scenarios, left: alpine, right: urban.

Urban scenarioAlpine scenario

190 m

39 m
500 m

5.7 km

1 For simulations this
seems to be a very simple
task; still, simulation code
is rarely provided in the
signal processing commu-
nity, and reproducibility
by others is hampered [4].
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which increases by the attenuation of the feeder
cable (1 dB/m cable length) to a total of approxi-
mately 4 dB. We operate our 5 MHz transmit sig-
nal in 6.25 MHz available spectrum to facilitate
sharp spectral filtering. Our power amplifiers are
capable of transmitting at a power of 30 W (per
antenna) of which we use less than 15 percent to
ensure high-linearity transmissions.

Typically, the performance of wireless sys-
tems is evaluated by drive tests (i.e., measuring
the throughput in a vehicle continuously while
driving along a road). Unfortunately, the same
test repeated at another day can result in entire-
ly different outcomes. In order to make our
measurements repeatable we apply a measure-
ment technique employing XY positioning tables
on which we automatically change the antenna
positions and measure many locations in an area
of 3λ × 3λ. At each antenna position in the same
scenario, we perform repeated measurements of
all transmission schemes of interest. By such a
setup we ensure that all schemes are measured
under exactly the same conditions. The averaged
measurement results over all antenna positions
later reflect an estimated mean value for the
throughput at a given transmit power PTx. Simi-
larly, this is also the method by which the chan-
nel coefficients were evaluated. We measure a
set of channels at highest transmit power PTx
(e.g., at 36 dBm; Fig. 2) and evaluate the chan-
nel coefficients by the best estimator we have
available (LMMSE) utilizing all data (not just
the pilots). This provides us with an estimate of
the highest quality, certainly an order of magni-
tude higher in quality than the estimator later
employed based on the pilots only. Taking these
channel estimates, we then calculated the chan-
nel capacity according to Eq. 1 and averaged it
to obtain the average channel capacity for a
given signal-to-noise ratio (SNR), which is plot-
ted in the figures. Similarly, we proceeded for
mutual information2 according to Eq. 2 and fur-
ther constrained measures such as achievable
mutual information according to Eq. 3. In addi-
tion, we calculated the 99 percent confidence
intervals to gauge the precision of our estimates.
Taking the measurement with highest SNR and
all symbols for estimating the channel ensured
that the level of uncertainty observed is small
compared to the results obtained.

We compute for each measurement point the
99 percent confidence interval by bootstrapping
methods and plot the point augmented on a
small scale (e.g., Figs. 2 and 3) according to the
size of the achieved confidence interval. Most of
these only appear as points, indicating extremely
high precision. See [8] for a more detailed
description of the measurement procedure
employed.

CELLULAR SYSTEMS INVESTIGATED:
WIMAX AND HSDPA

WIMAX AND HSDPA

We implemented, measured, and analyzed two
standardized 3G cellular systems:

•The WiMAX physical layer, as defined in
IEEE 802.16-2004, Section 8.3: This standard

Figure 2. Example of measured performance metrics (left) and derived through-
put losses, absolute (middle) and relative (right).
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was developed to provide wireless Internet
access to stationary and low-mobility users [9].
In our measurements, we employed an orthogo-
nal frequency-division multiplexing (OFDM)
physical layer with 256 narrowband subcarriers.
By choosing one out of seven adaptive modula-
tion and coding (AMC) schemes at the transmit-
ter, the data rate is adjusted to the current
channel conditions, thereby maximizing the data
throughput. The standard defines various chan-
nel codes out of which we selected for our evalu-
ations the mandatory Reed-Solomon
convolutional code (RS-CC) and the optional
convolutional turbo code (CTC). We further-
more implemented and measured a regular low-
density parity check (LDPC) channel code,
which is not defined in the standard. Unless stat-
ed otherwise, all our results refer to the CTC. In
order to utilize transmit diversity, the standard
furthermore foresees simultaneous transmission
on two transmit antennas by Alamouti space-
time coding.

•The HSDPA mode of the Universal Mobile
Telecommunications System (UMTS) [10]: The
first version of HSDPA was introduced in
Release 5 of UMTS to provide high data rates
to mobile users. This is achieved by several tech-
niques such as fast link adaptation, fast hybrid

automated repeat request, and fast scheduling.
In contrast to the pure transmit power adapta-
tion performed in UMTS, fast link adaptation in
HSDPA adjusts the data rate and the number of
spreading codes depending on so-called channel
quality indicator (CQI) feedback. MIMO
HSDPA, standardized in Release 7 of UMTS,
further increases the maximum downlink data
rate by spatially multiplexing two independently
coded and modulated data streams. Additional-
ly, channel-adaptive spatial precoding is imple-
mented at the base station. This is achieved by a
standardized set of precoding vectors from which
one vector is chosen based on so-called precod-
ing control indication (PCI) feedback obtained
from the user equipment.

THROUGHPUT BOUNDS AND SYSTEM LOSSES
In this section, we define several bounds for the
data throughput. The differences between the
bounds can be considered as system losses.

In 1998, Foschini and Gans [2] as well as
Telatar [3] extended the Shannon capacity C to
MIMO systems. For a system working on dis-
crete frequencies3 k = 1… K, the capacity C as a
function of the transmit power PTx, the channel
matrix Hk ∈ Cl NR×NT at the kth frequency bin
with bandwidth B/K, the entire channel band-

Figure 3. Relative losses in WiMAX 1 × 1 and 2 × 2 transmissions: left, alpine; right, urban; upper, SISO; lower, MIMO.
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2 Note that there are many
different terms in literature
describing a constrained
capacity, the most promi-
nent being non-coherent
capacity [5], functional
capacity [6], and simply
capacity without CSI at the
transmitter [7].

3 We show the formulas in
terms of discrete frequency
bins k = 1…K, as this is
very natural for OFDM sys-
tems. In HSDPA an equiv-
alent discrete Fourier
transform (DFT) on the
channel impulse responses
has been applied to calcu-
late frequency domain
channel coefficients, which
in turn are required to com-
pute capacity and mutual
information. As the chan-
nels have approximately the
same bandwidth, the result-
ing channel capacities
match.
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width B, the receiver noise variance σn
2, and the

number of transmit antennas NT is given by

(1)

A transmission system that is designed to achieve
the channel capacity C(PTx) has to perform fre-
quency-selective and spatial precoding according
to the matrices Rk. For specific channel realiza-
tions, solutions for Rk are found by the waterfill-
ing algorithm. Such a precoding, of course, only
works if a priori channel state information (CSI)
is available at the transmitter. If this is not the
case, the best strategy is to transmit with equal
power over all transmit antennas and over all
frequencies. The throughput of a system follow-
ing this strategy is bounded by the mutual infor-
mation (MI) I(PTx):

(2)

Since the difference between the channel capaci-
ty C(PTx) and the mutual information I(PTx) is
only caused by the absence of CSI at the trans-
mitter side, we define the difference between
them as the absolute CSI loss LCSI (PTx) and the
relative CSI loss LCSI% (PTx):

(3)

The definitions of capacity and mutual informa-
tion do not take specific constraints of current
cellular systems into account. For example, cur-
rent systems cannot utilize the whole frequency
band and/or the whole transmit power for trans-
mitting information bits. Parts of the spectrum
and/or parts of the transmit power have to be
allocated to pilot, control, and synchronization
information. This is reflected in the measure
Ia(PTx), which we call the achievable mutual
information:

(4)

The parameter α ≤ 1 accounts for transmit power
losses, and the parameter β ≤ 1 accounts for
spectrum and transmission time losses. In our
setup, we find α = 1 and β ≈ 0.65 for WiMAX
and α ≈ 0.4 and β ≈ 0.77 for HSDPA. The matrix
W accounts for non-optimal precoding/space-
time coding. In the case of HSDPA, the precod-
ing matrix W is strongly quantized and chosen
adaptively out of a predefined codebook W .
Depending on the transmission mode, the inclu-
sion of the precoding W in the calculation of the
achievable mutual information may or may not
(e.g., if the matrices W are chosen unitary)
impact Ia(PTx). Note that in HSDPA only one
precoding matrix W is chosen for the entire

bandwidth; future standards, such as Long Term
Evolution (LTE), allow for frequency-dependent
precoding, thereby increasing the achievable
mutual information. In the case of WiMAX, the
transmitter employs Alamouti space-time cod-
ing, which can be rewritten as a constant precod-
ing.4 In contrast to the channel capacity and MI,
the achievable MI is therefore a capacity con-
strained by the specific cellular standard.

We define the difference between the MI
I(PTx) and the achievable MI Ia(PTx) as the
design loss, as it quantifies the loss imposed by
the system design:

(5)

The design loss accounts for the inherent system
design losses caused by, for example, losses due
to the transmission of pilot and synchronization
symbols, quantized precoding, or suboptimal
space-time coding. By alternating design param-
eters, which can partially also be achieved adap-
tively on the transmission scenario, the design
loss can be reduced.

Finally, there is the throughput Dm(PTx) that
can be measured in bits per second in a given
link, allowing the so-called implementation loss
to be defined,

(6)

as the difference between the achievable mutual
information Ia(PTx) and the measured data
throughput Dm(PTx). It accounts for losses
caused by non-optimum receivers and channel
codes. A more detailed discussion of the individ-
ual parts of the implementation loss in WiMAX
or HSDPA is provided further ahead.

In order to complete the picture we also need
to define the relative throughput,

(7)

Summing up the relative losses and relative
throughput results in 100 percent. We display
the relative losses together with the relative
throughput.

In Fig. 2, all terms defined above are shown
in their absolute and relative measures for a
SISO WiMAX transmission. Comparing the CSI
loss to the other two losses, it is almost negligi-
ble, especially at higher transmit powers and
thus higher SNR [11]. Note that in the plot of
relative losses, the CSI loss appears as a mono-
tone decreasing function over transmit power
with high values (50 percent) at the lower end.
However, at very low transmit power (approxi-
mately –10 dB SNR) the capacity is extremely
small, and losing 50 percent does not make a
noticeable performance difference. The initial
loss of 50 percent varies depending on the
offered selectivity in frequency and spatial
domain, as shown later. The more diversity
offered, the larger the CSI loss.

In the literature, we find the measures
defined above to be a function of the receive
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4 This is to be seen in con-
trast to the option of
including space-frequency
Alamouti coding.

For a MIMO receiver
the situation is more
complicated, as one
antenna may 
consistently receive
less energy than
another; we average
over all individual
SISO channels, or
four channels for a 
2 × 2 MIMO system.
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SNR. Note, however, that in modern 3G sys-
tems such a definition is obsolete. There are
three reasons, the first being that we measure in
terms of transmit power PTx, and comparing two
systems, we should compare them at equal trans-
mit power and not at equal receive SNR. Once
channel adaptive precoding is introduced, the
receive power is systematically increased, also
increasing the receive SNR without changing
PTx, providing a second reason. Third, depend-
ing on the scenario and the construction, one
receive antenna will generally receive a different
amount of power than another. Such differences
can be as large as 6 dB in the mean. The reason
for such differences is the scattering environ-
ment not being symmetric in nature, as has been
assumed in most earlier MIMO channel models.
The Winner Phase 2+ model is the first to allow
for defining such asymmetries. We thus have to
plot over transmit power PTx rather than SNR.
Nevertheless, in order to facilitate comparisons
to previous simulation results, we provide two
scales in our plots, one being PTx and the other
a computed equivalent average SISO receiver
SNR. In the case of a SISO receiver this is sim-
ply the average value obtained over the individ-
ual SISO channels. For a MIMO receiver the
situation is more complicated, as one antenna
may consistently receive less energy than anoth-
er; we average over all individual SISO chan-
nels, or four channels for a 2 × 2 MIMO
system.5

MEASUREMENT RESULTS

WIMAX RESULTS

Now that we have explained how we obtained
the data, we present them decomposed into their
various relative losses. Figure 3 shows our mea-
surement results for the selected scenarios.

The reader may recognize the upper right
subfigure of Fig. 3 being identical to the bottom
subfigure of Fig. 2.

•The relative CSI losses are monotonically
decreasing functions. For moderate to high
transmit power values PTx, the impact of missing
CSI at the transmitter can be neglected, ques-
tioning why channel information beyond the
receiver SNR is useful for the transmitter.

•The relative design losses show a gradually
increasing behavior with PTx. This behavior is
more pronounced in MIMO scenarios, in which
Alamouti space-time coding plays a crucial role.
In the case of 2 × 2 MIMO transmission, the
Alamouti space-time code is suboptimal; hence,
the achievable mutual information is limited by
the system design. Especially at large transmit
power levels, the loss due to Alamouti space-
time coding becomes dominant, wasting approxi-
mately 50 percent of the available channel
capacity.

•For lower to moderate PTx, the relative
implementation losses are severe. Only at high
PTx do they fall below the design losses. The rea-
son for this is found in the measured through-
put. As at low PTx there is no AMC scheme
supporting the transmission, the throughput is
zero for SNR values lower than approximately
–3 dB (equivalent to 15 dBm transmit power).

Until there, the implementation loss increases
with the capacity. Once the throughput begins to
rise, the relative implementation loss drops to
10–20 percent at high SNR and then remains
roughly constant.

•The relative throughput appears to be a
monotonically increasing function. However, at
high PTx, the AMC schemes run out and no
higher rate can be transmitted. Consequently,
the relative throughput starts decreasing. As
our maximum transmit power was 36 dBm, we
hardly reached this area. Only in the alpine
MIMO scenario with a strong LOS component
can we observe such a decline at high PTx. Sur-
prisingly, the relative throughput is lower in
MIMO (30 percent) than in SISO (40 percent),
even though the absolute values are much high-
er in MIMO, showing that this version of
WiMAX is not capable of taking advantage of
what MIMO offers.

In summary, we conclude that WiMAX
behaves quite similar in alpine and urban envi-
ronments as well as in SISO and MIMO. Com-
paring SISO with MIMO performance, we can
only conclude that the various components show
larger variations in SISO and less in MIMO.6

Let us now take a closer look at the implemen-
tation loss. In our displayed measurements we
employed the CTC with an advanced channel esti-
mation scheme (ALMMSE). Figure 4 depicts the
SNR loss of various channel estimation and chan-
nel coding schemes at a throughput of 5 Mb/s
when compared to a genie channel estimator
and LDPC channel coding. The genie channel
estimator knows not only the 200 pilot symbols,
but all 9400 transmitted data symbols and uses
them to achieve a very high channel estimation
quality. Similarly, a regular LDPC code was
designed to provide a high-quality channel code
for a given SNR. Figure 4 reveals that between
genie knowledge of the channel in combination
with high-quality channel coding on one hand
and poor LS channel estimation in combination

Figure 4. SNR losses of different channel estimators and channel coding
schemes with respect to genie-driven channel estimation and LDPC coding,
measured in the alpine scenario.
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5 We have provided such
‘’equivalent’’ SISO SNR
to facilitate comparison
by researchers working
with receive SNR and
simplified channel mod-
els.

6 When compared to
absolute loss values (not
displayed here, see [12]),
the results are also quite
the same for all WiMAX
scenarios. The largest loss
is the design loss, mono-
tonically increasing over
PTx, followed by the
implementation loss,
which is dominant at low
PTx but only small at large
PTx. In the regions of
interest, the CSI loss is the
smallest of the losses, only
showing its existence in
MIMO conditions at low
to moderate PTx.
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with the mandatory RS-CC channel coding of
WiMAX on the other hand can be more than 6
dB distance. In the case of 2 × 2 transmissions,
when Alamouti space-time coding is employed at
the transmitter, we observe a much higher
dependence on the type of channel estimator
chosen. This can be explained by two facts:

•In the case of Alamouti space-time coded
transmission, the available transmit power and
thus also the training signal power are equally
distributed on the two transmit antennas. There-
fore, only half the training signal power is avail-
able per channel coefficient to be estimated. As
a consequence, the channel estimation perfor-
mance is poorer than in the one transmit anten-
na case.

•The comparison in Fig. 4 is carried out at a
constant throughput value of 5 Mb/s. The Alam-
outi space-time coded transmission achieves this
throughput at a much lower receive SNR than
the SISO transmission. This lower SNR in turn
causes poorer channel estimation quality and
thus substantial SNR loss in comparison to the
genie channel estimator.
In order to compensate for the above effects,
one would have to apply a much better channel
estimator for MIMO than in the case of SISO
transmissions.

HSDPA RESULTS IN
STANDARD-COMPLIANT SETTING

All measurement results presented in this sec-
tion are for a Category 16 HSDPA user equip-
ment. In the MIMO case, D-TxAA with adaptive
precoding is applied [13].

The various losses in HSDPA (Fig. 5) show a
much less lively picture when compared to
WiMAX.

•As before, the relative CSI loss is decreasing
monotonically in exactly the same dimensions, as
the CSI loss is independent of the transmission
standard, proving that both measurements have
experienced the same equipment as well as the
same wireless conditions. Small differences when
compared to the WiMAX results are due to a
slightly different occupied bandwidth.

•The other losses are more or less constant
functions or slightly increasing with PTx. The rel-
ative design loss with values between 30 and 40
percent is a particularly flat curve when com-
pared to WiMAX. Only at low PTx in the urban
MIMO scenario the values can become as small
as 15 percent .

•The relative implementation loss is either of
same value than the design loss or larger. The
distinct behavior in the urban scenario is of

Figure 5. Relative losses in HSDPA 1 × 1 and 2 × 2 transmissions: left, alpine; right, urban; upper, SISO; lower, MIMO.
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interest. Due to the larger RMS delay spread in
the urban scenario, the inter code interference is
increased and becomes a dominant part at high
PTx. Therefore, we recognize a higher implemen-
tation loss and a smaller design loss for high PTx.

•Similar to WiMAX, the relative throughput is
an increasing function in SNR. For low values of
PTx the spreading functions of HSDPA improve
the situation considerably, allowing a transmis-
sion even for very low receiver SNR at low bit
rates. Furthermore, HSDPA has many more
AMC schemes than WiMAX, especially at low
SNR. At high PTx we obtain in the alpine envi-
ronment with its strong LOS the close to 40 per-
cent values in relative throughput just as for
WiMAX. However, in the urban scenario with
high RMS delay spread the relative throughput is
much lower as the transmitter is producing strong
inter code interference in such channels, visible
in SISO as well as in MIMO transmissions.

Although the results in absolute values [13]
show a considerable performance increase of the
different MIMO schemes when compared to the
SISO transmission, all measured throughput
curves are losing between 3 and 9 dB SNR com-
pared to the achievable mutual information. The
following effects contribute (next to maybe oth-
ers) to this loss:

•The rate-matched turbo code utilized in
HSDPA is good but not optimal. By carrying out
a set of comparative additive white Gaussian
noise (AWGN) simulations, we found that at
higher code rates, the rate-matched turbo code
loses up to 2 dB when decoded by a max-log-
MAP decoder (approximately 2 dB).

•The LMMSE equalizer representing a low
complexity and cost-effective solution is also not
optimal. Better receivers such as the LMMSE-
MAP have the potential to improve the perfor-
mance by approximately 1 dB.

•In the urban scenario, a larger throughput
loss was measured than in the alpine scenario
because of the larger delay spread and, conse-
quently, the larger inter-code interference. For
example, in the alpine scenario the SISO sys-
tem loses approximately 6 dB to the achiev-
able MI, whereas the loss in the urban scenario
is approximately 9 dB (3 dB additional loss in
the urban scenario compared to the alpine sce-
nario).

•In addition to the above mentioned losses,
channel estimation errors and over-/underesti-
mation of the post-equalization signal-to-inter-
ference-plus-noise ratio (SINR) degrade the
measured throughput. Exactly quantifying the
loss caused by these effects is difficult because

Figure 6. Relative losses in HSDPA 4 Tx antenna transmissions: left, alpine; right, urban; upper, 4 × 2 MIMO; lower, 4 × 4 MIMO.
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neither perfect CSI nor perfect post-equalization
SINR is available in measurements.

It should be noted that HSDPA supports
hybrid automatic repeat request (HARQ)
retransmissions, while the chosen WiMAX stan-
dard did not support this yet. We indeed imple-
mented retransmissions in HSDPA, but the
measurement plots shown here are not utilizing
such retransmissions to keep the comparison to
WiMAX fair. Note that including up to three
retransmissions hardly changed the figures. We
conclude that while HARQ offers some advan-
tages in service quality (e.g., lower latency), it
has no impact on the throughput performance.
This may be due to the fact that in our measure-
ments the block error rate (BLER) is kept at
approximately 1 percent throughout the whole
measurement range.

HSDPA RESULTS IN AN ADVANCED SETTING
By employing a straightforward extension of the
two transmit antenna precoding, we extended
the HSDPA standard toward four antennas at
the transmit side and utilized either two or four
receive antennas [13]. The results obtained when
employing 4 × 2 and 4 × 4 MIMO systems are
very different from the ones shown above:

•The relative design loss is now clearly the
major loss, dominating the implementation loss
in every scenario, while above they were roughly
of equal size. This indicates that precoding for
four antennas should be implemented with much
more sophistication than we did in our experi-
ment.

•The relative throughput has reached 30 per-
cent of the capacity at best. We can thus con-
clude that although advanced settings on
HSDPA improve absolute values of throughput
by up to 50 percent, relatively speaking they uti-
lize less of the now much higher capacity.

CONCLUSIONS

The measured throughput Dm actually observed
accounts for only 15–45 percent of the available
channel capacity. In terms of the individual loss-
es, our findings are summarized as:

•The CSI loss LCSI: This loss is given by
absence of full channel state information at the
transmitter. The CSI loss is typically small, and
for SISO and cross polarized 2 × 2 MIMO sys-
tems it can be neglected compared to the other
losses. Only when the transmission system
employs more than two antennas and is operat-
ing at low SNR is it worth combatting the CSI
loss by employing detailed CSI feedback. A
potential of 50 percent improvement in capacity
may sound appealing; note, however, that the
absolute values are rather small in the low SNR
regime.

•The design loss Ld: Here the differences
between HSDPA and WiMAX are not very pro-
nounced. HSDPA is generally better designed
as the design loss is roughly constant over the
full SNR range, while in WiMAX the design
loss is small for low SNRs and increases with
SNR. In the case of 2 × 2 MIMO WiMAX this
is caused by suboptimal Alamouti space-time
coding. Precoding is not expected to have an
impact on the design loss, as optimal precoding

matrices are unitary, and so are the proposed
precoding schemes in the HSDPA and LTE
standards. The design loss is the vehicle of the
future to achieve improvements at the design
stage. Once the standard is released, the design
loss is final.

•The implementation loss Li: In environ-
ments with high RMS delay spread (urban envi-
ronment with 1.1 μs), the implementation loss of
HSDPA is extremely large due to self-interfer-
ence, while in small RMS delay spread areas
(alpine environment with 260 ns) the behavior is
different. In WiMAX the different delay spread
has no impact, as the cyclic prefix was selected
sufficiently large. Both WiMAX and HSDPA
suffer losses of several decibels due to channel
estimation and non-optimal coding. The much
higher number of AMC schemes in HSDPA
does not show much of a benefit compared to
WiMAX. A good strategy for standardization
bodies could be to accept a rather large initial
implementation loss, anticipating that manufac-
turers will figure out how to improve implemen-
tation quality by employing more digital signal
processing complexity. However, some imple-
mentations are close to optimal, no longer offer-
ing much to be gained. Once manufacturers are
offering close to optimal implementations, they
cannot differentiate their products between each
other.

What counts at the end of the day when
designing a system is the throughput actually
achieved. Therefore, a system designer should
take all losses into consideration equally, but
note that the design loss imposed by the system
design can never be reduced in the future by a
clever receiver implementation. Therefore, it
may pay off to start with a smaller design loss
and a larger implementation loss.
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Abstract—A key enabler for high data rates in future wireless
systems will be the usage of millimeter Waves (mmWaves).
Furthermore, Filter Bank Multi-Carrier (FBMC) with its good
spectral properties has also been considered as a possible fu-
ture transmission technique. However, many authors claim that
multiple antennas and low-latency transmissions, two of the key
requirements in 5G, cannot be efficiently supported by FBMC.
This is not true in general, as we will show in this paper.
We investigate FBMC transmissions over real world channels
at 60 GHz and show that Alamouti’s space time block code
works perfectly fine once we spread (code) symbols in time.
Although it is true that spreading increases the transmission
time, the overall transmission time is still very low due to the
high subcarrier spacing employed in mmWaves. Therefore, coded
FBMC in combination with mmWaves enables high spectral
efficiency, low-latency and allows the straightforward usage of
multiple antennas.

Index Terms—5G mobile communication, Millimeter wave
measurements, Space-time codes, Code division multiplexing

I. INTRODUCTION

Orthogonal Frequency Division Multiplexing (OFDM), cur-
rently employed in Long Term Evolution (LTE), applies a rect-
angular prototype filter, leading to high Out-Of-Band (OOB)
emissions; not suitable for future wireless systems. There are
methods to reduce the OOB emissions in OFDM, such as
windowing or filtering, but they all have the disadvantage of
reduced spectral efficiency. Filter Bank Multi-Carrier (FBMC)
with Offset Quadrature Amplitude Modulation (OQAM), on
the other hand, preserves high spectral efficiency at the
expense of sacrificing the complex orthogonality condition
with the less strict real orthogonality condition. This leads to
additional challenges [1], especially for Multiple-Input Single-
Output (MISO) [2] and channel estimation [3], [4]. Although it
is true that many MISO methods cannot be directly employed
in FBMC because the orthogonality condition is fulfilled
in the real domain only, it is possible to recover complex
orthogonality by precoding (spreading) symbols in time. This
allows us to straightforwardly use all MISO methods known
in OFDM. Such coding approach in the context of MISO was
first proposed in [2] and later analyzed in more detail in [5].
The spreading process itself utilizes a fast Walsh-Hadamard
transform so that the additional computational complexity is
very low.

Besides new waveforms, millimeter Waves (mmWaves)
will also be important in future wireless systems due to
large available bandwidths in those frequency ranges [6]–
[8]. Unfortunately, the propagation conditions of mmWaves
are severely different compared to lower frequencies. Thus,
extensive research is required to validate the applicability

of mmWaves in practical systems. As proposed in [7] for
mmWave transmissions, we also consider a high subcarrier
spacing, inherently satisfying the low-latency condition.

The focus of this paper is the comparison of FBMC to
OFDM in terms of Bit Error Ratio (BER). As we will
show, FBMC and OFDM experience both the same BER and
require approximately the same frame transmission time. Thus,
utilizing OFDM, as currently done, for example, in IEEE
802.11ad, might not be optimal. Instead, FBMC might be a
better solution because it offers a higher spectral efficiency.

Novel contribution: We present a 60 GHz measurement
setup and show experimentally that, in contrast to common
believe, low latency MISO works in FBMC.

II. SYSTEM MODEL

The basic idea of multi-carrier systems is to transmit
data symbols, usually chosen from a Quadrature Amplitude
Modulation (QAM) signal constellation, over a rectangular
time-frequency grid, so that the transmitted signal s(t) can
be written as [9]:

s(t) =
K�

k=1

L�
l=1

gl,k(t)xl,k. (1)

Here, xl,k denotes the transmitted symbol (at subcarrier-
position l and time-position k) and gl,k(t) the corresponding
basis pulse, essentially a time and frequency shifted prototype
filter (we employ a Hermite prototype filter [10], [11]). The
total number of subcarriers is given by L and the total number
of time-symbols (per frame) by K.

Unfortunately, maximum spectral efficiency, time-
localization, frequency-localization and orthogonality
cannot be fulfilled at the same time according to the Balian-
Low theorem [12]. In OFDM, the underlying rectangular
function violates frequency localization, leading to high OOB
emissions. Conventional FBMC-OQAM, on the other hand,
replaces the complex orthogonality condition with the less
strict real orthogonality condition, making the application of
MISO more challenging. However, by spreading symbols in
time (or frequency), we can restore complex orthogonality
in FBMC-OQAM, so that MISO becomes as straightforward
as in OFDM. For more information on such a coding
approach we refer to our work in [5], which also includes
a downloadable MATLAB code. Our measurements show
that the channel is highly correlated in time and frequency.
Thus, the channel induced inter-carrier interference and
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Fig. 1. Block diagram of our 60 GHz measurement setup. Fig. 2 shows
pictures of our TX and RX modules. More information about our laboratory
environment can be found in [13].

inter-symbol interference can be neglected. This allows us to
accurately model the received symbols yl,m by:

yl,m = h
(1)
l,mx

(1)
l,m + h

(2)
l,mx

(2)
l,m + nl,m. (2)

In OFDM, the subscript m describes the time index m = k
while in Coded-FBMC it describes the coding index. Fur-
thermore, the superscript (·)(1) indicates transmit antenna 1
and (·)(2) transmit antenna 2. We consider Alamouti’s space
time block coding [2] as well as Single-Input Single-Output
(SISO) transmissions, that is, x

(2)
l,m = 0. Our measurements

show that the channel can be modeled by a Rician fading

process, with |hl,m| ∼ Rice
��

K
K+1 ,

1√
2(K+1)

�
, where K is

the Rician-K factor. The phase of hl,m is uniformly distributed
and the channel between antenna 1 and antenna 2 is correlated,
ρ = E{|h(1)

l,m||h(2)
l,m|}. The variable nl,m describes the Gaussian

distributed noise nl,m ∼ CN (0, Pn), with Pn denoting the
noise power. The signal power, on the other hand, is defined
as Ps = E{|h(1)

l,mx
(1)
l,m|2 + |h(2)

l,mx
(2)
l,m|2}. In order to validate

our measurements, we compare them to simulations in case
of Rician fading and to analytical expressions in case of an
Additive White Gaussian Noise (AWGN) channel, hl,m = 1.

III. MMWAVE TESTBED

We use a similar methodology as for our measurements
at 2.5 GHz [14]–[16]. FBMC and OFDM waveforms are
generated off-line in MATLAB, digitally up-converted to an
Intermediate Frequency (IF) and converted to the analog
domain by an Arbitrary Waveform Generator (AWG) (8-bit,
16 GSamples/s). Our mmWave modules [17], [18] then up-
convert this IF signal to 60 GHz, see Fig. 1. The receiver works
in a similar way, but in reversed order. The received samples
(16-bit, 200 MSamples/s) are also evaluated off-line in MAT-
LAB. To guarantee time-synchronization, we employ a trigger
network. The built-in synthesizer Phase-Locked Loop (PLL)

Fig. 2. Two 20 dBi conical horn TX antennas (top) and one omni-directional
RX antenna (bottom) are located indoor, approximately 5 m apart. In order
to obtain different channel realizations, we utilize an xy-table to relocate the
RX antenna, resulting in Rician fading, see Fig. 3. In case of NLOS, we put
an object between TX and RX, blocking most of the LOS components.

-40

3

-20

2 3

2
1

0

1

0 0 x-Position [Wavelength (5mm)]

y-Position [Wavelength (5mm)]

C
ha

nn
el

:
|h

|2
,[

dB
]

Fig. 3. The measured channel (averaged over 6 MHz and 300µs, possible
due to high correlation in time and frequency) shows large fading dips in case
of NLOS (low Rician K factor). For LOS we observe smaller fluctuations due
to a higher Rician K factor (not shown here).

is locking on a reference clock of 285.714MHz and capable
of synthesizing a frequency grid of Δf = 285.714MHz·7/4 ≈
500MHz distance. To avoid IF crosstalk, we operate the
transmitters and the receiver at different IFs. Furthermore, the
mirror frequencies are suppressed as the Local Oscillator (LO)
at the receiver is Δf higher than the LO at the transmitter.

A common reference clock is applied to all mmWave
modules. To avoid any crosstalk on the common clock line,
we increase the isolation by additional attenuators, see Fig. 1.

IV. MEASUREMENT RESULTS

Table I summarizes our measurement parameters. Note that
in FBMC, pulses overlap in time (overlapping factor of 3),
so that the transmission time in FBMC is 4µs longer than in
OFDM. However, the overall transmission time is still much
lower than 100µs, allowing low-latency transmissions [19].
For a fair comparison, OFDM and FBMC have the same
transmit power E{|s(t)|2}, leading also to the same Signal-to-
Noise Ratio (SNR) at the receiver. Furthermore, OFDM and

5. Publications Included

132



TABLE I
MEASUREMENT PARAMETERS

Carrier frequency 60 GHz
Subcarrier spacing, F 500 kHz
Number of subcarriers, L 48
Transmission bandwidth (without guard), FL 24 MHz
Number of (complex) time-symbols per frame, K 16
Frame transmission time for OFDM (with cyclic prefix) 33µs
Frame transmission time for FBMC (with guard+overlap) 33µs + 4µs
Signal constellation 4-QAM
Bit rate (ignoring pilots) 46.5 MBit/s
Pilot spacing in frequency (diamond shaped) 6
Pilot spacing in time (diamond shaped) 8
Number of random RX positions (xy-table) 1000
RX positioning area in wavelengths (5mm) 7× 6

TABLE II
MEASURED CHANNEL PARAMETERS

Rician K Ant. 1 Rician K Ant. 2 Ant. correlation, ρ
LOS 24 42 0.2

NLOS 0.9 2.9 0.4

FBMC have the same bit rate, but FBMC has better spectral
properties and therefore a higher spectral efficiency.

The interference plus noise power is estimated by evaluating
the received symbols at subcarrier position 0 and L+ 1, that
is, the first subcarrier below and above the transmission band.
On the other hand, the noise power is estimated by setting
all transmitted symbols to zero, x(1)

l,m = x
(2)
l,m = 0. Our setup

behaves linearly within the considered transmit power range.
However, phase noise causes severe self interference, lead-
ing to a Signal-to-Interference Ratio (SIR) of approximately
17 dB.

We measure three different scenarios: Line-Of-Sight (LOS),
Non-Line-Of-Sight (NLOS) and AWGN. For the NLOS case,
we block the direct path by an object. This causes a loss
in received signal power by approximately 10 dB that we
compensate by increasing the transmit power. For the AWGN
scenario (SISO), we connect the TX module and the RX
module back-to-back with 60 dB attenuation.

Our measurements show that the channel is highly corre-
lated in time and frequency. Indeed, the correlation coefficient
in time is approximately one for all scenarios. The correlation
coefficient in frequency is also approximately one, except for
antenna 1 in case of NLOS, where we observe a correlation
coefficient between the first and the last subcarrier (23.5 MHz)
of 0.83.

As shown in Table I, our transmission bandwidth of FL =
24MHz is relatively narrow (for mmWaves). This is due to the
sampling rate of our analog-to-digital converter (a maximum
of 100 MHz would be possible, but filters and robustness to
crosstalk prevents us from doing that). Furthermore, a narrow
bandwidth guarantees a sufficiently high SNR at the receiver
(we currently do not employ a power amplifier). However, the
bandwidth has no impact on the (averaged) uncoded BER.

Our measurement results also include a confidence interval
obtained by bootstrapping [20]. For each RX position, we
average the BER over one transmission block. On these
measurement results we then apply the MATLAB built-in
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Fig. 4. FBMC performs as good as OFDM in terms of BER, but has the
additional advantage of much lower out-of-band emissions. Alamouti’s space
time block code improves the performance in case of NLOS but not for LOS
because there is almost no diversity to exploit.
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Fig. 5. The system model in (2) accurately describes our measurement results.
The simulation parameters can be found in Table II while for AWGN we rely
on theoretical expressions (complementary error function). In case of AWGN,
the small deviation between theory and measurements can be explained by
hardware effects.

bootstrap function.
Fig. 4 compares OFDM and FBMC in terms of BER over

estimated Signal-to-Interference plus Noise Ratio (SINR) for
the LOS and the NLOS scenario. In FBMC we observe
the same BER as in OFDM, but FBMC has better spectral
properties [5]. Thus, if high spectral efficiency is the primary
goal, FBMC should be chosen over OFDM (which, however,
has a slightly lower computational complexity). We further see
that Alamouti’s space time block code provides no diversity
gain in case of LOS. Once the direct path is blocked, however,
Alamouti’s space time block code exploits spatial diversity,
increasing the overall robustness of the system. Note that the
BER is relatively high due to the random fading dips, see
Fig. 3. In practice, we would include channel coding.

Fig. 5 shows the measurement results for FBMC and
compares them to our system model in (2). Overall, we see
a good match between theory and measurements. In case of
AWGN, we observe small deviations starting at approximately
5 dB which can be explained by non-Gaussian interference.
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V. CONCLUSION

Spreading symbols in time allows us to restore complex
orthogonality in FBMC-OQAM, so that all MISO methods
known in OFDM can be straightforwardly applied. We showed
through real world testbed measurements that for such coding
scheme, FBMC has the same BER as OFDM but the additional
advantage of lower OOB emissions. Furthermore, the high
subcarrier spacing proposed for mmWaves [7] leads to a
reduced transmission time, allowing low latency communica-
tions despite the increased frame duration due to spreading.
Thus, the requirements of 5G can be perfectly met by Coded-
FBMC in mmWave communications.

In case of LOS, Alamouti’s space time block code shows
no improvement compared to SISO. However, once the direct
path is blocked, such spatial diversity scheme improves the
performance. This is particularly useful in mmWave commu-
nications where the LOS path might easily be blocked.
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affected by waves re-entering the car through train windows,
and propagation loss among train cars. Finally, harmonic char-
acteristics of Korean high-speed trains using power electron-
ics equipment such as converter-driven motor drives, battery
chargers, or auxiliary power supplies are analyzed in [7].

The aforementioned studies contribute to the inclusion of
new wireless services in high-speed vehicles. In this sense,
this paper proposes a methodology that allows for repeat-
able, closed-loop, off-line-processed measurements at very
high velocities (up to 560 km/h), exceeding the speed limits
of current wireless communication standards (500 km/h for
GSM-R2 [8] and for LTE3 [9, p. 4]). Nonetheless, note
that directly evaluating the performance of mobile wireless
communication systems under the aforementioned conditions
becomes extremely difficult in, for example, high-speed train
environments.

II. TESTBED MEASUREMENTS

In principle, measuring the physical layer downlink perfor-
mance of a new wireless communication system at high
velocities is simple. Figure 1 shows a possible set-up where a
static transmitter is mounted on a roof, and a moving receiver
is placed in a car or a train:

TX
software

radio
hardware

radio
hardware

RX
software

complex baseband data

static equipment
placed on rooftop

moving equipment
placed in a car or a train

th
ro

ug
hp

ut

complex baseband data

wireless downlink
radio channel

Fig. 1. Testbed measurement set-up.

Keeping things as simple as possible, the first step is to gen-
erate a representative transmit signal block (a representative
statistical sample) in high-level programming environments as
for example Matlab4 or C++. The next step is to convert

2GSM-Railway. . . mobile communication standard for railway communi-
cation.

3LTE, 3GPP Long Term Evolution. . . mobile communication standard,
successor of GSM/EDGE and UMTS/HSxPA.

4MathworksTM Matlab®, a numerical computing environment often used
in communication engineering.

Abstract—The impact of high velocities on the physical layer 
downlink performance of mobile radio communication systems 
is generally measured by placing a receiver in a car, train, or 
similar vehicle. While these so-called drive test measurements 
produce valuable results, they lack the flexibility, repeatability, 
and controllability usually required for initial testing of ideas 
and algorithms.

In this paper, we present a methodology that allows for repeat-
able, closed-loop, off-line-processed measurements at velocities up 
to 560 km/h (350 mph). The proposed laboratory set-up allows for 
precise controlling of velocity and average signal-to-noise ratio. 
For increased convenience during initial testing, the apparatus 
can be even used indoors.

I. INTRODUCTION

Nowadays, there is an increasing demand for wireless services 
in high-speed vehicles, as for example in new generation 
trains. Implementing wireless applications suitable for high-
speed conditions requires the adaptation of existing wireless 
protocols and applications to guarantee a reliable service. 
For example, in [1] the authors work with faster handover 
protocols than the ones currently used in GSM (250 km/h)
and UMTS1. Additionally, fast IP handover improvements 
allowing for Internet services in high-speed trains are studied
in [2] by means of a combination of a geo-satellite network 
and a terrestrial wireless local area network. In [3], a reliable 
communication-based train control to improve track utilization 
and enhance train safety is introduced. A system demonstrator 
is proposed in [4] with the objective of providing all available 
UMTS services to train passengers as well as allowing for
control and signaling train applications.

On the other hand, [5] and [6] evaluate both, performance
and propagation characteristics of wireless communications in 
high-speed trains, studying factors such as speed, waveguide
effects in closed (narrow) environments, propagation loss

This work has been funded by the Christian Doppler Laboratory for Wireless 
Technologies for Sustainable Mobility, the A1 Telekom Austria AG, and the 
KATHREIN-Werke KG. It has also been supported by the Xunta de Galicia, 
the Ministerio de Ciencia e Innovación of Spain, and the FEDER funds 
of the European Union under the grants 10TIC003CT, IPT-020000-2010-35, 
TEC2010-19545-C04-01, and CSD2008-00010. The financial support by the 
Federal Ministry of Economy, Family and Youth and the National Foundation 
for Research, Technology and Development is gratefully acknowledged.

1GSM, Global System for Mobile Communications and UMTS, Universal 
Mobile Telecommunications System. . . mobile communication standards.
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this block into an analog, high-power signal to be transmitted
over a wireless channel. Finally, at the receiver, this block is
then converted back into a format that can be processed using
high-level programming on a personal computer. The resulting
throughput then represents the instantaneous physical layer
downlink performance of the radio communication system
under investigation. If the average downlink performance
is of interest, one has to take a larger sample by repeating
the measurement. The mean throughput performance of the
scenario is then calculated by averaging all values obtained.

However, the following difficulties arise:

• Code has to be written to generate and receive standard-
compliant blocks of data. Fortunately, for mobile com-
munication standards such as LTE, free simulators exist
[10]. Implementing the complete transmitter and receiver
in dedicated real-time capable hardware would also be
possible, yet usually too time-consuming. We therefore
chose to implement all algorithms off-line in Matlab.

• The transmit and receive radio hardware has to be bought
or built. When dealing with multiple base-stations employ-
ing multiple antennas at the transmitter site and multiple
antennas at the receiver site this task is not trivial. Such
endeavor consumes a lot of money as well as resources
and, therefore, it is a challenge on its own (see [11]). In
this paper, we utilize the Vienna MIMO Testbed developed
by us from 2006 to 2009 [12].

• If carried out using a car, measurements are neither con-
trollable nor repeatable. In other words, it is impossible
to externally set a specific average signal to noise ratio
or to drive exactly the same route twice, especially not
several times a second as it may be preferred in certain
measurement set-ups. We therefore refrain from measuring
in a car and seek other possibilities.

• High velocities, as for example the 500 km/h considered for
LTE [9, p. 4], present an additional challenge as trains (and
other ground-based vehicles) usually fail to deliver such
high speeds.

• Modern wireless communication systems employ channel
adaptive modulation and coding techniques. For a mea-
surement, this means that channel information gathered by
the receiver —the so-called “feedback information”— has
to be transmitted back to the transmitter in the uplink or
via an external connection. This imposes a problem if the
feedback chain consisting of receiver signal-processing, link
back to the transmitter, and transmitter signal-processing
is not implemented in dedicated hardware, thus does not
operate in real-time.
– A possible solution often employed (e.g., [12]) is to

operate the measurement in a static environment. This
is not feasible, as we want to measure while the receiver
is moving at high velocities.

– Another possible solution is to implement the feedback
chain in dedicated real-time capable hardware. Such an
endeavor is only feasible for large companies (e.g. [13]).

We therefore seek to employ a technique that allows for
off-line signal processing, while still supporting feedback,
repeatability, controllability, and measuring at high velocities.

III. ISSUES WHEN MEASURING AT HIGH VELOCITIES

A. Feedback

Consider, for example, LTE (see Figure 2): An LTE sub-
frame is 1 ms long (Block C) and may use the feedback from
the sub-frame 6 ms ago (Block B) [9, p. 294] while the off-
line processing for the feedback itself requires e.g. 56 ms, so
Block A is the closest block that can be used to calculate the
feedback.
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Fig. 2. Feedback in LTE.

If the channel were repeatable (equal in the left-hand and
right-hand part of Figure 2) such that block A experiences the
same channel as block B, off-line-processed feedback would
be possible.

B. Repeatability and Controllability

To make the channel repeatable, we propose to
1) keep the surroundings constant: By carefully choosing a

scenario where no objects move, this is easily possible for
time spans in the magnitude of 50 ms.

2) mount the receiver on, for example, a linear guide: Acceler-
ated by a direct-drive linear motor, accelerations of 10 g can
be easily reached (g=9,81m/s2) such that a 2.5 m long guide
is sufficient to accelerate to a speed of 14 m/s (50 km/h,
31 mph) and stop afterwards.

4 signal cables 
to receiver

linear guide

direct-drive
linear motor

antennas

antennas
accelerating

100 m/s2 14 m/s -100 m/s2

antennas
de-accelerating

antennas moving precisely
and reproducibly

Fig. 3. Proposed set-up for low-velocity feedback measurements.

While direct-drive linear guides are precise enough to repeat a
position with an accuracy of 100 μm and high accelerations can
be handled by a careful mechanical design, reaching speeds
greater than 20 m/s does not seem possible using off-the-shelf
components. Furthermore, in the above example, it takes about
half a second until the antennas are de-accelerated, moved
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back to the left-hand side of the guide, and then accelerated
again. This minimum possible time to measure with feedback
increases quadratically with the speed to be reached.

C. High Velocities

velocity=
0 to 560 km/h

4 antennas
(e.g. monopoles)

2 rotary joints

rad
ius =

 1 mete
r

counterweight

4 signal cables 
to receiver

electric
motor 

laser
barrier 

metal
ground
plane

Fig. 4. Proposed set-up with fast-moving receive antennas.

At a greatly reduced price and mechanical effort, all afore-
mentioned issues can be overcome by moving the antennas
around a central pivot as shown in Figure 4. This design now
allows for very high speeds while the same antenna position
is still reached once per rotation.

IV. DISCUSSION OF THE SET-UP PROPOSED IN FIGURE 4

A. Applicability

While the proposed set-up can be placed at any location
desired, closed-loop measurements, that is, measurements with
feedback, can only be performed when the surroundings are
static. In open-loop mode, measurements in any scenario are
possible.

To measure the downlink of LTE at its maximum supported
speed of vLTEmax=139 m/s, we chose an arm length of 1 m and
an electric motor that can rotate at up to 1500 revolutions per
minute. At maximum speed (v=157 m/s), the antennas move
about 16 cm during a 1 ms long LTE sub-frame, equivalent to
9 degrees of rotation.

Whether this set-up represents real-live situation is subject
to discussion. In any case, we believe that it is useful
for the initial testing of algorithms and devices in research
and development as it allows for measurements that would
otherwise require enormous efforts (for example measuring at
500 km/h).

B. Mechanical Considerations

In mechanical terms, the design proposed in Figure 4 is best
described as a centrifuge. Rotating around a central axis at
1500 rotations per minute (f=25 rotations per second) and
an arm length of r=1 m, the antenna moves at a speed of

v=157 m/s (= 560 km/h = 350 mph). Therefore, the centripetal
acceleration of

a = ω2r = (2πf)2r ≈ 25000m/s2 ≈ 2500 g

has to be exerted by the arm on the antenna. Even without
an antenna, to withstand this acceleration, an aluminum alloy
arm must exceed a yield strength of 70 N/mm2. To be on the
safe side, we therefore chose to use a carbon fiber-reinforced
polymer pipe for the arm and design all other critical parts
out of high-strength aluminum alloy. A printed circuit board
will act as ground plane for the antennas, while the semi-rigid
coaxial radio-frequency cables required to guide the received
radio waves to the receiver are glued inside the arm using
fiberglass glue. The bearings, as well as the engine, can be
bought off-the-shelf.

C. Electrical Considerations

Here, the critical parts are the two rotary joints that are
required to connect the four rotating coaxial cables in the
arm (we want our set-up to support four antennas, signal
center frequency=2.5 GHz) to the static cables outside the
arm. Fortunately, military-grade solutions do exist for this
application. Except for the rotation, the cables itself are
glued inside the arm and therefore static to not change their
electrical properties due to bending. Furthermore, even while
rotating, the properties of the cables can be easily checked
by disconnecting the antennas and pairwise connecting the
antenna ports at the end of the arm.

D. Synchronization Considerations

In order to carry out precise, repeatable measurements, the
time at which the antennas will reach a distinct position has
to be precisely known beforehand. We therefore utilize a high-
speed laser barrier and dedicated real-time capable hardware
for the timing synchronization of the blocks transmitted.

E. Validation

First, we disconnect the four antennas from the end of the
arm. Then, we connect the antenna cables pairwise at the end
of the arm using rigid cables. Next, we connect two antennas
to the cables that come from the rotary unit. Summarizing,
these two antennas are then connected to the radio frequency
hardware through the proposed set-up without antennas, that
is, through a looped-back “long cable” and two rotary joints.

Using this set-up, we then check whether the properties
of the transmission change if the arm is rotating at different
speeds.

F. Repeatability

Using the Vienna MIMO Testbed, we can repeat a mea-
surement in an outdoor-to-indoor scenario with a throughput-
precision of approximately 2% [14, p.29]. Rotating the anten-
nas between successive measurements by multiples of whole
rounds should not affect this precision.
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G. Controllability

A major advantage of the proposed set-up is controllability.
One can easily externally change and set the average signal
to noise ratio (by changing the power of the transmitter) or
the velocity (by changing the rotation speed using a frequency
inverter).

H. Measurement Repetition Rate

Another advantage of the set-up proposed is the ability to
carry out many measurements in short time-spans at similar or
even equal conditions. Measuring, for example, in a train at
300 km/h would only allow for a few measurements until the
train has passed the transmitter, and only for one measurement
at a specific position.

Using the proposed set-up, several measurements can be
carried out during one rotation of the arm, and measurements
at equal channel conditions can be carried out once per
rotation. At 300 km/h, for example, a measurement can be
repeated every 75 ms. (An increased repetition rate can be
achieved by reducing the length of the arm rotated.)

I. High Velocities

Future applications in high-speed trains may require algo-
rithms to work at speeds up to 500 km/h. Unfortunately, trains
or other ground-based vehicles currently do not support such
high speeds. The set-up proposed in Figure 4 is designed to
support velocities of up to 560 km/h.

V. EXEMPLARY MEASUREMENT ENVIRONMENT

To carry out repeatable, off-line testbed measurements we
propose the measurement environment shown in Figure 5:

TX
software

sync
unit

sync
unit

frequency
inverter

GPS

GPS

radio
hardware

FIFO

TX
software

radio
hardware

FIFO

static transmitter
placed on rooftop

static receiver
placed outdoors

wireless downlink
radio channel

trigger from laser barrier

RS-485 to set speed

LAN connection to exchange messages about trigger time instant

4 signal
cables

Fig. 5. Proposed testbed set-up for measuring at very high velocities.

In this measurement environment, a data block to be trans-
mitted is first created off-line in software. Next, this block is
loaded into a real-time capable transmit FIFO5 that waits for

5FIFO, First Iin First Out. . . a buffer that is filled from the input side slowly
with data and then replays this data on the output side in real-time.

a trigger pulse of a synchronization unit before forwarding the
data samples to the radio hardware.

At the receiver, the incoming signals are captured by four
antennas moving at very high-speed, next guided through
coaxial cables inside the arm of the rotary unit to its axis,
then guided through the rotary joints, then guided to the radio
hardware and finally converted to the digital domain. In case
the synchronization unit at the receiver issues a trigger, the
digital data samples are stored in a FIFO buffers to be then
evaluated off-line in software.

The speed of the rotary unit is controlled via RS-485 using
an off-the-shelf frequency inverter. Once rotating, the arm
passes once per rotation through a laser barrier that sends a
pulse to the sync unit. The synchronization unit itself can use
this information to exactly calculate the position of the arm.
As the synchronization units of the transmitter and the receiver
are locked to a GPS reference and connected to each other by
a local area network connection, a synchronous trigger pulse
can be issued at transmitter and receiver at always the same
arm position (that is reached once per rotation). More details
on how to build the therefore needed synchronization unit can
be found in [15, 16].

VI. CONCLUSIONS

In this paper we present a novel way to measure the per-
formance of mobile radio transmissions at high speeds. In
contrast to drive-test measurements, our set-up allows for
repeatable, off-line, closed-loop measurements at velocities
exceeding 500 km/h.

We see the applicability of the proposed set-up not in the
final evaluation of mobile communication devices (namely cell
phones) at high speeds, but in the initial testing of parts of
them and algorithms under conditions, that would otherwise
require way too high efforts.
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Abstract

Long-Term Evolution (LTE) is expected to substitute the Global System for Mobile (GSM) Communications as the radio
access technology for railway communications. Recently, considerable attention has been devoted to high-speed
trains since this particular environment poses challenging problems in terms of performance simulation and
measurement. In order to considerably decrease the cost and complexity of high-speed measurement campaigns, we
have proposed a technique to induce effects caused by highly time-varying channels on Orthogonal Frequency-
Division Multiplexing (OFDM) signals while conducting measurements at low speeds. In this work, we illustrate the
performance of this technique by comparing the results of LTE measurements at different velocities in a controlled
measurement environment. Additionally, we validate this technique by means of simulations, considering one of the
scenarios defined as part of the Winner Phase II Channel Models, specifically designed for high-speed train scenarios.

Keywords: LTE; OFDM; Measurement; High speed

1 Introduction
Over the last few years, broadband communication
between nodes moving at high speeds has attracted spe-
cial attention. One of the most relevant research topics in
this field is the modeling of the High-Speed Train (HST)
channel. Nowadays, the most widely used communication
system between trains and the elements involved in oper-
ation, control, and intercommunication within the railway
infrastructure is based on the Global System for Mobile
(GSM) Communications. This technology, namely, the
GSM for Railways (GSM-R), is not well-suited for sup-
porting advanced services such as automatic pilot appli-
cations or provisioning broadband services to the train
staff and passengers. Besides trains, the increasing num-
ber of broadband services available for mobile devices
motivated the migration from third-generation mobile
networks to fourth-generation ones, mainly Long-Term
Evolution (LTE). Therefore, LTE seems to be a good candi-
date to substitute the GSM as the fundamental technology
for railway communications.

*Correspondence: j.rpineiro@udc.es
1Department of Electronics and Systems, University of A Coruña, Facultade de
Informática, Campus de Elviña, A Coruña 15071, Spain
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Several radio channel models have been proposed
for moving radio interfaces, such as the International
Telecommunication Union (ITU) channel models [1]. The
first channel modeling approach for high-speed train sce-
narios was proposed by Siemens in 2005 [2]. More recent
proposals are the Winner Phase II Model (high-speed
moving networks were included in [3]) and the radio
channel models approved by the ITU Radiocommunica-
tion (ITU-R) Sector for the evaluation of IMT-Advanced
Technologies (high-speed train scenarios were explicitly
considered in [4]). However, only a few results based on
empirically obtained data which can validate the afore-
mentioned channel models are available. One example of
high-speed train channel modeling contributions based
on the results obtained by means of measurement cam-
paigns is the propagation path-loss model proposed in
[5]. The same experimental results were also used for the
definition of the large-scale model proposed in [6]. An
efficient channel sounding method for high-speed train
scenarios using cellular communications systems is pro-
posed in [7] by considering Wideband Code Division
Multiple Access (WCDMA) signals.
One of the reasons that explains the low number of

measurement campaigns in high-speed environments is
their complexity and cost. Furthermore, it is not possible,

© 2015 Rodríguez-Piñeiro et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and
reproduction in any medium, provided the original work is properly credited. The Creative Commons Public Domain Dedication
waiver (http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise
stated.
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in most cases, to measure at high speeds in controlled
environments in a reproducible and repeatable way. In
addition, measuring in high-speed trains demands for
specific hardware and software solutions (see [8]). In
order to address those problems, we proposed a tech-
nique to induce the effects caused by highly time-varying
channels in Orthogonal Frequency-Division Multiplexing
(OFDM) signals while conducting the measurements at
much lower speeds [9]. This technique consists basically
in reducing the subcarrier spacing of the OFDM signal by
scaling down the bandwidth of the whole OFDM signal.
More specifically, we propose to interpolate the transmit
OFDM signal in the time domain before its transmission.
The time-interpolated signal still conveys exactly the same
information as the original one but with a reduced sub-
carrier spacing, thus artificially increasing the sensitivity
to the Inter-Carrier Interference (ICI). For example, if we
time interpolate the transmit OFDM signal by a factor I,
the subcarrier spacing will be reduced by the same factor I,
which is similar to what would happen if the transmission
was conducted at I times the original speed.
In [9], we have proposed this novel methodology for

evaluating the performance of OFDM transmissions in
real-world scenarios affected by large Doppler spreads
while conducting the measurements at low speeds.
More specifically, in [9], we considered the transmission
of standard-compliant WiMAX Mobile (IEEE 802.16e)
signals, both through simulations and realistic outdoor
measurements. When conducting measurements with
movement in realistic environments and using off-the-
shelf vehicles (e.g., cars, trains), the repeatability of the
results is basically lost because the following issues arise:

• It is extremely difficult to keep the vehicle speed
constant during the measurements.

• Reaching high-speed values with experimental user
equipment is expensive and sometimes even not
possible in realistic environments.

• Impacts from measurement control can always arise
(e.g., another vehicle driving nearby) leading to
non-repeatable results.

• Modifications in the measurement scenarios (e.g., the
path of the road is modified, a huge vehicle is parked
close to the measurement path) hinder fair
comparisons with future measurements.

• It is quite challenging to drive several times along
exactly the same path.

In order to validate the technique proposed in [9] while,
at the same time, overcoming all the abovementioned
issues found when conducting non-repeatable measure-
ments using off-the-shelf vehicles, we performed the
assessment employing a setup that allows for repeatable
measurements at different speeds up to 200 km/h and

considered LTE as the wireless communication standard.
This setup consists in an antenna that is rotated around
a central pivot at a constant speed, allowing for validat-
ing our previously proposed technique under repeatable
as well as controlled conditions.
We complete the validation by means of simulations

considering a channel model suited for high-speed train
scenarios. More specifically, we consider the channel
model associated with the D2a link of the D2 scenario
of the Winner Phase II Channel Models [3]. Notice that
our intention is not to model the measurement envi-
ronment using a channel model existing in the litera-
ture. Our intention is to prove the validity of our results
in a perfectly repeatable (and controlled) environment
which is widely accepted for simulating high-speed train
conditions. Therefore, measurement and simulation sce-
narios correspond to very different wireless communica-
tion environments since the simulations consider a rural
macro-cell with Line-of-Sight (LoS) between transmitter
and receiver, while an outdoor-to-indoor communication
without LoS is considered for the measurements.
The presented results, which were obtained under

repeatable conditions, both, through measurements and
simulations, show that our technique induces highly time-
varying channels with excellent agreement.
The rest of the paper is organized as follows. Section 2

explains the proposed time interpolation technique to
induce high-speed effects on OFDM signals while con-
ducting measurements at much lower speeds. Section 3
describes the setup and measurement methodology for
measurements as well as for simulations. Different figures
of merit for the results are also introduced. Section 4
presents both, measurement and simulation results,
and shows the excellent agreement obtained with the
proposed technique. Finally, Section 5 is devoted to
conclusions.

2 Emulating high speeds by time interpolation
Let us consider an OFDM modulation where N subcar-
riers are multiplexed to construct each OFDM symbol.
OFDM symbols are cyclically extended by addingNg sam-
ples, thus having a total length of Nt = N + Ng samples.
Accordingly, the k-th OFDM symbol can be represented
as:

sk = G1FHxk , (1)

where xk is a N × 1 vector containing the constellation
symbols corresponding to the transmitted subcarriers in
the k-th symbol, F is the standard N × N DFT matrix, G1
is a Nt × N matrix which cyclically extends the OFDM
symbol, and sk is a Nt × 1 vector with the transmitted
OFDM symbol in the time domain. This signal is transmit-
ted at a sampling period Ts, hence creating symbols with
a duration Tt = TsNt and a bandwidth Fs = 1/Ts. When
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transmitting sk over a time-varying channel and assuming
a sufficiently long cyclic prefix, the received signal is [10]:

rk = FG2
�
H(t)

k G1FHxk + nk
�

= Hkxk + wk , (2)

whereH(t)
k is aNt×Nt matrix with the time-varying chan-

nel impulse response experienced by sk , G2 is a N × Nt
matrix to remove the cyclic prefix, nk is a Nt × 1 vector
with uncorrelated complex-valued white Gaussian noise
entries with power σ 2, Hk is a N × N matrix with the
channel frequency response, and wk is a N × 1 vector
containing uncorrelated complex-valued white Gaussian
noise entries with variance σ 2.
If the channel is time invariant, Hk will be a diago-

nal matrix. In time-selective channels, however, non-zero
entries will appear outside the main diagonal of Hk and
ICI arises in the received signal. The amount of ICI relates
to the normalized Doppler spread of the channel, which is
given by Dn = fdT , fd being the maximum Doppler fre-
quency and T = TsN the duration of the OFDM symbol
excluding the cyclic prefix. As proposed in our previous
work [9], parameter T can be adjusted by time interpo-
lation by a factor I, yielding an OFDM symbol duration
T I = ITsN . Therefore, given the actual velocity v of the
mobile receiver, the normalized Doppler spread, impact-
ing the time-interpolated OFDM signal can be written as:

DI
n = fdT I = fdITsN = TsNIfcv

c = TsNfc
c vI , (3)

with fc the carrier frequency, c the speed of light, and vI =
Iv the emulated speed as a result of an actual measure-
ment speed v and an interpolation factor I. Consequently,
enlarging the symbol length T I by adjusting I allows for
the emulation of a velocity vI while conducting measure-
ments at an actual speed v. Notice that this procedure is

also valid for time decimation of the signal, simply tak-
ing 0 < I < 1, leading to an emulated speed lower than
the actual one. Finally, note also that I does not have to
be an integer value. Fractional time interpolation and dec-
imation factors are also possible, hence providing a great
flexibility for adjusting vI from v.
In our setup, time interpolation factors I ≥ 1 were

applied to standard-compliant downlink LTE OFDM sig-
nals before the over-the-air transmission to emulate sit-
uations with I times higher velocity than the actual
receiver speed. The same principle was considered for the
simulations.

3 Evaluation setup and procedure
We use the measurement setup shown in Figure 1 (mea-
surement branch) to test the proposed technique of emu-
lating high speeds by time interpolation of OFDM signals.
The setup consists of:

1. Signal generation (transmitter side) and signal
processing (receiver side) : at the transmitter side,
standard-compliant LTE subframes are generated
using the LTE Downlink Link-Level Simulator
developed at the TU Wien [11]. At the receiver side,
the same simulator is used to process the received
signals and to estimate the following figures of merit:
uncoded Bit Error Ratio (BER), coded BER, Error
Vector Magnitude (EVM), and Signal-to-Noise Ratio
(SNR).

2. Time interpolation and time decimation: the signal is
time-interpolated by a factor I at the transmitter and
decimated by the same factor I at the receiver side.
This way, we emulate a Doppler spread similar to
that obtained with a speed increase by a factor of I.

3. Signal transmission and signal reception: signals are
transmitted over the air by using a testbed developed

Figure 1 Block diagram of the considered setup. ‘Measurement branch’ is considered for the measurements, while ‘simulation branch’ is used for
the simulations.
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at the TU Wien [12,13]. The testbed transmitter is
placed outdoors on a roof of a building in downtown
Vienna, Austria. The receiver is placed indoors in the
fifth floor of an adjacent building at a distance of 150
m (see Figure 2), hence recreating an
infrastructure-to-vehicle scenario. Note that no
feedback channel was used in our experiments.
Consequently, no adaptive modulation and coding
schemes were applied. Channel Quality Indication
(CQI) values were fixed in advance. Notice also that
the testbed is equipped with a highly precise time and
frequency synchronization system based on Global
Positioning System (GPS)-disciplined rubidium
oscillators and a custom-made synchronization unit
[14]. As a result, we can assume perfectly time and
frequency synchronized measurements. Thus, the
results are not affected by time or frequency offsets
due to imperfect synchronization.

4. Generation of high-speed conditions: high-speed
conditions are generated by transmitting from a static
transmit antenna to a receive antenna that is rotated
around a central pivot in a controlled and repeatable
way [15,16] (see Figure 3). Different channel
realizations are created by measuring at different
initial positions of the receive antenna. Note that the
trajectory of the antenna is well approximated by a
straight line since the diameter of the trajectory is 2
m and each LTE subframe is 1 ms long (see Figure 4).

3.1 Measurement setup
In order to evaluate the impact of high-speed conditions
on LTE transmissions, actual velocities ranging from 50

to 200 km/h were considered. Furthermore, interpola-
tion factors of I = 1 (no interpolation), I = 2, and
I = 3 were used for generating Doppler spreads equiva-
lent to those associated to velocities ranging from 50 to
600 km/h. Note that it is possible to generate exactly the
same Doppler spread value from different combinations
of the actual measurement velocity and the interpolation
factor (see Table 1). We considered this fact to show that
our technique allows for the evaluation of wireless com-
munication systems at high speeds while measuring at
much lower speeds. In order to do that, we generated the
same Doppler spread by means of different velocities and
interpolation factors, and then, we compared the obtained
results. Table 1 shows the combinations of actual speeds
and interpolation factors which lead to equal Doppler
spreads (each row of the table corresponds to a different
Doppler spread factor).

3.2 Measurement procedure
Several measurements are conducted for each velocity
and interpolation factor. More specifically, three differ-
ent positions of the whole receiver (including the antenna
rotation unit) along its rails (see Figure 3) are considered.
For each of these positions, 10 measurements per veloc-
ity and interpolation factor are carried out, each starting
at a given angular shift on the circumference defined by
the receive antenna rotating around a central pivot. There-
fore, 30 different channel realizations are measured in
total for each pair of velocity and interpolation factor.
Furthermore, the whole set of measurements is repeated
for each SNR value, among those specified in Table 2.
The transmit power employed at the testbed transmitter

Figure 2 Location of the transmitter and the receiver. Note that the transmitter is installed outdoors on a roof of a building, while the receiver is
placed indoors in the fifth floor of an adjacent building. The distance between transmitter and receiver is approximately 150 m.
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Figure 3 Setup used for generating high-speed conditions. The receive antenna is rotated around a central pivot, generating high-speed
conditions in a controlled and repeatable way.

is modified in order to achieve different average SNR
values.
In order to be able to compare the results gathered from

different interpolation factors, we have to ensure that the
receive antenna trajectory, spectrum usage, and average
OFDM symbol energy remain constant for each emulated
velocity v · I:

1. Equal receive antenna trajectory: in order to
maintain a constant Doppler spread, the rotation
speed has to be divided by the interpolation factor
(see Table 1). Therefore, as it is shown in Figure 4,
the trajectory of the receive antenna during the

transmission of one LTE subframe does not vary
when changing the interpolation factor and antenna
velocity as long as the emulated speed is the same.

2. Equal spectrum usage: when a subframe is
interpolated by a factor of I, its bandwidth is
decreased by the same factor, which in principle
reduces the effect of the channel frequency diversity.
In order to experience the same spectrum, I replicas
of the interpolated signal are transmitted to ensure
that the whole frequency range of the original signal
is used. The results are then averaged. Figure 5 shows
an example of this procedure for I = 2, I = 3, and for
an arbitrary interpolation factor.

Figure 4 Trajectory followed by the antenna during the acquisition of a single LTE subframe. An emulated speed of 400 km/h was used and the
three interpolation factors I = {1, 2, 3} were considered. Evaluating the results at a speed value of 400 km/h can be done 1) by measuring at the
actual velocity of 400 km/h without time interpolation (I = 1); 2) by measuring at half the speed with I = 2; and 3) by measuring at 400/3 = 133.33
km/h with I = 3. In all cases, the length of the trajectory described by the antenna is the same (close to 11 cm) and can be approximated by a
straight line since the antenna describes a circle with a diameter of 2 m while rotating around the central pivot.
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Table 1 Emulated speed values (expressed in km/h) that
can be obtained from more than an actual velocity v

Emulated speed, vI = Iv I = 1 I = 2 I = 3

100 v = 100 v = 50 –

150 v = 150 v = 75 v = 50

200 v = 200 v = 100 v = 66.6

250 – v = 125 v = 83.3

300 – v = 150 v = 100

Notice that these are the speed values considered in the error curves in
Figures 6, 7, 8, 9, 10, and 11.

3. Equal average transmit energy per OFDM symbol : in
order to preserve the average energy per OFDM
symbol, the interpolated signals are scaled in
amplitude by a factor of

√
I before being transmitted.

Notice that our main objective is to validate the pro-
posed technique considering a realistic scenario while, at
the same time, keeping its complexity under reasonable
terms, hence simplifying the validation process and facil-
itating the comprehension of the results. Therefore, we
consider over-the-air standard-compliant LTE transmis-
sions as a good example of the state of the art in wireless
communications. However, due to the abovementioned
simplicity reasons, we restrict the evaluation to a single-
user scenario without feedback channel, so modulation
and coding scheme values are fixed beforehand instead of
being adapted according to the channel quality.

Table 2 Main parameters for measurements as well as for
simulations

Parameters Values

Bandwidth, Fs (MHz) 15.36 (9 occupied)

FFT size, N 1,024

Used subcarriers 600 (excluding DC)

Velocities, v (km/h) 50, 66.6, 75, 83.3, 100, 125, 150, and 200

Carrier frequency, fc (GHz) 2.5

Interpolation factors, I 1, 2, and 3

SNR (dB) 38, 31, 21, 11, 1, and∞ (simulations only)

CQI values 1 8 12

Modulation 4-QAM 16-QAM 64-QAM

Code rate 0.076 0.48 0.65

Efficiency 0.1523 1.9141 3.9023

Source bits 1,192 15,288 31,192

Coded bits 16,000 32,000 48,000

Peak throughput (Mbit/s) 1.192 15.288 31.192

Although three CQI values were evaluated and considered throughout the text
to validate the proposed technique, results in the figures only consider CQI = 12.

Each LTE frame in the Frequency-Division Duplex
(FDD) mode consists of ten subframes, each one follow-
ing a different structure depending on the subframe index.
For example, synchronization signals are always allocated
in the first and sixth subframes, while broadcast channels
are included, if necessary, in the first subframe. In order to
make the comparison between channel realizations inde-
pendent of the subframe structure, we always transmit the
seventh subframe, considering only pilot and data symbols
in subsequent evaluations. Consequently, we ensure the
same payload for each channel realization, which enables
us to fairly compare the results of different measurements
as the subframe structure is kept invariant all the time.
More specifically, the number of data symbols that can
be transported in the seventh subframe according to the
system configuration is 8,000, which leads to the num-
ber of coded bits, source bits, and peak throughput values
specified in Table 2.

3.3 Simulation environment
We employ the setup shown in Figure 1 (simulation
branch) to validate through simulations our technique of
emulating high speeds by time interpolation. We select
noise variance values that lead to the same SNR val-
ues estimated from the measurements. A channel model
suited for high-speed train scenarios was considered,
namely, the model defined by the D2a link of the D2 sce-
nario of the Winner Phase II Channel Models [3]. This
scenariomodels the channel between an antenna placed at
the roof of a train carriage and a network of fixed eNodeBs
installed in a rural environment, which usually leads to
LoS propagation conditions. Speeds up to 350 km/h can
be considered for the train movement.
Notice that the considered channel model does not

intend to reproduce the wireless channel observed in
the measurements. Our intention is to complement the
evaluation of the proposed technique in a simulation envi-
ronment while, at the same time, avoiding the process
of characterizing the doubly selective wireless channel
observed in the measurements, which is not the inten-
tion of this work. Finally, we selected the aforemen-
tioned channel model because it is specifically designed
tomodel an outdoor-to-outdoor high-speed scenario with
LoS between transmitter and receiver, while the measure-
ment environment corresponds to an outdoor-to-indoor
scenario with Non-Line-of-Sight (NLoS) between them.

3.4 Simulation procedure
The number of evaluated subframes by simulation was the
same considered when measuring, i.e., 30 channel realiza-
tions for each velocity and interpolation factor pair. The
values of SNR, velocity, and interpolation factors were also
kept unchanged. We also guarantee an equal spectrum
usage as well as equal average transmit energy per OFDM
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Figure 5 Ensuring equal spectrum usage for interpolation factors I = 2, I = 3, and for an arbitrary integer interpolation factor I = Q. I replicas of the
interpolated signal are transmitted to ensure that the whole frequency range of the original signal (without interpolation) is used.

symbol. Furthermore, to fairly compare the results, the
channel model was fed with identical initial conditions
(e.g., delays and mean power per path) for each evalu-
ated interpolation factor. This way, we model a situation
in which the receiver moves along the same path for each
interpolation factor.
Table 2 details the most relevant parameters for the

experimental evaluations as well as for the simulations.

3.5 Figures of merit
We have selected three different figures of merit that eval-
uate the quality of the signal at different points in the
receive signal processing chain: 1) EVM calculated with-
out knowing the transmitted symbols; and 2) uncoded
BER, which is the BER after the symbol decision, and
coded BER, which corresponds to the BER at the output
of the channel decoder.
Recall that our main objective is to inspect the level

of agreement between the results obtained from those
figures of merit when the wireless system is evaluated at
actual speed conditions with respect to those obtained
when the system is evaluated (under similar conditions)
using emulated speeds by time interpolation. Given that
the testbed employed for the measurements guarantees
excellent time and frequency synchronization between
transmitter and receiver, the results of the three figures
of merit enumerated above greatly depend on the channel
equalizer, which is strongly affected by ICI.
The main reason for considering both, EVM and un-

coded BER, is that EVM is an unbounded and continuous

metric, which is specially valuable when the SNR levels
observed are high enough to saturate the BER to its
minimum value of zero. On the other hand, considering
uncoded BER in the evaluation is very convenient not only
because it is one of the most used performance metrics
in wireless communications but also because the EVM is
calculated only from the received symbols. Hence, EVM
results loose accuracy as the corresponding SNR value
decreases. Finally, coded BER is specially relevant in our
evaluation since the proposed technique causes a signal
bandwidth reduction proportional to the time interpola-
tion factor, hence reducing the frequency diversity and
potentially degrading the channel decoder performance.
Consequently, one could expect that, in terms of coded
BER, the wireless system would perform differently when
actual speeds are considered in comparison to emulated
ones.
With the aim of evaluating of the level of agreement

between the results obtained by means of actual speed
with respect to emulated ones, we have included curves
for the relative error values computed for those emu-
lated speed values that can be obtained from more than
one actual velocity (see Section 4). We considered the
emulated speed values that can be obtained from at
least two of the three interpolation factors considered
(see Table 1).
The procedure followed to calculate each figure of merit

is detailed below:
SNR. The SNR is estimated considering exclusively

the data subcarriers. Thus, the guard subcarriers, Direct
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Current (DC) subcarrier as well as the pilots are discarded.
SNR is estimated by performing the following steps:

1. Noise samples for a given velocity v and
interpolation factor I are captured directly
(measurement case) or generated (simulation case).
In the measurement case, noise samples in the time
domain are captured with the transmitter switched
off (hence, not transmitting any signal).

2. The captured noise samples in the time domain are
then processed as if they were actual data samples,
i.e., they are downsampled by the corresponding
interpolation factor (if required), the cyclic prefix is
removed, a Fast Fourier Transform (FFT) is
performed, and both guard subcarriers, pilots, and
also the DC subcarrier are discarded.

3. As a result, w(l,k,s) noise samples are obtained in the
frequency domain, each one corresponding to the
l -th subcarrier of the k-th OFDM symbol of the s-th
subframe and for the values of l corresponding to the
indexes of the data subcarriers.

4. All previous steps are repeated when the transmitter
is switched on, so r(l,k,s) data samples are obtained in
the frequency domain.

5. The average SNR for a given velocity v and
interpolation factor I is then estimated by averaging
out the SNR values corresponding to each channel
realization. Defining:

r̄ = 1
LKS

L�
l=1

K�
k=1

S�
s=1

			r(l,k,s)			2 , (4)

and:

w̄ = 1
LKS

L�
l=1

K�
k=1

S�
s=1

			w(l,k,s)
			2 , (5)

then, the SNR is calculated as follows:

SNR = r̄ − w̄
w̄ , (6)

with L, K, S the total number of data subcarriers,
OFDM symbols, and subframes, respectively.

EVM. The EVM is obtained based on the equalized sym-
bols which feed the receiver decision. The following steps
are considered for the EVM estimation:

1. The dynamic range of the equalized symbols is
bounded. This is realistic in a practical receiver. In
this sense, real and imaginary parts of the symbols
are clipped to a maximum value. This avoids symbols
having extremely large modulus (e.g., due to
imperfect zero-forcing channel equalization), hence
distorting the EVM estimation. Clipping values were
selected, taking into account the mean power of the

equalized symbols in perfect conditions (flat channel
in the absence of noise).

2. A hard decision unit is fed with the clipped symbols.
Let sc = �

s1c , s2c , . . . , sSc
�T be the vector of S clipped

symbols in a subframe and sd = �
s1d, s2d , . . . , sSd

�T the
vector of decided symbols.

3. The EVM per subframe, expressed in decibels, is
obtained as:

EVM = 10 log10
�Pr
Pc

�
, (7)

with Pc = 1
S sTc · sc, Pr = 1

S sTr · sr , and sr = |sc − sd|.
Notice that the aforementioned procedure for
calculating the EVM does not require knowing the
transmitted symbols. However, the higher the
uncoded BER, the more underestimated the EVM is.

4 Results
This section presents both, measurement and simulation
results. Three types of performance curves are included in
the result graphs, which are:

• Red solid lines: they correspond to the cases with no
interpolation (I = 1). According to the speed values
considered for the measurements as well as for the
simulations, the red solid curves range from 50 to 200
km/h.

• Green dashed lines: they correspond to the cases
with I = 2, so the emulated velocity is twice the
measured or simulated speed. Therefore, the green
curves range from 100 to 400 km/h.

• Pink dotted lines: they correspond to the cases where
I = 3. In this case, the emulated velocity is three
times the measured or simulated speed, and the
curves range from 150 to 600 km/h.

Besides the performance curves, we have also included
the relative error curves for all figures although in some
cases not all error curves are plotted. Three types of rela-
tive error curves are included in the graphs presenting the
results (see Table 1), which are:

• Green dashed lines: they correspond to the relative
difference between the results obtained when the
interpolation factor I = 2 is employed and when
actual speeds are used.

• Blue dashed lines: they correspond to the relative
difference of the results between the interpolation
factors I = 3 and I = 2.

• Pink dotted lines: they correspond to the relative
difference of the results between the interpolation
factors I = 3 and I = 1 (actual speeds).

The relative error values are calculated differently for
EVM and for BER (coded and uncoded):
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• Relative error for EVM: given EVMA and EVMB the
instantaneous EVM values, corresponding to a
channel realization and obtained for the interpolation
factors I = A and I = B, respectively, we define the
instantaneous relative error as:

EEVM(A,B) = 100 · EVMA − EVMB
EVMB

[%]. (8)

• Relative error for uncoded and coded BER: given WA
and WB the number of received bits estimated
without errors, corresponding to a channel
realization and obtained for the interpolation factors
I = A and I = B, respectively, we define the
instantaneous relative error for the BER as:

EBER(A,B) = 100 · WA − WB
WB

[%]. (9)

Mean relative error values for both error types are cal-
culated by averaging instantaneous relative error values
for all channel realizations. These mean relative error val-
ues are plotted in Figures 6, 7, 8, 9, 10, and 11 together
with their corresponding 95% BCa bootstrap confidence
intervals for the mean [17]. These confidence intervals are
plotted as an area around each curve and in the same color
as the corresponding curve. We also gauge the precision
of the results by calculating the 95% confidence intervals
for the mean.

Due to limitations of the inverter driving themotor used
to rotate the receive antenna (see Figure 3), the actual
velocity range considered for the measurements (and also
for the simulations) starts at 50 km/h, while the maxi-
mum actual speed value is set to 200 km/h. Given that
we consider interpolation factors I = 1, 2, 3, in the speed
range from 50 to 300 km/h, at least two curves overlap,
thus allowing for evaluating the level of agreement of the
results between different interpolation factors.

4.1 Measurement results
Figure 6 shows the measured EVM for CQI = 12 (64-
QAM) for SNR values ranging from 38 to 11 dB. For high
SNR values, it can be seen that the higher the emulated
speed is, the worse the EVM becomes, as expected. How-
ever, it can be seen that the curves for different interpola-
tion factors (as well as their associated confidence regions)
overlap, which demonstrates that the proposed technique
of emulating high speeds by time interpolation performs
adequately. Results for CQI = 1 (4-QAM) and CQI = 8
(16-QAM) were not included, but they have been also
evaluated, and they show that the achieved performance
is very similar despite the considered modulation scheme.
Figure 6 also shows that the quality of the received sig-
nal, in terms of EVM, is considerably affected by the speed
for high SNR values, showing that the main source con-
tributing to the signal distortion is the ICI. As the SNR
decreases, however, the performance is less affected by the

Figure 6 Measured EVM for different SNR values. EVM results obtained by measuring when CQI= 12 and SNR ranges from 11 to 38 dB for the
interpolation factors I = 1, 2, 3. 95% confidence regions are provided. We have also evaluated the EVM for CQI= 1 (4-QAM) and CQI= 8 (16-QAM),
and the results are almost indistinguishable. Corresponding relative error curves are plotted when the SNR is set to 38 dB, showing an excellent
agreement.
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Figure 7 Measured uncoded BER for different SNR values. Uncoded BER results obtained by measuring when CQI= 12 and SNR ranges from 11 to
31 dB for the interpolation factors I = 1, 2, 3. 95% confidence regions are provided. Corresponding relative error curves are plotted when the SNR is
set to 31 dB, showing an excellent agreement.

emulated speed because the noise is the main contributor
to the signal distortion.
The relative error curves in Figure 6 also demonstrate

the excellent agreement of the results independently of the
source of the Doppler spread: actual speed or emulated

velocity from time interpolation. Note that the confidence
intervals for the relative error values are mainly influ-
enced by the number of realizations averaged. Hence,
these confidence intervals could be decreased by increas-
ing the number of realizations measured. However, as the

Figure 8 Measured coded BER for different SNR values. Coded BER results obtained by measuring when CQI = 12 and SNR ranges from 11 to 31 dB
for the interpolation factors I = 1, 2, 3. 95% confidence regions are provided. Corresponding relative error curves are plotted when the SNR is set to
31 dB, showing an excellent agreement.
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Figure 9 Simulated EVM for different SNR values. EVM results obtained by simulation when CQI= 12 and SNR ranges from 11 dB to infinity for the
interpolation factors I = 1, 2, 3. Note that the channel model associated to the D2a link of the D2 scenario of the Winner Phase II Channel Models
was applied. 95% confidence regions are provided. We have also evaluated the EVM for CQI = 1 (4-QAM) and CQI= 8 (16-QAM), and the results are
almost indistinguishable. Corresponding relative error curves are plotted when the SNR is set to 38 dB, showing an excellent agreement.

Figure 10 Simulated uncoded BER for different SNR values. Uncoded BER results obtained by simulation when CQI= 12 and SNR ranges from 11 to
31 dB for the interpolation factors I = 1, 2, 3. Note that the channel model associated to the D2a link of the D2 scenario of the Winner Phase II
Channel Models was applied. 95% confidence regions are provided. Corresponding relative error curves are plotted when the SNR is set to 21 dB,
showing an excellent agreement. Note that for SNR values greater or equal than 31 dB, the BER curves are close to zero for speeds below 250 km/h;
hence, the relative error curves do not provide much information.
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Figure 11 Simulated coded BER for different SNR values. Uncoded BER results obtained by simulation when CQI= 12 and SNR ranges from 1 dB to
infinity for the interpolation factors I = 1, 2, 3. Note that the channel model associated to the D2a link of the D2 scenario of the Winner Phase II
Channel Models was applied. 95% confidence regions are provided. Corresponding relative error curves are plotted when the SNR is set to 11 dB,
showing an excellent agreement. Note that for SNR values greater or equal than 21 dB, the BER curves are close to zero for all considered speeds;
hence, the relative error curves do not provide much information.

receive antenna trajectory is kept constant between dif-
ferent interpolation factors, the relative error is mainly
influenced by the repeatability of the setup, the noise, and
the interpolation itself. For this reason, we can achieve rel-
ative agreements with mean error values below 10% in the
worst case (i.e., the highest SNR value of 38 dB) without
increasing the number of channel realizations.
Figures 7 and 8 show the measured uncoded BER and

coded BER, respectively, for different SNR values when
CQI = 12. Both, uncoded BER and coded BER, are
strongly dependent on the emulated speed for high SNR
values, while the noise is the main source of signal dis-
tortion when the SNR decreases. It can also be observed
that curves for different interpolation factors overlap both
for uncoded BER and coded BER, demonstrating again the
excellent results of the proposed technique. Notice also
that, as shown in the corresponding relative error curves
in Figures 7 and 8, the agreement of the proposed tech-
nique is below 2%, both in terms of uncoded BER and
coded BER. Therefore, such a proposed technique can be
effectively used for emulating high-speed effects at any
point of the receive signal processing chain.

4.2 Simulation results
The channel model of the simulations was selected
because of its suitability for the simulation of high-speed
conditions. Notice that such a channel model leads to
frequent LoS propagation conditions [3]. However, the

receiver in the measurements is located inside a building,
while the eNodeB is placed on a roof of another building
(see Figure 2), and hence, NLoS propagation conditions
arise, leading to a much more relevant multipath effect.
Figure 9 shows the simulated EVM for CQI = 12 (64-

QAM) for SNR values ranging from 38 to 11 dB. Addi-
tionally, we have also evaluated the results in the absence
of noise (infinite SNR). Note that the slopes of the curves
are similar to those obtained by measurements as shown
in Figure 6, while the obtained EVM values are always
lower for the same SNR value. This result is expected
because the channel model considered for the simula-
tions is easier to equalize due to the lower variability of
the simulated channel. However, when the SNR decreases
(SNR = 11 dB and SNR = 21 dB in our case), the above-
mentioned effect vanishes as the noise becomes the main
contribution to the signal distortion and the correspond-
ing curves approach each other for simulations and for
measurements.
The variability of the results obtained by simulations is

much lower than that of the measurements because, on
the one hand, the simulated channel is less variable than
that observed in the measurements. On the other hand,
exactly the same initial channel conditions are applied in
the simulations for each interpolation factor and velocity
pair, thus ensuring much less variability between the dif-
ferent channel realizations generated for each interpola-
tion factor and velocity pair. In fact, the confidence region
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of each simulated curve completely overlaps the curve
itself, which causes that the confidence regions cannot
be appreciated although they are included. Additionally,
curves simulated for different interpolation factors almost
completely overlap, hence showing the good behavior of
the proposed technique also in this case. This precise
behavior is also confirmed by the corresponding relative
error curves in Figure 9.
Finally, Figures 10 and 11 show the simulated uncoded

BER and coded BER, respectively, for different SNR val-
ues when CQI = 12. Some level of dependency on the
emulated speed for high SNR values can be still appreci-
ated for the uncoded BER, while the coded BER is always
zero for SNR values greater than or equal to 21 dB since
the channel decoder is able to correct all errors. Notice
that this is not the case for the measurements as the chan-
nel is much more difficult to equalize. Curves for different
interpolation factors overlap both for uncoded BER and
coded BER, thus showing the good behavior of the pro-
posed interpolation technique. This is also confirmed by
the corresponding error curves.

5 Conclusions
We have shown that time interpolating OFDM signals
prior to their transmission followed by the correspond-
ing decimation at the receiver is a suitable technique for
inducing high-speed effects (mainly ICI) while actually
measuring at much lower speeds. The key idea behind the
proposed technique is that the ICI level experienced by
the received signals after OFDMdemodulation and before
channel equalizer depends on the relative factor between
subcarrier spacing and Doppler spread; thus, instead of
changing the Doppler spread, one can change the subcar-
rier spacing by the same factor to obtain the same results.
The main advantage of the proposed technique is its fea-
ture to offer experimental evaluation of OFDM-based
wireless communication systems at very high velocities
while conducting measurements at much lower speeds.
The price to be paid is that the signal bandwidth is
reduced proportionally to the time interpolation factor,
and therefore, potential inaccuracies could arise due to the
loss of frequency diversity. However, to combat this loss in
diversity, we proposed to transmit different replicas of the
interpolated signal to cover the same bandwidth as in the
non-interpolated case.
We have designed a measurement methodology for val-

idating our technique in a controlled environment and
under repeatable conditions. The basic idea consists in
evaluating different figures of merit for a certain range of
actual speed values and to compare them with emulated
speeds of the same magnitude under the same conditions.
For example, when the figures of merit considered are
evaluated at 150 km/h, three different cases are evaluated
under the same conditions: 1) the receive antenna moves

at the actual speed of 150 km/h; 2) the receive antenna
moves at the actual speed of 75 km/h and a time interpo-
lation factor I = 2 is used, hence the emulated speed is
75 × 2 = 150 km/h; and 3) the receive antenna moves at
50 km/h, and I = 3 is applied. Besides the measurement
results, we have also evaluated the proposed technique
through simulations based on a channel model specifically
designed for modeling high-speed scenarios. We selected
EVM, uncoded BER, and coded BER as figures of merit,
all being evaluated for different SNR, CQI, and speed
values. All results based on the three figures of merit
have shown an excellent agreement between actual and
emulated speeds for all the interpolation factors consid-
ered, hence validating the proposed technique as a good
candidate to be considered not only for physical layer
performance evaluations but also for higher layer ones.
Besides validating the proposed technique, we have

also shed light on the effects caused by high and even
extremely high speeds on OFDM signals. More specif-
ically, we have selected LTE as a waveform example of
the state of the art of current mobile wireless systems.
As expected beforehand, received signals suffer a similar
degradation (in terms of EVM, uncoded BER, and coded
BER) when the SNR decreases or when the speed (and
correspondingly the ICI level) increases. However, low
SNR values can conceal the effects due to high speeds
as the noise becomes the main contributor of the signal
distortion. We have shown that the level of signal distor-
tion (measured in terms of EVM) caused by high-speed
conditions does not depend on the modulation scheme.
We have also shown that the proposed technique per-

forms excellent not only in outdoor-to-indoor measure-
ment scenarios but also in simulations for a channel model
specifically designed for outdoor-to-outdoor high-speed
scenarios. In both cases, the level of agreement between
the results for actual speed and for emulated speeds is
at the level of possible measurement accuracy, as the
corresponding relative error curves have shown.
Finally, in the light of the excellent agreement of the

results obtained under repeatable conditions for the three
figures of merit considered (EVM, uncoded BER, and
coded BER) and regardless actual or emulated speeds are
considered, it can be concluded that the proposed tech-
nique is valid for inducing high-speed effects at any point
in the signal processing chain at the receiver.
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Scaled-time OFDM experiments for channels
exceeding the cyclic prefix

M. Lerch✉, S. Caban, E. Zöchmann, P. Svoboda and
M. Rupp

Wireless communications experiments at high user velocities can be
performed with much less effort at lower velocities by using time-
stretching techniques. In OFDM, state-of-the-art time-stretching
techniques do not consider the case of channel impulse responses
exceeding the length of the cyclic prefix (CP). This is the case in
any real-world OFDM system. In particular, multipath scenarios
caused by relay nodes commonly found in public railways have a
late, strong channel tap. In this work, the authors propose a time-
stretching technique that preserves the effects of the insufficient CP
with negligible error and without channel knowledge.

Introduction: Wireless communications experiments at very high user
velocities are costly and sometimes even not feasible. Scaled-time
implementations of the desired experiment allow to still perform such
experiments with a lower effort at much lower velocities. This is achieved
by time-stretching the transmit signals by a factor I , moving I-times
slower, and time-compressing the received signals by the same factor I ,
see Fig. 1 second panel. The implementation of this technique should
be transparent to the transmitter and receiver under test. The transmitted
signals shall thereby experience the same effects of the time-varying wire-
less channel as when moving with the original user velocity.

original experiment at velocity v

TX IFFT channel FFT RX

scaled-time experiment at v ′ = v/I, as in [1–3]

TX IFFT ↑ I channel ↓ I FFT RX

proposed scaled-time experiment at v ′ = v/I

TX ↑ I IFFT P channel ↓ IFFT RX

Fig. 1 Emulating channel conditions at higher velocities through time-
stretching of the transmit signals and time-compression of the received
signals. P is the proposed padding signal

Historically, time-stretching techniques [1–3] only work with
negligible error in line-of-sight channels because the channel does not
compress in frequency as the transmit signal does. In other words, the
transmitted orthogonal frequency division multiplexing (OFDM)
signals including the cyclic prefix (CPs) are time-stretched while the
relative path delays of the physical channel are not affected. Only are
the temporal variations of the physical channel time-scaled by moving
I-times slower. Hence, Lerch et al. [4] correct this error by maintaining
the original bandwidth through inserting dummy subcarriers. This
emulates the effects of time-varying wireless channels if the channel
does not exceed the length of the CP.

In a real-world mobile communications system, however, setting the
length of the CP is always a trade-off between increased overhead and a
possible throughput loss due to interference. Hence, methods tailored for
insufficient CP have been proposed, for example, in [5].

In this Letter, we propose a scaled-time experimental design
for real-world channels, including those exceeding the CP [6]. We
thereby allow to assess the performance of receiver algorithms
(see again [5]) under such conditions.

System model: We consider time-stretching OFDM signals as in [4] by
fixing the sample rate and using an I-times larger FFT-length
N ′
FFT = I · NFFT. Note that throughout this work, the prime symbol ()′

denotes the variables for the case of I . 1. The ith OFDM symbol
with its CP can be expressed by

xi[n] =
�
l′[S′

s′i, l′ · e
j
2pl′(n− iN ′

cp)

N ′
FFT iÑ

′ − N ′
cp ≤ n ≤ iÑ

′ + N ′
FFT − 1

(1)

where Ñ
′ = N ′

FFT + N ′
cp is the total length of one time-stretched OFDM

symbol including the CP with a length of N ′
cp, s

′
i, l′ is the data symbol

modulated on subcarrier l′, and S′ is the set of non-zero subcarriers.
As illustrated in Fig. 2a, we leave the original subcarriers at the original
frequency positions. Therefore l′ = I · l are the indices of the original
subcarriers l. All other l′s are dummy subcarriers we insert between
the original subcarriers to generate the correct inter-carrier-interference
(ICI) due to Doppler. The dummy subcarriers are modulated with
random symbols from the symbol alphabet used for the original sub-
carriers. At the receiver, the ith demodulated OFDM symbol

Yi k
′� � = 1

N ′
FFT

�N ′
FFT−1

n=0

y[n+ iÑ
′
] · e

−j2p
k ′n
N ′
FFT (2)

is obtained through an N ′
FFT-point FFT of the received signal y[n] before

the dummy subcarriers are discarded and the demodulated OFDM
symbol Yi k ′[ ] is evaluated at subcarriers k ′ = I · k. The received signal

y n[ ] =
�1
n=−1

x n− m[ ] · h m, n, I[ ] with x[n] =
�1
i=−1

xi[n] (3)

is the convolution of the transmit signal x[n] with the time-stretched
channel impulse response h m, n, I[ ] = h m · T , (n · T/I)� �

where
T = 1/(NFFT

∗Df ) is the sampling period and Df is the subcarrier
spacing of the original signal.

f

Δf

Δf

f

I

dummy
subcarriers

l ′ = I · l
k ′ = I · k

symbol i -1 CP symbol i

Ncp NFFT

symbol i-1 CPpadding symbol i

n = 0
( I − 1) · Ncp Ncp NFFT = I · NFFT′

a

b

Fig. 2 Proposed method

a We perform time-stretching (as in [4]) by increasing the FFT-length and
inserting random, dummy subcarriers that generate the correct ICI due to Doppler
b We use the same CP length as in the original signal and fill the gap between the
CP and the preceding symbol with a padding signal that generates the desired
interference due to insufficient CP

Effects of insufficient cyclic prefix: Insufficient CP affects OFDM
transmissions in two ways. Firstly, insufficient CP causes a loss of ortho-
gonality. This effect is independent of the preceding symbols and causes
ICI. Secondly, the preceding symbols cause inter-symbol-interference
(ISI) onto the actual OFDM symbol. We consider channels where
ISI onto symbol i is caused by the preceding symbol i− 1 only.
Therefore, the possible length of channel impulse responses is upper-
bounded by Lh , 2Ncp + NFFT + 2 where Lh is the number of relevant
channel taps. Considering LTE with a standard CP, this bound
corresponds to a maximum relative path delay of � 77ms (excess
path length of �23 km) that is unlikely to be observed in real wireless
channels. If this condition is fulfilled for the original signal, it is
naturally fulfilled for time-stretched signals. The contribution of data
symbols si, l′ and si−1, l′ transmitted on subcarrier l′ to the symbol
received on subcarrier k ′ of the ith demodulated OFDM symbol can
then be expressed by

Yi k
′, l′, I

� � = si−1, l′GISI k ′, l′, I
� �+ si, l′GICI k ′, l′, I

� �
+ si, l′G k ′, l′, I

� �
,

(4)
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see [7, 8]. Without loss of generality, we evaluate the OFDM symbol i
starting at time index n = 0. The first term of (4) describes the ISI
caused by the preceding symbol. The corresponding transfer function
is given by

GISI k ′, l′, I
� � = e

j2p
l′N ′

cp

N ′
FFT

× 1

N ′
FFT

�Lh−1

m=N ′
cp+1

�m−N ′
cp−1

n=0

h m, n, I[ ]e
j2p

l′(n− m)

N ′
FFT e

−j2p
k ′n
N ′
FFT

⎛⎜⎝
⎞⎟⎠.

(5)

The second term of (4) describes the ICI due to loss of orthogonality. Its
transfer function

GICI k ′, l′, I
� �

= − 1

N ′
FFT

�Lh−1

m=N ′
cp+1

�m−N ′
cp−1

n=0

h m, n, I[ ]e
j2p

l′(n− m)

N ′
FFT e

−j2p
k ′n
N ′
FFT

⎛⎜⎝
⎞⎟⎠ (6)

differs from GISI k ′, l′, I[ ] in phase only. Thus, independent of the actual
channel, the transfer function of the ICI can be expressed by the corre-
sponding ISI one

GICI k′, l′, I
� � = V l′, I

� �
GISI k ′, l′, I

� �
V l′, I
� � = −e

−j2p
l′N ′

cp

N ′
FFT . (7)

Note that the ICI is caused by symbol i while the ISI is caused by the
preceding symbol i− 1. The last term of (4) does not depend on the
length of the CP and corresponds to the demodulated symbols for
the case of sufficient CP. For static channels

G k ′, l′, I
� �
= 1

N ′
FFT

�Lh−1

m=0

�N ′
FFT−1

n=0

h m, n, I[ ] · e
j2p

l′(n− m)

N ′
FFT · e

−j2p
k ′n
N ′
FFT

(8)

is non-zero for k ′ = l′ only. For time-variant channels, (8) describes
the ICI due to Doppler on subcarriers k ′ = l′. For the special case of
static channels, a fixed CP-length N ′

cp = Ncp, and using the method
where dummy subcarriers are inserted (l′ = I · l, k ′ = I · k), ISI
and ICI due to insufficient CP scale with 1/I while the signal is
independent of I

GISI k′, l′, I
� � = 1

I
GISI k, l, 1[ ]

GICI k′, l′, I
� � = 1

I
GICI k, l, 1[ ]

G k ′, k ′, I
� � =G k, k, 1[ ].

(9)

Considering uncorrelated data symbols, the total interference power on
subcarrier k ′ is the sum of the ISI caused by all subcarriers l′ of the pre-
ceding symbol and the ICI caused by all subcarriers l′ = k ′ of the actual
symbol i

s2
int k

′, I
� � = �

l′[S′
si−1, l′GISI k ′, l′, I

� �

 

2
+

�
l′[S′ l′=k ′

si, l′G k ′, l′, I
� �+ si, l′GICI k ′, l′, I

� �

 

2. (10)

The received signal power at subcarrier position k ′ of the ith symbol is
the sum of all contributions caused by the data symbol si, l′ transmitted
on subcarrier l′ = k ′

s2
signal k

′, I
� � = si, k ′G k ′, k′, I

� �+ si, k ′GICI k ′, k′, I
� �

 

2. (11)

Correct emulation: To correctly emulate the interference due to insuffi-
cient CP, we propose the method illustrated in the third panel of Fig. 1.
Firstly, we perform time-stretching by increasing the FFT-length and
insert dummy subcarriers, see Fig. 2a for a frequency domain view,
that generate the correct ICI due to Doppler. Secondly, we prepend a
CP with the same length N ′

cp = Ncp as in the original signal and fill

the gap between the CP and the preceding symbol with the padding
signal

pi[n] =
�
l′[S′

pi, l′ · e
j
2pl′(n+ Ncp)

N ′
FFT n = −INcp · · · − Ncp − 1. (12)

that generates the correct interference due to insufficient CP, see Fig. 2b.
This padding signal consists of the last (I − 1) · Ncp samples of an
OFDM symbol modulated with data symbols pi, l′ . For the case of
Lh , INcp + 2, there is no ISI caused by the preceding symbol. There
is only ISI originating from the padding signal pi[n]. The ith demodu-
lated OFDM symbol can then be expressed by

Yi k
′, l′, I

� � = pi, l′GISI k ′, l′, I
� �+ si, l′GICI k ′, l′, I

� �
+ si, l′G k ′, l′, I

� � (13)

or, using (7) to express GICI through GISI

Yi k
′, l′, I

� � = pi, l′GISI k ′, l′, I
� �+ si, l′V l′, I

� � · GISI k ′, l′, I
� �

+ si, l′G k ′, l′, I
� �

.
(14)

We design the data symbols pi, l′ of the padding signal such that the
demodulated OFDM symbol Yi k ′, l′, I[ ] is independent of I for the
case of static channels. The data symbols

pi, l′ =
−si, l′V l′, I[ ] + I · si, l′V l′, I[ ] + I · si−1, l′ l′ = I · l
−si, l′V l′, I[ ] otherwise

�
(15)

are independent of the actual channel and depend on the known data
symbols si, l′ and si−1, l′ only. The first term of (15) completely elimin-
ates the ICI. This is necessary as the ICI is smaller than for the original
signal. Furthermore, the ICI caused by the dummy subcarriers does not
exist for the original signal. The correct ICI is generated by the second
term. Thereby, the padding signal generates scaled ISI to emulate the
correct ICI, but only on the subcarriers l′ = I · l that also exist in the
original signal. The last term generates the correct ISI using the data
symbols si−1, l′ from the preceding symbol. Note, that the factors I in
(15) linearly scale every I th subcarrier of the padding signal.
Therefore, the peak-to-average power ratio (PAPR) of the transmit
signal increases approximately linearly with increasing I . Note that
the increased peak-powers occur in the padding signal while the
actual OFDM symbol and the CP are not affected. For subcarriers
l′ = I · l that also exist in the original signal, the demodulated OFDM
symbol calculates to

Yi k
′, I · l, I� �
= si−1, l′ IGISI k′, l′, I

� �+ si, l′ IGICI k ′, l′, I
� �+ si, l′G k ′, l′, I

� � (16)

while the dummy subcarriers l′ = I · l do not cause any interference due
to insufficient CP,

Yi k
′, l′, I

� � = si, l′G k ′, l′, I
� �

. (17)

Using (9) and evaluating the received signal at subcarrier positions
k ′ = I · k, the demodulated OFDM symbol is independent of I

Yi I · k, I · l, I[ ] = Yi k, l, 1[ ]
= si, lGICI k, l, 1[ ] + si−1, lGISI k, l, 1[ ] + si, lG k, l, 1[ ]. (18)

Note, that (18) is only exactly valid for static channels and for
Lh , INcp + 2.

Numerical results: We evaluate the proposed method with
LTE-based OFDM signals with 72 subcarriersand the VehicularB
channel model [9] where the impulse response exceeds the CP of
LTE. The time-variations of the channel are based on the Jakes’
model [10] at a centre frequency of 2.5 GHz. We evaluate the signal
power s2

signal and the interference power s2
int at the centre subcarrier

k ′ = 0.
Firstly, we evaluate the SIR for the static case, where the SIR should

be independent of the time-stretching factor I because the scenario is
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static. Results for this case are shown in Fig. 3. While the signal
power is independent of the stretching factor I for any method, the
interference decreases with increasing I for the state-of-the-art
methods shown. Therefore, the SIR increases for these two methods
with increasing I . For the stretched CP case (N ′

cp = INcp), the inter-
ference vanishes for CP lengths N ′

cp exceeding the length of the
impulse response. For a fixed CP length N ′

cp = Ncp, the SIR increases
monotonically with increasing I . To evaluate the error of our method,
we define

eint I[ ] =s2
int 0, I[ ] (dB) − s2

int 0, 1[ ] (dB)

esignal I[ ] =s2
signal 0, I[ ] (dB) − s2

signal 0, 1[ ] (dB)
(19)

as the logarithmic differences between the powers of the time-stretched
signal and the powers of the original signal, see Fig. 4. For time-
stretching factors I that do not fulfil the condition INcp + 2 . Lh we
observe negligible errors of ,0.2 dB due to ISI caused by the preceding
symbol. For higher values of I , the error is zero.
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Fig. 3 Signal-to-interference power ratio (SIR) when time-stretching OFDM
signals in a static scenario. In a static scenario, the SIR should be indepen-
dent of the time-stretching factor I. Compared to state-of-the-art methods,
the error of the method proposed is negligible
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Fig. 4 Error of the method proposed in a static scenario. For time-stretching
factors I that do not fulfil the condition INcp + 2 . Lh we observe negligible
errors of ,0.2 dB. Otherwise, the errors are equal to zero

Secondly, we evaluate the error for time-variant channels, see Fig. 5.
For time-stretching factors that fulfil the condition INcp + 2 . Lh small
errors are observed. These small errors are caused by the fixed CP length
N ′
cp and the fixed channel length Lh in the limits of the sums in (5) and

(6). While the time-variations of the channel are stretched in time, the
limits are fixed.
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Fig. 5 Error of the method proposed for time-variant channels. For time-
stretching factors that fulfil the condition INcp + 2 . Lh the errors observed
are smaller than 0.025 dB

Conclusion: The time-stretching method proposed preserves the effects
of insufficient CP without channel knowledge with negligible error.
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ABSTRACT The time-variant vehicle-to-vehicle radio propagation channel in the frequency band from
59.75 to 60.25 GHz has been measured in an urban street in the city center of Vienna, Austria. We have
measured a set of 30 vehicle-to-vehicle channel realizations to capture the effect of an overtaking vehicle.
Our experiment was designed for characterizing the large-scale fading and the small-scale fading depending
on the overtaking vehicle’s position. We demonstrate that large overtaking vehicles boost the mean receive
power by up to 10 dB. The analysis of the small-scale fading reveals that the two-wave with diffuse
power (TWDP) fading model is adequate. By means of the model selection, we demonstrate the regions
where the TWDP model is more favorable than the customarily used the Rician fading model. Furthermore,
we analyze the time selectivity of our vehicular channel. To precisely define the Doppler and delay
resolutions, a multitaper spectral estimator with discrete prolate spheroidal windows is used. The delay and
Doppler profiles are inferred from the estimated local scattering function. Spatial filtering by the transmitting
horn antenna decreases the delay and Doppler spread values. We observe that the RMS Doppler spread is
below one-tenth of the maximum Doppler shift 2f v/c. For example, at 60 GHz, a relative speed of 30 km/h
yields a maximum Doppler shift of approximately 3300 Hz. The maximum RMS Doppler spread of all
observed vehicles is 450 Hz; the largest observed RMS delay spread is 4 ns.

INDEX TERMS 5G mobile communication, automotive engineering, communication channels, fading
channels, intelligent vehicles, millimeter wave propagation, millimeter wave measurement, multipath
channels, RMS delay spread, RMS Doppler spread, parameter extraction, time-varying channels, two-wave
with diffuse power fading, wireless communication.

I. INTRODUCTION
The idea of automated cars represents a tremendous attrac-
tion to both, industry and the research community. More
than ten years ago, a first forward collision warning sys-
tem based on a millimeter wave (mmWave) automotive
radar was commercialized [3]. Nowadays, reliable mmWave

communication systems, supporting vehicle-to-vehicle infor-
mation exchange, are anticipated to be among the key
enablers for automated vehicles [4]. Due to the large available
bandwidth at mmWave bands, even raw sensor data exchange
between vehicles is possible [4]. Millimeter wave vehic-
ular communications has two main distinctive features as

14216
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compared to sub-6-GHz vehicular communications. Firstly,
the use of directive antennas – at least at one link end – and
secondly, the much higher maximumDoppler shift. This high
maximum Doppler shift, being directly proportional to the
carrier frequency, is also viewed as a possible stumbling
stone for vehicular mmWave communications. It is, however,
shown theoretically in [5] and [6] that directional antennas,
anticipated for mmWaves, act as spatial filters. The Doppler
spread, and hence the time-selectivity, may be drastically
decreased by beamforming. Experimentally, this has first
been demonstrated in our prior work [2].

A. LITERATURE REVIEW
The analysis of static mmWave channels is already well
advanced, see for example [7]–[29]. For static environments,
frequency-domain channel sounding methods based on vec-
tor network analyzers are frequently used [30]. However,
channel sounding concepts with sufficient sampling rates of
the time-varying channel have been so far only treated by a
few research papers [1], [2], [31]–[34].
Interestingly, mmWave frequency bands have been can-

didates for vehicular communications already for several
decades [35], [36]. Millimeter wave train-to-infrastructure
path loss is measured in [35], mmWave vehicle-to-vehicle
communication performance is studied in [36]. Both works
use narrowband transmissions. In [37] and [38], the focus
is on inter-vehicle path loss results. Recent advances on
mmWave circuit technology [39] renewed the interest in
vehicular mmWave communications [40] and for joint vehic-
ular communication and radar [41]. In [42], vehicle-to-
vehicle (V2V) channel measurements at 38GHz and 60GHz,
using a channel sounder with 1GHz bandwidth, have been
conducted. The antennas in [42] were put into the bumpers,
thereby the dominating multipath components (MPCs) are
the line-of-sight (LOS) component, a road reflection, and
a delayed component reflected at the guard rails. In [43],
73GHz V2V large-scale fading and small-scale fading anal-
ysis is provided for approaching vehicles. Intra-vehicular
Doppler spectra of vibrations appearing while the vehicle is
in operation are shown in [44] and [45]. In [46], signal-to-
noise ratio (SNR) fluctuations for 60GHz transmissions with
5MHz bandwidth in a vehicle-to-infrastructure scenario are
investigated. Time-varying receive power and time-varying
small-scale fading for vehicular channels at 5.6GHz are
addressed in [47].

B. CONTRIBUTIONS OF THIS PAPER
With this article, we contribute to the dynamic mmWave
vehicle-to-vehicle channel research by analyzing the effect
of an overtaking vehicle on the mmWave V2V wide-
band (510MHz) channel. Our experiment in a real-world
street environment is designed to make the experiment
as controllable as possible. The wireless link is always
LOS and unblocked. We demonstrate that the size and the
relative position of the overtaking vehicle greatly influ-
ences the large-scale and small-scale fading parameters.

Furthermore, Doppler dispersion is strongly suppressed by
the transmit horn antenna. The data we analyze consist of
channel impulse responses (CIRs) during the overtaking sit-
uations with 30 vehicles. For the statistical analysis we dif-
ferentiate between cars, sport utility vehicles (SUVs), and
trucks.

C. ORGANIZATION OF THIS PAPER
In Section II, we present our measurement scenario in detail.
In Section III, we analyze the receive power fluctuations as
a function of the relative position of the overtaking vehicle.
Regardless of the position of the overtaking vehicle and its
size, approximately 50% of the receive power belongs to the
channel tap corresponding to the LOS delay. Accordingly,
in the following Section IV, we analyze the small-scale fading
of the LOS tap. The two-wave with diffuse power (TWDP)
model is briefly introduced and we show that it explains
our data very well. In Section V, we focus on delay and
Doppler dispersion. The analysis of the root mean square
(RMS) Doppler spread is based on the local scattering func-
tion (LSF). The obtained RMSDoppler spread values are then
compared against RMS Doppler spread values of commonly
used models. We conclude with simple channel modeling
guidelines.

D. NOTATION
We mention here only notation that is not commonly in
use. Estimated quantities are marked with ˆ(·). Functions with
discrete input variables are denoted by square brackets f [·];
functions with continuous inputs are denoted by parentheses
f (·). The floor function is indicated via 
·� and the ceiling
function is indicated via �·�. ‘‘Corresponds to’’ is symbolized
with �.

II. SCENARIO DESCRIPTION
We havemeasured a set of 60GHz vehicle-to-vehicle channel
realizations to capture the effect of an overtaking vehicle. The
motivation for our setup is the scenario of two cars driving,
one behind the other, keeping constant distance, and commu-
nicating via a 60GHz mmWave link. A third vehicle then
overtakes this car platoon and thus influences the wireless
channel, depending on the overtaking car’s relative position.1

The vehicular channel data evaluated for this contribution
consists of 30 different measurement runs. We are observing
the effect of overtaking vehicles with excess speeds of up to
13m/s. At the transmitter (TX) site, a horn antenna with an
18◦ half power beam width is used and aligned towards the
receiver (RX) car. Surrounding buildings are filtered out by
the directive horn antenna. At the RX site, a custom-built
omni-directional (λ/4) monopole antenna is used. The RX
has an omni-directional pattern so that scattered2 waves from
the passing vehicle are not filtered out. This situation occurs,

1Similar results will be obtained, if the car platoon overtakes a vehicle.
2By scattering we refer to any kind of wave interaction such as diffuse

reflection or diffraction.
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FIGURE 1. Bird’s-eye view of the measurement site. TX and RX are static.
The overtaking car is moving relative to the static vehicles with excess
speed v . This models a moving car platoon being overtaken by a single
vehicle. The overtaking vehicle is sketched at a bumper to bumper
distance of d = 0 m.

for example, in directional neighbor discovery [48], where
only one link end applies beamforming. Our RX equipment
is put into a static (parked) car. The RX antenna is fixed
to the left rear car window. Our TX is approximately 15m
behind the RX car. Single reflections at the TX car do not
occur because of the directivity of the horn antenna, while
double reflections involving the TX car are below the receiver
sensitivity. Hence, the TX car is omitted and replaced by a
simple tripod mounting. The TX and RX placement is shown
in Figs. 1 and 2.
To simplify the measurements, we do not move TX and

RX, but rather keep them static, and have the overtaking car
emulated by regular street traffic passing by. As indicated
above, this approach is valid because interaction by houses
and other static objects are negligible due to the directivity of
the TX horn antenna. Due to the spatial filtering, Doppler is
mainly determined by the relative velocity of the overtaking
vehicle. Our case corresponds to a ‘‘moving frame of refer-
ence’’. Keeping TX and RX static makes a very accurate time

and frequency synchronization possible. The frequency syn-
chronization is achieved via a 10MHz reference signal dis-
tribution to all clocks. The time synchronization is achieved
with amarker signal that triggers the receiver when the sound-
ing signal is transmitted. A measurement is triggered once
the overtaking vehicle is driving through a first light barrier,
positioned at dstart. The distance dstart is measured from the
rear bumper of the parked receiver car. The mean velocity
of the overtaking vehicle is estimated through a second light
barrier, positioned 3m after the first one. We measured the
time �t it took for the vehicle to arrive at the second light
barrier. By means of the mean velocity estimate v̂ and the
starting point dstart, we estimate the position of the overtaking
vehicle at all time points m to

d̂[m] = v̂ · mTsnap + dstart = 3m
�t

m Tsnap + dstart , (1)

where Tsnap is the snapshot rate, provided in Appendix B.
We hence take the front bumper of the overtaking vehicle
and the rear bumper of the parked receiver car as reference
planes. The distance d is thus referred to as the ‘‘bumper
to bumper distance’’. The range of interest is marked via
meter marks on the left-hand side in Fig 1. Memory space is
limiting the recording time of our 510MHz broadband signal
to 720ms. Due to this limitation, the recorded measurements
do not necessarily cover all distances of interest. To cover the
distances shown in Fig. 1, the light barriers, triggering the
measurements, are placed at three different positions. In other
words, dstart is varied. An exemplary light barrier position to
cover the larger distances is illustrated in Fig 1.

III. RECEIVE POWER FLUCTUATION (LARGE-SCALE
FADING) DURING OVERTAKING
Wehave built a dedicated channel sounder for this experiment
(for details see Appendix B) that provides estimates of the
time-variant transfer function H [m, q]. The time index is
denoted by m ∈ {0, . . . , S − 1} and the frequency index
is denoted by q ∈ {0, . . . ,K − 1}, where K = 103. The
time-variant CIR h[m, n] with delay index n is obtained via
an inverse discrete Fourier transform3. The CIR h exhibits a
sparse structure. Therefore, the median of all samples of h is
used as estimator of the noise floor [49]. All values of the CIR
below a threshold that is 6 dB above this noise floor are set to
zero.
Similar as in [47], we estimate the large-scale fading by

applying a moving average filter of length Lf. Likewise,
we assume that the fading process is stationary as long as the
movement of the scattering object (the overtaking vehicle) is
within Lc � 50 λ = 50 · 5mm = 0.25m. The filter length
Lf depends on the velocity of the overtaking vehicles and
is always chosen to cover Lc and to extend it to the earlier
and later time point by �L = 10 samples [47]. It hence

3We do not apply window functions so that the temporal resolution will
not be degraded. This will be important for the data evaluation in Section IV.
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FIGURE 2. Measurement site. TX and RX are static. Urban street traffic is passing by. At this snapshot, the overtaking
vehicle is at a bumper to bumper distance of approximately d = 6 m.

calculates to

Lf = Lc + 2�L =
�

50λ
v · Tsnap

�
+ 2 · 10 . (2)

The estimate of the time-varying secondmoment �̂[m] is then
calculated as

�̂[m] = 1
IU[m] − IL[m] + 1

IU[m]�
m�=IL[m]

K−1�
n=0

��h[n,m�]
��2 , (3)

where the lower and the upper sum index are

IL[m] = max(0, �m − (Lf /2)�) , (4)

IU[m] = min(�m + (Lf /2)�, S − 1) . (5)

Our scenario is dominated by the LOS component. As we
keep TX and RX static, this component will always appear
at the same delay tap, called nLOS. To analyze the strength of
the LOS delay tap relative to all taps, we estimate the second
moment of the LOS tap as well.

�̂LOS[m] = 1
IU[m]−IL[m]+1

IU[m]�
m�=IL[m]

��h[nLOS,m�]
��2 . (6)

The delay index nLOS is calculated based on the measured
TX–RX distance. Both estimates �̂[m] and �̂LOS[m] are
parameterized by the time indexm. All time-dependent quan-
tities are equally well parameterized by the relative posi-
tion estimate (1). With an abuse of notation we denote, for
example,

�̂[d] = �̂
�
d̂−1[d]

�
. (7)

A. STATISTICAL EVALUATION AND DISCUSSION
In this sub-section, we perform the statistical evaluation of
the large-scale fading and then discuss the results. The exper-
iment was conducted for 30 different vehicles, from which
we derive ensemble statistics.
The first quantity of interest is the position-specific relative

LOS tap gain, that is �̂LOS[d̂]/�̂[d̂]. This quantity is eval-
uated as boxplot in the top panel of Fig. 3. Our evaluation

is based on a window size of Lc = 50 λ = 0.25m length.
For sake of illustration, we plot the graphs on a meter based
grid by rounding d̂ to the nearest integer meter value. In all
the boxplots of our contribution, the bottom and top edges of
the box indicate the 25th and 75th percentiles. The whiskers
show the 5th and 95th percentiles. All observations outside the
whiskers are marked with crosses. The bottom panel of Fig. 3
shows the number of samples we obtain for each meter bin.
Please note that the maximum number of samples (per bin) is
120, since we observed 30 vehicles and obtain 4 samples per
meter.
We observe that the LOS tap captures most of the chan-

nel gain and never drops below −4 dB. Cars (in red) and
SUVs (in green) show a similar trend. For both vehicle types,
the relative gain of the LOS tap increases when the overtaking
car is at larger distances d . The additional MPC due to the
overtaking vehicle fades out and the limiting value is reached
after d > 5m. Trucks show a different trend. If a truck is close
to the RX, the relative gain of the LOS tap is increased, but
for larger distances it approaches a lower limiting value. This
is intuitively explained by strong MPCs generated at the side
wall of trucks. Whenever a truck is ‘‘close enough’’, these
MPCs are not resolved in the time domain and are binned in
the LOS tap.
To further study the above mentioned side-wall wave inter-

action effect, we analyze the gain increase of the LOS tap
versus the distance. The gain increase relative to no vehicle
presence (indicated as d → ∞) is plotted in the middle panel
of Fig. 3. Cars and SUVs show no effect. In contrast, overtak-
ing trucks potentially boost the LOS gain bymore than 10 dB.
The median result shows an increase of approximately 2 dB.

IV. SMALL-SCALE FADING OF THE LOS TAP
DURING OVERTAKING
As we discussed in the section above, the LOS tap is the
dominating contribution of the channel gain. Here, we are
interested in the small-scale fading behavior of this LOS tap.
To suppress large-scale fading effects, the channel is nor-
malized by the square root of the estimated second moment,
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FIGURE 3. (top) Box plot of the LOS tap gain relative to the gain of all taps. When cars and SUVs are close to the RX
antenna (d = 1 m), additional MPCs are created, thus decreasing the relative LOS gain. For trucks the converse is true
because strong interactions with the side wall (scattering, diffraction) add power to the LOS tap. (middle) Box plot of the
LOS tap gain increase by an overtaking vehicle compared to ‘‘no vehicle present’’. When cars and SUVs pass by, the LOS tap
is hardly affected. The side walls of trucks strongly reflect impinging waves. (bottom) Number of samples used for the
evaluation above.

that is

h̃[m, nLOS] = h[m, nLOS]

�̂LOS[m]

. (8)

As a demonstrative example, we provide the channel impulse
responses and estimates of the secondmoment for an overtak-
ing truck, see Fig. 4 for a photograph of the truck and Fig. 5
for the LOS channel estimates. Before we study the small-
scale fading statistics, we note that there is an oscillation with
evolving instantaneous frequency visible in Fig. 5. The oscil-
lations of the red curve with time-varying beating frequency
can be explained by the Doppler shift changing with d , see
Fig. 6 for the spectrogram4 of |h̃[m, nLOS]| − 1.

4The spectrogram uses a Kaiser window of length 256 and shape param-
eter α = 5. The Kaiser window approximates the discrete prolate spheroidal
(DPS) sequence window [50, p. 232 ff.], that will be later extensively used
for the Doppler analysis in Section V.

A. GEOMETRIC ARGUMENTATION FOR
TWDP SMALL-SCALE FADING
The TWDP small-scale fading model assumes fading due to
the interference of two strong radio signals and numerous
smaller, so called diffuse, signals. In our case, the two strong
radio signals are the unblocked LOS and a scattered com-
ponent from an overtaking vehicle that arrives at the same
delay tap. Our measurement bandwidth of BW = 510MHz
allows to resolveMPCs that are separated by a delay of�τ ≈
1/BW ≈ 2 ns or a travel distance of �s ≈ c0/BW ≈ 60 cm.
Every MPC separated less than these values is not resolved
and interpreted as fading. We define the Fresnel ellipsoids for
theMPCs arriving at the same time tap (bin) as the component
corresponding to LOS

|τLOS − τrefl| ≤ 1
BW

. (9)
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FIGURE 4. Webcam snapshot of the exemplary overtaking truck (d ≈ 5 m).

FIGURE 5. Result of the post-processing of the LOS tap for the exemplary
truck shown in Fig. 4. The lower, blue curve shows the LOS channel tap
h[nLOS] including large-scale fading. The green, smooth curve shows the
estimated large-scale fading

�
�̂LOS. The black dashed line is the

estimate of the channel gain without a vehicle present. The red curve
shows the normalized LOS channel tap h̃[nLOS], that is, the small-scale
fading only. The oscillatory behavior stops at approximately 5 m.

FIGURE 6. Spectrogram of the normalized LOS channel tap (|h̃[nLOS]| − 1)
from Fig. 5. The oscillatory behavior is best explained by the two strong,
yellow traces in the spectrogram.

In Fig. 7, this ellipse is shown in red. The green car in Fig. 7
shows the maximum distance values (d ≈ 4.5m) for which
an overtaking car is producing TWDP fading. Figure 7 also

FIGURE 7. Scaled sketch (1:5000). The LOS tap fades if another object is
within the red filled ellipse (semi-minor axis equals 2.1 m). The green car
in this figure is sketched such that it just produces TWDP fading. If the car
goes further on, its scattered component will be at the next channel tap.

shows the half power beam width of the TX horn. This
illustrates that the distance region 0 . . . 4m leads to a signal
created by wave interaction with the overtaking vehicle that is
not much weaker than the LOS component. Hence, we expect
two MPCs at the same order of magnitude. In the region
before, for example, −5 . . . 0m the ellipsoid condition to
experience TWDP fading is fulfilled but spatial filtering by
the horn antenna suppresses the scattered component. By
inspecting Fig. 5 again, one observes that the oscillatory
behavior fades out after 5m, as the overtaking truck is a
rather short one. In the following subsection we briefly intro-
duce the mathematics of the TWDP model. In Section IV-C,
we focus on maximum likelihood estimation (MLE) of the
model parameters and perform model selection to draw even-
tually statistical conclusions.

B. MATHEMATICAL DESCRIPTION OF TWDP FADING
TWDP fading was first introduced in [51]. A more extensive
mathematical descriptionwas provided in [52]. For the conve-
nience of the reader, we briefly summarize [52]. The TWDP
fading model in the complex-valued baseband is given as

rcomplex = V1ejφ1 + V2ejφ2 + X + jY , (10)
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FIGURE 8. Comparison of Rician, and TWDP fading. The TWDP
distribution with � = 1 deviates strongly from the Rice distribution.
Smaller � values do not affect the shape of the distribution as severely.

where V1 > 0 and V2 ≥ 0 are the deterministic amplitudes
of the non-fluctuating components. The phases φ1 and φ2 are
independent and uniformly distributed in (0, 2π ). The diffuse
components are modeled via the law of large numbers as
X + jY , where X ,Y ∼ N (0, σ 2) are independent Gaussian
random variables. The K -factor is defined analogously to
the Rician K-factor as the power ratio of the non-fluctuating
components and the diffuse components

K = V 2
1 + V 2

2

2σ 2 . (11)

The parameter � describes the amplitude relationship among
the non-fluctuating components

� = 2V1V2

V 2
1 + V 2

2

. (12)

The �-parameter is bounded between 0 and 1 and equals
1 iff both amplitudes are equal. Iff � = 0, TWDP fading
degenerates to Rician fading. This transition fromTWDP fad-
ing to Rician fading is smooth. If the second non-fluctuating
component becomes very small, it can be absorbed equally
well in the diffuse components. This is discussed in detail in
Appendix C.
The cumulative distribution function (CDF) of the

envelope of (10) is

FTWDP (r;K , �) =

1 − 1
2π

2π�
0

Q1

��
2K [1 + � cos (α)],

r
σ

�
dα , (13)

where Q1(·, ·) is the Marcum Q-function. Figure 8 shows
an example of the probability density function (PDF)
fTWDP(r;K , �) and CDF FTWDP (r;K , �) of the TWDP fading
distribution.

C. MAXIMUM LIKELIHOOD ESTIMATION
OF K AND � AND MODEL SELECTION
Based on the filtered envelope measurement data of the LOS
delay r[m] = ��h̃[m, nLOS]

��, we are seeking the TWDP
fading distribution of which the observed realizations appear

most likely. To do so, we estimate the parameter tuple
(K̂ [m],�̂[m]) via MLE

(K̂ [m], �̂[m]) = argmax
K ,�

m+(Lc/2)−1�
m�=m−(Lc/2)

ln fTWDP (r[m
�];K , �)

(14)

For the MLE, we take all samples within the assumed sta-
tionary length of Lc � 50λ. The maximization is imple-
mented as exhaustive search on a (K , �) grid specified in
Appendix C. We also perform MLE for the Rician K -factor.
To do so, we restrict the maximization (14) to the parameter
tuple (K , � ≡ 0). Taking the data of the exemplary truck
(Figs. 4 to 6), the estimated CDFs and their evolution is shown
in Fig. 9. The three smallest distances (in Fig. 9) show CDFs
where the truck is in proximity of the receive antenna. There
we observe fading that is not well explained by a Rician fit.
The proposed TWDP fading model shows a superior fit. Only
the last example at a distance of 6m clearly fades according
to a Rice distribution. Of course, TWDP fits must always be
better than Rician fits as the Rician model is a special case of
TWDP. However, the TWDP model introduces an additional
parameter, which is not desirable.
Thus, to select between Rician fading and TWDP fading,

we employ Akaike’s information criterion (AIC). The AIC is
a rigorous way to estimate the Kullback-Leibler divergence,
the relative entropy based on MLE [53]. Given the MLE
fitted parameter tuple (K̂ [m], �̂[m]) of TWDP fading and
Rician fading, we calculate the sample size N corrected AIC
[53, p. 66] for Rician fading (� ≡ 0) and TWDP fading

AIC[m]=−2
m+(Lc/2)−1�
m�=m−(Lc/2)

ln fTWDP (r[m
�]; K̂ , �̂)+2U+ 2U (U + 1)

N − U − 1
,

(15)

where the model orders U for Rician and TWDP fading are
1 and 2, respectively. We choose between Rician fading and
TWDP fading based on the lower AIC value. Due to the
model order penalization in the AIC we avoid over-fitting.
For our exemplary truck, the fitted parameters as well as the
selected model are shown in Fig. 10.

D. STATISTICAL EVALUATION AND DISCUSSION
In this sub-section, we show the ensemble statistics of small-
scale fading. Depending on the selected model, we take either
the TWDPK -factor or the RicianK -factor. For Rician fits we
set � ≡ 0. Notice, however, that we rely then on the success
of the model selection algorithm. Especially for very small
�-parameters, very likely, we decide for Rician fading and
hence bias the found �-parameters towards smaller values.
This is discussed in Appendix C.
Figure 11 illustrates the fittedK -factors and�-parameters.

The K -factor is smaller if the vehicle is closer to the RX
antenna (closer to the rear bumper of the car). If the vehicle
passes the static RX car, the K -factor saturates. Basically
the LOS tap does not fade any longer. As mentioned above,
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FIGURE 9. CDF evolution over distance. The data is again from our
example, see Figs. 4 to 7. For distances smaller than 5 m, TWDP fading
leads to a superior fit. At first glance, the Rician model seems to achieve a
good fit as well, however, the K -factors of both models are not in the
same order of magnitude. Rician fading underestimates the power in the
non-fluctuating components.

the vehicle size is translated to the distance d . For longer
vehicles such as trucks, it takes longer until theK -factor starts
rising. SUVs lie in between cars and trucks.
Next, we focus on the �-parameter. We see that the length

of the vehicle also affects this parameter. We observe TWDP
fading, that is, � > 0, whenever a part of the vehicle is still

FIGURE 10. MLE fitted parameter tuple (K̂ , �̂) for the exemplary truck
channel from Fig. 5. The Rician K -factor (blue dashed line)
underestimates the power within the non-fluctuating components. If AIC
selects TWDP fading, a red diamond marks the parameter tuple. If Rician
fading is selected, a blue circle is used. The black vertical lines illustrate
the positions evaluated in Fig. 9.

close to the RX antenna. The longer the vehicle, the longer
this effect is visible. Remember that the median � value has
a slight negative bias, as we set � to zero if we decide for
Rician fading. This explains why the SUV median is zero at
2m, although the � values are spread out; since in case of
SUVs, the AIC decides for Rician fading more than half of
the time. The AIC model selection decisions are color-coded
in the histogram in the bottom panel of Fig. 11. The histogram
in lighter shades is identical to the histogram of Figure 3. The
darker shades show the number of samples where the AIC
decided for TWDP fading. Again, looking at the maximum
distances where TWDP fading occurs, we see a correlation
with the vehicle length.

V. DELAY-DOPPLER DISPERSION EVALUATED VIA
THE LOCAL SCATTERING FUNCTION
To study the delay-Doppler dispersion of our vehicular chan-
nel, we characterize the channel by the LSF, as explained
in [47], [54], and [55]. Similar to the previous sections,
we assume that the fading process is locally stationary within
a region of M samples in time and all samples in frequency
domain. We hence estimate the LSF for consecutive station-
arity regions in time. We use a multitaper based estimator in
order to obtain multiple independent spectral estimates from
the same measurement and being able to average them. The
estimate of the LSF is defined as [54]

Ĉ[kt ; n, p] = 1
IJ

IJ−1�
w=0

���H(Gw)[kt ; n, p]
���2 . (16)

By p ∈ {−K/2, . . . ,K/2} we denote the Doppler index, and
as in the previous sections, we denote by n ∈ {0, . . . ,M − 1}
the delay index. The delay and Doppler shift resolutions are
given by τs = 1/(K�f ) and νs = 1/(MTsnap). The time index
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FIGURE 11. (top) Boxplot of the Rician fading and TWDP fading K -factor. The closer the vehicle to the RX and the larger the
vehicle, the stronger are the diffuse components. (middle) Boxplots of the �-parameter. The larger the vehicle, the stronger
is the second non-fluctuating component. For example, � = 0.2 (for trucks) correponds to a second non-fluctuating
component that is 20 dB smaller than the LOS component, see Fig. 15 in Appendix C. (bottom) Histogram of all samples
observed and the TWDP samples. This shows the TWDP selection ratio.

of each stationarity region is kt ∈ {0, . . . , 
(S/M − 1�)}
and corresponds to the center of the stationarity regions. The
windowed spreading functionH(Gw) is calculated by

H(Gw)[kt ; n, p]

=
M/2−1�
m=−M/2

K/2�
q=

−K/2

H [m + Mkt , q]Gw[m, q] e−j2π(pm−nq),

(17)

where the tapers Gw[m, q] are the DPS sequences [56],
explained in detail in [54]. The number of tapers in time
domain is I = 3 and in frequency domain J = 3 .
We set M = 233 which corresponds to a stationarity

region of 30ms in time. The power delay profile (PDP)
and the Doppler spectral density (DSD) are calculated as a

summation (marginalization) of the LSF over the Doppler
domain or delay domain [54],

PDP[kt ; n] =
M/2−1�
p=−M/2

Ĉ[kt ; n, p] , (18)

DSD[kt ; p] =
K−1�
n=0

Ĉ[kt ; n, p] . (19)

Based on the PDP and DSD, we analyze the time-
varying RMS delay spread and the RMS Doppler spread.
To obtain these quantities, we use the formulas (10) – (13)
from [54].
Our measurements were carried out in a street with

30 km/h speed limit. The average vehicle speed is in this
order, but some vehicles significantly deviate from the
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average speed. To compare vehicles at different speed,
the Doppler profile of each vehicle is first normalized w.r.t.
to its maximum Doppler shift

νmax = 2v̂
λ

. (20)

Next the Doppler profile is re-scaled to a common speed of
v = 30 km/h ≈ 8.33m/s. The data post-processing for our
exemplary truck is shown in Fig. 12. Figure 12(a) shows the
PDP as it evolves over distance. A bandwidth of 510MHz
is not sufficient to distinguish the MPCs in the time-domain.
A small channel gain increase in the delay range 10 − 30 ns
is visible after approximately 5m. Figure 12(c) shows the
corresponding DSD. The additional MPCs from the overtak-
ing truck are clearly visible as negative Doppler shift traces.
Note that these traces are already partially demonstrated
in Fig. 6. Figure 12(b) shows the respective RMS spread
values.

A. STATISTICAL EVALUATION AND DISCUSSION
The results for the whole data ensemble are illustrated
in Fig. 13. The bottom panel shows again the number of
samples used for the evaluation at each individual position.
Note, that the histogram is slightly different to the previous
ones. Previously we performed the evaluation on 50λ in
space, which equals 30ms evaluation time exactly only for
a vehicle at a speed of v ≈ 8.25m/s = 29.7 km/h.
The RMS delay spread, illustrated in the top panel of

Fig. 13, is only slightly affected by an overtaking vehicle.
There is only a total swing of 1.5 ns for the median values
of the truck. If a truck is close to the RX antenna (at approx.
1m to 2m) it shadows the background, boosts the already
dominating LOS delay and στ is smallest. Cars and SUVs
barely alter στ . For both vehicle types the median swing is
less than 1 ns. Generally, the RMS delay spread values of
different vehicles are all in the same order.
The RMS Doppler spread of cars and SUVs at distances

close to the antenna (< 3m) is mainly due to phase noise
of our equipment. Cars show the strongest effect on σν at
approximately 3m to 4m. SUVs show their maximum a
bit later at around 4m to 5m. At larger distances the MPC
belonging to the overtaking car (SUV) fades out. Note the
similarity of σν for cars and SUVs after 6m. In this region
only the rear part of the vehicles is illuminated. Trucks pro-
duce an RMS Doppler spread twice as strong as cars and as
SUVs. Again, due to trucks’ larger extent the maximumRMS
Doppler spread occurs later, at approximately 7m.
Keep in mind, however, that due to the spatial filter-

ing of the horn antenna combined with the existence of
a strong LOS, the RMS Doppler spread is less than 12%
of the maximum Doppler shift (σν ≤ 0.12 νmax). In the
median case, σν is even below one-tenth of the maximum
Doppler shift νmax. For comparison, a Doppler shift uni-
formly distributed in (−νmax, 0) yields σν = νmax/

√
12 ≈

0.3 νmax, a Doppler shift distributed according to a half-Jakes’
spectrum yields σν = νmax

�
(π2 − 22)/(2π )2 ≈ 0.4 νmax,

FIGURE 12. Post-processing steps to obtain the RMS delay spread and
RMS Doppler spread from the LSF.(a) Time aligned PDP of the exemplary
truck. The time resolution obtained with 510 MHz bandwidth is not
sufficient to resolve strong MPCs. (b)Estimated RMS delay spread (top)
and estimated RMS Doppler spread (bottom) are calculated on a 30 ms
time grid. (c)DSD of the exemplary truck. MPC reflected at the truck are
clearly visible via their Doppler shift.

and a Doppler shift according to a Jakes’ spectrum even
σν = νmax/

√
2 ≈ 0.7 νmax. Modeling σν with these models

is therefore not appropriate. The calculations of the RMS
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FIGURE 13. (top) Box plots of RMS delay spread as a function of bumper to bumper distance. The position of the overtaking
vehicle does not have a strong impact on the RMS delay spread. (middle) Box plots of RMS Doppler spread re-scaled to a
common vehicle speed of 30 km/h at the left axis. RMS Doppler spread normalized to the maximum Doppler shift is
labelled at the right axis. The black dotted line shows the estimate for the RMS Doppler spread obtained through the phase
noise of our measurement system. The RMS Doppler spread of cars and SUVs is only twice as much the values obtained
with the phase noise only. In system without ‘‘perfect’’ frequency synchronization or worse reference clocks, the increase
might not be visible. (bottom) Number of samples used for the evaluation above based on 30 ms sample lengths.

Doppler spread values for known distributions is provided in
Appendix D.

VI. CONCLUSION
The size of the overtaking vehicle plays a crucial role
for the statistics of the vehicular channel during an over-
taking maneuver. Our statistical evaluation of an overtak-
ing process has shown that large-scale fading is essentially
only influenced by very large objects such as trucks and
buses. Large vehicles potentially increase the receive power
through scattering on their side wall by several dB. For
smaller vehicles, a change of large-scale fading was not
observed.
Rician fading is a good model for small-scale fading,

unless a vehicle is in the ‘‘bandwidth ellipse’’ in which
case the TWDP distribution provides a better fit. The larger

the vehicle, the larger is the �-parameter. With the same
K -factor, TWDP fading experiences deeper fades than pre-
dicted with a Rice distribution.
Furthermore, we have seen that the RMS delay spread is

hardly affected by overtaking vehicles. This parameter does
not need to be modeled position specific.
The analysis of Doppler dispersion has shown that the

increased Doppler effect at millimeter waves is not directly
translated to the RMS Doppler spread in our scenario. The
RMS Doppler spread is extremely low due to spatial filtering
of the horn antenna and the very strong LOS component.
Only for large vehicles, this value increases significantly
during overtaking. Note that the observed maximum value is
a lot smaller than standard models (uniform, Jakes) would
predict. The maximum observed RMS Doppler spread is
approximately four times larger than the phase noise of our
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measurement system. A commercial system without ‘‘per-
fect’’ frequency synchronization or worse reference clocks
will very likely not experience this relatively small increase
of the RMS Doppler spread at all.

APPENDIX A: ACRONYMS
AIC Akaike’s information criterion
AWG arbitrary waveform generator
CDF cumulative distribution function
CIR channel impulse response
DFT discrete Fourier transform
DPS discrete prolate spheroidal
DSD Doppler spectral density
LO local oscillator
LOS line-of-sight
LSF local scattering function
MLE maximum likelihood estimation
mmWave millimeter wave
MPC multipath component
OEW open-ended waveguide
PDP power delay profile
PDF probability density function
PLL phase-locked loop
RF radio frequency
RMS root mean square
RX receiver
SA signal analyzer
SNR signal-to-noise ratio
SUV sport utility vehicle
TWDP two-wave with diffuse power
TX transmitter
V2V vehicle-to-vehicle

APPENDIX B: MEASUREMENT SETUP
The hardware setup is illustrated in Fig. 14. Our trans-
mitter consists of an arbitrary waveform generator (AWG).
Once triggered, it continuously repeats a baseband sounding
sequence. This baseband sequence described in the following
subsection is up-converted by an external mixer module. The
external mixer module employs a synthesizer phase-locked
loop (PLL) for generating the internal local oscillator (LO).
The synthesizer PLL is fed by a 285.714MHz reference, and
uses a counter (divider) value of 210 to generate the center
frequency of f0 = 59.99994GHz. Our receiver is a Rohde and
Schwarz signal analyzer (SA) R&S FSW67. Its sensitivity
is PSA,min = −150 dBm/Hz at 60GHz. All radio frequency
(RF) devices are synchronized with a 10MHz reference.
When a vehicle passes the first light barrier, the AWG

is triggered and plays back the baseband sequence and a
sample synchronous marker signal. The marker triggers the
recording of the receive samples. We directly access the
IQ samples at a rate of 600MSamples/s. From the receive
IQ samples we calculate the time-variant channel transfer
function H �[m�, q] by a discrete Fourier transform (DFT).
This transforms the channel convolution into a multiplication
in the frequency domain. Here m� denotes the symbol time

FIGURE 14. Measurement setup.

index and q = 0, . . . , 102 the frequency index. After coherent
averaging over N baseband symbols, we divide the resulting
channel transfer function by the calibration function, obtained
from back-to-back measurements, to equalize the frequency
characteristics of our equipment.

EXCITATION SIGNAL
The excitation signal generated by the AWG is a multi-
tone waveform. The use of a multi-tone waveform affords
us several advantages such as i) ideally flat frequency
spectrum, ii) design flexibility, iii) controllable crest fac-
tor, and iv) high SNR through processing gain. These
advantages are important for channel transfer function
extraction. Using an approach similar to a procedure imple-
mented in [57], the excitation signal is given by x(n) =
Re

� �K/2
k=1 e

jπ k2
K e−j2πk n

Q
	
, where n = 0, . . . ,Q−1 is the time

index and k the sub-carrier index. Tominimize the crest factor
of the signal, the tone phases are chosen quadratic. The crest
factor is reduced in order to maximize the average transmitted
power while ensuring that all RF components encountered by
the excitation signals operate in their linear regions.
For the geometry of our scenario, the excess length (w.r.t.

LOS length) of the MPC resulting from an overtaking car is
on the order of 15m. Ignoring multiple reflections between
the parked RX car and the overtaking car, we assume that
the path length difference will never be larger than 30m.
Thus, 100 ns is our maximum excess delay. To make the sym-
bols shorter and less susceptible to inter-carrier interference
caused by phase noise and Doppler, we choose the sub-carrier
spacing �f as large as possible. To still obey the sampling
theorem in the frequency domain, we need to fulfil �f ≤
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(1/(2τmax)) = 5MHz, where τmax is the maximum excess
delay. With our sampling rate of 600MSamples/s this gives
Q = 121 sub-carriers spaced by �f = 600MHz/121 =
4.96MHz. Due to the sharp (anti-aliasing) filter of the SA,
from the Q = 121 sub-carriers we effectively utilize only
K = 103 sub-carriers, which is equal to a measurement
bandwidth BW ≈ 510MHz. With these parameters the
delay resolution of the channel sounder is τmin = 1/BW ≈
1.96 ns. The receiver sensitivity is approximated toPRX,min =
PSA,min + 10 log10(�f ) + 10 log10 K = −63 dBm.

LINK BUDGET AND OTHER LIMITATIONS
For the LOS component, the propagation loss including
antenna gains sums up to PL = 75.5 dB. For the design of
our setup, we assume that reflected paths are PR = 10 dB
weaker than the LOS component. Next, we require an SNR
at each sub-carrier of the reflected component of SNRrefl =
10 dB. These requirements directly translate to the necessary
transmit power PTX,min = PRX,min + PL + PR + SNRrefl =
32.5 dBm. The maximum power of the TX module is 7 dBm.
Thus, an additional processing gain of 25.5 dB is needed.
The processing gain is realized by coherently averaging over
N = {480, 560, 640} multi-tone symbols. The number of
averaging symbols is chosen such that the averaged chan-
nel is still aliasing free. The least processing gain for fast
vehicles (N = 480) is 27 dB. Remember, our multi-tone
system has a sub-carrier spacing of �f = 4.96MHz and
a sounding sequence length of τsym = 1/�f = 202 ns.
The overall pulse length including 480 repetitions, sums up
to Tsnap = 96.8µs. Applying the sampling theorem for the
Doppler support, we obtain a maximum alias-free Doppler
frequency of νmax = 1/(2Tsnap) = 5.2 kHz, which limits the
speed of overtaking cars to vcar = (λνmax)/2 = 12.9m/s =
46.5 km/h . This value is sufficient for our measurements,
as the street, were the measurements took place, has a speed
limit of 30 km/h. Our receiver is limited to a memory depth
of approximately 420MSamples or equivalently, with a sam-
pling rate of 600MSamples/s, we are recording Trec =
720ms of the channel evolution. At 12.9m/s this equals
a driving distance of 9.29m. An overview of the channel
sounder parameters is given in Table 1.

APPENDIX C: THE TRANSITION OF TWDP FADING
TO RICIAN FADING
To study the TWDP to Rice distribution transition, we first
express the �-parameter, defined in (12) through amplitudes,
via the power ratio

δP = V 2
2

V 2
1

, V2 ≤ V1 ⇒ δP ≤ 1. (21)

Equation (12) becomes now

�(δP) = 2
√

δP
1 + δP

(22)

The expression (22) is demonstrated in Fig. 15with δP plotted
in decibels.

TABLE 1. Channel sounder parameters.

For δP < −20 dB even an exponential power decrease is
barely translated to different � values.
For � → 0, depending on the K -factor, the second

much weaker component might be no longer large enough to
change the distribution sufficiently from the Rician distribu-
tion. Mathematically this is expressed through the variance of
the diffuse components. Given that � ≡ 1, σ solely depends
on the K -factor [58]

σ 2 = 1
2(1 + K )

. (23)

For K � 0, the power of the diffuse components
(in decibels) is

20 log10 σ ≈ −10 log10 K − 3 dB . (24)

Hence, TWDP fading differs from Rician fading only if
10 log10 δP � −10 log10 K − 3 dB, otherwise the second
non-fluctuating component appears as strong as the diffuse
components.
This behavior directly translates to the model selection

algorithm. To demonstrate this, we run Monte Carlo simu-
lations with synthetic data. Our test data is generated equiv-
alently to the search grid used for MLE. The K -factor is
linearly spaced in {0, 1, . . . , 100} and logarithmically spaced
with 150 points for each decade above K = 100. The
�-parameter is linearly spaced in {0, 0.1, . . . , 1}. We gen-
erate 300 realizations of each pair (K , �) and perform the
fitting and selection approach of subsection IV-C. A suc-
cess is defined whenever AIC decides correctly for the
TWDPmodel. The success rate of TWDP selection is plotted
in Fig. 16. We plotted on top (as red dashed line) the relation-
ship (22). From the considerations above, we already know
that the K -factor must be at least above 3 dB. Observe that
the transition region matches fairly well with those values,
where the power of the second non-fluctuating component
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FIGURE 15. The �-parameter as a function of the power ratio δP of both
non-fluctuating waves.

FIGURE 16. Success rate of selecting TWDP fading for all parameter
tuples (K , �) of the grid search space. Whenever the second
non-fluctuating component is in the order of the diffuse components,
the AIC model selection fails. The red dashed line replaces δP of (22) with
(1/K ) to show this border.

becomes as strong at the diffuse components. However, there
is a minimum � ≈ 0.1 where TWDP fading selection fails
even for K → ∞. From Fig. 15 we read that this value
corresponds to a power difference of the LOS component and
the reflected component of approximately 25 dB. With the
proposed approach we are hence not capable of selecting the
appropriate fading distribution for smaller, weak-reflecting
vehicles. The found �-parameter for the statistical analysis
in Subsection IV-D is therefore biased towards lower values.

APPENDIX D: RMS DOPPLER SPREAD OF
KNOWN DISTRIBUTIONS
In this appendix, we derive the normalized RMS Doppler
spread values σν for known Doppler distributions. This yields
a reference for our statistical analysis.

UNIFORM DISTRIBUTION (- LEFT SIDE)
Based on 3D uniform scattering the Doppler spectrum
becomes a symmetric uniform distribution. This is simply
the left half of it. Hence, the Doppler is uniformly distributed
within (−νmax, 0).

σ 2
ν =

0�
−νmax

1
νmax

ν2dν − ν̄2 = ν2max

12
(25)

σν

νmax
= 1√

12
= 1

2
√
3

≈ 0.2887 (26)

JAKES’ SPECTRUM
This assumes that the angle of arrival is uniformly dis-
tributed (in a plane). Through the non-linear cosine rela-
tionship between the angle of arrival and the Doppler shift,
the Doppler spectrum becomes the ‘‘double horn’’

P(ν) = 1

π
�

ν2max − ν2
. (27)

The RMS Doppler spread is

σ 2
ν = 1

πνmax

νmax�
−νmax

1

1−

�
ν

νmax

�2 ν2dν = ν2max

2
. (28)

σν

νmax
= 1√

2
≈ 0.7071 (29)

HALF JAKES’ (- LEFT SIDE)
The half Jakes’ distribution sets all positive Doppler shift to
zero. Here, we re-use the result from above. We only need to
calculate the mean of a half Jakes’ distribution.

ν̄ = 1
πνmax

νmax�
−νmax

1

1 −

�
ν

νmax

�2 νdν = −νmax

π
(30)

Reusing the result from above, the 2nd moment of the half-
Jakes is ν2max

2 · 1
2 . Hence,

σ 2
ν = ν2max

4
− ν̄2 = ν2max

π2 − 22

(2π )2
(31)

σν

νmax
=

�
π2 − 22

(2π)2
≈ 0.3856 (32)
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