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Abstract

Board games have gained an unbelievable traction over the last few years. The number of
board game releases grows exponentially and customers have a variety of choice like never
before. This increases decision paralysis and makes it harder to decide what game to buy
next. Consequently, recommendation systems were applied in various domains over the
last decade to relieve this issue for customers. In this thesis, we will investigate and create
various recommendation systems for this specific use case. We apply both collaborative
as well as content-based approaches. We conclude the thesis with a thorough evaluation
of the different recommender systems.
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CHAPTER

Introduction

In this chapter, we will give an introduction to the topics that are tackled by this thesis.
We will establish the motivation behind this research subject and the end goal of the
thesis. We will also present the methodological approach taken to fulfill the research
goals.

1.1 Motivation

1.1.1 The rise of the Recommender Systems

In the last few years, the practical use of Recommender Systems (RSs) has skyrocketed.
They have become very common in a wide range of areas. Most commonly, they are
associated with different consumer products like movies, music or news paper articles.
There are a lot of companies that come to mind: Streaming provider Netflix is known
for heavily including recommendations for movies and TV series in the User Interface
(UI) of their product. The New York Times or Wall Street Journal (and nearly every
major newspaper publisher) relies on the use of RSs to find interesting articles for their
readers. E-Commerce pioneer Amazon was one of the first companies to introduce
recommendations for general items, based on the sales habits of its customers(“Customers
who bought this...”).

RSs have become ubiquitous tools, aiming to save time and energy for users, while
increasing traffic and sales for providers. The economic success of these systems has
been shown in increasing sales volume and sales diversity [LH14]. For consumer media,
there is a lot of academic research available on the technical features of these media
recommender systems, as a simple search on Google Scholar shows [OTTK12] [SKKRO01].
It is evident that Recommender Systems can provide a valuable service in domains where
users are faced with decisions between numerous options. For these reasons, we think it
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Figure 1.1: Released games per year 1900 - 2010. Left: Linear Scale, Right: Logarithmic
Scale [Vat17]

is interesting to investigate the use of a RSs in the domain of Board Games. But firstly,
we need to specify the current development of this consumer media.

1.1.2 The comeback of board games

Sales and releases of new board games have been increasing proportionally with the rise
of video games, which is about 25% per year [Dufl4] [Winl4]|. Never before in history
have there been as many board game releases as today. There are a variety of theories
why this has happened, despite the still rising popularity of digital games. For one, digital
versions of classic board games might have helped to keep this form of entertainment
alive. But the other, probably more relevant reason is, that, as the modern working
environment and everyday life is being pervaded more and more with Computers, smart
phones and other new technologies, people might look stronger for a pastime that they
can enjoy with friends and families that doesn’t involve “staring at a screen”.

The total market is estimated at around $750 million - if we would include collectible
tabletop games, this number would double [Gril7]. Even new research has been made
about this board gaming “phenomenon” [Wool2]. In fact, never before have there
been so many board games released as today [Vat17]. Figure 1.1 highlights the yearly
developments.
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1.2. What problem needs to be solved?

1.2 What problem needs to be solved?

The increasing popularity is most certainly a great development for the board game
community. As for every type of item, good or form of popular art or entertainment,
more choice implies more supply, which further implies, overall, a quality improvement in
order to survive against the competition. But it has been shown, that too much freedom
of choice and too many options can make people feel lost and overwhelmed. Customers
can experience what is called “decision paralysis” [Sch09]. This can help the customer
facilitate their choices, save them time and protect them from feeling burnt out. It is
also one of several reasons why streaming providers like Netflix or Spotify use RSs.

To solve this, we propose the application of a RS in the domain of Board games. We
develop a board game recommender system, where the users specify one or multiple
games they like as an input. The system processes this information based on game
characteristics and existing user ratings. It outputs a list of games they will likely enjoy
as well. To properly construct a reliable system, we need appropriate data, techniques to
compute predictions and methods for evaluation. We discuss these in the following.

However, there is no straight answer to which techniques are best suitable to our problem
of recommending board games. As we have both user ratings as well as user-provided data
about the games themselves available, we can develop a new approach for this specific
use case. Especially for content-based techniques, where we use multinominal attributes
like “Mechanics” or “Family” of board games (where one item can have multiple values
in one attribute),we need to investigate fitting methods and adapt them, for example
TF-IDF (Term Frequency - Inverse Document Frequency).

1.3 Aim of the work

The aim of this work is to create a RS that provides board game suggestions. On top
of that, we test and evaluate different approaches of doing so. It should execute as
follows: The recommender system takes one or several games as an input. The output
consists of several board game titles that is very likely enjoyed by a user who also liked
the games provided as the input. The computation of the various recommendations is
based on different strategies, which need to be explored. Additionally, we use our data
for the evaluation and comparison of the performances of our various recommendation
techniques.

1.3.1 Research Questions and Expected Results

With our work, we aim to answer following research questions.

e Q1: Which recommendation methods are appropriate for recommending board
games?

e Q2: Which attributes can be used for recommendations?
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1. INTRODUCTION

e Q3: Which metrics can be applied for measuring the quality of board game
recommendations?
In addition to providing answers to these questions, we build models that can
take games and compute recommendations, based on various approaches. We also
develop metrics to evaluate, validate and justify our findings.

1.4 Methodological approach

1. Literature Review
Relevant literature that informs us about the best way to accomplish the tasks at
hand is gathered and dissected.

2. Data
To compute similarity between board games, we use two main data types: Infor-
mation about the games themselves, as well as users who rated these games. We
retrieved this data by using the API of the most important board game review site,
BoardGameGeek.com. We have collected:

e 71.343 Board games with a multitude of attributes. Attributes include genre,
category, playing time, player count, mechanics used in the game and many
more.

e 201.983 Users who provided a total of more than 20 million ratings. About
40% of users rated more than 100 games each, giving a reliable basis for
recommendation computing.

3. Application of Recommender Systems
The variety of the data allows us to employ different recommendation techniques.

o Collaborative Methods - recommendations based on users ratings (item-to-item
CF, Matrix Factorisation,...) [HKTRO04].

e Content Based Methods - recommendations are computed based on similar
attributes from other games (using tf-idf, Self Organizing Maps, Decision
Trees...)

e Hybrid Approach - A combination of the two above [Bur02]

4. Evaluation and Findings
We measure the performance of our recommendation engine by employing metrics
utilizing data on existing users. Evaluation proceeds in following steps:
a) Use one (or several) of the user’s well-rated items as an input.
b) Calculate a list of games the user likely enjoys as well.
4
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1.4. Methodological approach

¢) Compare these results to the rest of the user’s rated items (not including the
withheld items that were used in step 1 as an input). Ratings of the user are
normalized to ensure comparability. To achieve this, we employ a range of
selected metrics [SG09]:

e Precision is a metric that measures how many games that are relevant to
the user have been found in the recommendations.

e Recall is a metric that is defined as the ratio of relevant items selected to
total number of relevant items available. In our case, this means: How
many of the user’s well-liked items is the system able to recall, based
on a small subset of input? Evaluation can be based on prediction of
the actual rating or on a threshold: If a game is predicted to be “good”
(rating higher than 7) or “bad” by the user.

e NDCG (Normalized Discounted Cumulative Gain) is a ranking metric that
measures how good the recommendations are compared to the optimal
set of recommendations.

e MAP (Mean Average Precision) is another accuracy metric. It measures
how good Precision results are at different Recall levels.

e Diversity and Novelty: One shortcoming of recommender systems is that
they can recommend items that are too similar to each other. However,
there exist metrics to measure this. For deciding if a list of recommended
items is too similar or not very diverse, we would compare these to the
collection of a user’s rated games.
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CHAPTER

Background

In this chapter, we will look at the current available research. We will collect and present
available literature, as well as analyse and compare the most common approaches, their
implementations and key findings.

2.1 History of Recommender Systems

A lot of ideas in RS stem from the discipline of Information Retrieval (IR). The term
IR was coined in 1950 by Calvin Mooers [Moo50]. The necessity of such systems was
proposed around that time due to the concern of the abundance of (scientific) information
available and the inability to process all of it. This was closely related to the scientific
race between the US and USSR during the cold war [W+63]. The first formal IR research
groups were formed in the US. Not very long thereafter, IR systems in all kinds of
domains were developed, e.g. the MEDLARS project [Bec64] for medical literature or the
SMART system for general scientific literature [SM71]. First online systems appeared
in the 70s and improvements in models and evaluation methods continued. With the
emergence of the World Wide Web in the 90s, search engines for the web were developed
and became the nowadays most famous examples of IR application — which are arguably
also RS.

The first literal mention of a “Recommender System” was in a paper by Jussi Karlgren
in 1990 [Kar90], where a proximity measure for text documents to retrieve relevant
documents for readers was proposed - a classic application of IR methods. In 1992, the
term “collaborative filtering” was coined. It described the operating process of the PARC
Tapestry system [GNOT92]. “Tapestry” was developed by Goldberg et al. and used both
explicit metadata and implicit behavioral data to create personal recommendations in
an internal mailing system. Just two years later, Paul Resnick and other researchers
at MIT showed with the “GroupLens”-system that recommendations for news on the
net can be automated and served over a network [RIST94]. In 1995, the research efforts

7
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2.

BACKGROUND

targeted multimedia system: Shardanand et al. developed the “Ringo” system at MIT
for recommending music albums [SM95]; Hill et al. created a video recommendation
system at Bellcore [HSRF95] [RV97].

A recent popularity boost was the announcement of the Netflix Prize in 2006. Netflix
would award prizes of up to one million dollar to the individuals who could come up
with effective recommendation algorithms for movies. This suddenly produced a lot of
interest into RSs. Even if the algorithm by the grand prize winners [Kor09] was not used
by Netflix due to engineering challenges [Amal2], the contest produced a lot of valuable
insight into RS architecture. As Netflix moved their business model from lending DVDs
to streaming and partly due to privacy concerns, they stopped the yearly contest after
awarding the prize money. Due to their success, various matrix factorization techniques
became the gold standard among the research community.

The increasing popularity of Deep Learning in recent years, most notably the successes of
the AlphaGo AI by Deep Mind [Chel6], and general application of neural nets in various
domains might have pushed the RS community to investigate similar techniques.

Autoencoders are unsupervised artificial neural networks which create efficient encodings
from input data. With slight modifications, they have been shown to be applicable as
RS. By applying collaborative filtering techniques to Autoencoders, it was possible to
beat traditional approaches of recommendations [SMSX15]. Various improvements for
this exist by adding slightly noisy input during the training phase [WDZE16]. The most
recent developments is the Variational Autoencoder, which learns the parameters of a
normal distribution which approximates the distribution of latent variables [LKHJ18].

2.2 Types of Recommender Systems

In this section, we will investigate concrete State-of-the-Art recommendation techniques.
We can distinguish different types of RSs. Collaborative (or Social) Recommendation
systems rely on the ratings information provided by users. Content Based Recommenders,
on the other hand, use descriptive terms of the items. They work on the principle that
users will prefer items that have similar characteristics as items they previously enjoyed.
Both approaches can be used in connection with Autoencoders, which we discuss later.

2.2.1 Collaborative Filtering

Approaches that take into account user ratings can be split into two general classes: Mem-
ory based techniques and model based techniques. In Neighborhood-based approaches,
the ratings of items that are saved in the system are directly taken to predict ratings for
users. A defined neighborhood determines which ratings are used for a predicted rating.
Contrary to using saved user ratings, Model Based Collaborative Filtering aims to build
an abstracted representation of the user-item ratings. As a result, these model-based
approaches produce a predictive model that is tuned in the training phase according to a
set of training data. This model is then used to generate new ratings.
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2.2. Types of Recommender Systems

Memory Based Collaborative Filtering

Neighborhood methods are a type of Memory Based Collaborative Filtering technique
where ratings that are part of a previously defined neighborhood are considered for rating
prediction. The neighborhood can be defined either based on users or based on users:

e User-based neighborhood calculates the rating prediction of an item based on the
ratings of the most similar users to the user the prediction is calculated for.

e Item-based neighborhood calculates the rating prediction of an item based to the
most similar items [LSY03] [SKKRO1].

A common way to determine similarity is to use Pearson Correlation similarity. In
the case of User-based similarity, the similarity of a user u to a user v based on their
commonly rated items i € I, is shown in equation 2.1.

' Z (Tu,i - 'Fu)(rv,i - ﬂ])
sim(u,v) = S (2.1)

Z (Tu,i - T_u)2 Z (Tv,i - 7“_1))2

iEI’U,’U lEI’U/U

Tu,i is the rating of an item ¢ by a user u. 7, is the average rating of all items rated by
user u. As you can see in equation 2.1, the average is always subtracted before every
rating. The reason is to eliminate user rating bias: Every user has different standards
— some users give generally higher ratings. Others are more critical, they have higher
standard and their scores are usually lower. If these users give an item a very high rating,
it is more significant than when another user, who usually gives high ratings does. This
is why we only use the offset - the difference of the rating to the mean [OTTK12].

Equation 2.2 shows the prediction formula. To calculate the prediction of an item 4 for a
user u, we take 7, and then add the ratings of ¢ by the other users. However, the ratings
of other users is weighted by a similarity factor (2.1). The factor k is one over the sum of
total similarities, used for normalization (see 2.3).

Tui="Tu+k Z sim (u, u’)(ru/ﬂ- — Tw) (2.2)
u'eU

For efficiency and practicality reasons, not all users are considered for rating prediction.
Often, a neighborhood is defined: Only the 5, 10 or 20 most similar users are taken into
account.

k=1/ Z | sim (u, u')| (2.3)

u'eU

Figure 2.1 demonstrates the user-based collaborative filtering technique with a neighbor-
hood of 2.
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Figure 2.1: We want to predict movie ratings for user w,, (yellow). We see that w,, shares
similar ratings on items iy and i4 with u; and ug (highlighted blue). Consequently, these
are the users that are taken for predicting the ratings of items i; and i3 - items that wu,
has not rated yet (highlighted red). User ug’s ratings are not very similar to u,,, therefore,
uo does not appear in the neighborhood of wu,,.

Model Based Collaborative Filtering - Matrix Factorization

Matrix Factorization involves building reduced representations of both users and items. It
maps users u and items 7 to a latent factor space of dimensionality k. Each dimension of k
represents a latent feature - for example, genre or difficulty or a completely uninterpretable
dimension. One entry in the user matrix mxk then defines the correlation off this particular
user with this feature (if the user prefers that items include this feature). Similarly, an
entry in the item matrix nxk specifies how much this item is correlated with the feature k.
Figure 2.2 shows an example of this reduced dimensionality approach [JZFF10] [KBV09].

How to get user and item matrices? Singular Value Decomposition (SVD) is a method
to factorize matrices. However, it does not work with sparse matrices like the ratings
matrix. To solve this problem, we approach it backwards: Instead of computing the
decomposition starting with the ratings matrix R, we generate first the two factors, P
and @, calculate the derived rating matrix R’ and then compare to the original ratings
matrix. The difference between the original and the newly generated ratings matrix is
the error. To make it smaller, we modify the two factors accordingly. This modification
is given to us by computing the gradient. Then, this process is repeated. We realize this
process by applying Stochastic Gradient Descent (SGD) which we will describe in the
following.

The general idea behind SGD is to predict the ratings with our reduced matrices P and
@, calculate the difference to the real ratings (which we call the error) and then adjust
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2.2. Types of Recommender Systems
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Figure 2.2: R is original user-item ratings matrix. It is sparse, since usually every user
only rates a handful of all existing items. The reduced dimensionality k is 3 in this
example. P and @ represent the reduced matrices of users and items. These are derived

by applying an algorithm like SVD. When P and Q are multiplied, we get a matrix R’.

It includes derived ratings for all items by all users.

the values (based on the error) of the matrices in order to approach a better prediction
and reduce the error in the next step. This is repeated for many times, as SGD is an
iterative procedure. One scan over all the ratings in the training set is called an epoch
and it takes multiple epochs to perform SGD. Before the start of each epoch, the order
of the ratings is shuffled.

The factors P and @) are initialized with random values. To begin, they are multiplied
together to get an initial prediction of ratings. The difference of these to the actual
ratings (in the training set) is called the error term. We also need a regularization term,
which is added to avoid overfitting (see figure 2.3). The total cost function consists of an
error term and a regularization term and is shown in equation 4.4.

To detail how the parameter adjustement works, it is helpful to regard a single rating.

The error term for one predicted rating is computed with 2.5. Adding a regularization
term, this results in the cost function shown in equation 2.6.

1
Tot.Cost = — > (rui — pLa;)® + M||P|]* +|QI1*) (2.4)
|R| ruwi€R
Cui = Tui — D i (2.5)

As already mentioned, the matrices P and @) are step-wise modified: Concrete ratings
are iterated through and compared to their representation in P and (). To approach the
minimal error, we will be using the inverse of the gradients of the cost function. The
process to reach a global minimum in this way is illustrated in Figure 2.4.

The derivatives of equation 2.6 are shown in 2.7 and 2.8, for user and item gradient
respectively. We use a similar value to adjust the values in the user matrix P and item

11
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Figure 2.3: When we only use the error term during learning, the problem emerges that
the model is tailored too much after the training data and can generalize badly (right
image). Introducing a regularization term that depends on the parameter can improve
generalization (middle image). The impact of this term can be controlled by a factor
and should not be exaggerated, otherwise the model might not be accustomed at all (left
image) [Ng08§].

matrix ) respectively. The update of the user and item values are shown in equations
2.9 and 2.10. These are the negative gradients. The factor 2 has also been replaced by a
variable factor n, which is the learning rate of the algorithm and determines the step size
of each iteration.

It is possible to process multiple training examples in one step to reduce time complexity,
this is called “Mini-Batch” Gradient Descent. This also reduces variance during training
[BCN16].

Cost™ = &2, + A(|PIP* + [|QI ) (2.6)

HCost (W)

o, euii + 2\p (2.7)

dCost(w)

94 = —2euiPu + 2)q; (2.8)

Dy Pu+1M- (euiQi + )\pu) (2.9)

¢ < G + 1 (ewiPu + Ai) (2.10)
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Cost

L

PIQ

Figure 2.4: When performing SGD, we initialize random parameters for P and Q and
calculate the cost (1). The negative gradient is added to the parameters, which decreases
the cost (2). After a certain amount of iterations, a minimum value is reached (3).

2.2.2 Content based Recommenders

Content Based Recommender System (CBRS) use descriptions of items to create repre-
sentations thereof and then suggest items to users based on items they preferred in the
past. This happens by storing what attributes a user prefers and then retrieve items that
possess these attributes accordingly. These attributes can be explicitely given descriptive
terms (metadata) or extracted directly from the items, which can be movies or text
articles, by application of various algorithms.

We can represent a CBRS on a high level by abstracting three key modules [RRS15].

e Content Analyzer In this step, features are extracted from the item in question
to represent in a retrievable manner.

e Profile Learner Based on the interactions with items, a profile is constructed
that defines the preferences of a user. These interactions can be explicit feedback,
like giving user ratings, or implicit based on clicks or views.

e Filtering Component This part matches the user representation with existing
items. A subset of items is selected to recommend.

These modules are usually highly interdependent. Based on the type of recommender,
interactive user feedback is used to optimize recommendations. This concept is shown in
figure 2.5.

In the following, we present some types of common CBRS techniques. We will give
examples of different Content Analyzers and Profile Learners that have been successfully
applied.

13
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Figure 2.5: High level architecture of a CBRS: Features are extracted from items via a
content analyzer. User are represented in user profile. Based on the feedback of an active
user, the profile learner adjusts this user’s profile. The filtering component matches users
to fitting items and composes a list of recommendations [RRS15].

Types of Content Analyzers

These are some techniques that are applicable to text documents, but also to items that
can be sufficiently described through text attributes.

These items can be represented in a Keyword-based Vector Space Model. This
model represents text documents in a vector in n-dimensional space, of which each item is
associated to one term in the vocabulary of the overall document collection. Text reduction
techniques like stemming and removal of stopwords can reduce the dimensionality of this
vector. Each item in the vector corresponds to one weighting value.

A very naive approach to weight document terms is the Bag of Words Model. This
generates a feature vector from a text corpus. This vector contains each present word in
the document and assigns it the occurrence of this word. Very frequent term are regarded
as representative for a document.

Two commonly used weighting schemes are Term Frequency (TF) and Inverse Doc-
ument Frequency (IDF), which stem from IR research and are also applied in web
search engines. TF-IDF weighting aims to link each term to a sensible measure of
importance: Words that are not that frequent are not less relevant than frequent terms
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2.2. Types of Recommender Systems

- in the contrary, if a term that is rare across the whole document collection appears
in a document, it is probably quite characteristic for it. This is what IDF describes.
Additionally, if a term occurs more frequently in a single document than in others, it
is again more descriptive of the document. This is characterized by TF. To combine
these two measures, we take the product as shown in Equation 2.11. df}, is the size of
the document collection in which the term ¢; occurs at least once, N is the total number
of documents in the collection and d; is a document from the collection.

N
TF — IDF(ty,d;) = TF(ty, d;) - log T (2.11)
k

Types of Profile Learners

Machine Learning algorithms that are used in text categorization are applicable for
learning user profiles. Building a user profile can be viewed as a task of building a binary
classification (either relevant or not relevant), a classification with multiple categories or
actually predicting numerical ratings ( for example by using regression based methods).

The most common algorithms for learning in CBRS are:

e Probabilistic Methods

This creates a method based on previously observed items. An example is the
Naive Bayes method. Given the probability of observing any document of class ¢
P(c), the probability of observing a document d P(d) and observing a document d
given the class ¢ P(d|c), we can calculate P(c|d) using the Bayes Theorem. This
is the probability of an observed document d belonging to class ¢ and is shown in
equation 2.12.

P(c)P(d|c)

P(eld) = =5

(2.12)

After a probability has been calculated for each class ¢, the highest one is taken as
a label for an document d. P(d) is usually uniform, thus removed (each document
only occurs once), P(c) and P(d|c) are estimated. To enable better estimation of
P(d|c), all occurring words in a document are supposed to be independent of each
other given the class and probabilities are estimated word for word, which does not
hinder performance [BP97|. Two commonly used models of this approach are th
multivariate Bernoulli event model and the multinomial event model [MNT93].

e Nearest Neighbors

Approaches based on Nearest Neighbors store all available training data into
memory. There is no actual training step. In the prediction phase, the algorithm
compares the new item to all available items and calculates a similarity. Therefore,

15
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a similarity measure like cosine similarity or other distance functions must be used.
The label of a new item is then based to the nearest existing items in the collection.

The algorithm performs generally quite well, despite the simple concept. However,
the high computational cost at classification time, which is linearly dependent to
item count and the cost of computing the similarity, is a major drawback. Most RSs
prefer to optimize the cost at classification time, but allow for high computation
cost at training time.

e Relevance Feedback

Relevance Feedback allows for continuous refinement of a search query, in order to
optimize a user’s search results. This is realized by letting users rate recommended
documents, which is used to refine the user profile. For this end, the Rocchio
Formula is used and this classification uses also TF-IDF weighting [SMT71].

Semantics-Aware CBRS

Semantic techniques can be separated roughly into top-down and bottom-up approaches.
The overall intention is to being able to include linguistic intricacies and inherent meaning
of words in the systems.

Top-Down Approaches use external knowledge, which can be derived from various
information sources to enrich items and represent interests more accurately in the user
profiles. Linguistic External knowledge is derived from various sources: Ontological
Resources like WordNet [Mil95], Encyclopedic Knowledge derived from Wikipedia
[BRGO7] [EGMO8] or Linked Open Data, an initiative to publish interlinked data sets,
which already counts more than 2300 data sets from various backgrounds [Biz09].

An interesting resource is BabelNet, which combined the encyclopedic knowledge con-
tained in Wikipedia with the linguistic knowledge of WordNet to create a semantic
network [NP12].

Bottom-Up Approaches do not rely on predefined constructs of semantics. It derives
the meaning of terms directly by analyzing its usage and the context of its occurrences.
This results in a semantic representation of items and user profiles. Discriminative
Models compute term-context matrices, which allows for discovery of related terms, as
shown in Figure 2.6. These are also called geometrical models, as they can be represented
in vectors and usual similarity measures can be applied [TP10].

As the vector space needed by these techniques can get very big, incorporation of
dimensionality reduction techniques are necessary. Latent Semantic Indexing (LSI) is one
approach which is based on SVD [DDF90] and decomposes the term-context matrix
into matrices of reduced dimensionalities. Some applications of LSI in CBRS are an
algorithm for recommending TV-shows [BCT11] and source code examples [MCKOG6].

Another more scalable reduction approach is based on Random Projections (RP) [Vem05],
where high-dimensional vector spaces can be randomly projected into a lower-dimensionality
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Figure 2.6: Due to the co-occurrences of the terms glass and wine with the term beer in
documents cl, c3, c4 and c8; the term-context matrix shows them as being related to
each other [RRS15].

spaces, without losing distance information. The discriminative model built on RP is
called Random Indexing [Sah05] and has been used in a multimedia RS for TED talks
[PPB15], a knowledge recommender [SLBAGO09] and as an enhancement of collaborative
filtering [SCJ11].

2.2.3 Autoencoders

In the past few years, there have been breakthroughs in the application of deep learning
algorithms in both academia and industry, across various domains [CAS16]. Consequently,

there have been similar advances in applying deep learning in recommender architectures.

Deep learning can reveal here non-trivial features and hidden relationships between
data items [ZYS17]. One of these deep learning techniques we shall focus on is the
autoencoder.

The autoencoder is an approach to representation learning. This allows for discovering
representative features of the samples in a data set. In this way, it is similar to other
mentioned techniques like SVD for matrix factorization.

An autoencoder is a neural network that is designed to recreate the input it receives using
back-propagation. If the number of hidden nodes is smaller than the number of nodes in
the input and output layer, we speak of an undercomplete autoencoder. In the case of
the number of hidden nodes being equal or bigger than the input nodes, the autoencoder
is called overcomplete. As we are interested in compact feature representation, we are
only discussing undercomplete autoencoders [GBCB16].

An autoencoder consists of two parts, an encoder and a decoder. The encoder function
compresses the input data set into an intermediary representation, writing information

into the hidden node layer. The decoder transforms it back into the original input format.

17
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Figure 2.7: Example of an autoencoder. The encoder part converts input data (blue
circles) to a more compact representation (red circles). The decoder processes it back
into the original representation (green circles)

A simple autoencoder consists of only one hidden layer, as shown in figure 2.7. Stacked
autoencoders with multiple hidden layers are used for complex input data and are trained
layer by layer [GP17]. The design of an autoencoder is very flexible: The amount of
hidden layers, number of hidden nodes and various activation functions can be used
for the encoding or decoding process. When using an activation function like ReLu or
Sigmoid, it is necessary to scale the input data into a usable range.

Autoencoders are by design very flexible. While they have been mostly used for application
of collaborative filtering in regard to using recommendations, it is possible to apply
them to any kind of data. This leaves room to explore approaches like content-based
recommendations.

Collaborative Autoencoder

Autorec was the first application of collaborative filtering using an autoencoder [SMSX15].
It was implemented in both an item-based and a user-based model. In evaluation, item-
based Autorec showed the lowest RMSE compared to collaborative filtering using restricted
boltzmann machines (another deep learning method). Additionally to effectiveness,
collaborative autoencoder also beats other approaches in efficiency: The memory footprint
for training as well as for testing scales linearly, as only items are needed to be represented
in latent space (compared to factorization where items and users both are transformed
into latent matrices). These results apply to autoencoders with one layer, although the
authors hint at possible performance gains by experimenting with multiple hidden layers.

Autorec, as any autoencoder, aims at minimising the difference between input and
output layer during its training phase. This is shown in equation 2.13, which describes
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2.2. Types of Recommender Systems

the training function of minimising the RMSE of all items of S, the data set used for
training, and h(r; @), which represents the output of the autoencoder, i.e. the decoded
latent representation of r. The output is the end result of the process of encoding and
decoding, which is shown in equation 2.14. In this case, 8 = W, V, u, b, where W and
V' depict transformations for decoding and encoding; u,b are added biases after each
transformation.

mein Z [|r — h(r; «9)||2 (2.13)
res
h(r;0) = f(W - g(Vr+u) +0b) (2.14)

Denoising Autoencoder with Collaborative Filtering

Whereas the classic autoencoder aims to reconstruct provided inputs during training, the
denoising autoencoder modifies the actually used data that is feeded into it. It corrupts a
fraction of an input x € [0,1]%, creating a modified input vector . This added noise can
either be reached by randomly masking out data entries (e.g. with binary data) or adding
Gaussian noise (when using continuous data). This aims to mitigate one shortcoming of
autoencoders, where the hidden layer just learns the identity function to replicate the
input and forces the neural net to discover more consistent features [VLBMOS].

In order to apply collaborative filtering with a denoising autoencoder, it has been proposed
to include an additional node for the user whom the ratings belong to. This means that
there is a separate weight vector V,, associated with the user input node, which is unique
for each user, encoding the user’s preferences [WDZE16]. Similarly, a bias node is added
to the hidden layer for each user as a regularization parameter to avoid overfitting as
shown in figure 2.3. This concept is visualized in figure 2.8.

Variational Autoencoder

The Variational Autoencoder does not just learn an encoding function to transform the
input into a latent representation. It creates a latent variable model from the input
data and learns its parameters during training. These parameters describe a probability
distribution of a statistical model that is derived from the observed data. The latent
vectors that are generated follow this normal distribution [RMW14]. The concept is
shown in figure 2.9.

It is very interesting to note that the variational autoencoder can be used as a generative
model. By supplying arbitrary values for mean and variance to the decoder, we can
generate new instances in the output layer [KW13].

In order to optimize results from collaborative filtering with a variational autoencoder, it
has been proposed to use a multinomial distribution to describe the data (as opposed
to gaussian distribution like in figure 2.9). These multinomial likelihoods have been
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Figure 2.8: A depiction of a Collaborative Denoising Autoencoder. The red links are the
user specific weights V,,. The other links are shared and user independent [WDZE16].
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Figure 2.9: Like a normal Autoencoder, the Variational Autoencoder possesses an arbi-
trary number of hidden layers. However, at the core, there is a layer that transforms the
inputs to parameters of a normal distribution, then transforms the sampled distribution
back through one or multiple dense neural layers.
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used for modeling implicit feedback data in a more accurate way, for example mouse
clicks by users [LKHJ18]. Additionally, there are also adjustements with regard to the
regularization parameters.
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CHAPTER

History of Board Games & Data

In this chapter, we reflect on the subject of Board Games. We highlight briefly their
history, discuss their characteristics and we explain in-depth the technical challenges of
building an extensive collection of data on top of which to build a recommender system.

The term ’board game’ generally refers to all sorts of tabletop games, card games,
miniature games. In essence, a game is a system where participants strive to reach goals,
acting within a certain framework of rules.

3.1 History of Boardgames: Then to Now

Board games are not a modern pastime at all — they have been around for more than
5000 years, their creation coinciding with the cultural heights of the first advanced
civilizations. The earliest found artifact is the game of “Senet”, found in a tomb of
Predynastic Egypt dating back to 3500 B.c.e. [CDVdV16]. Other ancient examples across
the globe include: “Backgammon” from Persia, “Go” from China, “Mancala” across
Fastern Africa, “Chess” and “Pachisi” from India and “The Royal Game of Ur” from
Mesopotamia. They all have in common that they were played on a board that indicated
a grid-like playing field, included tokens to mark the current game state and were enjoyed
by people of all social strata - commoners and noblemen alike [Mur52] [F*07].

These games spread around the world and transformed during the centuries. Chess
evolved into its current form in Europe in the 15th century. Backgammon spread widely,
originating from Persia and Mesopotamia: To Greece and the Roman Empire in 500
c.E. ; to the Ottoman Empire, Western Europe and East Asia in the 11th Century. A
similar game to Senet and The Royal Game of Ur emerged in the 10th century under the
name “Quirkat” in the Middle East and was later brought to Spain and France, where it
was played with backgammon pieces on chess boards. Therefore, it was named after the
queen piece in chess: “Dames”. Today, it is known as “Checkers” or “Draughts” [Par99].
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Figure 3.1: Examples of historic board games. From left to right: Senet with game
pieces found in the tomb of Tutankhamun (1332 B.c.. ), from [Wik18b]; The Game
Of The Goose (1880s), from [Wik18a]; Gaming pieces of the Kriegsspiel by Lieutenant
Georg Leopold, Baron of Reiswitz (1812) from [Hil00]. Modular game pieces like the
ones depicted are a mechanic featured in lots of contemporary games.

This evolutionary process that occurred over centuries is still very evident in modern
games today. To innovate, mechanics and components from different games are mixed
and refined: Some combinations that work well are integrated into new games, others
are abandoned.

From the late 17th century onwards, so-called “Kriegsspiel” games were used in german
military circles to demonstrate tactical maneuvers and political principles. During the
following 200 years, rules were increasingly adapted to fulfill the needs of sophisticated
simulation of combat. In the 20th century, these games evolved to “War Games”, featuring
meticulous rule sets to realistically simulate historical battles. They still enjoy a niche
following by history enthusiasts. [Pet12]

“The Game of the Goose” originated in the 16th century in Europe, which established the
genre of racing games. These became very popular in the late 18th century - not primarily
as a fun pastime, but rather as a tool for teaching morals and behavior for children.
Spaces on the board featured vices to avoid (e.g. the pub, or, ironically, gambling) and
noble deeds to collect (e.g. going to church or school). As industry advanced and the
middle class grew stronger, these kind of board games featured in numerous households
[Car65].

Milton Bradley created the “Game Of Life” (still featuring virtues and vices) in 1860
and launched the commercialization and wide adaption of board games. Antique games
like “Pachisi” and “Gyan Chauper” of Indian origin were transformed to the more
commercially friendly games of “Ludo” and “Snakes and Ladders”, which became a
success.

Starting in the 1880s, games that emulated the famous rags-to-riches story became very
popular in the United States. The most notable example is “Monopoly”, published in
1935 by “The Parker Brothers”. Ironically, it was designed originally by Elizabeth Magie
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Figure 3.2: New releases of Board Games per year since 1930 with blue lines indicating
certain industry-shaping events.

as a critique of unregulated capitalism under the name “The Landlord’s Game”. Not long
thereafter, the games of “Risk” and “Clue” were released and enjoy huge commercial
success to this day. For decades, the board game market was characterized by a few
different games that made up the majority of sales. What all these games have in common
is the heavy use of dice and thus the big factor of luck involved in winning.

In 1960, the “3M” company released “The Bookshelf Game Series”, which included
classics like Chess and Go, but also new designs, most notably “Acquire”. These strategic
games were targeted to adults. Acquire became very popular in Germany, and the term
“Eurogame” (also known as “German-style board game”) was coined [Wool2]. These
types of games rely less on luck but more on planning and strategical thinking. Starting
in the 70s, a lot of games in this vein were created and sold in Germany. Another common
theme of these games is indirect competition. Players compete for resources, but have
no means of directly inflicting damage on each other. This proved to be popular due
to the tendency of conflict aversion in education of post-war Germany: Parents didn’t
want their children to play games featuring combat, war and fighting. Most of modern
board games released today have their roots in these classic “Eurogames”. The most
famous and successful example of this category is “The Settlers of Catan” from 1995. It
is attributed with popularizing the genre across the world, selling more than 22 million
copies in more than 30 languages.

Meanwhile, the board game scene in the United States focused more on vivid storytelling.
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“War Games” started to feature in Fantasy or Sci-Fi settings and would increasingly add
elements of chance. They evolved to “Role Playing Games” like “Dungeons and Dragons’
and “Collectible Card Games” like “Magic The Gathering” [Pet12]. It is increasingly
common to find games that modeled after famous book series or movies [Bool5]. Figure
3.2 depicts the meteoric rise of board game during the last decades. The number of

9

releases rises exponentially.

The increase from the 1970s onwards is heavily attributed with the popularity in Germany.
The blue lines indicate certain events: Introduction of the “Spiel des Jahres” award (1978),
known as the “Oscar of Board Games”; the inauguration of the first dedicated trade fair,
the “Spiel Messe” in Essen, Germany (1983); the release of the game “Catan” (1994); and
launch of the site boardgamegeek.com (2000). All these events are attributed to increasing
the popularity of board games. As a source of data, the website boardgamegeek.com is
very important for our purposes. We discuss it in the following section.

Nowadays, there are plentiful of examples from each type of game mentioned until now.
A lot of games involve dice in some way, but lots of other mechanics have also emerged.
Sometimes it is hard to draw strict lines between genres. Board Games seem to win
popularity everywhere, and new Game Designers from countries like Japan and Taiwan
try their luck in the board game industry. An overview of the most popular mechanics
and categories is shown in Figure 4.3.

Due to the vast, but finite number of different game states, board games - especially
Chess with its ~ 10%6 different combinations [Chi96] - were a good application domain
for Computers. In fact, Alan Turing designed one of the first heuristics for chess playing
in 1948 and tested it some years later [Turb3], as did Claude Shannon in 1950 [Sha88].
Performance in the game of Chess, and later “Shogi” and Go (having an even bigger
number of valid plays) was used as a measuring tool for the advances of artificial
intelligence. When the algorithms of IBM’s Deep Blue beat Chess Grandmaster Garry
Kasparov in 1997 (see Figure 3.4) or Google’s neural net AlphaZero beat Go world
champion Lee Sedol in 2016, it made waves in the media.

3.2 The Data - boardgamegeek.com

The most popular existing website on board games is BoardGameGeek.com (BGG) [DSa].
Since its inception in 2001, more than 250.000 users have rated over 84.000 games and
provided a wealth of information about these games. Ratings can be given in the inclusive
range of 0 to 10 (= worst to best) points. The site has 1.5 million registered users (the
majority of users doesn’t rate games) and 4 million unique monthly visitors. It is a very
active community where users also contribute in forums, share news and upload images.
The characteristics of each game are presented in a very condensed format, as you can
see in Figure 3.5. Ratings and a wealth of other information like complexity and playing
time is clearly visible, which we collect and use in our recommendation algorithms.
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20 most frequently occurring mechanics in board games
Dice Rolling S ——
Roll / Spin and Move FE i — i
Hand Management F i ——
Set Collection F I —
Variable Player Powers FEm
Hex-and-Counter FE
Card Drafting
Tile Placement S
Co-operative Play By
Modular Board FE
Simulation FEEEEE——
Memory EEEEE
Point to Point Movement FEss
Action Point Allowance System =
Simultaneous Action Selection FEEE
Area Control / Area Influence FE
Auction/Bidding FR——
Trading FEE
Area Movement s

Grid Movement s
0% 2% % 6% 8% 10% 12%
Board games containing this game mechanic

25 most frequently occurring categories in board games
Card Game
Wargame S m———
Expansion for Base-game I mm—m8
Children's Game EE
Fantasy F——
Dice I ——
Abstract Strategy FEEEEE——
Miniatures I ——8
Party Game F—
Educational FEE
Science Fiction FE—
Fighting I
Movies / TV / Radio theme Fmmm
Economic FE——
Trivia
Print & Play
Animals R
Action / Dexterity
Sports FEEEE——
World War || EE
0% 2% 4% 6% 8%
Board games containing this category

Figure 3.3: Top: Histogram of the most common mechanics in board games. Bottom:

Histogram of the most common categories.
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Figure 3.4: Chess enthusiasts watch Garry Kasparov (lower right) play his final game
against the Deep Blue Computer, New York, 11 May 1997, from [Stal8]

3.3 Collecting the Data & Data Models

To get the data from the site into an easy-to-use format for our purposes, we need to
collect it in some way. BGG does not provide downloadable snapshots of their data, so
we need to collect it ourselves. The site, however, provides an Application Programming
Interface (API) [McG], over which it is possible to extract the information visible in
Figure 3.5. The API allows for access on the games as well as the users.

In total, we have collected information on 80.474 games. They accumulate over 13 million
ratings in total, from about 249.186 different users. About 40% of users have rated 250
games or more, as can be seen in Figure 3.6. An interesting observation is that the ratings
per user are not given evenly distributed. About 50% of ratings per user are given in the
range of 6 - 8, as shown in Figure 3.7. Another peculiarity is that the average rating of
games increases in average over the years, implying released games get better with time
(see Figure 3.9). This might be linked to growing competition and better understanding
of customer needs.

We implemented the scraper using best practices and Python’s standard libraries described
in [Mit15]. We extended our web scraping efforts over many hours in order to not bombard
the BGG servers with too many requests (and to avoid the possibility to get blacklisted).
We iterated over all the existing games and users, saving their respective attributes and
ratings. A detailed diagram of the data retrieval processes involved is shown in Figure
3.8. The usage of this API is unrestricted for non-commercial purposes as specified in
the Terms of Use [Boal8] and would additionally fall under the case of fair use [Ger06].

This careful approach has one side effect: By spreading the collection over a long
timeframe, the data we collected in the beginning of the process is not as recent as the
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Boardgame
2018

Bargain Quest ¥
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TRADE BUILD SETTLE 72 Catan (1995)
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R PR b

2016 - Rank: 5

Europa -
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— = SR = :
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Dungeon s (T »
2017 - Rank: I~ e
732 L.
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Card Game x ;
2016 - Rank: In Catan (formerly The Settlers of Catan), players try to be the dominant force on the island of Catan by )
20 building settlements, cities, and roads. On each turn dice are rolled to determine what resources the island CLASSIEIEAT
- produces. Players collect these resources (cards)—wood, grain, brick, sheep, or stone—to build up their Type
Family. Strate

civilizations to get to 10 victory points and win the game.

Figure 3.5: A screenshot of the BGG web site with an example game selected. Users can
easily see average rating, rankings, categories, complexity and more details on this game

(site accessed October 2018) [DSb].

data collected later. They are snapshots off different parts of the database at different
points of time. However, we are sure that this does not invalidate any collected data and
their ratings. The variation should have no effect on our recommendation techniques.

The collected information is stored in databases by using a normalized data model
described in Figure 3.10. It is designed in order to avoid redundancies and duplicate data.
It features a multitude of many-to-many relations expressed through IDs. In order to use
the data for certain applications (especially content-based recommenders), appropriate

joins of needed tables are necessary in a pre-processing step.

3.4 Available board game recommendation systems

The only recommender system of board games we are aware of is boardgamefinder.net,
which operates on using a combination of Exponential Family Embedding (EF-EMB) in
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Figure 3.6: Number of total ratings per user in the dataset. More than 85% of users
rated more than 50 games, giving a healthy data set for recommendation purposes.
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Figure 3.7: Histogram of game ratings per user. It is more likely that users give ratings
ranging from 6 to 9.
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Collect Board Games

Save game
details, omit non
existing IDs

Loop for IDs 1 -
200k

Ratings Database Game Database
Complete Game

list

GamelD: Int
UserlD: Int o
Game ID: Int Avg. Rating: Float
Rating: Float

/—Iﬁ Database of Users ratings

Complete users’

ratings list of Collect Users - Step wise Aggregation
dictionaries
Get users through
— recent Save their
Iterate through commenters buddies, repeat
Save users ;
4 users, get their
ratings

collection

‘ ‘Big enough’ user Stopata
list predefined step

User Database

User ID: Int
User Name: String

Figure 3.8: Board game collection process view. The API does not allow to iterate
directly over users IDs, but game IDs. This is why we start with iterating over the games:
The top process “Collect Board Games” loops over all existing board game IDs and
extracts descriptive attributes. At each game, we also loop over all associated comments.
This is how we collect user information and is shown in the blue box “Collect Users -
Step wise Aggregation” on the lower right. The user ID is associated with the comments,
which is why we can iterate now over the ratings and comments from each user by sending
requests with user IDs. The data is saved in a separate database.
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Average rating for games released in each year

7 .|-II'II

Average rating

4

1960 1970 1980 1990 2000 2010
Year

Figure 3.9: Average ratings of games in the years 1960 - 2018 with standard error bars.

combination with matrix factorisation in their recommendation approach as stated on
their website [RT16]. However, they do not provide a paper containing details on their
implementation or any evaluation. On their website, they announce a paper with results
to “be coming soon”. However, we present now the concept of EF-EMB for purposes of
completeness.

EF-EMB are a form of word embeddings, which aim to model similarity of terms in a
vocabulary [RRMB16]. The principle of word embeddings stems from Natural Language
Processing, but EF-EMB can be used for any form of multidimensional data, so they are
applicable to many domains.

To create EF-EMBs, you need three parts: A context function, which decides what items
are relevant to a given data point. An example would be items on an e-Commerce site.
Items in the same shopping basket are in the context of each other. For boardgamefinder.net,
the context is created from games which were rated by the same people.

Then, you need a conditional distribution which takes a function of the embeddings of both
the items and its context items as a parameter. The third part is the embedding structure,
which finds embeddings and context vectors to describe the given data point. The model
trains the latent vectors for both embeddings and context for each example. The
interesting aspect of this recommendation approach is that it considers both complement
items as well as exchangeable items. Complements are found through the context vectors,
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Figure 3.10: The data model of the collected board games and users. Users are associated
to their respective ratings. A game contains all critical information and has many-to-many
relations to other tables containing information to categories or mechanics in order to

save storage space.
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3. HISTORY OF BOARD GAMES & DATA
which return the most probable items that appear in the context of an item. Exchangable
items are found thanks to their similar context functions.
We investigate several recommendation methods, including collaborative methods, and
then compare in an exhaustive evaluation.
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CHAPTER

Recommenders

In this chapter, we investigate specific details about our implementation of the discussed
recommendation techniques and approaches taken to fit our use case.

4.1 Implementation

Most parts of this project are written in the Python programming language [VRDJ95].
There are numerous available modules for data intensive applications. These include
modules for data cleansing, processing and performing machine learning or other tasks
related to Data Science. The availability of these modules, combined with the relative
ease of learning the Python programming syntax made the language very popular among
professionals with a non-computer science background. It is now among the most
commonly used programming languages worldwide, and the most popular one taught in
introductory university programming courses [Guol4].

The resulting artifacts of this thesis are delivered in standard Python (.py) files and
“Jupyter Notebook” (.ipynb) files, which is a format for interactive scientific computing
in Python [PGO07].

As mentioned in the previous section, the web scraping was done by using the xml parser
class contained in the Python standard modules. The contained xml structure made
it easy to encapsulate the scraped data in object instances that translated easily into
database models. The data was collected during the time frame of several weeks, as the
requests to BGG were not too excessive in order to avoid being blacklisted by server
protection mechanisms.

Apart from the various standard modules contained in Python, which we mention in the
following.
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4.1.1 Data Management

For storing the collected data we use the relational database management system SQLite.
Advantages for this choice include that it doesn’t have to be run as a service, databases
can be saved as simple text-based files and it is straightforward to export it to other
formats. Setup and integration is fairly easy as it is a weakly typed database engine
and offers interfaces for a variety programming languages. Our data model fulfills the
requirements of the third normal form.

4.1.2 Data Processing & Visualization

We cannot rely on standard data structures like arrays and lists, we use specific modules
in order to manipulate and transform the data more easily. These are Scipy [JOP™ ],
Numpy [0li06] and Pandas [McK10]. Scipy is a module for scientific computing, for
example, it includes functions for calculating distance measures. Numpy makes it easier
to handle and manipulate vectors and matrices. Pandas extends on this by including
dataframe objects which are constructs containing different types of data, similar to
tables in a database. It also includes transformations similar to SQL for adapting data
in-memory.

For visualizing purposes in this thesis, we utilize the Matplotlib module [Hun07].

4.1.3 Recommendation Computation

We engineered our recommender systems in most cases with standard modules and
already mentioned data processing focused modules like pandas and numpy.

For constructing the Autoencoder, we utilize the Keras library to build appropriate
neural net models [CT15]. Keras consists of mappings to lower level modules like Tensor
Flow and facilitates building machine learning models, so we do not need to worry about
the concrete, low-level implementation of our neural nodes and their activation functions.

For creating the kNN classifier, we utilize similarity measures contained in the scikit-
learn module [PVGT11].

4.1.4 Hyperparameter Tuning

Our RS have attributes which can be configured and tuned. In order to find the
configuration with the best performance, we apply Hyperparameter tuning on a subset
of the data (about 500.000 ratings).

The best practice is to create applicable value ranges for each parameter and then run
a certain number of training sessions with evaluation. For each run, the values for
parameters are picked at random from these ranges (“grid search”). The best performing
configuration is then the basis for the full evaluation with the complete dataset.

In the following sections, we highlight some details about our RS implementations, while
not repeating the general information already mentioned in chapter 2. In a later chapter,
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4.2. Collaborative Filtering Approaches

we describe the evaluation results. We also note which values were used and tested during
hyperparameter tuning.

4.2 Collaborative Filtering Approaches

The approaches discussed in the following section have one thing in common: The
similarity estimation for making recommendations is based solely on user ratings.

Due to this, the techniques vary in the way they process these ratings, and as a result, they
all differ in complexity, computation time and effectiveness. They stem from collaborative
approaches discussed in the previous chapter on the State of the Art.

For all their conceptual differences, there are certain parallels between the RSs. In order
to compare our RSs to each other in the evaluation step, they have a common input
and output protocol: Input is a list of Game IDs that a user enjoyed, which are games
that the user rated with a 7.0 or higher. The output is a list of recommended game IDs.
Another commonality is the use of regularization parameters.

For the training and test set, we split up each users ratings as described in section 6.3.
They consist of user ratings equal or above 7.0.

4.2.1 Memory Based Collaborative Filtering
User - User based

Our user based collaborative filtering approach was adapted to fit with the requirement
of input of game IDs.

For all ratings > 7.0, a similarity matrix of all users to each other is computed. It is
calculated using mean-adjusted cosine similarity. The similarity of a user u to a user v
based on their commonly rated items ¢ € I, is shown in equation 4.1.

' Z (Tu,i - 'Fu)(rv,i - 7:1))
sim(u,v) = (€Tu (4.1)

Z (Tu,i - T_u)z Z (Tv,i - 7”_1))2

iEI’U,’U zEI’U/U

For each game in a given input of games, a neighborhood of users which provided
the highest rating to these games are found. We experimented with different sizes of
neighborhoods, i.e. how many other users’ ratings are considered. We tried the sizes 1, 2,
5 and 10 in hyperparameter testing. We have found that a neighborhood of 5 users gave
the best result.

All these ratings are merged together and weighted. The weighting depends on the rating
the user gave to the game used in the input. Then, a weighted average of the ratings
of the users (if one game appears in several users’ ratings) in the neighborhood is given
back as a recommendation.
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Item - Item based

For the item based collaborative filtering, it was enough to calculate the cosine similarity
between the ratings of all games. The recommendations are the games that match the
rating patterns of a game in the input the most. If multiple games are given as an input,
it can happen that the same game is returned with different similarities in the output -
in that case, the average is calculated.

Similar to the User - User approach, we consider all ratings > 7.0 and calculate a similarity
matrix of all games to each other. We use here mean-adjusted cosine similarity as well.
The similarity of a game 7 to a game j is based on their rating score by the same user
u € Uj;, which is shown in equation 4.2.

> (riw = 7i)(Tju — 75)

UEUZ']'

\/Z (Ti,u—ﬁ')2\/ > (rju—175)?

sim(i, j) =

’uGUij uGUl'j

4.2.2 Model Based Collaborative Filtering - Matrix Factorisation

As mentioned in section 2.2.1, we generate latent matrices P for users and @ for items from
ratings matrix R. The multiplication of P and @ results in generated item predictions
in the matrix R’. An example for the predicted rating of item 7 for user u is shown in
equation 4.3. p, is the column for user uw in P and ¢; is the column ¢ in item matrix Q).

Tl = Pedi (4.3)

These matrices are initially random and step wise adjusted to approach values that
approach the existing ratings in the training set the best. To determine how much
adjustement is needed, we need a cost function as shown in 4.4.

1
Tot.Cost = Y- (e = ke + MIPIE +11QIP) (4.4)
ruwi€R

The appropriate user columns, respectively, item column is updated by adding the error
gradient after each step. This is shown in equations 4.5 and 4.6 respectively. The error
gradient is derived from the cost function.

Dy < Py +1- (euiQi + Apu) (4.5)

@i < ¢ + 1 (ewiPu + AGi) (4.6)

Our Matrix Factorisation approach provides five modifiable parameters which were
adjusted via Hyperparameter Tuning.
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4.2. Collaborative Filtering Approaches

The Encoding Dimension specifies the dimensions of our factorised matrices and was
set to 5. The values tested during hyperparameter tuning were 1, 2, 5, 7 and 10.

The Epochs specifies how many iterations we need to adjust the factorised matrices and
was set to 20. The tested values were 10, 20 and 50.

There is a Regularization parameter to avoid overfitting, set at le-4. Values tested
were le-2, le-3, le-4 and le-5,

The Learning Rate determines the step size during SGD and is set at 1le-4. Additionally,
we tested le-3, le-2 and le-1, which returned worse values.

4.2.3 Basic Autoencoder

For all the Autoencoders, the input and expected output are a vector of the length of
all existing games. This means during training, the input consists of the ratings of all
items a user has rated (without the ratings that are reserved for the evaluation set as
explained in section 6.3).

Among all Autoencoders, we have a set of common parameters: The number of Hidden
Nodes in the intermediate layer, the Epochs i.e. the iterations for training the hidden
layer, the Batch Size determines the amount of throughput during each iteration.

For the basic autoencoder, we tested 512, 1024, 2048 and 4069 hidden nodes; 10, 20, 50
and 100 epochs; batch sizes of 32, 64 and 128; regularization of 0.01, 0.001 and 0.0001.

After tuning, we found that best results are given by using 1024 hidden nodes, 50 training
epochs processing batch sizes of 128. The Regularization term is 0.01.

During training, each node learns a weight value W to apply to an input z. It adds a
bias b and then feeds the result to an activation function o. The process is shown in
equation 4.7.

2= o(Wz+b) (4.7)

We experimented with both ReLu and Sigmoid activation functions and adadelta and
adam optimizer functions. The activation functions are used for encoding to the neural
layer. It determines the output range of every node. The range of ReLu is between -1

and 1 and the range of Sigmoid is from 0 to 1. The functions are shown in figure 4.1.

For the sigmoid input function, we needed to normalize ratings to have a mean of 0.

The optimizers adam [KB14a] and adadelta [Zeil2] were also included in hyperparameter
tuning. They are responsible for adjusting learning rates based on the most recent
gradient updates.

We receive the best results by using the ReLu activation function and the adadelta
optimizer.
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sigmoid % RelU

R(z) =max(0, z)

Figure 4.1: The sigmoid and ReLu functions, often used as activation functions in neural
networks. The sigmoid function maps inputs to a range of [0,1]; the ReLu function maps
inputs to a range of [-1, 1]

We needed to modify the loss function of the Keras library, so that it calculate the Mean
Squared Error for each step, but ignores the nodes where we do not have input values
for. This is shown in equation 4.8, where n is the number of samples and Y; and Y; are
the input and output values respectively.

4.2.4 Denoising Autoencoder

In addition to the parameters in the Basic Autoencoder, we have a denoising factor which
distorts the provided input during training. We sample values from X and add a noise
factor u to our input Y;. This is shown in equation 4.9. X follows a standard normal
distribution as shown in equation 4.10.

Y/ =Y +uX (4.9)

2

X ~ N(0,1) (4.10)

We tested denoising factors of 0.05, 0.1, 0.2 and 0.5 during hyperparameter testing.

Regarding the other parameters, we tested 512, 1024, 2048 and 4069 hidden nodes; 10,
20, 50 and 100 epochs; batch sizes of 32, 64 and 128; regularization of 0.01, 0.001 and
0.0001.
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Figure 4.2: The encoder part of the variational autoencoder. It features a hidden layer
for encoding the mean and another for the variance.

Setting the denoising factor to 0.1 seems to give the biggest performance boost compared
to the Basic Autoencoder. For the rest of the configurable parameters, we found an
optimal configuration by using 1024 hidden nodes, 100 training epochs processing batch
sizes of 128. The Regularization term is 0.1. As in the basic autoencoder, we found that
ReLu activation functions and adadelta optimizer gave the best result.

4.2.5 Variational Autoencoder

During hyperparameter testing, we tested 256, 512, 1024 and 2048 hidden nodes; 10, 20,

50 and 100 epochs; batch sizes of 32, 64 and 128; regularization of 0.01, 0.001 and 0.0001.

The variational autoencoder has a hidden layer that encodes the parameters of a normal

distribution. These are again two hidden layers for mean and variance respectively.

This is shown in figure 4.2. The variational autoencoder needs less nodes than the
previous autoencoders. We found that 256 hidden nodes, 50 epochs, batches of 64 and
regularization of 1e-05 give the best result. Additionally, the optimizer function used is
Adam [KB14b]. The used loss function between in- and outputs is Binary Crossentropy,
as it gave better results than MSE.

We based our approach on a proposed variational autoencoder on implicit feedback data
sets [LKHJ18], so we adapted the activation functions to work with our input data

accordingly. The training phase is the same as in the basic or the denoising autoencoder.
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4.3 Content-Based Approaches

In contrast to the ratings based approaches, the methods in this section only use
characteristics of games to compute recommendations. These can be the used mechanics
in the games, their genre and other descriptive information like playing time or number
of players involved. We name the explicit attributes used in the recommenders below.

So, for a game that the user picked out, the algorithms recommend games that share
certain attributes with it. This is facilitated by the fact that certain combinations of
attributes occur more often together, as shown in the correlation matrix in figure 4.3.

4.3.1 k-Nearest-Neighbor

The principle of our kNN recommender is as follows. We use all the attributes that make
sense to compare with a distance function. This means, we use Categories, Mechanics,
Playing Time, Weight, Minimum Players and Minimum Age. There exist 84 different
possible category values and 51 different mechanics. Both of these are turned into a
binary attribute vector for distance calculation. Playing time can have any value, but
is most commonly around 30 - 180 (minutes). The same goes for the other attributes:
Weight is a measure of the games complexity or difficulty and is approximately normal
distributed around the mean value 2.5 (on a scale of 0 to 5). Minimum Players are often
2 or 3, minimum age is most commonly in the range of 8 — 14.

All these attributes are equally weighted in the distance calculation. After the distance
is measured, the results are sorted and the games with the k smallest distances returned.

We do not include the attribute Family, as it has 2761 different values and they are not
very consistent - they can be very specific or very vague.

In our k-nearest-neighbor algorithm, we experimented with different functions (either
euclidean or manhattan distance). We found the best results with euclidean distance,
although the results are all very similar. The euclidean metric for calculating the distance
d between two vectors X and Y is shown in Figure 4.11.

d(X,Y) = \/(331 —y1)? (22— )+ (@i —y)? o+ (@ —yw)? (410)

4.3.2 IDF-based recommender

The IDF-based recommender calculates the importance of each attribute, which is
inversely related to its occurrence frequency (fitted to a logarithmic scale, as discussed in
chapter 2): Rare categories are usually more descriptive of a game. For calculating IDF,
we only use the Category and Mechanic attribute vectors of each game because of their
categorical nature. We can’t calculate IDF based on continuous measures like complexity
or playing time or non-distinct values like minimum player age.
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Figure 4.3: Correlation of mechanics in board games. The same mechanics are listed
horizontally and vertically. A green field indicates that mechanics are more likely to
appear together, a red field implies they are more likely to not occur together.
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The IDF formula for one attribute is shown in equation 4.12. In our case, NN is the
number of all existing games. dfj are the occurences of an attribute across all games.
Therefore, IDF is very high for rare attributes and low for frequent attributes. This
IDF value is assigned to each existing category value. This means, that all 84 distinct
category values and each of the 51 mechanics values have an IDF value attached to them.
Therefore, we have an IDF vector for categories and one for mechanics.

N
k

The recommendation process is as follows. Let’s assume we want to have recommendations
based on one input game. First, we get all the existing mechanics and categories of
this game as a binary vector. We then proceed to create a bitwise AND operation with
the binary mechanics and categories vectors of all other games. Now, we have all the
mechanics and categories all games have in common with the input game. Then, we
replace these with the IDF values for mechanics and categories. When we sum these
together, we have a score for each game based on one input game. The higher the score,
the higher the ranking of the recommended game. The games with the highest scores are
output as recommendations.

As we have multiple games as inputs, we compared two approaches of merging the games
in the input. In the first, we merged the occurring attributes of all input games and only
after, based on this merged representation, calculated a score for the recommendations.
In the second, we calculated scores for each single input game and got recommended sets
of games for each separate game. The recommended results were sorted after overall
score. We found that this latter approach gave vastly superior results.

4.4 Hybrid Recommender

In this section, we present a hybrid autoencoder approach. This method aims to combine
some of the best properties of the recommendation techniques presented in the previous
section.

This RS can be viewed as an extended version of the previously presented autoencoder
approaches. We intend to merge ratings data together with data descriptive of the
content of our items. In the training phase, the parameters of the hidden layers are still
trained on a per user basis. The target is to most closely resemble the output layer, which
still consists of the user’s real ratings of their chosen items. However, there is an extra
layer now that abstracts additional information on the input side: This is categorical
information describing the overall type of items the user prefers.

This categorical information can consist of three types: Categories, Mechanics and
“Other attributes”. Categories depict the different genres of the games on a broader
scale, e.g. “Fconomic”, “Science Fiction” or “Negotiation”. Mechanics are a more fine-
grained characteristic and describe the gameplay elements of the board game in question.
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4.5. Baseline: Popularity-Based Recommender

Examples are “Dice Rolling”, “ Modular Board” or “Set collection”. Finally, the third
group, here simply called “Other attributes” consists of “average playing time”, “weight”,
“minimum player count” and “minimum age”. “Weight” is a measure of the complexity of
the game’s rules. It is based on a vote by the BGG community and ranges from 1 (least
complex) to 5 (most complex). For “player count” and “age” we chose the minimum

values as these are more restrictive (and more expressive) than the upper bound.

To make the recommender work, we had to compute values for this categorical information
for each user. For the first two attributes, “Categories” and “Mechanics”, we used the
concept of TF-IDF (described in section 2.2.2 ). For each user, we took the games the
user rated above 7.0 were as a basis for the calculation and computed a TF-IDF value
of each possible category and mechanic, as defined in equation 2.11. For the ‘other
attributes‘ we simply calculated the average values of all games. For the recommendation
phase, this means that those values need to be calculated for each set of inputs as well.

We combined these three sets of categorical data with the ratings of the users. A
visualization of this technique is shown in figure 4.4.

During hyperparameter training, we tested 512, 1024, 2048 and 4069 hidden nodes; 10,
20, 50 and 100 epochs; batch sizes of 32, 64 and 128; regularization of 0.01, 0.001 and
0.0001.

After tuning, we found that best results are given by using 1024 hidden nodes, 50 training
epochs processing batch sizes of 128. The Regularization term is 0.01.

4.5 Baseline: Popularity-Based Recommender

This recommender generates a set of fixed predictions for each user during the evaluation
step. The predictions are the most rated games in the dataset. The idea is, that usually,
the best games are played and therefore rated by users. Another possibility would have
been to order by decreasing mean rating, but that would overvaluate games that are
well-rated, but not so popular.

The same metrics that are applied in the other approaches are applied here. It serves as
a baseline comparison for all our RSs and gives an answer to the crucial question: Are
our recommendations better than just selecting the most popular games?
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Figure 4.4: The hybrid autoencoder we tested. It uses information about preferred
mechanics, categories and other attributes (orange) in addition to the ratings of each
user (blue). The intermediate layers (red, purple) are a reduced representation which is
trained to match the output layer, consisting of the game ratings (green).
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CHAPTER

Software

In this chapter, we will talk about recommendation software. We will first present what
software products and libraries are available to build recommender models. We will
separate Open Source libraries, Academic RS and commercial products. Then, we will
discuss the software and tools we used to conduct our research results.

5.1 Existing Recommendation Software

It is not essential to build a RS from scratch if one wants to use one for their own dataset.
There exist quite a few libraries and frameworks with differing degrees of adaptability. We
will present the most popular and sophisticated ones in the following. The requirements
are that the libraries presented here are still actively maintained and that they are
explicitly devised for computing recommendations (general deep learning or machine
learning frameworks themselves do not count). In a later chapter we will discuss what
pieces of software were used to develop our own recommendation techniques.

5.1.1 Open Source RS

The following recommendation systems libraries are available as Open Source Projects.
That means that anyone can clone the project’s repository, modify it and even request to
add changes to the project. Most of these projects are released under the Apache 2.0
or MIT License, which grant substantial freedoms for modifying the projects and using
them, even for commercial purposes.

e Surprise is a SciKit library written in Python. SciKit is short for SciPy Toolkit
and represents an add-on package for the SciPy Python distribution. SciPy is
an open-source Python library that consists of tools for scientific computing and
technical computing. Surprise contains various collaborative recommendation
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from surprise import SVD
from surprise import Dataset
from surprise.model_selection import cross_validate

# Using movielens-100k data

data = Dataset.load_builtin('ml-100k")
recommender_algorithm = SVD() # Use Singular Value Decomposition
algorithm

# Run 5-fold cross-validation and print results
cross_validate (recommender_algorithm, data, measures=[’'RMSE’],
cv=10s)

Figure 5.1: Utilising Surprise’s built-in algorithms and datasets, it is very easy to run a
RS. In this example, we load a subset of the movielens dataset and then instantiate a
SVD algorithm. It is then cross-validated five times and evaluated using RMSE [Hugl7].

algorithms that can be used out-of-the-box with included datasets. This includes
baseline algorithms, neighborhood methods and several matrix factorization-based
approaches. It provides similarity measures like cosine or pearson similarity. It
provides interfaces to extend the framework with own algorithm ideas. It comes
with two datasets, one containing movie ratings and one being a collection of jokes
with user ratings.

Furthermore, Surprise includes tools for evaluation. It provides methods to analyse
recommender performance using cross-validation and compare it to other techniques.
Figure 5.1 shows a simple cross-validation procedure using an algorithm and a
dataset included in the library. It also includes the possibility to run a search over
various parameter values to find the best configuration for a RS [Hugl7].

QMF has been originally built by engineers at Quora and therefore it is designed
to serve the specific needs of a large-scale web company and its data. It is scalable
to very large data sets including millions of users. The scalability and speed is due
to the fact that it has been built in C++.

QMF uses matrix factorization models for recommendations with implicit feedback
as the input. This means that no explicit rating is given by the user to measure
the degree they like or dislike an item. Implicit feedback consists of actions the
user performed, for example, an item the user clicked on. QMF includes two
different algorithms to compute recommendations using implicit datasets, namely
“Weighted Alternating Least Squares” [HKV08] and “Bayesian Personalized Ranking”
[RFGST09].

It can be run from the command line with a wide variety of parameters. It supports
computation of ranking metrics like Average Precision, Precision@k and Recall@k
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5.1. Existing Recommendation Software

from
from
from
from

data

trai

trai
test

mode

mode

mrr

spotlight.cross_validation import user_based_train_ test_split
spotlight.datasets.synthetic import generate_sequential
spotlight.evaluation import precision_recall_score
spotlight.sequence.implicit import ImplicitSequenceModel

set = generate_sequential (num_users=300,
num_items=5000,
num_interactions=50000)

n_set, test_set = user_based_train_test_split (dataset)

n_set = train_set.to_sequence ()

_set = test_set.to_sequence()

1 = ImplicitSequenceModel (n_iter=10,
representation='cnn’,
loss='pointwise’)

l1.fit (train)

= precision_recall_score (model, test)

Figure 5.2: This code generates a sequential prediction model in Spotlight. It uses a
randomly generated sequence of user interactions as an input and splits it into training
and test data. The trained model is evaluated with Precision and Recall scores.

[YB16].

Spotlight is a recommendation framework based on the PyTorch machine learning
library. It is written in Python and claims to allow creation of both “deep” and
“shallow” RSs. The “shallow” models are matrix factorisation approaches with
either implicit or explicit feedback. The “deep” RS sequential models on the other
hand take sequences of user interactions as the input and predict the next item in
the sequence. Figure 5.2 shows how such a sequential model can be created and
validated.

Spotlight allows for cross validation and has methods to calculate evaluation metrics
like Precision@k and Recall@k. It provides various building blocks to customize
the RS. Spotlight allows the use of different loss functions and recommendation
models. It includes the Goodbooks dataset, the Movielens dataset in various sizes
for experimentation and has methods to generate synthetic datasets according to
user-defined parameters [Kull7] .

LightFM provides implementations of multiple collaborative- and content-based
learning-to-rank recommender algorithms. Additional to a slew of parameters the
user can modify, it offers the choice of four different loss functions and two learning
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CREATE RECOMMENDER MovieRec ON ml_ratings
USERS FROM userid

ITEMS FROM itemid

EVENTS FROM ratingval

USING ItemCosCF

Figure 5.3: Recommenders in RecDB are created using the “CREATE” command. The
“ON” clause defines what table is used as the source of user input. The user can specify the
columns used for users, items and ratings with the “USERS”, “ITEMS” and “EVENTS”
keywords respectively. The “USING” clause finally selects which type of recommendation
algorithm should be used for calculating recommendations.

rate schedulers. It is written in Python, but by using Cython extensions it allows
for very efficient and scalable recommendations.

It includes metrics like precision@k, recall@k and reciprocal rank. LightFM provides
methods for cross validation while training models. It includes the movieset dataset
and also two variants of a snapshot from the “StackExchange” network. This is a
website where users ask questions and answer other users’ questions. It is developed
and used by luxury fashion e-commerce company Lyst and is also being applied in
production by a couple other companies [Kull5].

e LensKit is a RS that allows for user- and item-based collaborative filtering, matrix
factorisation and the slope-one algorithm [LMO07]. Every recommender class is
shipped within LensKit as a separate module. There is also an evaluation module
that contains evaluator classes for applying metrics to results. Due to the fact that
every module is easily extendible, LensKit is a handy tool for conducting research
on recommender algorithms or evaluation techniques. It is also possible to use
LensKit from the command line using its CLI module.

It is written in Java and an open-source project. It is best suitable for medium-
scale operations. It is built and deployed with Gradle and can be integrated as a
plugin into Gradle build pipelines. It even supports Groovy DSL for configuration
[ELKR11].

e RecDB is an Open Source Recommendation Engine and written in C. It is available
as an extension for PostgreSQL 9.2, as it is designed to be used from fully within the
database. The recommendation algorithms are executed directly in the database
when specific queries for recommendations are executed. The queries look very
similar to normal SQL queries. The “FROM?” clause selects which dataset to use.
with additions of the choice of recommender algorithm and choice of similarity
measure used. Similarly, already configured recommenders can be removed using
the “DROP” command. Refer to Figure 5.3 for an example.

It includes algorithms like user-user collaborative filtering, item-item collaborative
filtering and singular value decomposition. It allows the user to choose Cosine
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Figure 5.4: An example recommendation pipeline in LibRec, starting from the input
Data, processing it to enable training of the recommender all the way to getting the
recommendation result and evaluating them [GZSYS15].

Evaluate
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Similarity measure or Pearson similarity. It does not come with any datasets
but it is bundled with scripts which download variations of the Movielens dataset
[SMMA17].

5.1.2 Academic RS

e LibRec is a library for RS that implements various collaborative approaches. Its
focus lie on providing methods for rating prediction and item ranking. For that
end, it includes more than 70 variants of implemented algorithms. It consists of
six main components, namely data split, data conversion, similarity, algorithms,
evaluators and filters. You can see the execution of the different components in a
typical recommendation process in Figure 5.4.

This means that LibRec comes bundled with tools to create an encompassing end-
to-end recommendation pipeline, which includes data pre-processing and evaluation.
However, the components are designed to be lowly coupled with each other, so
combination with other frameworks is possible.

It is fully written in Java and distributed over the Maven package manager. The
project is well documented and even provides a command line tool to easily
generate recommender classes and run algorithms from a configuration file. It
provides interfaces that make it straightforward to extend the library with custom
algorithms and embed them with the library’s components [GZSYS15].

e RankSys is a another recommendations engine framework for the implementation
and evaluation of recommendation techniques. It focuses on ranking tasks rather

o1
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rating_prediction —--training-file=ul.base —--test-file=ul.test

——recommender=BiasedMatrixFactorization

Figure 5.5: Training a Matrix Factorisation model with MyMediaLite.

than rating prediction. What distinguishes it from other offerings is that it contains
lots of variations of novelty and diversity metrics. Besides the standard matrix
factorisation and collaborative filtering approaches, it includes algorithms like
nearest-neighbor recommendation.

It consists of 13 different modules that include algorithms, evaluation techniques
and examples. There is one separate module that contains diversity metrics and
enhancement techniques, as well as one for novelty. It has been written in Java 8
using state-of-the-art capabilities of the modern language, like streams and lambda
functions. [CHV15].

MyMedialLite is a in-memory recommender system that has implementations
of more than a dozen recommendation algorithms. It includes algorithms for
both implicit and explicit feedback systems, offering ratings prediction as well
as item recommendation respectively. In addition to collaborative models it also
allows for content-based approaches using attribute data. It is also possible to run
MyMedialLite from the command line, offering most of the functionality of the library.
The two command line tools are “item_ recommendation” and “rating prediction”.
And example is shown in Figure 5.5.

It allows to read and write trained models from disk and incremental real-time
updates for its deployed recommenders. It is written in C#, for the .NET platform.
However, using the cross-platform mono framework, it is available for Linux, Mac
and Windows. It includes evaluation routines using the evaluation metrics MAE,
RMSE, Precision@N, MAP, and NDCG among others. It has a long history of
being used in both academic institutions and commercial research [GRFST11].

SMORe, formerly proNet-core, is a framework for variant weighted network
embedding techniques. Refer to Figure 5.6 for a demonstration of how SMORe
generates embeddings of various input data.

One of the common use cases for this frameworks is generating recommendations.
It allows for interaction through a command line interface. Included models are
BPR [RFGST09], DeepWalk [PARS14], HOP-rec [YCWT18], CSE [CWTY19], and
HPE [CTLY16]. It is written in C++ [CYCT17].

LIBMF is a matrix factorization tool for recommenders that includes a few
optimisations. It supports on-disk training, which reduces memory load and
parallel computing for multi-core CPUs using CPU instructions to accelerate vector
operations. It also supports cross validation. There are APIs available to include
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Figure 5.6: The input for SMORe recommenders is a network graph. In this example,
we have music titles, artists and songs. The framework generates embeddings for each
separate entity [CYCT17].

LIBMF into R and Python projects, respectively called “R LIBMF” and “Python
LIBMF” [CZJL15].

5.1.3 Commercial and Software-as-a-service applications

There exist a couple of commercial recommendation offerings. Most of these are dis-
tributed as SaaS (Software-as-a-service) applications, which is a software distribution
method where the software is licensed on a subscription basis. In most cases, there is a
set fee for a certain amount of APT calls (e.g. recommended item requests for 100 users).

e Amazon Personalize In June 2019, AWS added another Software-as-a-service
product among there vast range of cloud-based products. Amazon Personalize makes
the promise to bring the recommendation technology that powers the e-commerce
site amazon.com to the masses. The stand out feature is support for real-time
refinement in the recommendation feature, so that the user can get instantaneous
suggestions while interacting with an application. Figure 5.7 shows the capabilities
of Amazon Personalize and how it is integrated into the AWS ecosystem.

It is essentially a machine learning API that enables developers to fetch individu-
alized recommendations for the customers who are using their applications. The
application of the service is flexible: It’s up to the developer to decide what sort of
recommendations these are - clicks, page views, signups, purchases or other. These
can be added as search results, personalized notifications or just recommended
items in a user interface. It also brings a range of pre-trained models. In Figure
5.8, we show a short example of how to bootstrap Amazon Personalize to create

53


https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

M Sibliothek,
Your knowledge hub

5.

SOFTWARE

54

S

Amazon 53
Store your
inventory and user
demographics data
in Amazon S3

Amazon Personalize API

Stream use activity from
your application using

,

Amazon Personalize

Automatically process and
examine the data, identify
what is meaningful, select
the right algorithms,
and train and optimize a
personalization model that is
customized for your data

(/") Load data

S Inspect data
00 i

‘:“:‘ Identify features

.t 1 Select algorithms
o

Select
hyper-parameters

Train models

Optimize models

Build feature store

Host models

Create real-time
caches

0 — @
(B SRR |

Customized
Personalization API
Provides Amazon Personalize
with an activity stream to
generate real-time
recommendations or request
recommendations in bulk

the Amazon Personalize
API ar JavaScript library

Figure 5.7: In the middle orange box, this figure shows the capabilities and feature
offerings that Amazon Personalize includes. The user has the possibility to choose a
recommendation model, configure used hyperparameters and run optimizations. On the
left we have the input of the recommender systems. These can stream input data from
an app directly to refine the recommenders in real time. Another way is to use data at
rest in S3 (AWS’ cloud storage offer). The output of Amazon Personalize on the right
side makes it easy to integrate recommendations into user interfaces.

suggestions for a user. It only uses the Python library boto3, which allows for
programmatic configuration of AWS resources.

e Yusp Yusp, formerly Gravity R&D, is a company formed by team “Gravity”,
the finalists of the Netflix Prize Competition. They were founded in 2007 and
are headquartered in Budapest, Hungary. They offer tailored recommendation
services for various industries like Brick and Mortar franchises, retail banking and
streaming services. The type of recommendation service provided ranges from
E-mail personalization to product recommendations and online advertising.

They are openly and regularly contributing their research findings to the public,
however, some patents exist on certain algorithms. In 2016, Gravity served over
4 billion recommendations per month, which accounted for about 30 million $ in
revenue. They have a close cooperation with Deloitte for business solutions. Some
of their customers include T-Mobile and dailymotion [TPNT07].

e Peerius Peerius is a company that was founded in 2007 in the US and offered
similar services to Yusp. Since it has been acquired by Episerver, and was integrated
into their enterprise offerings. They distribute a Content Management System
(CMS), which allows customers to build commerce websites. This includes retail
digital commerce, B2B commerce and financial services. The recommendation
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5.1. Existing Recommendation Software

import boto3
personalize = boto3.client ('personalize’)

# 1. Create a "solution" and specify the Algorithm
response = personalize.create_solution(
name = "SolutionName",
datasetGroupArn = "ARN for the input dataset",
performAutoML = True)
solution_arn = response[’solutionArn’]

# 2. Create a ’campaign’ based of this solution.

response = personalize.create_solution_version(solutionArn =
solution_arn)
solution_version_arn = response[’solutionVersionArn’]
response = personalize.create_campaign (
name = ’campaign name’,
solutionVersionArn = ’solution_version_arn’,
minProvisionedTPS = 10)

# 3. Generate recommendations for a user
camapaign_arn = response[’campaignArn’ ]
personalizeRt = boto3.client ('personalize-runtime’)
response = personalizeRt.get_recommendations (
campaignArn = camapaign_arn,
userId = 'User ID’)

Figure 5.8: How to use Amazon Personalize to generate item recommendation. First,
you have to create a solution by specifying an algorithm to use. If none is specified, as
in this example, AWS will choose one for the user. By creating a solution version, the
model is trained. This is used in the second step when creating a pointer to the solution

campaign. In the third step, the campaign is used to query recommendations for a user.

It is important to note that these 3 steps would be usually called in different parts of the
application, depending on the use case.
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RecombeeClient client = new RecombeeClient ("DataBase", secret);
client.send(

)

// user "user_id" viewed item "item_x"
new AddDetailView ("user_id", "item x"))

RecommendationResponse recommended = client.send(

)

// fetch 10 recommendations for user "user_id"
new RecommendItemsToUser ("user_id", 10)

Figure 5.9: How to use Recombee’s provided library to update information on users
and get recommendations. The piece of code shows how to get a new connection to a
database stored at Recombee. Then, updates to user views can be made. This is possible
as Recombee allows for real-time modification of its algorithms. Then, recommendations
can be fetched and presented to the user.

capabilities of Peerius include personalised search, content recommendation and
product recommendations.

Recombee Recombee is a recommender engine which promises its clients to reach
their KPIs, increase conversion rate and maximise the enterprise’s turnover. One
big selling point is the ability to scale flexibly with the client. They apply a variety
of machine learning and artificial intelligence algorithms to generate results, however
they are unclear about specific algorithms and technologies used.

On their website, they mention using a mix of deep-learning and collaborative
filtering for numeric information. The collaborative methods they use are based on
Matrix Factorization, Nearest-Neighbour and association rules, however, they do
not disclose to what amount they factor in each type of algorithm. For images and
textual data, they also apply content-based recommendation algorithms (detecting
similar images or textual descriptions). Needless to add, their models are optimized
automatically, with no possibility to modify the training.

A unique selling point are the specialised models they provide for very narrowly
focused business needs. This includes models that recommend items which are
very different to each other (increasing diversity), models that take into account
popularity trends or periodicity models that suggest items based on repeating
behaviour of users.

They offer libraries for JavaScript, Python, Ruby, Java, PHP and Node. General
integration over a REST interface is also possible. An example of using their Java
library and interacting with the Recombee API is shown in Figure 5.9. Recombee
allows for modification of the rules that the recommendation software uses. It
provides the functionality to specify rules through filtering or boosting the results
based on client-defined attributes of the items in the client’s database. For easier
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5.1. Existing Recommendation Software

interaction, they offer a custom query language, ReQL, in addition to their library
offerings.

o Segmentify Segmentify is another SaaS tool that offers businesses the possibility
to integrate product recommendations into their website. On top of that, it offers
personalized search, personalized email and push notifications. As the name implies,
one big selling point is the possibility to segment customers into three different
groups: Active loyals, churned customers and one time shoppers. Strategies of how
to target each segment vary. Segmentify offers a real-time dashboard to gather
insights about customer behaviour. Unfortunately, the recommendation process is
a black box. They do not reveal how recommendations are made.

5.1.4 Summary of Existing Recommendation Software

As we have just shown, there are a lot of available libraries to build recommendation
engines out-of-the-box.

The advantages are that these are easily adaptable and accessible. Lots of frameworks are
written in very popular languages like Python or Java and are therefore easily extendable.
They tend to be very fast to set up, and are used often for prototyping and experimenting
with new concepts.

However, they are rarely optimized (often due to the technologies used) and the perfor-
mance drops considerably with huge data sets. Most of these frameworks are also not
optimized to work on multi core processors or on distributed infrastructure and are rarely
used in a production environment for these reasons.

For the commercial and SaaS offerings, the arguments change slightly. The advantage of
these platforms is that a lot of the heavy lifting disappears when using these services.
There is no need to hire a specialised machine learning engineer when the model is chosen
and trained for you. You even do not need to hire many operations-focused engineers as
the recommendation system runs in the cloud, using third parties’ resources. Tasks like
hyperparameter tuning are automated.

However, there are also a few disadvantages to use these platforms. First of all, a lot of
the models use aim to provide a one-size-fits-all approach. Some services like Amazon
Personalize can choose a RS for you. However, there is no guarantee that the solutions
provided are the best, or even remotely good. These services usually offer metrics, but
to interpret and adjust them you need specialised personnel. Since the SaaS solutions
are not open-source, you cannot inspect the source code and deep dive on the algorithms
implemented.

The last disadvantage is that these services are expensive. In most cases, there is no
flat-rate available, you pay for every time recommendations are computed for a user. It
can happen that this type of recommendation software was chosen for it’s ease of use and
rapid deployment, but as an application’s lifecycle unfolds and it scales, it can become
very expensive. Arriving at the point where you have thousands of users or more, chances
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Figure 5.10: An example of a Jupyter Notebook instance running in a web browser while
working with code in Python.
are, that your application is already so tightly integrated with the SaaS solution that it
is hard to migrate (vendor lock in).
We have not discovered one framework that provides an easily adaptable recommendation
solution that operates on Autoencoders or neural nets. The reason might be that this
is a fairly new approach in the community. It is one of the approaches that we heavily
focus on and, as we see later, shows to give excellent results.
For these reasons, all the techniques we applied were implemented by us from scratch in
Python, as we will discuss in the next section.
5.2 Applied Software and Technologies
In this section, we will highlight the technologies that we used to reach our conclusions. We
will discuss the programming languages used for our project, the editors and development
environment utilised and which libraries we made use of.
5.2.1 Editor - Jupyter Notebook
Jupyter Notebook is one of the products that emerged from the nonprofit organisation
known as “Project Jupyter”. The group has been formed in 2014 by Colombian physicist
and software developer Fernando Pérez. Jupyter Notebook is cloned from the “IPython”
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5.2. Applied Software and Technologies

public class HelloWorld {
public static void main(String[] args) {
System.out.println("Hello, World!");
}

Figure 5.11: Printing “Hello, World!” to the console output using Java 8.

command shell, which is a command shell for interactive computing. It lends itself very
well for scientific computing. It is open-source, free to use and released under a very
generous software license.

Code snippets, their execution and supporting formulas, explanations and diagrams are
all integrated into the same document. This type of development environment is known as
a “notebook interface”. It has first been popularized in 1988 by Wolfram Mathematica 1.0
on the Macintosh. The name “Jupyter” refers to the supported programming languages
- Julia, Python and R. These languages are the most popular amongst practitioners
of scientific computing, statistics or data science. Some of the features include type
introspection, integration of rich media like interactive data visualisation, tab completion

and a log of past executions. Figure 5.10 demonstrates an example of the application.

Many extensions exist for Jupyter Notebooks, for example a plug-in that allows to
generate PDF documents out of a notebook file.

One of the most important reasons for the widespread adoption of Jupyter Notebooks
is the separation of the interface and the execution of the programming logic. The
execution is done in a so-called Jupyter Kernel. Kernels can be connected to multiple
instances of notebooks. During our research, all development has been done using a

Jupyter Kernel on a local machine - the same one where the Notebook instance resided.

However, for large-scale tasks, it is essential to use the increased capabilities of distributed
computing. It is possible to launch Jupyter kernels in a distributed cluster. The big
cloud providers provide already their own versions of Jupyter Notebooks - examples are

Amazon’s SageMaker Notebooks, Google’s Colaboratory and Microsoft’s Azure Notebook.

The notebook interface has become so popular, that many projects exist now for a lot of
different programming languages, like JavaScript.

5.2.2 Programming Language - Python 3.7

Python has become one of the most popular programming language. According to the
TIOBE index, which measures the popularity of programming languages, it currently
resides in the “Top 3” of all languages (Status: November 2019). Python has been first
released by Dutch software engineer Guido von Rossum in 1991, who developed it first

as a hobby software development project to keep him busy during Christmas holidays.

He named it after British comedy group Monty Python.
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print ("Hello, World!"™)

Figure 5.12: In contrast, printing “Hello, World!” using Python 3.7 to the console only
takes one line.

Some of the characteristics that make Python unique from other programming languages
are also the reason for its widespread success. First and foremost, it is a general-purpose
language that can be used in a wide variety of application domains. Its usage ranges from
scientific computing to running lightweight servers to enterprise software development. It
is an interpreted language, which means that the instructions in the code are executed
directly. There is no intermediate compilation step to produce machine-readable byte
code, like in Java for example. This is made possible by the interpreter, which directly
translates every line into subroutines readable by the execution environment.

Finally, Python is a high-level programming languages. It means it abstracts a lot of
responsibilities that are inherent to computing, like memory management, away from the
user. This level of thinking is visible when considering the language syntax of Python. It
is very clean, minimal and expressive. For an example comparison, we show two variants
of printing the line “Hello, World!”. The Java implementation is shown in Figure 5.11.
The equivalent in Python only needs one line of code and is displayed in Figure 5.12.

The ability to express programming logic in a very concise manner without much
boilerplate or overhead makes Python very easily readable. It includes a very sophisticated
standard library. It has functionality for building user interfaces, executing unit tests,
building network interfaces or methods for statistics and maths. This is probably the
main reason why it garnered so much popularity among the Data Science community.
Expressing the idea of an algorithm in Python is not much more complex than formulating
it using pseudo code - with the added benefit, that, in Python, the algorithm is ready to
be executed and tested. One such example is shown in Figure 5.13, where we show the
code for a function that computes a factorial. One remarkable oddity of the programming
language that is visible here, is how Python uses only whitespace for indentation. Usually,
in languages like Java or C, curly brackets or keywords have been used to indicate the
begin and end of assignment blocks. In Python, assignments that are indented the same
are on the same level of code execution. Python uses duck typing, meaning that the
nature of an object is determined by existing methods or functionality, rather than an
explicit type. This is possible as type constraints are only checked at run time, not
compile time. Python is still strongly typed however, only allowing for well-defined
operations.

Additional functionality can be included by using the import statement. Extensions to the
Python language are distributed via modules. In the following, we will discuss additional
modules for the Python 3.7 programming language that we used for our research.

Python features a garbage collection for memory management and is dynamically typed,
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def factorial (f):

if £ < 0:
return O
else:
result =1
i=2
while 1 <= f:
result = result * i
i 4+=1

return result

Figure 5.13: A function that calculates the factorial of an input f. It uses result as a
temporary variable to store intermediary computation results and returns it when the
iteration is done.

allowing for liberal modifications of objects. It does allow writing application code by using
many different paradigms, for example procedural code, object oriented programming
or functional programming. Python 2.0 was released around 10 years after the original
Python. Python 3 was first released in 2008 and featured lots of major structural revisions.
Applications written in Python 2 were not compatible, however, support continued for
Python 2 due to the widespread adoption. In 2020, Python 2.7 will be officially deprecated
and will cease to be supported. There exist reference implementations of Python, most
notably CPython, which can compile Python code into intermediary byte code.

5.2.3 Libraries and Modules

The established standard to installing extensions for the Python programming environ-
ment is by using the package manager “pip” in conjunction with the Python Package
Index, or short, “PyPI”, and this is what we used in our project to manage third-party
packages as well.

PyPlI is the official software repository for third-party extensions for Python. Currently,
there are over 200.000 packages available, accumulating more than 1.5 million releases
and over 380.000 users (Status: November 2019). When publishing a package to PyPI,
it is necessary to provide some metadata in addition to the raw package files. PyPI is
capable to handle version histories of packages as well as different builds for different
Python versions.

Pip is the standard package management system for Python. It is a tool to install and
update Python packages on a machine. The acronym ‘Pip‘ is a recursive acronym -
as it was in fashion among computing enthusiasts and hackers since the 1960s - that
means “Pip installs packages”. Pip comes preinstalled with most Python distributions
and is used over the command line. For bigger projects, it is possible to create a text
file containing all dependencies and pass it to pip, which installs the correct libraries in
the specified versions. When working on several projects, it is recommended to create
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#H###F requirements.txt ###HfHHHEEHHHH
#### Dependencies without version ######
numpy

beautifulsoup4

#

#### Dependencies with version ########4#
pandas == 1.5.1 # Must be version 1.5.1 ##
csv >= 2.2.1 # At least version 2.2.1 ##
$4#44444 end requirements.txt ##H###F4EHS

pip install -r requirements.txt

Figure 5.14: This figure shows a text file with the name requirements.txt. It contains
all packages that must be installed for the project in which this file is contained to run
correctly. It is possible to specify a version number, but not obligatory. When specifying
a version number, one can be specific or give minimum or maximum version specifications.
In the last line, we feed this file to the “pip install” command.

a virtual environment for each, so that there is no conflict among interfering version
numbers. Figure 5.14 shows how to install packages from a given requirements file via
the command line. It is not necessary to use PyPI as a software repository, but it is set
as the default setting. It is possible to set multiple sources, which is handy for companies
maintaining their own private repositories.

Boardgamegeek

“Boardgamegeek” is a library for Python 3 that makes it easy to interact with the official
XML API from BoardGameGeek.com. The XML API allows to send HTTP requests
with the use of and URI of the format boardgamegeek.com/xmlapi2/type? parameters.
For the type, it is possible to specify games, users or communities. The given parameters
have to include an ID or name of the item to retrieve but can contain additional boolean
flags to add or dismiss certain criteria, for example to include comments by a user or
not. When executing a correctly formatted request, the resulting response is an XML file
containing information of the specified object. If it was a game, it will contain data on
ratings, game details etc., which are navigable by their respective XML tags.

The Boardgamegeek Python library provides a layer of abstraction over this. The library
is based on an older library called “libBGG”. The advantage of the use of this library
over the API is that it allows a structured approach to execute requests. All the entities
that are retrievable over the XML API are modeled as Python classes, which allow for
more intuitive handling of data than parsing an XML file. The available classes are Users,
Games, User collections, Player Guilds, Plays and Hot items (currently popular items).
For our purposes, we use data on Users and Games to build our recommendation engines.
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Users give us the individual ratings on collections owned by users while Games provide
us with information on attributes like mechanics or game types. As we effectively mirror
the BoardGameGeek database on user ratings and need data on all present games, it is
important to space out requests being sent to the BoardGameGeek server. When sending
a lot of requests in a very short amount of time, the risk exists that your requests are
being classified as a DOS (Denial of service) attack and you are being blacklisted as a
result.

Keras

Keras is an open-source library written in Python. Its aim is to provide very high level
abstractions for programmers to build neural networks. As such, it doesn’t implement
the actual neural networks, but runs as a layer on top of a neural network backend such
as TensorFlow, CNTK or Theano. The goal is to facilitate rapid prototyping of ideas
for neural networks and get results as quickly as possible. Its components are designed
to be modular and extensible. Computation can be run on either GPU or CPU. Since
2017, both Google and Microsoft support Keras in the core libraries of Tensor Flow and
CNTK respectively. It has become one of the most commonly used tools among machine
learning engineers with over 200.000 users.

Keras is roughly split up into three different modules, Models, Layers and Preprocessing.
A model is the starting point of a neural network, it denotes a way how to organize the
neural layers. There are two model classes available in the Keras Models module: The
Sequential model, which allow for stacking neural layers one after the other, as well as a
generalised Model class that is fully configurable with a functional API and allows for
more complex network architectures. The Layers module provide the computational
components for a model. Keras provides a variety of layers, including convolutional layers,
recurrent layers, embedding layers, normalization layers and many more. Finally, the
Preprocessing module includes tools for image, text and sequence preprocessing. Keras
provides a variety of optimizer and activation functions for neural network training as
well as metrics for evaluation. We used Keras in combination with a TensorFlow backend
for the development of our Autoencoders.

Pandas

Pandas, originally developed by Wes McKinney, is a software library for Python that
facilitates manipulation and processing of data for data analysis tremendously. It is open
source and released under the very permissive BSD software license.

The core object in Pandas is the dataframe. A dataframe is a multi-dimensional store of
data values that can be accessed by indices. In most cases, a dataframe is two dimensional,
containing rows and columns. Columns and rows can be labeled. Slicing and creating
subsets is possible by either using labels or indices. It is possible to store time-series data
in dataframes as well and to execute domain specific operations such as moving window
statistics. Pandas allows for many operations that are commonly found in database
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query languages, such as aggregation, grouping and filtering. It is possible to import and
export from two-dimensional textual representation file formats like *.csv, *.tsv (comma-
and tab-separated values) as well as Excel files. It also includes functionality for data
preparation, like handling of empty and null values.

We use Pandas in almost all aspects of our work. All the input data is parsed into
dataframes, which is then processed by using pandas capabilities to operate on all the data
at once. For example, we apply the normalisation of ratings in this manner. Pandas is
also used for recommendation computation itself, with the exception of the autoencoders,
which are handled by Keras. We use dataframes to store information on users and ratings.
For our content-based recommenders, we store categorical information in them.

SciPy, NumPy and Matplotlib

SciPy is an open-source library for Python aimed at scientific computing. It extends on
the array object contained in NumPy, which allows for calculation with multi-dimensional
arrays and matrices. Matplotlib is a data visualisation library for Python that makes
plotting and graphical representation of data easy. These three tools work very well
together and therefore are often used together in practice.

In our project, we use the stats module of the SciPy library to calculate our evaluation
metrics, namely: Precision, Recall, NDCG, Novelty and Diversity. The stats module,
which makes it easy to calculate the separate components of the metrics formulas, uses
NumPy in the background. We used Matplotlib to create the figures representing our
data sets in this paper.
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CHAPTER

Results

6.1 Evaluation Methodology

The performance of RS has been evaluated in research literature since 1994 with the
GroupLens recommender [RIST94]. Evaluation can be done using offline analysis or
live user experiments (“online” evaluation) [HKTRO04].

In offline evaluation, the RS is used to predict several withheld values from the dataset.
The data is split in training set and test set. The advantages of offline evaluations are that
they are relatively simple, quick and efficient. The only requirement is to have the dataset
ready. A major weakness, however, is that they do not exactly tell if users themselves
will prefer one RS over the other, as there is no feedback on how the recommended sets
are perceived. All that is available is a set of ratings.

Online approaches, however, needs the participation of a community of users who interact
with the RS. They can be either performed in a controlled environment or with “real”
users in a production system. Depending on the form, the evaluation of online approaches
vary. Performance can be determined with surveys about user satisfaction or keeping
track of various user metrics (e.g. participation rate).

While online approaches give a better feedback on the perceived performance, they
involve more preparation to execute. In a controlled user study, participants and useful
questionnaires have to be prepared. Well-defined hypotheses that need to be tested
should be prepared. In these cases, a certain bias still pertains. To avoid this, a RS can
also be evaluated in a field study. This involve the integration into a live production
system where users already exist. In these cases, conclusions can be drawn from recorded
user interactions or with explicit feedback. While these reveal more of the real users in
their own context, they might not be as focused as controlled experiments.
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We perform our evaluation with offline metrics. They can be differentiated into three met-
ric categories measuring different qualitative aspects: Predictive accuracy, classification
accuracy and rank accuracy.

Predictive accuracy metrics measure how close the predicted rating of an item by
a user resembles the actual rating given. An example would be to calculate the mean
absolute error of the rating difference. This is useful for systems where an exact rating
is given to users and relevant to them. However, if users are only interested in the top
results, it is unnecessary to calculate this metric for all rating predictions.

Classification accuracy metrics quantify how often the predictions of a RS are, overall,
good. This is valuable for RSs where the general goal is to recommend good items, but no
interest is given to an assumed rating or strict ranking. The users taste should be binary,
they either like or dislike an item. Recall, Precision and related measures like Mean
Average Precision (mAP) are classification accuracy metrics we present in the following.
They are often implemented with a cutoff point, simulating how a user generally only
considers the first few items.

Finally, rank accuracy metrics are used to evaluate the order of a set of recommended
item. These are useful in domains where the order of recommendations matter to the
user. It is not useful in domains where the ordering does not matter too much - a rank
accuracy metric will give different results if the best result is ranked fifth instead of first.
An example metric is Normalized Discounted Cumulative Gain (nDCG).

6.2 Evaluation Metrics

To reliably judge the performance of our models, we are using Precision at k, nDCG
at k and mAP [SMROS8| as our main guiding metrics. Precision at k and mAP are
related to Precision and Recall, which are standard metrics in RS literature for tracking
performance. Furthermore, we use Diversity and Novelty to describe certain characteristics
of recommended sets.

To ensure comparability, each RS is evaluated on the same metrics and therefore provides
identical input/output formats.

6.2.1 Precision and Recall

We first discuss Precision and Recall as they are heavily drawn upon by the other metrics.
Precision and Recall have been the most popular evaluation metrics for information
retrieval systems since their introduction in 1966 [CMKG66].

In our use case, we want to determine how many games out of a recommended set of
games are relevant to a user. Relevant games are defined as games that were rated with a
rating of 7.0 out of 10.0 or higher by said user (i.e. games that the user judged as 'good’).
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6.2. Evaluation Metrics

Precision presents the fraction of the relevant games in the recommended set to the total
number of games in the recommended set, as shown in 6.1. In our evaluation, we fix the
set, size to k=100, so the denominator in the Precision formula is always 100.

Precisio |{relevant games} N {retrieved games}|
recision =

6.1
|{retrieved games}| (6.1)

Recall is the fraction of relevant games in the recommended set compared to the total
count of relevant games, as shown in 6.2.

|{relevant games} N {retrieved games}|

Recall = (6.2)

|[{relevant games}|

In most cases, it is necessary to show Precision and Recall together, as they are inversely
related to each other [Jiz00]. This conclusion is quite intuitive: When the size of the
recommended set increases, it is likelier that relevant games appear - Recall increases.
However, at the same time, the denominator in the Precision formula increases - Precision
drops. The F1l-score is one approach to combine the two metrics, shown in 6.3. By
comparing the F1 measures of different simulation runs, it is possible to select an overall
best configuration.

2 - Precision - Recall
Fl= 6.3
Precision + Recall (6.3)

6.2.2 Precision@Qk & Recall@Qk

While Precision usually takes into account all retrieved items, Precision@k (Precision
at k) only concerns the very first k retrieved items into the calculation. k can be set
arbitrarily, e.g. at 5, 10 or 100. Precision at k considers the fact that users will only look
at a fixed number of top results when using a recommendation system. For example,

when people use a search engine, they only look at the first results page but barely more.

The same goes for Recall@k.

6.2.3 Normalized Discounted Cumulative Gain (nDCG)

nDCG takes the notion of Precision at k a bit further. The metric uses a graded relevance
scale to attribute the usefulness of recommended results based on their rank. This gain
is based on the position in the result list. Higher results have a higher usefulness, visible
in the numerator in the formula, while the gain is discounted at lower ranks, apparent in
the denominator in equation 6.5. Consequently, it is also executed over a set number
of top results £ [SMROS8]. This metric is executed over a set of users U. ﬁ% is a
normalization factor that transforms the nDCG of a perfect user for the user j at k to
1. rel(j,m) is the relevance of the item m in the user j. In our case, this would be the
rating of the game (given by user j for the item m). optrel(j,m) is the ideal relevance
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Figure 6.1: An example of a Precision-Recall curve. [Berl6]
factor that is possible for the item at position m. In our case, the ideal values are taken
from the existing user’s rating.
U] k 1(j,m)
1 1 2retiam) — 1
NDCG(U,k) = — (6.4)
|U| ]Zl IDCGy; = loga(m +1)
k 20pt7’el(j7m) -1
IDCGy,; = _— 6.5
& Z_ log2(m + 1) (6:5)
m=1
6.2.4 Mean Average Precision
mAP is calculated over a set of users. It is the mean of the Average Precision (AP) for
each of these users. In our case, the set of users consists of “recommendation” users for
one user.
The AP for a specific user is calculated as the average precision score from every recall
value from 0 to 1. Usually, Precision and recall are inversely correlated. It is possible to
plot the precision at each recall value, as seen in figure 6.1. The AP can therefore also
be understood as the area under the precision-recall curve.
The AP for one user is shown in equation 6.6, where r € R symbolizes the set of ratings
for each recall level. mAP for each user u € Ug is shown in equation 6.7.
1 .
AP = Rl Z precision(r) (6.6)
‘ | reR
68


https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

(]
|
rk

6.2. Evaluation Metrics

mAP = ‘1’ > AP(u) (6.7)
R

ueUr

6.2.5 Diversity and Novelty

Contrary to Precision and Recall, which are based on the ratings of users, we also use
metrics that are based on the characteristics of the games itself. The idea is that the user
of the RS perceives the recommendations as interesting and fresh - if the recommendations
are too similar to their already preferred games, users might not find the recommendations
too exciting. To achieve this, we use Novelty and Diversity [CVW11], which we tailored
to fit the characteristics of our items.

Novelty of a recommended item refers to how different it is to the items that the user
already knows and likes. Formulated in another way: How different is the output of the
RS to the input used for computation?

Diversity, on the other hand, only regards the recommended set itself. How different
are the items in it to each other? Recommendations are more interesting to the user if
they are more dissimilar to each other, offering the user a broader spectrum of items to
investigate.

)

We calculate Diversity and Novelty by computing the pairwise distances of the games
mechanics and categories to each other. These attributes are stored as boolean arrays,
which makes it practical to use Hamming Distance to calculate similarity. Hamming
Distance between two vectors of identical sizes is defined as the count of positions at which
both vectors differ. The higher the hamming distance, the more dissimilar the items are.
In our formulas of Diversity and Novelty, we divide the Hamming Distance (absolute
count of varying attributes) by total number of present attributes and then take the mean
of all games. This is illustrated in the formula in 6.8. The essential difference between
Diversity and Novelty is that the former represents the total of pairwise differences
between items of the same set (6.9), whereas the latter represents the pairwise differences
in two distinct sets (6.10). X and Y are binary attribute matrices. X is the list of
recommendations. Y is the list of the user’s liked items. The difference X; — Y} denotes
essentially the Hamming Distance between column j of matrix Y and column i of X.

#Dif f Mechanics #Dif fCategories

— 4 -
Dz’versity/Novelty _ #Total M echanics 5 #TotalCategories (68)
kE k
DiffDiversity = Z Z |Xz - X]| (69)
i=1j=1
k1
DiffNovelty = Z Z |X’L - }/j| (610)
i=1j=1
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6.3 Training and Test Data Selection

We perform the training of our RS with the total available data. To find the best
parameters for our algorithm, however, we perform hyperparameter tuning with a
representative subset of the available data.

In machine learning, a “hyperparameter” denotes a parameter that is set to an arbitrary
value, before the system is trained. All other parameters are then derived during the
training process. Hyperparameters can not be inferred during the training phase. When
setting the hyperparameters of a model, we can speak of its “configuration”. The amount
of hyperparameters is different from model to model. Some simple models do not require
any, but usually machine learning models demand a few hyperparameters to be able to
run.

“Hyperparameter tuning” or “Hyperparameter optimization” describes an approach to
discover the best fitting set of values for the hyperparameters. As it is most often not
straightforward to understand the effect that one value for a parameter as opposed to
another, it is necessary to train a few models with different hyperparameter configuration,
evaluate them and then compare the performance. Since most hyperparameters are
integer or floating point based, there are many possible values with which they can be
configured with. It would be impossible to try every value for them; and even less possible
to try every single combination of parameter values if the model has multiple values.

Therefore, the most common approach is to define a range of representative values
for each hyperparameter. As there are a few values for each parameter, this can be
represented as a “grid”. During training, the values for each hyperparameter are picked by
random from this grid. Usually, a representative number of training and evaluation runs
is defined per model. This procedure is commonly known as “hyperparameter tuning” or
“hyperparameter optimization”.

To efficiently compute many different permutations of hyperparameters, we only use
a subset of the total available data. This is possible, as the performance of the RSs
techniques is assumed to only improve marginally with more data. This has been shown
in academic studies [ZVRF12] as well as production systems [Amal2]. The relation of
more data vs. better performance approaches a logarithmic curve, as shown in 6.2. We
can run lots of different hyperparameter combinations with a subset of training data.
Then, to compare the algorithms (with the discovered best parameters) to each other,
we use the total data.

Therefore, we perform hyperparameter training with a subset of the full ratings set. The
subset consists of 500.000 user ratings. These ratings subset are ratings that are created
by 1171 different users (426 ratings per user in average). They are ratings on 27581
unique games, which represent about 40% of all the games in the full set. This is the
data that we use to sufficiently determine the best configuration of the parameters of the
recommenders.

For generating metrics evaluation, we need the whole dataset. The full set consists of
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6.3. Training and Test Data Selection

Per formance

Data

Figure 6.2: Relation of data vs. performance in machine learning applications [ZVRF12]

collected attribute information on 80.474 games in total. There exist over 13 million
ratings in total, which are given by around 250.000 users of BGG.

In order to produce training and test set, we partition the existing data. This happens by
randomly splitting the ratings of each user. From each user, we take 80% of the data for
training and 20% of data for testing. The RS is therefore trained with 80% of the totally
available data. Consequently, this means that in the prediction step of the evaluation,
20% of the user’s ratings are taken as an input for the trained RS. The other 80% of
the users’ ratings are then compared to the actual output of the system according to
our metrics. We only consider users for training that have a minimum of 200 ratings, in
order to draw useful conclusions.

This is how the number of millions of actual existing users that exist on the website BGG
shrinks to the comparably minuscule figure of about 250.000 in the full dataset. The vast
majority of registered users do not rate any games on the website and are therefore not
needed to be included in the evaluation. Similarly, there exist hundreds of thousands of
entries for games on BGG. However, a lot of these games might never get any commercial
appeal or are never printed in high numbers.

Quite a few of these games are also more “passion projects” by enthusiast board game de-
velopers and therefore never amass a high number of ratings. Having a RS recommending
items that cannot be bought or easily obtained does not make much sense. These kind
of games are automatically omitted from the data set by introducing the lower bound
limit of 200 ratings.
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6. REsULTS
6.4 Discussion of Results
In the following, we present the results of the evaluation. We use the mentioned metrics
and discuss the performance of each technique in regard to all others. The results of
all metrics for each RS are presented in Table 6.1. The best results for each evaluation
metric are highlighted and conclusions why certain models performed better than others
will be mentioned.

72


https://www.tuwien.at/bibliothek

6.4. Discussion of Results

73

"PSIYSIY a1k (moI) oLjewr 1od
SHNSOI }SOUSIH "SOLIJOUI JUDISJIP 93BIIPUI SMOY SIOPUSWIUIOIDT SNOLIBA T} 9JRIIPUI SUWIN{O,) "SHMNSII UOTYeN[eAT :T'Q d[qR],

180°0 €800 60T1T°0 €900 ¢80°0 7800 €800 78070 GL00 900 figpaaop
€80°0 G800 0TIT 0 6¢0°0 78070 9800 G800 28070 8900 2900 fiysaa0a(T
9000 1¢0°0 G000 0000 €40°0 ¢c00 ¢c00 L10°0 LT10°0 €c00 dVin
¥8¢°0 vve'o L80°0 8¢0°0 L€€°0 cve0 ¥Pe0 1€€°0 80T°0 €00°0 001 " DOAN
¥9¢°0 Geeo 6700 9¢0°0 6160 cee’0  LE€°0 gee o €ero ¢00°0 06 1 DOAN
66¢°0 66¢°0 970°0 ¥¢0°0 91¢°0 ore o ore o L€€°0 8¢T°0 ¢00°0 0I 1 DOdN
¥ve 0 6£¢°0 970°0 ¥¢0°0 L1€°0 6£€°0 6€€°0 6€¢°0 6¢1°0 ¢00°0 G DOUAN
88T°0 90¢°0 76070 610°0 vic-o 60¢°0 90¢°0 ¥81°0 990°0 900°0 001 10 ]]029Y
Gco0 190°0 0100 9000 ¥90°0 €900 ¢90°0 6500 ¢e00 T00°0 0G 0 110294
0¢0°0 Ge0’0 G000 €00°0 9€0°0 9¢0°0 ge0'0 ¥€0°0 020°0 T00°0 01 10 1022y
G100 610°0 €000 ¢00°0 610°0 610°0 610°0 610°0 TT0°0 0000 G 10 102y
T19¢°0 €ovo ¢l00 0700 ST¥°0 8070 7070 79¢°0 0€T0 T10°0 001 1V U0Ist924J
9060 2990 00T0 G900 ¥65°0 ¢l46°0 V.90 166°0 €0¢0 ¢100 0G 10 U01s194d
¥7a0 6€9°0 90T°0 8900 8790 1699°0 0¥9°0 8¢9°0 6.0 ¥10°0 01 1D u0st924g
874°0 969°0 GIT°0 690°0 ¢69'0 L1690 169°0 689°0 86¢°0 910°0 G 1D UO0LSIIU]
.MMMM PLgAH AdI NNY | AV "Tep .QMM oISSR[D M:MMMM bmﬂ:ﬂ% %HMHMW/W T odAT, uoryeneay
: : : < ouwreN 09y

ouy adfig,
-osDg |priQRE uaU0)) (TV) 42poouaony  buiiajrg 2a130.09D]10,) JIPUIUWULOIIY

“}auioljqig usipn NL e ud ul s|ge[rene si sisayl SIUl JO UOISIaA feulBblio pasoidde ay
“JeqBnyan 3auloljqig usipn N1 Jap ue isi iagrewoldiq Jasalp uoisiaAfeulBuO apjonipalb ausiqoidde aiqg

qny a8pajmoud| INoA

S8ylolqie


https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

(]
I
rk

6.

REsuULTS

74

6.4.1 Baseline: Popularity Recommendations

We use popularity recommendations as a baseline. This RS returns the overall most
popular games, regardless the input. These games are sorted by the number of ratings.
As we see, the evaluation metrics perform rather well for such a simple approach. This is
easily explainable: The most popular games are generally well rated, and lots of users
have these games in their collection.

Now, we go through the evaluations of all just discussed techniques. In order to be a
recommender of good quality, the results for Precision@k, Recall@k, NDCG@k and MAP
should be higher than the presented picks by popularity. Increases in Diversity and
Novelty are nice-to-have.

Our baseline beats the content and memory based RS in terms of Precision@k, Recall@k
and NDCG@k. The degree of outperformance varies and we make a more detailed
comparison with this baseline for each recommender in the following.

6.4.2 Memory Based Collaborative Filtering
User - User based

All of the metric results for User - User based collaborative filtering seem to be at the
bottom of the range of performance. Only in terms of Diversity and Novelty it gives
results that are comparable to other approaches, which is what this type of recommender
is also good for (predicting obscure, unknown games).

Item - Item based

This recommender gives us way better results, which are quite remarkable for the
simplicity of its principles. Precision@k vastly improved and is 0.398 for k=5 and still
0.303 for k=20. For k=100 it deteriorates to 0.130. Recall@k improved compared to the
User based approach and is the best for k=100 at 0.066. Compared to all our approaches,
these results are still mediocre as we see in the following. The NDCG@k results are
the best after all the Autoencoder and Matrix Factorisation approaches. They also did
not beat the popularity baseline for NDCG@k. Overall, the MAP is the lowest among
collaborative approaches due to the bad results for recall. Diversity and Novelty are
higher than in the previous approach.

6.4.3 Model Based Collaborative Filtering - Matrix Factorisation

Using factorized matrices seems to yield an overall improvement in our metrics. Preci-
sion@k and Recall@k show results that are among the best for all our approaches, only
beaten slightly by the Autoencoders. The advantage compared to the previous user- or
item-based approaches is, that it is always possible to predict ratings for all items in the
dataset, even if only few users rated it (the user approach only takes ratings contained in
a certain user neighbourhood; the item-based approach can only calculate coorelation of
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6.4. Discussion of Results

existing ratings). This is due to the use of latent user and item vectors. The autoencoders
have a similar approach, but their hidden layers seem to be an even better fit for modeling
latent relationships in the ratings, explaining their slight evaluation improvements.

Adding to that, NDCG is comparably better than in the previous approaches. The
Autoencoders have comparable NDCG@Qk and it is better than the popularity baseline.
MAP seems also to be mediocre indicating a big Recall/Precision tradeoff.

The factorised approach also seems to improve diversity and novelty of recommended
sets, as they yield the second best result among our recommenders, together with the
autoencoders.

6.4.4 Basic Autoencoder

The Autoencoder techniques exhibit the best results overall. They are comparable to
those of Matrix Factorisation, but a notch better. Precision@5 has the highest value
with 0.691, dropping only slightly with Precision@20 at 0.574. Precision@100 is still 0.40,
meaning that, in average, across all users, 40 of the recommended 100 games are indeed
games the users rated well (without counting the good games used as input).

Recall@k is comparable to Matrix Factorisation, but even here, there’s an improvement.
Recall@100 is higher with 0.206, which means that, in average, the Basic Autoencoder
manages to find a fifth of all the well-rated games of a user when computing a recom-
mendation set of 100 games based on a fraction of the user’s other ratings.

NDCG@k performed similar as in Matrix Factorisation and has the best values together
with the other Autoencoders. NDCG@5 is 0.340 and is about the same for all k. Diversity
and Novelty are also above average, as hinted in the previous section.

6.4.5 Denoising Autoencoder

The slightly noisy input that is characteristic of the Denoising Autoencoder doesn’t
change evaluation drastically. Precision@k and Recall@k results improve only by a very
small margin. NDCG@k, Diversity and Novelty stay relatively the same as in the Basic
AE.

6.4.6 Variational Autoencoder

The changes from Denoising AE to Variational AE are similar to the step up from Basic
to Denoising AE. This is especially observable in the MAP, giving us the best result
overall with 0.073.

NDCGQk is, again, among the highest overall. It is slightly worse than in the other
Autoencoders. It is worth mentioning that it seems to slightly increase with increasing k.

The improvements for Precision@k and Recall@k for k=20 and k=100 are still small, but

slightly bigger than previously, making them the best results among all our recommenders.

Interestingly, Diversity and Novelty increased slightly too.
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6.4.7 k-Nearest-neighbor

Coming to the content based recommenders, it was expected that Precision and Recall
would fare worse than in the ratings-based approaches. In the following, we debate the
usefulness of content-based approaches and possible advantages.

The kNN approach yields only mediocre results for the metrics Precision, Recall, MAP
and NDCG. Additionally, Diversity and Novelty are remarkably low. Considering that
the similarity is computed based on the attributes, this is not surprising.

These RS could be still interesting to be used as part of a recommendation process. They
offer thematically similar, but unknown recommendations that not a lot of users might
be aware of.

6.4.8 IDF-based recommender

This type of RS is based on utilising the inverse document frequency measure. It
outperforms kNN overall based on our metrics. Precision@k, Recall@k and NDCG@k
performance is 50% to 100% better here, MAP improved a bit.

On the other hand, Diversity and Novelty are quite notable here, yielding the best results
across all recommenders. This is explained by the definition of IDF itself: Rare categories
get a bigger importance, increasing overall variety.

6.4.9 Hybrid Autoencoder

The results of the hybrid approach turned out to be nearly identical to the other
autoencoders we investigated. It mirrors Precision@k, Recall@k, NDCG@k and MAP
values of the standard autoencoder. This shows that ratings are a more expressive
indicator of good recommendations (based on our metrics). Just including similar
attributes does not necessarily have added value when ratings are already involved. The
results of the RS are, overall, still one of the best, but the feature extraction of the
attributes involved seems like unnecessary overhead.

6.5 Summary of Results

It is enough to take a quick glance at the evaluation table (Figure 6.1) to see that, overall,
the Autoencoder approaches return the best evaluation results. It is fairly evident that
in terms of Precision, Recall, MAP and NDCG, the Autoencoder approaches get the best
results. Depending on the metric, the results for Classic Autoencoder, Denoising AE
and Variational AE variate a bit. A substantial difference is evident in the MAP metric,
where the Variational AE has a big advantage compared to the other recommenders, and
even the other Autoencoders. We conclude that the Variational AE is the most promising
kind of AE, confirming recent research [LKHJ18].

However, we also notice that other approaches work well considering the context. Con-
sidering what the goals of the recommendations are, other approaches seem to be more
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6.5. Summary of Results

useful for recommending board games. For recommending diverse and novel sets, our
diversity and novelty metrics indicate that it would be commendable to use the IDF
recommender.

Additionally, we remarked that a hybrid approach did not give us an advantage in our
case. However, even if the hybrid recommender did not outperform the other models in
terms of metrics, the results are not terrible. This might be due to the influence of the
ratings-based Autoencoder “carrying over” the good results.

As for memory-based recommendation approaches, we can disregard them entirely as
they did not measure up to the baseline of popularity-based recommendations. Contrary
to that, the results of the matrix factorisation approach seem to be solid. The question is,
if this model might be more computationally efficient in application. Then a industrial
application might be reasonable. This would highlight other possible research topics.

In the next chapter, we present a summary of this thesis and present possible future
research questions.
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CHAPTER

Summary & Future work

7.1 Summary of this thesis

In this thesis, we have discussed possible methods to build recommendation systems for
board games.

We started by presenting our approach and stating our motivation. We then discussed
how far recommendation systems have come and showed the most popular and most well
known systems. We also gave examples for appropriate libraries that can be used.

We moved on to discuss the history of board games and showed that due to their rapid
growth and huge selection it would be a good application of recommendation systems.
We also demonstrated how we were able to build a huge data set that served us as a
starting point. In the next section, we discussed the RSs we chose for recommending
board games and discussed specifics of their implementation.

Finally, we were able to conduct an evaluation of their performance. For this end, we
presented certain metrics that would let us do a meaningful comparison. We ended with
a discussion of the evaluation results and drew conclusions.

7.2 Answered Research Questions
With our work, we were able to find answers to our research questions.

e Q1: Which recommendation methods are appropriate for recommending board
games?

A1: The collaborative methods outweighed the content-based methods by far. Out
of these, we have found the Autoencoder approach to work the best. Out of the
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Autoencoders, the Variational Autoencoder gave us a bit of an advantage over the
others.

The content based recommenders did not deliver great results at all. Only the IDF
recommender surpassed the results of a naive popularity based recommender.

Q2: Can attributes be used for recommendations?

A2: Yes, and we showed the possibility with our IDF and kNN recommender.
The IDF recommender’s result were the best among attribute-based methods. It
showed that weighting attributes of games to their relative occurrence is successful
in modeling the taste of a user.

While we showed that they certainly can be used to this end, we want to emphasize
that according to our evaluation results they might not be the most effective way
to do so.

Q3: Which metrics can be applied for measuring the quality of board game
recommendations?

A3: The standard metrics that are commonly used in RS research gave us good
and discernible results. These were: Precision@k, Recall@k, Mean Average Pre-
cision (MAP) and Normalized Discounted Cumulative Gain (NDCG). We also
introduced Diversity and Novelty as additional metrics to describe the quality of
recommendations.

7.3 Opportunities for future research - open issues

It is possible to build on the results of the thesis and extend it further. Possible research
question for future endeavors could be:

e Hybrid recommendation approaches

We presented and evaluated one method to combine different RS together. Needless
to say, there are many more possibilities to accomplish this. An additional research
opportunity would therefore be to expand on this, merging the techniques of two
or more approaches and see how the results variate.

In our hybrid approach, we extracted content based features for every user and added
the respective ratings. Another approach to hybrid recommendation techniques
would be to use weighted averages. The output of each RS is considered to have
a different weight attached to the recommendation results. The best ratio could
be found by testing varying degrees of distribution in multiple runs, for example
90-10, then 80-20, and so on - similar to Hyper-parameter tuning.

In-depth survey or user study Instead of using existing ratings for evaluation,
a meticulous case study could be done with real people. Their backgrounds, habits
and personal preferences can be registered beforehand. This approach would allow
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7.3. Opportunities for future research - open issues

the users to fill out a very detailed survey about the recommendations they receive.
It could highlight a lot of subjective impressions that other evaluation methods miss.
This would be most feasible if building a product and delivering recommendations
over a user-friendly user interface. We highlight this research possibility below as
well.

Evaluation of other metrics

In this paper, we have only taken into account the goodness of the predictions in
our evaluation. All our metrics dealt with different ways of how the generated
ratings and the recommended games could be perceived by the user. Indeed, there
are some other metrics that can also be used to measure this, including variations
and modifications of metrics we did use in our research.

However, there are other factors that influence the user experience when utilis-
ing a recommendation engine. One example would be the interface used, if the
recommendation engine is packaged into a presentable product for the user.

Another interesting key factor for the success of a recommendation model would be
its computational characteristics. This could be the speed with which the model
generates recommendations, how much memory or disk space it utilizes or how
many resources it needs to function properly. One system might be preferable to
another just due to the fact it is more computationally efficient, even if the more
inefficient one produces marginally better recommendations.

Additional recommenders

It is always a possibility to investigate other forms of RSs. On the one hand, there
exist other variations of the recommendation techniques we presented in this paper.
In the most cases, it’s just minor technical differences that distinguish them, for
example different configurations or other optimizer algorithms.

On the other hand, there exist entirely different recommenders that one might want
to investigate. We focused in this research paper on the models that are the most
commonly used, and the most promising to our knowledge. However, other models
might be interesting to investigate as well.

Build a product

Using our RSs, it would be possible to build a product for users. For example, a
web application where users can get game recommendations. This would introduce
range of research points: What information should be displayed, what should the
User Interface look like and how do users interact with it. Lessons can be learned
from existing products, but they should also be reviewed and scrutinized.

A user study should be conducted in this case to evaluate the resulting product. The
final product can be compared to the ease of use of existing solutions, for example
the interface provided by Amazon or Netflix. Even if they concern different types

of media, this study would only concern the user-friendliness of the interaction.
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However, this topic could span a whole new research paper and would be belong

more to the topic of human computer interaction.
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List of Figures

Released games per year 1900 - 2010. Left: Linear Scale, Right: Logarithmic
Scale [Vatl7] . . . . . . . ..

We want to predict movie ratings for user u, (yellow). We see that w,
shares similar ratings on items is and i4 with u; and wuz (highlighted blue).
Consequently, these are the users that are taken for predicting the ratings
of items i; and i3 - items that w, has not rated yet (highlighted red). User
uo’s ratings are not very similar to u,, therefore, us does not appear in the
neighborhood of w,,. . . . . . . . . L

R is original user-item ratings matrix. It is sparse, since usually every user
only rates a handful of all existing items. The reduced dimensionality k is 3
in this example. P and @) represent the reduced matrices of users and items.
These are derived by applying an algorithm like SVD. When P and @ are
multiplied, we get a matrix R’. It includes derived ratings for all items by all
USETS. v v v e e e e e e e e e e e e e
When we only use the error term during learning, the problem emerges that
the model is tailored too much after the training data and can generalize
badly (right image). Introducing a regularization term that depends on the
parameter can improve generalization (middle image). The impact of this
term can be controlled by a factor and should not be exaggerated, otherwise
the model might not be accustomed at all (left image) [Ng08]. . . . . . . .

When performing SGD, we initialize random parameters for P and Q and
calculate the cost (1). The negative gradient is added to the parameters,
which decreases the cost (2). After a certain amount of iterations, a minimum
value is reached (3). . . . . . ...

High level architecture of a CBRS: Features are extracted from items via
a content analyzer. User are represented in user profile. Based on the
feedback of an active user, the profile learner adjusts this user’s profile. The
filtering component matches users to fitting items and composes a list of
recommendations [RRS15]. . . . ... ... ... ... oL

Due to the co-occurrences of the terms glass and wine with the term beer in
documents cl, ¢3, ¢4 and c8; the term-context matrix shows them as being
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Example of an autoencoder. The encoder part converts input data (blue
circles) to a more compact representation (red circles). The decoder processes
it back into the original representation (green circles). . . . . . . . . . ..

A depiction of a Collaborative Denoising Autoencoder. The red links are the
user specific weights V,,. The other links are shared and user independent
[WDZEL6G]. . . . . .

Like a normal Autoencoder, the Variational Autoencoder possesses an arbitrary
number of hidden layers. However, at the core, there is a layer that transforms
the inputs to parameters of a normal distribution, then transforms the sampled
distribution back through one or multiple dense neural layers. . . . . ..

Examples of historic board games. From left to right: Senet with game
pieces found in the tomb of Tutankhamun (1332 B.c.e. ), from [Wik18b];
The Game Of The Goose (1880s), from [Wikl18a]; Gaming pieces of the
Kriegsspiel by Lieutenant Georg Leopold, Baron of Reiswitz (1812) from
[Hil00]. Modular game pieces like the ones depicted are a mechanic featured
in lots of contemporary games. . . . . . . ... ... ...

New releases of Board Games per year since 1930 with blue lines indicating
certain industry-shaping events. . . . . . . . ... oL

Top: Histogram of the most common mechanics in board games. Bottom:
Histogram of the most common categories. . . . . .. ... ... ... ..

Chess enthusiasts watch Garry Kasparov (lower right) play his final game
against the Deep Blue Computer, New York, 11 May 1997, from [Stal8]

A screenshot of the BGG web site with an example game selected. Users can
easily see average rating, rankings, categories, complexity and more details
on this game (site accessed October 2018) [DSb]. . . . . . . ... ... ..

Number of total ratings per user in the dataset. More than 85% of users rated
more than 50 games, giving a healthy data set for recommendation purposes.

Histogram of game ratings per user. It is more likely that users give ratings
ranging from 6 t0 9. . . . ... Lo

Board game collection process view. The API does not allow to iterate directly
over users IDs, but game IDs. This is why we start with iterating over the
games: The top process “Collect Board Games” loops over all existing board
game IDs and extracts descriptive attributes. At each game, we also loop over
all associated comments. This is how we collect user information and is shown

in the blue box “Collect Users - Step wise Aggregation” on the lower right.

The user ID is associated with the comments, which is why we can iterate
now over the ratings and comments from each user by sending requests with
user IDs. The data is saved in a separate database. . . .. ... ... ...

Average ratings of games in the years 1960 - 2018 with standard error bars.
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3.10 The data model of the collected board games and users. Users are associated
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to their respective ratings. A game contains all critical information and has
many-to-many relations to other tables containing information to categories
or mechanics in order to save storage space. . . . . .. .. .. ... ...

The sigmoid and ReL.u functions, often used as activation functions in neural
networks. The sigmoid function maps inputs to a range of [0,1]; the ReLu
function maps inputs to a range of [-1, 1] . . . . . ... ...

The encoder part of the variational autoencoder. It features a hidden layer
for encoding the mean and another for the variance. . . . . ... ... ...

Correlation of mechanics in board games. The same mechanics are listed
horizontally and vertically. A green field indicates that mechanics are more
likely to appear together, a red field implies they are more likely to not occur
together. . . . . . . L

The hybrid autoencoder we tested. It uses information about preferred
mechanics, categories and other attributes (orange) in addition to the ratings
of each user (blue). The intermediate layers (red, purple) are a reduced
representation which is trained to match the output layer, consisting of the
game ratings (greem).. . . . . . . ...

Utilising Surprise’s built-in algorithms and datasets, it is very easy to run a RS.
In this example, we load a subset of the movielens dataset and then instantiate
a SVD algorithm. It is then cross-validated five times and evaluated using
RMSE [Hugl7]. . . . . . . oo

This code generates a sequential prediction model in Spotlight. It uses a
randomly generated sequence of user interactions as an input and splits it
into training and test data. The trained model is evaluated with Precision
and Recall scores.. . . . . . . . . . . . . ..

Recommenders in RecDB are created using the “CREATE” command. The
“ON” clause defines what table is used as the source of user input. The user
can specify the columns used for users, items and ratings with the “USERS”,
“ITEMS” and “EVENTS” keywords respectively. The “USING” clause finally
selects which type of recommendation algorithm should be used for calculating
recommendations. . . . ... L Lo Lo Lo Lo

An example recommendation pipeline in LibRec, starting from the input Data,
processing it to enable training of the recommender all the way to getting the
recommendation result and evaluating them [GZSYS15]. . . ... ... ..

Training a Matrix Factorisation model with MyMediaLite. . . . . . ...

The input for SMORe recommenders is a network graph. In this example, we
have music titles, artists and songs. The framework generates embeddings for
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In the middle orange box, this figure shows the capabilities and feature
offerings that Amazon Personalize includes. The user has the possibility to
choose a recommendation model, configure used hyperparameters and run

optimizations. On the left we have the input of the recommender systems.

These can stream input data from an app directly to refine the recommenders
in real time. Another way is to use data at rest in S3 (AWS’ cloud storage
offer). The output of Amazon Personalize on the right side makes it easy to
integrate recommendations into user interfaces. . . ... ... ... ...

How to use Amazon Personalize to generate item recommendation. First, you
have to create a solution by specifying an algorithm to use. If none is specified,
as in this example, AWS will choose one for the user. By creating a solution
version, the model is trained. This is used in the second step when creating a
pointer to the solution campaign. In the third step, the campaign is used to
query recommendations for a user. It is important to note that these 3 steps
would be usually called in different parts of the application, depending on the
USE CASE. « v v v v v e e e e e e e e e e e

How to use Recombee’s provided library to update information on users and
get recommendations. The piece of code shows how to get a new connection

to a database stored at Recombee. Then, updates to user views can be made.
This is possible as Recombee allows for real-time modification of its algorithms.

Then, recommendations can be fetched and presented to the user.

An example of a Jupyter Notebook instance running in a web browser whlle
working with code in Python. . . . . . . . .. ... ... ... ... ...
Printing “Hello, World!” to the console output using Java 8. . . . . ...
In contrast, printing “Hello, World!” using Python 3.7 to the console only
takesone line. . . . . . . . . ...
A function that calculates the factorial of an input f. It uses result as a
temporary variable to store intermediary computation results and returns it
when the iteration isdone. . . . . . . .. ..o Lo Lo
This figure shows a text file with the name requirements.txt. It contains all
packages that must be installed for the project in which this file is contained

to run correctly. It is possible to specify a version number, but not obligatory.

When specifying a version number, one can be specific or give minimum or
maximum version specifications. In the last line, we feed this file to the “pip
install” command. . . . . .. ..

An example of a Precision-Recall curve. [Berl6]. . . ... ... ... ...
Relation of data vs. performance in machine learning applications [ZVRF12]
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indicate different metrics. Highest results per metric (row) are highlighted.

6.1 Evaluation results.
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