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Abstract

Project Reporting is the process of acquiring dpeitiformation about the status of a project.
Today's reporting solutions are able to fill a udesigned template with well-defined data
from certain sources. A significant problem of ttahal reporting systems is the lack of

semantic meaning that's extractable from the dikiafor example regarding its consistency.

Requirements engineering aims at keeping the setquiirements that must be fulfilled by a
software product consistent and up to date throuigkiee project. Therefore requirements
management tasks as requirements categorizationremdrements conflict analysis are
conducted. However, the manual conduction of thasks takes significant effort and is

error-prone.

My approach to realize a reporting solution thalve® these problems makes use of
ontologies as a semantic layer. Ontologies are dgraxplicit specifications of concepts and
their relations within a domain. By using ontolagié is possible to infer new conclusions

out of existing knowledge through automated reaspni

| developed a semantic reporting approach and imgeed a prototype called “OntRep”.
And evaluated it in a real-world industrial setti@migSiemens Austria to answer the following
research questions:
* Which benefits does an ontology-based reportingragmgh bring regarding the
categorization and conflict analysis of softwarguieements?

* What efforts have to be realized in order to premartology-based reporting?

Major results were that OntRep provides reasonatdpabilities for the automated
categorization of requirements. It was considerabbye effective to identify conflicts, and
produced less false positives with similar effainpared to a manual approach.

The target audience of OntRep consists of everyiamelved in software development
projects who benefit from status information througeporting, but especially persons

involved in requirements engineering and projechag@ament.



Abstract (German)

Reporting in Projekten bezeichnet den Prozess desfé\bestimmter Informationen tber den
Status eines Projekts. Die heutigen Reporting Amluagen sind imstande, eine vom
Benutzer gestaltete Vorlage mit exakt spezifiziefaten von definierten Quellen zu fullen.
Aber ein signifikantes Problem dieser traditionellBeporting Systeme ist der Mangel an
semantischer Bedeutung die aus diesen Daten gewaverelen kann, wie zum Beispiel zur
Uberpriifung ihrer Konsistenz.
Requirements Engineering hat zum Ziel, die Anfandgen, die an ein Software Produkt
gestellt werden, wahrend des gesamten Projekt¥srlaonsistent und auf dem neuesten
Stand zu halten. Dazu fiihrt das Anforderungsmanagtsverschiedene MalRnahmen durch,
wie die Kategorisierung und Konfliktanalyse dertbbenden Anforderungen. Die manuelle
Durchfiihrung dieser Aufgaben ist jedoch duRersaabiandig und fehleranfallig.
Mein Ansatz fir eine Reporting Anwendung, die denannten Probleme I6st, macht sich
Ontologien als semantische Informationsschicht zeauOntologien sind formale, explizite
Spezifikationen von Konzepten und deren Relationenerhalb einer Doméane. Mit
Ontologien ist es moglich, durch Reasoning neudluSsfolgerungen aus bereits
vorhandenem Wissen automatisiert zu ziehen.
Ich entwickelte ein Konzept flir semantisches Repgrtind implementierte dieses in einem
Prototyp namens ,OntRep*“.
Weiters evaluierte ich diesen in einer realen, stdellen Projektsituation bei Siemens
Osterreich um die folgenden Forschungsfragen zothveaten:

* Welche Vorteile bringt ein ontologie-basierter Repy Ansatz in Bezug auf die

Kategorisierung und Konfliktanalyse von Softwaremdérungen?

* Welche Aufwéande sind notwendig, um ontologie-basgReporting vorzubereiten?

Die Ergebnisse zeigten, dass OntRep hervorragengesatEmaoglichkeiten fur die
automatisierte Kategorisierung von Anforderungeetdii Es war auch effektiver bei der
Identifikation von Konflikten und erzeugte wenidalsch positive Resultate als der manuelle
Ansatz.

Die Zielgruppe von OntRep besteht aus allen Person8oftwareentwicklungsprojekten, die
von Statusinformationen aus Reporting profitierénren, aber vor allem Personen involviert

ins Anforderungs- und Projektmanagement.
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1. Introduction

In the context of this master thesis, knowledge bta&ndefined as the awareness and
understanding of all relevant facts, their implicas and coherences within a certain
situation. It is crucial for the quality of decia®in professional projects and companies.

In today’s business activities massive amountsatd dre produced and gathered. Data, often
saved in a machine-readable way, is the expligiregentation of previously abstract
information.

These loads of information could be used to gatteegp understanding about previous and
ongoing activities, as well as to be able to fostakevelopments that will take place in the
future.

In most cases the data itself is already existBug. it often has been created over several
periods of time by various persons. Therefore itspgead over multiple locations with

different technologies. This prevents the easyea@ment of knowledge from it.

To address these problems and to provide a sopdtisti way of gathering and analyzing

data, the discipline dusiness Intelligencehas been elaborated.

According to Martin Grothe the notion Business llidgencedescribes the analytical process
which transforms fragmented data of a company usable knowledge about the abilities,

positions and aims of the observed fields [Gro®899]. He also states that this process is
being characterized by the benefits following fraimand is no aim by itself, and the

knowledge found can only become useful through geeful application and communication.

Martin Grothe furthermore states that the Businassligence process can be divided into

three phases (which are shown schematically inrEigu[Grothe, 1999]:

1. Delivery of quantitative or qualitative data in @ither structured or unstructured way.
2. ldentification of important relationships and pattein the data.

3. Sharing and using the gained knowledge.



Data unit 1

Data unit 2

Data source

Identify Share

Extract Data Relationships Knowledge

Figure 1: The Business Intelligence process, contiig of three phases

There are several techniques to perform these #teges of Business Intelligence. They are
primarily performed in the enterprise and projemtext.

The focus for enterprises lies on the analysisusiress performance and therefore mostly on
financial, numerical data. Important techniguesehare Data Warehouses, Data Marts,
Multidimensional Models and Agents [Grothe, 1999].

For projects the focus lies on the monitoring etss and progress, which can be reflected in
a wide variety of numerical and textual data. Tiaglitional approach to flexibly extract data
is Business Intelligence Reporting. Here the userdefine reports, which are like templates
that will be enriched with specified data when gatieg the report. This is the field of

Business Intelligence the approach presented snathirk focuses on.

Reports are documents that present extracted datadefined data sources in a structured
way. They are usually not created manually, busbffware systems. These systems were
provided with the layout of the reporting documemd access to the data sources the
information comes from.

Usually, there are three tasks to perform to craatgport document:

1. Define the report template.
2. Define the data sources to report from.
3. Generate the report document.

The task “Generate the report document” is typycadirformed fully automated by a software

system, which itself has to perform three stepsotaplete it:

1. Extract the needed data from the data source.



2. Transform the data according to the report spetibos.

3. Create a document using the report template anttahsformed data.

Report
Template

]
]

]
]

defines

——>
generates

User Reporting System

defines

Data source

Figure 2: Using a reporting system to generate repts

Furthermore there are different types of data ¢hatbe used as a target for reporting systems
[Chamoni and Gluchowski, 2006]:

. Operative data
This form of information is the data that is beprgpduced as a result of the business
processes performed by all users. It usually isatece by many different,
heterogeneous applications and saved in multiglations. Its primary aim is just the
execution of the daily processes, most common dutie processing of transactions
and functions. They are often inconsistent and mddnt, but no extra work is
necessary to maintain these datasets. An examptpévative data are the bug reports
regularly created by the software developers.

. Dispositive data
Dispositive data is produced and maintained esigecfar decision-supporting
systems. It provides no use for the business psesedut is of high value for the
management.
Dispositive data is structured and related to $pefields and topics, there shall be no
redundancies or inconsistencies. Furthermore ésgential to save this form of data

over a period of time to be able to perform a histd analysis.



To use and maintain a dispositive database, iteessary to take extra measures
additionally to the usual business processes, agdlarly extract (and possibly

transform) data from the operative data sources.

An example for dispositive data is a separate @abcontaining sales output
numbers, which are regularly being calculated oe tasis of different shop

applications.

It is more difficult to create reports with highdiness value from operative data. When using
dispositive data, lots of effort that increases ¥a&ie of the information has already been
done and can be reused in the reports.

Besides different types of reporting systems axisin the field of Business Intelligence,
there are also distinct groups of users that havging knowledge, expectations and tasks to
fulfill: [ProClarity, 2005], [Kemper et. al., 2006]

On the top of a company, tleenior managemeritas to make decisions that have a large
impact on the overall situation. Information foesie decisions are of huge strategic value.
They access a very high amount of data in a vegyemgted form (meaning that it has been
derived from lots of other sets of data). Normdtigy are not interested in the “raw” data, and
want to create their own report layouts. Becausg #re technically unskilled in most of the

cases, the reports have to be easily generatettarsdd with uncomplicated tools. Due to the
high position of the management, they need to acties data from lots of different data

sources at probably heterogeneous locations.

One level lower themiddle managementries to keep awareness of smaller groups of
organization. In the domain of software engineerthig would apply to project management,
qguality assurance or requirements engineers. Tlegularly need up-to-date facts and
information of one or more project environments.e3d sets of data can partially be
aggregated, but the middle management also needsinsight on the raw data itself than the
top management. They also need customized repailtsied to their specific needs, which
can be generated regularly. It is very welcomethier project management if the reports they

created for one environment can be reused in anptbgect.

On the lowest levelisers in directly productive activitiesormally only need to access the

raw data in its unaltered form. Because situatemm tasks to make reports for vary a lot on

4



this level, the reuse of reports is very limitedisimore important here to be able to quickly
and flexibly generate reports and adapt them to tasks. Persons working on this business
level are usually technically skilled and able &ndlle reporting systems that operate very
near to the data source, without hiding technioahglexities.

Though users on this level generally won't neethécable to report from as many different
environments as the management, it is quite passldt they need to access different,
heterogeneous data sources, depending on theispsgtti&tion.

An example for a group of users on this level | domain of software engineering would be
the software developer, who might need to gendmadgereports or retrieve build information.
Another person on this level that benefits fromiBess Intelligence reporting is the software
tester, who needs to analyze whole sets of cuamghprevious test case results.

1.1  Problems of reporting systems

The use of Business Intelligence reporting metteasisimprove the processes of a company,
whether at the domain of software engineering bemotypes of business. But there are some
challenges and problems that users will encountén waditional reporting solutions in

certain situations:

. Tight coupling of reports and data sources

Traditional reporting systems extract the data withich the report will be enriched
directly from the data source. This data sourcethadaccess to it usually are specific
for the project environment, and can be quite ciffé in other projects. So when
designing the report, one must define the exact @fagccessing the data to fill the
report with. This causes a tight coupling betwdss report and the data. When the
user wants to reuse his reports in a different gutowith a technical different
environment, many modifications have to be dors.fir

An example could be a report that produces a siredtlist of all open tasks for the
project. To do so, it accesses a database usiegas&QL queries. If the user wants to
reuse this report now in a different environmertiere the open tasks are not saved in
the same way (due to the use of a different databsmagement system, or even a
completely different technique for persisting dated first has to modify all queries in

each report according to the target system, whachcause high efforts.



Besides the fact that these modifications are eambersome, depending on the tool
he is using, the user could need to produce a obglye report, meaning that he now
has to deal with two instances of a report thatalbt fulfill the same purpose. This

can cause inconsistencies and changes that héaeen@de in two locations instead of

only one. Figure 3 shows an example situation:

SELECT *
FROM TICKETS

SELECT *
FROM BUGS
Reporting System

getAllNodes (“'/Bugs") j—»

Data source Z

Figure 3: Technical access to different data soursecan vary

Simultaneous use of reports for different environmats
Related to the previous issue that was stated dmevther problem arises: It can be
very difficult to produce reports that simultanelgusccess heterogeneous data
sources. In the worst case, the user has to genaraingle report for each project
environment, and then aggregate the data by hamel.u$er could also need to use
several different reporting solutions, becausehefdifferent applications that have to
be used for reporting in different environmentsisTiwould be a severe disadvantage
for the top management, which usually is not abrimally experienced as operative
staff. But it is particularly the top managemenhieth would especially be interested
in overall statistics on a big scale, with hightygeegated data.
An example use case for this could be to find dadua all hours of work done for
several projects. With traditional reporting apmioes it can be very time-consuming
to first access all the timesheets (which couldgsdéeed in technically different ways)
and then aggregate the numbers to get an overatview. Furthermore it could be
even more difficult to reuse the report that hagioally been created for a single
project in a multi-project setting.
The task to solve problems of this kind is knowiDasa Integration

6



Figure 4 shows the idea of a reporting system ithatble to aggregate data from
different sources into a single report:

Report Data source X
BUG
All Bugs: ¥

BUGY

Reporting System Data source Y
BUG Z

1

BUG —
Z Data source Z

Figure 4: Simultaneously retrieving data from seveal sources for a single report

Lack of metadata
The information structures that are in use in camgscan become quite complex and
difficult to understand. Data structures often g&eobver several years through the
usage of many different applications and otherdggystems.
This information is rarely self-descriptive. So pw the user knows what kind of
information his report shall contain, it is anothisk to be able to find that
information. He must know where to get the dataéeds, interpret it in the right way
and handle it according to its needs (for exampleough possibly necessary
transformations).
A layer between the data and the reporting systémesnselves, that includes
information about the data records, could solve firoblem. This metadata should
describe the data and tell the user how to interanel process it. It's furthermore
important that this layer is easily capable of beimegrated into the reports. Such a
layer could facilitate the work of an user thatnist already familiar with the data
storage tremendously. Especially for the managernteait does not automatically
know which are the important sets of data to seéchFigure 5 shows a schematic

example of an semantic “Info Layer”:



/ Info Layer \ / Environment \
; BUGS are errors in
® source code artifacts BUGS
DEFECTS are errors
in design documents % » DEFECTS
DEVELOPERS are
responsible for <
creating source code DEVELOPER
U The SCRUM MASTER is
ser responsible that the team < » SCRUM MASTER
k reaches the goal of the sprint / K J

Figure 5: Via an information layer containing metadata, the user could be able to gain a better

understanding of the environment

A layer containing metadata could not only be pssed by a human user, but also by
the reporting software itself. This way the softevaould gain semantic knowledge
about the data and enrich the overall informatiafue by using this knowledge for
reporting purposes.

An example of how semantic information can be usedeporting will be presented
in section 1.4 and is the main focus of the apgrgaesented in this thesis.

Figure 6 shows how a reporting system accessesethantic “Info Layer”:

K Info Layer \ f Environment \

REQUIREMENTS

specify the software REQUIREMENT

Every REQUIREMENT is
< » | |tested by a TEST CASE
- TEST CASEs assure
Reporting Software the quality of software® TEST CASE
functions

Figure 6: An information layer providing semantic information about the data to the reporting software

. Difficult access to data sources
Related to the previous problem stated it is ndy difficult to know where to get the
desired information and how to interpret it in thght way. It is also the actual
extraction step that can be a challenge. It isnoftecessary to define complex query
statements (for example using SQL for database&ath for XML structures) to be

able to get the necessary information. These guedn only be defined by technically
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skilled users that are familiar with the underlyitgchnologies. But this is no
precondition that can be satisfied by the average of a reporting system.

Generally there are two ways to solve this probl&ither provide a layer where the
technical experts provide the technical detailanreasily accessible way to all users.
Or offer a special kind of interface that hides toenplexities in the background and
supports the user in the data extraction process.|dtter is the main topic of a work
by Spahn et. al. [Spahn et. al., 2008].

1.2  Benefits of using semantic technologies for pro ject reporting

The combination of project reporting with semartéchnologies can bring several benefits.
As described in the previous section, an “Info Lkaymuld be used to semantically describe
the concepts behind the data that is being repdrted and enrich its overall information
value. The semantic technology omtologiesprovides the means to realize such a layer.
Section 1.3 gives a more detailed introduction oritologies.

The following figures compare a traditional repogti system with an ontology-based

approach:

Data source 1 Data source 1

Ontology

Data source 2 Data source 2

Figure 7: Traditional reporting system Figure 8: Ontology-based reporting



This traditional reporting system shown in thetfifigure directly accesses the sources it

extracts data from. There is no instance that cpubdide the software with any additional

knowledge about the data.

In contrast the ontology-based approach shown eénsttrcond figure: Here an ontology is

introduced as a layer between the reporting soévaad the data. This ontology provides the

software with information about how to interpreg tthata.

Now | want to discuss the benefits that this apginozan bring:

1.

Usage of semantic knowledge in reporting software
The most obvious benefit of using ontologies igmwich the reporting software with
semantic knowledge about the data. Adding deseeptiformation about resources is
one of the main purposes for using ontologies.
When reporting does not only access the data itsetfalso the metadata, the overall
information value increases. But the software neéedse able to handle that metadata
in a meaningful way.
It is important to notice here that semantic rapgris not a single one application, but
can be used very differently depending on the sdonaand the data. Ontologies
provide the flexibility to describe a broad rangk facts, so there are countless
possibilities of how to make use of this knowledge.

| will bring some practical examples for semanéparting in section 1.4.

Providing the user with information about the data

The knowledge that is being saved in an ontology oat only be processed
automatically by reporting software, but also by tiser himself.

One cannot always assume that the user of thetmegpaystem already knows the
semantics behind the elements of the environmens dan be the case for project
managers and other persons who are involved iprifject.

But people from “outside” the project (for exampihe top management, which is not
an active member of the team, but can also neednnattion about the project status)
sometimes need to acquire information. It cannotdsumed that they know all the

concepts of the project environment in detail.
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An example situation: The software development tempplies the agile process
“Scrunt for its projects. Scrum introduces a set of teama artifacts for the process,
like for example “Product Owner”, “Scrum Master”‘@print Backlog”.

A person who is not familiar with this software é&pment process does not know
the exact meaning behind those concepts. He wardtvkthat he must search the
“Backlogs” to get requirements for the product ®velop, or at least has to spend
efforts to find out.

An ontology describing the environment to repodnir could store human readable
information about the concepts. The user couldondt analyze the contents, but also

the descriptions of the several concepts to findahat he needs.

Decoupling the reports from the data sources
The way to access different data sources can ke different because of diverse
technical implementations. Therefore it is possithlat the user has to do lots of
modifications when trying to migrate his existingport templates from one
environment to another to be able to reuse them.
A simple example: The user has defined the follgniiery to access all “Tickets”

from his reports:

select *
from TICKETS

This query accesses a specific database tablginj@ct environment. For migration
of the reports to the second environment, wherdéasbles to work on are saved in the
table “Issue”, the user has to change every quefipiton in every report template to

the following definition:

select *
from ISSUE

He furthermore has to change each report to sendquhbries to another database than
the one that was initially used.
This is a very simple example, in which | only asgd that the name of a table was

different. In a more complex environment it cante case that the whole structure of
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the two databases is different, causing more clsatigg have to be made. Like for

example the joining of tables that becomes necgssar

The ontology-based approach introduces a layerdbeebuples the reports from the
data sources, hiding the particularities of dataeas from the user. Figure 9 shows the

approach in a schematic way:

/ Environment 1 \

Ticket 1
Ticket 2
Ticket 3

Report 1:
List all Action
Items

f Ontology: Software Development \

Action Item 1
Action Item 2
Action Item 3

Fetcher 1
Action ltem ————

Properties:
e Date
e \Version

Fetcher 2 s

Report 2:

List all Action
Items

from last week

K j Action Item 1

Action ltem 2
Action Item 3

/ Environment 2 \

Issue 1

Issue 2

Issue 3

Figure 9: Indirect access to different environmentsising an ontology

As one can see in the figure the reports do notsacthe environments directly, but
get the data from an ontology element named “Acliem”.

The ontology uses two specific “fetchers” to extrie data of the two environments.
“Fetchers” are modules that fulfill the task ofnséerring the data from the data
source into the ontology. The fetchers need todwigured in the example, so that
“Action Item” maps to the database table “Tickatsthe first environment, and to the

table “Issue” in the second environment.

4. Data integration: Combined reports for several enwionments
Another use case the user benefits from an ontdbaged reporting system is that he
is able to view the data from different environngeint one single report. This way the
user can obtain an integrated view on all data.

Figure 10 shows an example:

12



/ Environment 1 \

Ticket 1
Ticket 2
Ticket 3

f Ontology: Software Development\ Report 1:

List all Action Items
from all
environments

Fetcher 1 . Ticket 1
Action Item Ticket 2

Properties: HckeLs

e Date Issue 1

e Version Issue 2

Fetcher 2 ¢ - ssles

/ Environment 2 \

Issue 1

. J

Issue 2

Issue 3

Figure 10: Ontologies can provide an integrated vie on multiple environments

The diagram shows that the report can access ttedogg class “Action Item”, no
matter from where its contents come from. The tdsuhat the report lists all “Action

Items” from all environments, including both “Tidke& and “Issues”.

5. Providing reports for unskilled users
Another problem are difficulties when accessingdh& sources. It can be necessary
to construct complex query statements to be abkxtact the desired data. This is
especially a challenge for technically unskilleeénss
An ontology model can be used to predefine comi@dtaata access for other users.
Each class in the ontology can be filled with ddw@ugh the use of specific fetcher
modules. So skilled users can define the techrletdils of data access by creating
fetcher modules in advance.
Secondly, because an ontology model is very welteduto make a visual
representation from it, it is an ideal candidate &ographical user interface. This
interface could not only provide ways to manipulie ontology model itself, but also

support the user to include the elements of thelogy into his report.
6. Provide a standard set of reports for a developmerrocess

By using ontologies as a descriptive layer betwtbenreporting system and the data

sources it can be possible to define a standardfsefport templates that apply to a
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certain ontology, and use this predefined set ieryewenvironment the can be

described by the ontology.

Applying this concept for software development potg: An ontology that maps the

different concepts of a software development procesild be used by every software
company that applies this process. The ontologydcba delivered with a ready-to-

use set of report templates. These report templatesd not have to be recreated
from scratch for every new environment. They cdugdocated at a centralized place,
so that every team uses consistent reporting.

It would only be necessary to specify the fetchtersheir data sources once. Each
team could not only benefit from a system to geteesalf-defined reports, but also get
a well-prepared set of reports for their procésd aire ready to be used. Figure 11

shows how two example report templates can be dansevery Scrum project:

Report 1

Backlog ltems:

/" Ontology: SCRUM "\ ITEM 1

&
g8

Data source 1
SCRUM Project 1 ITEM 2
Fetcher 1 Backlog Item — ITEM 3

Team
Fetcher 2 Member | |

Report 2
@ L / Team Status:
Data source 2 @

SCRUM Project 2

Figure 11: Providing ready-to-use report templatesor software development processes

Introduction into ontologies

Originally the term “Ontology” describes a philo$iagal discipline which studies the nature

of beings and reality, as well as their categoaied relationships.

According to T. Gruber [Gruber, 1995]the term ontology refers to a formal description of

the part of a realityin the field of computer science and knowledgenagement.
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The most cited definition for “Ontology” in the ssnof computer science has been declared
by Gruber [Gruber, 1993]:An ontology is an explicit specification of a copitelization”

He furthermore states thatdr knowledge-based systems, what ‘exists’ is gx#tat which
can be represented.

After T. Gruber, an ontology contains a set of otyeand describable relationships among

them, reflected in a the vocabulary that can bé tseepresent knowledge [Gruber, 1993].

Pedranici et. al. bring the important aspect ofoeéng and states thatritologies provide the
means for describing the concepts of a domaintefast and the relationships between them

in a way that amenable to automated reasohjfRgdrinaci et. al., 2008].

And Lula et. al. sum up the possibilities that dodgees provide [Lula et. al., 2008]:

“An ontology-based approach allows the analyst to:

. represent the complex structure of objects,
. implement the knowledge about hierarchical struetof categories,
. show and use the information about relationshipswben categories and

individual objects.”

So ontologies provide the means to represent irdoom about certain concepts and their
relationships in a formal way that can be proce$sechachines.

There is no single ontology standard that exaatlsycdbes how ontologies are being defined.
Many different formal languages for describing dodies have evolved, fitting best for
miscellaneous use cases.

Nevertheless the main components ontologies cookeste very common between different

languages. In general they are:

. Individuals (also referenced as Instances, Resourse.)
Individuals are the concrete elements that are gbelascribed in an ontology.
Examples for individuals are the contact informatior a particular person, a specific
picture, book, or a software requirement. All thesscepts could have a formal
representation as an individual in an ontology.

. Literals
Literals are data values of a specific type, faaragle of type “number” or “string”.

Example literals are “Franz Joseph”, 42 or TRUE.
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. Relationships (also referenced as Properties)
Relationships describe possible connections betvileerelements of the ontology.
The creator of an ontology can define relationdiyjpes, like for example anis*
responsible-fdrrelation that links a developet with an “action itent.
There are some special kind of relationships thatadready predefined in several
ontology languages, like for exampleubClassOf*.

. Classes (also referenced as Concepts, Types,...)
Classes are abstract groups of objects, that stane kind of commonality. They
represent the concepts that exist in the universeeoontology and categorize groups
of individuals.
There is a special kind of relationship between thsses, that is usually constituted
using a special notation, because it is very comnidre ‘is-a’ (or “extend§
“subtypé, “generalisation, “subClassOf“, ...) relationship. This kind of relation
states that one class is a “subclass” of anothefoSexample the classlévelopet
(containing all individuals that are developersjildobe a subclass ofe¢am membér

(one could say:developet “ is-a’ “ team membéy.

1.3.1 Ontology description languages

Several standards have been developed in ordezsiride ontologies. | want to present the

most common languages here that are of relevamd¢kisomaster thesis [Jena, Hitzler, 2007]:

. RDF
The “Resource Description Framework” [RDF] is ahmat trivial language for
describing ontologies. It is primarily intended fttre definition of metadata about
resources in the World Wide Web. In RDF, an ontglognsists of a set of statements.
All statements are composed of three parts: Sybmedicate, object. There are
different ways to persist these statement-triplese possibility is XML (called
“RDF/XML").
RDF knows no hierarchic structure, its elements raose composed in trees, but in
graphs. It has not been developed for hierarclsitatturing of single documents, but
to describe general relationships between differesburces. Furthermore it is very
easy to merge different graphs.
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RDF also knows literals which can be used to dbedhe attributes of a resource. The

following figure shows an example graph:

http://example.org/hasDog

http:llexample.orw >

http://example.org/hasFporename

http://lexample.org/Buddy

http:/lexample.org/hasNickname

http://example.org/hasYearOfBirth
http://example.org/hasSurname v

1997 ,Budweiser*

LHWilliam* ,Clinton“

http://example.org/hasNickname

»Bill*

Figure 12: RDF example graph

The example graph shows two resources that are gbedescribed,
http://example.org/WilliamClinton and http://exaramrg/Buddy. It is important to
know that these URIs do not necessarily have tmtpm valid resources on the
internet. These URIs are only being used as iderdiffor unique resources in the
context of the ontology.

However it can make sense sometimes if the URhiorgology points to an existing

resource, especially when using RDF in combinatith the web.

The example graph also shows that not only theuress are being identified through
URIs, but also the relationships (the “edges” c# tiraph). This way a processing
software knows that the literal “William” has difent semantics than the literal
“Clinton”.

Relationships can point to literals or other resesr (like the relationship
http://example.org/hasDog).

There are different ways to describe this grapla iformal way. One possibility is
RDF/XML, which is often used in software solutiotiet process ontologies, but is
hardly readable for humans.
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Another alternative is to use the so-calleburtle” syntax [Turtle]. In Turtle all
statements are listed in the order subject, pregliabject. URIs can be abbreviated
through the use of prefixes. The example graph tes following Turtle

representation:

@prefix ex: <http:example.org/>
ex:WilliamClinton ex:hasForename “William” .
ex:WilliamClinton ex:hasSurname “Clinton” .
ex:WilliamClinton ex:hasNickname “Bill” .
ex:WilliamClinton ex:hasDog ex:Buddy .
ex:Buddy ex:hasYearOfBirth 1997 .
ex:Buddy ex:hasNickname “Budweiser” .
RDF Schema

RDF Schema [RDF-S] is an extension for RDF (imgyithat all valid RDF-S

documents are also valid RDF documents).

With RDF a user can only describe knowledge abeswurces (or individuals). With
RDF Schema it is also possible to defitaeminological or schematicknowledge. So

the user is able to define classes that group skteidividuals, and define the
relationships between those classes (for exampbegh the “subclass” relationship).

Furthermore it is possible to define hierarchiesoam relationships (also called
properties). The http://example.org/hasDog relaim for example could be a
subproperty to http://example.org/hasPet, implyiihgt everybody who “has a dog”

automatically “has a pet”.

When using RDF-S, the knowledge in an ontology dam separated into
terminological knowledge(also called “TBox”), including all classes andeith
relationships, and thassertional knowledgglso called “ABox”), which consists of

the knowledge about individuals.

We can now extend our example to make usage of 8Dd-describe the classes of

the resources:
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http:/lexample.org/Person http://lexample.org/Animal

rdfs:subClassOf rdfs:subClassOf

http:/lexample.org/Male

rdf:type rdf:type
TBOX yp rdf:type rdf:type vp
ABox

http:/lexample.org/Politician http:/lexample.org/Dog

http://lexample.org/WilliamClinton http:/lexample.org/Buddy

http://example.org/hasDog

Figure 13: Using RDF-S to describe terminological trowledge

The resources of this example have now been rel@ateclasses. Classes can be
ordered into hierarchies by using the (predefimdfy:subClassOproperty, implying
that every individual that is a member of the sabslautomatically also is a member
of the super class.

The example also shows that every resource camfen@er of more than one class.
Furthermore pay attention to the separation betweeminological (“TBox”) and
assertional (“ABox”) knowledge. This separatiome defined explicitly in an RDF-S

ontology, but has been drawn into the exampldustiate the concept.

OowL
The “Web Ontology Language” [OWL] (the differentder of letters in the acronym
“OWL” has been chosen on purpose) is based ondrdsr logic and extends RDF-S.
Everything that can be specified with RDF-S caio #ls described using OWL, which
adds some predicates regarding properties anceslasshe language.
OWL allows more complex ways to specify the consegtan ontology. In RDF-S it
is not possible to state that some fact is NOTcee in the context of the ontology.
Due to the so-calle®pen World Assumptiothe absence of a statement does not

imply that this statement does not hold true fer dhtology.
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In OWL there are possibilities to make such negatatements. Furthermore the user
can make very specific statements about classethamdelationships:

For example class pairs can be marked as “disjamné€aning that no single individual
can be a member of both classes at once. In R8s not possible to define that
no individual can be a member of the classes “smiokend “non-smoker”
simultaneously.

Two classes may also be stated as equivalent, ngedmat they exactly contain the
same individuals.

One can also definenumerated classes OWL, which exactly contain the specified
individuals, and none else.

OWL furthermore allows to make statements abountimaber of related elements of
a class of individuals. For example one can sta¢ ‘teach project has at least one
project manager”, “each project has exactly 2 mtojeanagers”, or “each project has
at most 3 project managers”.

OWL also allows to define special kinds of relasbips: Properties can be declared as
“symmetric”, meaning that it automatically appliesboth directions. For example if
one individual is “the friend of” another, the ‘#nd of” relationship holds true in both
directions.

Properties can be declared as “transitive”: Immytinat if the property holds for x and
y, and for y and z, it automatically holds for xdan. For example “located in” could
be defined as a transitive property: Vienna is dled in” Austria, which is “located
in” Europe, so Vienna is automatically also “lochie” Europe.

Furthermore it is important to know that OWL haseedivided into three
sublanguages, which differ regarding their expressss: OWL Lite, OWL-DL and
OWL Full, ordered by increasing expressivenesshEamblanguage includes its less
complex antecessor. The simpler subsets of OWinéaded to be easier processable

to reasoning and description logic applications.
Besides the languages that are being describedthere are many other ontology languages

that won't be described in more detail here. Exam@re: DAML+OIL (the predecessor of
OWL), KL-ONE (based on constructs called “frame&)fF,... etc.

20



1.3.2 Ontology reasoning

One of the main benefits of using ontologies is pessibility to perform automated

reasoning. Reasoning is the process of transformmpdjcit knowledge that is hidden in the

knowledge base into explicit knowledge.

Explicit knowledge consists of all statements thate been explicitly defined by somebody
using an ontology description language. They cavid&ed instantly.

But implicit knowledge can only be found throughabzing all the explicit statements and
conclude new statements out of the existing onkss process is also called “inferring new

statements”.

There are many rules in OWL of how to infer newtestezents. | will bring a few examples to

provide a better understanding:

Transitivity is the origin of many reasoning opeas. The $ubClassOf relationship for
example is transitive:

* Dog issubClassOMammal

* Mammal issubClassOAnimal

— Then we can infer: Dog mubClassOAnimal

The user is also able to define transitive properby himself. If we define thasPartOf
relationship as transitive and create the followstagements:

* The wheelsPartOfthe car

* The tireisPartOfthe wheel

— Then we can infer: The tiilgPartOfthe car

Important for our purposes are inference procesges OWL restrictions. These restrictions
are logical constructs that can be used to restr&cindividuals that are allowed to belong to a
class. A sample restriction could be the statemi@htmembers of the class ‘requirement’

must be tested by at least one ‘test case”.

If there is enough information we can now infeotgh reasoning which individuals do or do
not belong to a class with one or more restrictidigs process of classifying the individuals

through reasoning is called “type-inference”.
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Also see section 3.3.3, where practical examplesgaren of how to infer types by using

restrictions.

There are also many other rules of how to infer seatements, that won’t be covered in any

more detail here.

1.4  Ontology-based reporting for Requirements Engin eering

There are many potential benefits that arise freenuse of ontologies for reporting purposes.

This master thesis focuses on the usage of senmanawledge for reporting software.

To be able to evaluate this concept, | chose temg@a semantic reports on requirements
engineering data, e.g. requirements categoriza@ba, and requirements conflict data.
Requirements engineering is a discipline in sofemangineering that is concerned with the
systematic elicitation and management of requirdsnédrat have to be met by a product in a
software development project. So requirements emging shall assure that the end product
meets all customer’s demands.

Without requirements engineering, it cannot be magie that all stakeholders, including
client, management and developers, share a comnueratanding of the product to develop.

But this is a crucial condition to let all stakethels be satisfied with the end product.

One of the main reasons why IT-projects fail nowadare incompletely elicited or changing

requirements. Requirements engineering shall lvelandle these problems.

In the context of requirements engineering, therethree common tasks that can benefit

from the usage of semantic reporting techniques:

. Requirements categorization
The number of requirements for a big software mtogan become very high quite
quickly. Therefore it is helpful to separate thesguirements into meaningful groups.
This way the project members that work on the pcbdian keep an overview of
requirements that are related. They can find comnd@mominators between
requirements and cross-cutting concerns (issuestbaelated to many requirements

at once, like for example “Security”).
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It also helps in finding the points of intersectibetween different project teams, by
checking the requirements that are related to rtie one category. For example: If
a requirement is in the categories “Security” attsdbility”, then it is a point of

intersection between the team members responsibketurity and usability. This can

help to find out which topics shall be discussegktber by different teams.

The groups or categories can be defined by the @erit is not enough only to
define these categories, the requirements have telated somehow to the categories
in a meaningful way.

Doing this process manually can become very timreseming for a large number of
requirements. Furthermore requirements often chargeh could create the need for
an update of the categories and their related rexnants.

A tool that automatically relates the given reguoiests into predefined categories by
using natural language processing techniques dmlftireducing the necessary effort
tremendously. Because of their open and easilynsiile nature, ontologies suit well

to serve as containers for requirements sorteddiffierent categories.

Requirements conflict analysis
Requirements that come from multiple different staiders can often include
contradicting statements. This can be the case wlifearent stakeholders do have
conflicting requests that shall be fulfilled by theduct, or when simply a mistake in
the elicitation process has been made.
Furthermore there can be constraints in the conesxtronment (e.g. technical
constraints) that must be met by all requiremdntsan also be the case that there are
certain guidelines regarding the exact definitiond @ocumentation of requirements
that must be fulfilled.

In all these cases it is important to check wheterequirements are free from
conflicts with other requirements and all the coansts/guidelines at an early stage of
the project. Conflicts found become more costliatdr phases of a project.
Performing this check manually is a very time-consg task, and scales up in an
exponential way (every requirement has to be cheeekth all other requirements and

constraints) with an increasing number of requinetsie
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Supporting this process with tool automation calp e reduce the necessary effort
for the conflict analysis. Ontologies can serveaagchnology to model the context
environment and reasoning can help finding cordfllmttween different requirements

or requirements and constraints.

. Requirements tracing

Requirements tracing is the process of identifydependencies and relationships
between different requirements and between reqeindsnand different kinds of
artifacts. This way the lifecycle of a requiremean be traced from its origin in a
specification document to its implementation incarse code artifact for example.
There are many different kinds of traces, examglitionship types are [MKS]:

- Structure (“consists of”, “includes”)

- History (“revision of”, “derived from”)

- Conceptual traces (“fulfills™)

- References (“defined through”, “composed in”)

- Security (“authorized through”, “approved”)

Requirements tracing can help to verify that aveafé product meets all goals that
have been specified. Furthermore it is very helfdulthe “change impact analysis”,
where the consequences of the change of a requiteare all artifacts is being

analyzed. This is important especially with unstat#quirements that are likely to
change often during the development process. HIgs helpful for test coverage

analysis, because traces can also link requiremetitgest cases.

Nevertheless the efforts for manual establishmerd maintenance of traces is
considerably high, especially with an increasingnbar of requirements and artifacts.
A solution that automatically identifies trace catades could help to reduce efforts

tremendously.
The remainder of this work is structured as foowection 2 outlines the related work in the

fields of Business Intelligence, information intation and requirements categorization and

conflict analysis.
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Section 3 describes the OntRep approach in tedhdig@ils. Section 4 deals with the
methodology of the evaluation, while Section 5 pres its results. Section 6 discusses these
results and Section 7 sums up this thesis and givesitiook on possible future work.
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2 Related Work

This section describes the related work on thaldief Business Intelligence, information

integration and requirements categorization andlicoanalysis.

2.1  Trends and ongoing work in the field of Busines s Intelligence

According to Gluchowski and Kemper the field of Biess Intelligence is a growth market,
as it can be seen in several reliable forecastsclt@wski, 2006]. They furthermore state that
because of advancing globalization, world-wide agref internet technologies and the
increased information needs of stakeholders, tinergé conditions have changed massively.

This causes discussions about how to extend agneihle field of Business Intelligence.

Gluchowski and Kemper spot three main trends [Guaki, 2006]:

. Orientation towards business processes
There are ambitions to extend Business Intelligewdéd the direct analyzing of
business processes. Data from processes is slyalgging collected (often in real
time), prepared and persisted. This way the relevasiness processes can be
investigated and improved. Furthermore it is pdesiio analyze the impacts of
changes of the processes on the business andatiamsl between process tailoring
and market success.

. Enterprise Knowledge Management
Gluchowski and Kemper also state that the inforomatearned from Business
Intelligence analysis and also the models theynaade of are not used sufficiently.
They are often accessible only to a small groupsalrs, though could be of interest
for other persons in the company as well. Througbcdptive meta information the
data could be distributed and made usable for aitadeholders.
They also mention that there are first approacheshie tight integration of Business
Intelligence and Knowledge Management, but theipl@mentations remain a big
challenge.
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. Integrated development and conduction of Businessitelligence
Gluchowski and Kemper furthermore remark that tradal models of creation and
maintenance of systems are not able to provide umdegsolutions in the complex
Business Intelligence environment. So people froranee and industry are working
on the creation and validation of new efficient mlsd for development and
conduction of Business Intelligence concepts. Baytalso note that much more effort

has to be done to concretize and implement theskeisio

Mikroyannidis, Theodoulidis and Persidis set thamfacus of their work on another issue
that will undoubtedly become more important [Mikaowidis et. al., 2006]: The discovery of
Business Intelligence data from the internet.
In their paper they bring up the argument that Bosiness Intelligence solutions that are
being built nowadays are very custom and specdicsingular companies and cause high
cost. Accessing the web could deliver newsworthya ddhat informs about industry
developments. They present tHRARMENIDES framework for information management on
the web, which answers questions like:

. “Is company X cheap? What is its position in thecktmarket?

. What is the collaboration profile of company X?

. What is the position of company X regarding itsquat pipeline?

. Who are (potential) clients of company X?
. How mature is the product line of company X?
. What is the quality of the management of compariy X?

Mohania and Bhide pay their attention on anothprctdéhat is becoming more important in
the area of Business Intelligence: Information dgnéion [Mohania, Bhide, 2008]. They
describe it asthe category of middleware which lets applicatiansess data as though there
were in a single database.

It furthermore enables the integration of data and content sousteas to provide real-time
read and write access, transform data for busir@salysis and data interchange, and data
placement for performance, currency and availagpilit

This topic is especially important in companies,evéhdata is being extracted from many
heterogeneous data sources, using several diffapgtitations.

In their paper, Mohania and Bhide give an overviefvthe two basic approaches for

Information Integration [Mohania, Bhide, 2008]:
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. Virtualization
In this approach a layer is being defined as schesmparating the user from each
specific information source. The system is ablbreak down queries into sub-queries
that are being sent to the appropriate data soucoesbine their answers and return
them to the user.
Mohania and Bhide state that the main advantagki®fipproach is that the returned
data is always current and up-to-date, while itsnary challenge is to define the
mapping between the virtualization layer and eaath dource.

. Materialization
In this approachthe data is materialized at the global le¥dlhis is done when using
data warehouses, where there is no unstructuredmation. Mohania and Bhide say
that “the challenge in this approach is to determine $beof views which are to be
materialized:
And: “Another problem in this approach is that of increrad view maintenance [...]
When the underlying data sources are changing etieea need for an efficient way to

maintain the materialized vieWw.

Kohavi, Rothleder, and Simoudis identify the masiportant challenges in the field of
Business Analytics in their article, and list cunttg emerging trends to face them [Kohavi et.

al., 2002]:

. Verticalization
To reduce the time needed for collecting, analyang reacting on enterprise data
“developers of analytical solutions started vertiwialg their software, or customizing
applications within specific industries.”
By “incorporating industry-specific knowledge, companae also able to optimize
the performance of their applications for speadifidustries.”

. Comprehensible models and transformations
Kohavi et. al. state thaBusiness users do not want to deal with advanced
statistical concepts; they want straightforward ualzations and task-relevant
outputs’
They highlight the importance of solutions with enstandable functionality and the

benefits of visualizations.
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. Part of larger systems
The article also suggests that solutions shall ésgded into whole systems. This
issue typically affects the areas of data collectigeneration and storage of unique
identifiers (to help merge information and remove duplicate rdsp, integration
with multiple data sources and the need for hardwaapable of handling large
amounts of data.

. New areas
Kohavi et. al. say that the success of busineal/tas for analyzing customer data
has paved the way for new applications. They hste of them, that are particularly
promising: Supply chain visibility, price optimizah and work force analysis. With
these kinds of applications companies are able nayae their suppliers, their
customers and also their employees.

. Integration with action and measurement
Kohavi et. al. also state that two key questiorsobee increasingly asked by business
analytics users:How do | turn discovered information into actionfdaHow can |
determine the effect of each action on my orgaiumat business performance?
They say that it is increasingly necessary that solutions uselgi@aresults as a
starting point toward the critical next steps ofian and measurement
So it becomes more and more important that theeusafusiness analytics solutions

directly results in measurements that increasenkasivalue.

2.2 Traditional reporting systems

There are lots of systems available to perform Bass Intelligence reporting. Vega presents
a Java based solution that has been built for ugagen university setting with a very
heterogeneous environment [Vega, 2001]. They blodir application upon the commercial
reporting product “JReport”, which is based on Jand quite feature-abundant [Jinfonet].
Vega also says thdtve are living in the middle of the thin client cpoting. Servers are
dealing again with the main part of the wdrikhis is the reason why they relied on an
approach where the main application logic is bginacessed by a “Tomcat” [Tomcat] web
server using “Java Server Pages” [JSP] for dyngrage generation. This way everyone that

is allowed to access the web server can createtsepsing a web browser.
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This is a trend that is also identified by Kell&e]ler, 2004]. He states that the appliance of
internet technologies for reporting tools easestmection of many users to the system.
Keller furthermore notes that the main applicatemea for Business Intelligence tools is
reporting and analysis, because it fulfills the maeeds of the users for quick and easy access
to indicator numbers.

He also separates the available tools into twselafKeller, 2004]:

. Production reporting (also called “static reporting”’ or “operative reporting”)
Users of these tools regularly get reports senbowit creating new queries. These
“passive report receivers” make up 70% of the tisehses.

. Business Intelligence reporting
The main difference to production reporting systamshat they allow the user to

manipulate the reports himself.

While Keller focuses on commercial products for iBass Intelligence reporting, Kleijn sees
the upcoming of open source solutions [Kleijn, Z00Besides products for Data
Warehousing, ETL-processing (“Extraction, Transfation & Loading”) and OLAP systems
(“Online Analytical Processirig, the article names some applications for repgrtin
particular:

The software company “JasperSoft” created the tempr engine “JasperReports”
[JasperReports]. They also offer a graphical desigvhich can be used for their reporting
tool called “iReport”.

“Pentaho” is another active company in the field agfen source Business Intelligence
[Pentaho]. They provide many different solutiongl aombine them to a whole Business

Intelligence framework.

Another open source project that has drawn lotatntion in the community is “Eclipse
BIRT”. It was first proposed by the Actuate corpaa [Actuate] in 2004 and became a top

level project in the Eclipse community.

2.3  Ontology-based information integration and repo rting

Several works exist that try to use ontologies asean for data integration (or “information

integration”). According to Lenzerini [LenzeriniQ@2], “data integration is the problem of
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combining data residing at different sources, amdvping the user with a unified view of
these datd.

Wache et. al. provide a survey of existing appreackfor ontology-based information

integration. They sum up the most important usestdlogies [Wache et. al., 2001]:

. Content explication
The most common use of ontologies is to provideranélized description for the
semantics of the information sources.

. Query model
The ontologies can be used as a global query schedsers can be allowed to
formulate queries by using the concepts of thelogig which are being processed by
the system into appropriate sub-queries that fiebxh source.
Wache et. al. sedlfe advantage that the structure of the query mebelld be more
intuitive for the user because it corresponds miré¢he user’'s appreciation of the
domain?”
But Wache et. al. also remark th&tdm a database point of view this ontology only
acts as a global query schema. If a user formulateguery, he has to know the
structure and the contents of the ontology; he caformulate the query according to
a schema he would prefer personally. Therefores guestionable where the global
ontology is an appropriate query model.

. Verification
Mappings from a global to the local information smischema have to be specified.
Their correctness can be improved considerablgaf tcan be verified automatically.
According to Wache et. al., atb-query is correct with respect to a global quiéry
the local sub-query provides a part of the queredwers, i.e. the sub-queries must
be contained in the global query (query containhd@alvanese et al.,, 2001;
Goasdoué et al., 1999].
The ontologies contain all the information necegs@r be able to validate the

mappings with respect to them.

Wache et. al. furthermore identified three diffdrdivections in these approaches of how to
realize ontology architectures [Wache et. al., 2001
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Single Ontology approaches
This approach uses one global ontology with a shaoeabulary that specifies the
semantics. All sources of information are linkedHis global ontology.
This method can be usedavhiere all information sources to be integrated pdev
nearly the same view on a domain. But if one in&tiom source has a different view
on a domain, e.g. by providing another level of gdarity, finding the minimal
ontology commitment [Gruber, 1995] becomes a diffitask”
Wache et. al. also point out another disadvantdgengle ontologies: Also, single
ontology approaches are susceptible to changebkanrtformation sources which can
affect the conceptualization of the domain represeim the ontology. Depending on
the nature of the changes in one information soitrcan imply changes in the global
ontology and in the mappings to the other informasources.

Multiple Ontologies
In approaches with multiple ontologies, each infation source is defined by its own
ontology. So the ontology that is being used caralmmbination of several other
ontologies, which are not obliged to share the saocabulary.
Though this fact makes this approach less susdeptib changes in information
sources, Wache et. al. highlight thamn ‘reality the lack of a common vocabulary
makes it extremely difficult to compare differemirge ontologies.
To solve this problem, it is necessary to definerdontology mappings that specify
semantically corresponding terms of different oogas. This mapping also has to
consider possibly different views on a domain, Wwheould for example result in
different granularities of concepts in multiple ologies. Wache et. al. believéhat in
practice the inter-ontology mapping is very difficto define, because of the many
semantic heterogeneity problems which may otcur.

Hybrid Approaches
To be able to cope with the problems of single adtiple ontology approaches,
hybrid approaches have been developed. There foemation of each source is
described in its own ontology, just like with mple ontology methods.
But additionally, there is a shared vocabulary tbamtains the basic terms of a
domain, and makes the source ontologies compartableach other [Goh, 1997;
Wache et al., 1999]. There are several possiblesviayv this can be accomplished
[Wache et. al., 2001].

32



Wache et. al. sum up the pros and cons of thisoagpr“The advantage of a hybrid

approach is that new sources can easily be addétbut the need of modification in
the mappings or in the shared vocabulary. It alspports the acquisition and

evolution of ontologies. The use of a shared voleapunakes the source ontologies
comparable and avoids the disadvantages of multgiéology approaches. The
drawback of hybrid approaches however, existinglogiies cannot be reused easily,
but have to be re-developed from scratch, becalismarce ontologies have to refer

to the shared vocabulary.”

Maurizio Lenzerini highlights the importance of tgecification of the correspondence

between the data at the local sources and thoseeiglobal schema when designing a data

integration system [Lenzerini, 2002].

He furthermore describes the two basic approadieshtave been suggested in literature to

specify this mapping:

Local as view
This approach has the aim to define a view fromhdacal source onto the global
schema.
It is the method that is used usually for systelmas &re based on ontologies or similar
models. Lenzerini notes its advantages [Lenze2002]: “This idea is effective
whenever the data integration system is based glolaal schema that is stable and
well-established in the organization. Note that th&V approach favors the
extensibility of the system: adding a new souroghbi means enriching the mapping
with a new assertion, without other changes.
But query processing can pose quite a challenghisnapproach, becauséhé only
knowledge we have about the data in the global mehés through the views
representing the sources, and such views providie pertial information about the
data. Since the mapping associates to each souvagnaover the global schema, it is
not immediate to infer how to use the sources tlepto answer queries expressed
over the global schenigLenzerini, 2002]

Global as view
Contrary to “local as view”, which “starts” at tlgdobal schema, this method “starts”
with the local sources. For each information entiwiew is being defined onto the

appropriate data sources.
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This method is especially effective for sourced @ stable and don’t need to be
changed. It is primarily used in approaches that materialization (also see section
2.1), for example Data Warehouses.

Lenzerini notes the main advantage of this apprdddbte that, in principle, the GAV
approach favors the system in carrying out quergcpssing, because it tells the
system how to use the sources to retrieve tata.

He furthermore remarks that extending the systeth me@w sources is a big problem
when using this approachThe new source may indeed have an impact on the
definition of various elements of the global schewtaose associated views need to be

redefined’

Saggion et. al. present another system that usedogies to be able to extract and gather
Business Intelligence information [Saggion et. 2007]. They use domain ontologies that
have been developed with the help of domain expedsmplemented in OWL.

Saggion et. al. focus on textual information asadadurces. So they apply natural language
processing (NLP) techniques to populate their keoge base. Their application is part of the

EU Musing project with the goal to gather interoa@ll company information.

Spahn et. al. present another interesting workhi& &area of ontology-based Business
Intelligence [Spahn et. al., 2008]:

One of the main problems they try to address ig thahnically unskilled users have
difficulties when trying to flexibly retrieve needelata in an ad-hoc way. They often have to
rely on information that can be retrieved from gerand reports that have been predefined
for them by IT experts. The ontology-based architecand tool that is presented by Spahn
et. al. shall enable users to easily access dataraate queries themselves without any need
for IT experts.

They build on a semantic middleware that can irsgdata from heterogeneous data sources
using a business level ontology to provide a simigev onto the system. They furthermore
developed the “Semantic Query Designer” that allogesrs to navigate conveniently through

the information and flexibly build queries.
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2.4 Related work on automated categorization of req  uirements

Automatically analyzing the contents of text andnitifying certain characteristics is a huge
topic in computer science in general. It is beiagearched in the field of “Natural Language
Processing”. Techniques from natural language ping are very important to be able to
relate requirements that are described in a hureadable language with a set of given

categories.

An important technique that is being used for redtlanguage processing is “part-of-speech
(POS) tagging”. This technique allows to identifyetgrammatical categories of different
words in a sentence. These categories can be fon@g “noun”, “verb”, “adjective” or
“adverb”. The tagging process is based on the iieimnof the words themselves as well as
the context they are in. Additionally, parsers ttamsform the text into a machine-readable
data structure (also called “parse tree”) that shthve grammatical structure and hierarchy of
the input text [Choi, 2000].

Another useful tool in natural language processirglexical databases. “WordNet” is a large
lexical database of the English language [WordNé@©5]. It does not only contain the
English vocabulary, but also groups nouns, vertigctives and adverbs that are related to
the same concept into sets of cognitive synonymsaied “synsets”. The objects of these
synsets are interlinked with each other by mearoéteptual-semantic and lexical relations.

More details on how WordNet is being used in oyrapch can be found in section 3.2.3.

A field of ongoing work related to requirementseggirization is called “Aspect-oriented

requirements engineering”. This field deals with itlentification and analysis of crosscutting
requirements, thus different requirements that estearelationship to a common topic. A

typical example for such a crosscutting concefisecurity”, usually related to a whole set of

different requirements.

Chitchyan et. al. present a tool-suite to suppb# whole aspect-oriented requirements
engineering process [Chitchyan et. al., 2006; Samet al., 2005]. They first analyze the

grammatical structure of the requirements text guigiatural language processing methods.
Then a tool developed by them called “EA-Minertésponsible for identifying crosscutting

concerns. It analyzes the contents of requiremamdstries to find common aspects that are

semantically related. It also differentiates bemve@®n-functional concerns (by accessing a
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lexicon of non-functional aspects in requirememtgimeering) and functional concerns (by
checking for repeated occurrences of process wordkfferent requirements). After some

more refinement steps the results are being ardeage can be presented to the user.

They also did a number of case studies that shaketigh scalability and efficiency of the

tool suite. According to Chitchyan et. al., theules produced by it are comparable to a

requirements engineer performing the same tasks.

2.5 Related work on requirements conflict analysis

The related work on the topic of requirements dgonhfanalysis can be divided into two
different categories: Formal and informal variaf@éso known as formal and qualitative
reasoning).

Formal system$iave specific knowledge about the contents ofrémgiirements. They can
analyze them to some extent and automatically cfa@atonflicts to reduce human efforts.
Informal approachesare often based on negotiation between differéaketolders. They
discuss the given set of requirements in a speaiéig and perform the conflict check either
manually or semi-automated with tool support. lesen approaches the tools can only help to

guide and execute the negotiation process, butatdima conflicts on their own.

Furthermore formal approaches can be divided im0 Mmore categories: Syntactic or
semantic consistency.

Syntactic approachesy to find conflicts by using natural languag®gessing techniques to
check for keywords in the sentences of the requereammand compare them with each other.
Semantic approachesn the other hand do not only compare words, tyutat compare the
concepts behind the words with each other. Thissgecially important in today’s projects,
where lots of different people are involved. Evémugh they might share a common
understanding of the project’s concepts, the saomeapt might be labeled differently by

several persons. This issue should not be an ir@urtable obstacle for an approach.

Axel van Lamsweerde et. al. [Lamsweerde et. abB8] 9tate that in general there is a lack of
* aprecise and universal definition of what a canfir inconsistency is.
» support for detecting conflicts. Current conflicamagement techniques presume that

conflicts have been identified in some way.
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e systematic techniques for resolving inconsistencies

So for each approach it is important that it exad#fines the conditions that must be met by
the requirements to result in a conflict. This deion does not have to be the same for all

application contexts.

Some approaches that exist in the related work:

Hunter and Nuseibeh follow a logic based approathoider to manage inconsistent
specifications [Hunter, Nuseibeh, 1997]. They stdtat in general all the needs of all
stakeholders have to be elicited. But these std#els often under- or overspecify their
requirements, which can result in inconsistendesording to their work, inconsistencies are
almost inevitable, but also have the advantage tiwey highlight areas that need more
attention.

Hunter an Nuseibeh developed a logic called QC gsgulassical logic”) to be able to

formally describe requirements and find logical tcadictions together with the usage of
several analysis tools. They try to achieve schigbthrough the usage of so-called

“ViewPoints”, that cause that the analysis is golgcessed on parts of the specification with

acceptable size.

Egyed and Grinbacher focus on the tracing betweguirements to check for consistency
[Egyed, Grunbacher, 2004]. Therefore they develdpedTrace Analyzer”. This tool has to

be provided with requirements that have been mldte test scenarios. It can detect
dependencies between different requirements if tket runs execute similar or overlapping
lines of code, which means that the requiremerfectathe same part of the system, and
indicates a potential conflict.

The downside to this approach is that executablie ds necessary to identify potential

conflicts, which is often not available in an eadigase of the project. But early conflict

analysis is very important to be able to reducesccaused by inconsistent information.

Heitmeyer et al. describe a formal analysis teamiaalled “consistency checking”, for the
automated detection of specific kinds of errorsifideyer et. al., 1995]. Examples are type
errors, non-determinism, missing cases, and ciragéinitions. They use a tabular notation

called SCR (Software Cost Reduction) for the rezagnts specification. Furthermore they
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introduce a formal semantics model based on afstiite automaton to be able to analyze the
requirements. The conducted two experiments coedhadt tools for automated consistency
check can be highly effective and reduce costsjmasgy that explicit formal semantics are
being used.

The downside of this approach is that it only cdess syntactical consistency and does not

address semantic conflicts.
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3 Approach

The purpose of the approach presented in this mimgsis is to combine the functionalities of pobje
reporting with the capabilities of semantic teclugs, especially ontologies.

The advantage of semantic techniques in the comtieptroject reporting lies in the possibilities to
enlarge the information value of the obtained dataditional systems are only able to deliver raw
data without meaning to the user. My approach diekbble to interpret the data in a meaningful way
and use this information to assist the user iratfeevement of certain objectives.

Additionally, it shall be able to perform the masiportant general reporting tasks, like for example
the presentation of data from different sources ainuser-defined report (without semantic
interpretation).

My approach is called “OntRep” (which is short f@ntology Reporting”) and is being described in
more detail in the following sections.

3.1  Architecture of OntRep

OntRep consists of different modules and is embgdd® an environment called “Trac”.
The following figure shows the coherences betweerdifferent modules:

Ontology
(empty)

/ Trac Environment \

Ontology
(with instances)

Report

\ /

Figure 14: Architecture and coherences of the OntRemodules
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OntRep builds upon a traditional reporting systémtraditional reporting system directly
extracts the data from the defined data sourdesjtlican be seen in Figure 7 in section 1.2.
In my approach, | use a layer between the traditiogporting system and the data sources,
that is responsible for semantic interpretatiomlatia. This layer is being realized through the

usage of an ontology. Figure 8 in section 1.2 shatwre this layer is located.

3.1.1 The component-based architecture of OntRep

The prototype OntRep is realized within the webedasconfiguration and project

management platform Trac [Trac]:

'
st trac o

..’. o1 Search
Integrated SCM & Froject Management

Login | Prefersnces | Help/Guide = About Trac

[ BT Teine | Rosdmap | Erovse Source [ ViewTickets | NewTicket | Search |

Start Page  Index  Histery = Last Change

Welcome to Trac 0.11.7 - Demo Instance

Trac is a minimalistic approach to web-based management of software projects. Its goal is to simplify effective tracking and handling of software issues, enhancements and
overall progress.

All aspects of Trac have been designed with the single goal to help developers write great software while staying out of the way and imposing as little as possible on a team's
established process and culture.

As all Wiki pages, this page is editable, this means that you can modify the contents of this page simply by using your web-browser. Simply click on the "Edit this page” link at the
bottom of the page. WikiFormatting will give you a detailed description of available wiki formatting commands.

"trac-admin yourenvdir initenv” created a new Trac environment, containing a default set of wiki pages and some sample data. This newly created environment also contains
documentation to help you get started with your project.

You can use trac-admin to configure = Trac to better fit your project, especially in regard to components, versions and milestones.
TracGuide is a good place to start.

Enjoy!
The Trac Team

Starting Points
» TracGuide -- Built-in Documentation
The Trac project -- Trac Open Source Project

Trac FAQ -- Frequently Asked Questions
« Tracsupport -- Trac Support

For a complete list of local wiki pages, see TitleIndex
Attachments

» TEST.txt - (9 bytes) - added by Shage 3 months ago. "Test File”

Figure 15: Trac start screen from a demo project

Trac is written in the programming language “Pythdts main features are a built-in wiki
system for collaborative creation of text and &dting system for the organized management
of tasks. Furthermore, a roadmap and a timelineiggoan overview of the project tasks
(called “tickets”) in a chronological context.

Trac is characterized by a component-based arthigecThis means that all functions in Trac
are implemented through different modules, callechgonents, built around the Trac core.
When starting, the core searches for available compts and loads them. This makes it
possible that the functionality of Trac can be estal in a flexible and easy way through so-

called “Plug-ins”.

40



A plug-in is a ready-to-use package of one or ncoreponents, that work together to provide
the user with certain functions. There are unlichifessibilities of use-cases for plug-ins.
Examples are plug-ins that import data from a aerlands of data source, allow new

methods for authentication or offer project statissializations on the start page.

| realized the prototype OntRep by making extenamgage of Trac’s component-based
architecture. Furthermore, the prototype itselfetaladvantage from this architecture by
allowing to add other plug-ins to extend the prgpets functionality itself (like for example

the possibility to install new drivers for data sms). Also see section 3.1.2 for more details.

OntRep consists of the following modules that wimdgether to achieve its goals:

* ReportGenerator
The ReportGenerator is responsible for providing thser with all standard
functionalities that are necessary to perform ganegporting tasks: For example
access to data sources, designing report templategenerating reports from
templates.

* OntologyFetcher
The OntologyFetcher achieves the task of analyaimgven set of requirements and
saving them correctly as instances in a given ogtol

* OntologyReporting
The OntologyReporting module takes a prepared ogjyobs input, analyzes it and
generates semantic reports based on the datafdikexample the requirements

conflict check.

Also see Figure 14, that shows the coherenceseothitee components the OntRep plug-in
consists of.

The inputs for OntRep are a set of requirementsaaneimpty ontology. The OntologyFetcher
analyzes the given requirements and uses thenll tbdiontology in a meaningful way, and

delivers a new ontology (filled with instances)the user. This ontology is taken as input for
the OntologyReporting component, which analyzes given ontology and generates the
semantic reports in cooperation with the Report@soe

The standard format the ReportGenerator produeebsl@ML reports, but it can be extended

to also provide other formats.
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All three components are part of the OntRep plydirt not all of these modules depend on
each other: While the OntologyFetcher is independesm the other components, the
OntologyReporting component can only be used tagethth the ReportGenerator. It is an

extension for the ReportGenerator and makes useroé of its functionalities.

3.1.2 Extension points of OntRep’s component-based architecture

As already mentioned, the architecture of Trac eugpthe addition of new functionalities
with ease through the usage of plug-ins. But treeyanly be “plugged” into certain points of
the environment (meaning they can only provide femctionality at points, where it was
intended to offer the possibility of plug-ins). Heepoints are called “Extension points”. The
Trac environment offers a wide range of possibkemsion points to be used. To use such an
extension point, the plug-in has to implement acsje interface (meaning it has to
implement the functions defined by the extensiom{)o

Furthermore there is the option to equip the phgythemselves with extension points, so they
can also be extended with new functionality.

Because my prototype makes plenty of usage of $racmponent architecture and offers
some extension points itself, the following diagrahall give an overview of the relations
between the different components. The “lollipoptrgol marks an extension point, and an

arrow the implementation of an extension point:
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INavigation
Contributor

4C IData20ntologyFetcher
IRequestHandler
L
\ E}:;\ 4<: IDataSourceType

4<: IDataFormatProvider
4@) IDocumentGenerator

IReportGeneratorGUI
Provider

Trac [
Core ITempIateProvidér\,f ;

IEnvironmentSetup
Participant

4@) IDocumentGenerator

Figure 16: Overview of OntRep's provided and implenented extension points

The following extension points (and therefore tlveresponding interfaces) from tfA@ac

core are being implemented by OntRep:

* INavigationContributor
This extension point allows a plug-in to add a re@iion into Trac’s main navigation
bar. The OntologyFetcher and the ReportGeneratdr maplement this interface and
can be started from the navigation, as shown ifdalh@ving screenshot:

Search
logged in as AlexanderWagner‘—-Lpg-!'E-_Preferences Help/Guide Aum:rﬁﬁiq_-

Wik " Timeline " Roadmap " wiew Tickets " Mew Ticket " sSearch i Admir(‘_ Report Generator Ontology Fetcher |

CntologyRepo = Emporting Dats Sets I P Ttes

Figure 17: ReportGenerator and OntologyFetcher in Tac’s navigation bar

* IRequestHandler
This interface is the main extension point for agpin to be able to process the actions

from a user. It delivers the HTTP requests senthieyuser’s browser to the plug-in.
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This way the OntRep modules can react on butt@k<knd read the data provided by
the user through HTML forms (like textfields or ckboxes).

It is implemented both by the ReportGenerator drmal ®ntologyFetcher, because
those two modules need input by the user to beatgueer The OntologyReporting
plug-in can also handle HTTP requests, but getsmthadirectly via the
ReportGenerator and not directly from the Trac cdaéso see the interface
IReportGeneratorGUIProvider for more details).

ITemplateProvider

This extension point tells Trac that the plug-iopdes its own HTML templates as
user interface, and where to find them. This iieef must be implemented by every
plug-in that communicates with the user through HTpages.
IEnvironmentSetupParticipant

Trac uses an internal database (by default SQhiie PostgreSQL and MySQL are
also supported) to save all data (like tickets,i wdges, user accounts,...).

A plug-in is also able to access this databagenééds a place to save information that
shall be persistent. To keep the clear structurthe@fdatabase, this information shall
be saved in its own relational database table niylementing this interface, a plug-in
can tell the Trac environment that it needs toteréa own tables in the database.

The ReportGenerator creates some tables to savieftmenation about the different
data sources, queries, joined queries and repaplédes defined by the user. The
OntologyReporting module also implements this fiaie to be able to create a table

for the ontology reporting templates.

The following extension points are being defined qmovided by OntRep itself. Most of

them also have an implementation by OntRep:

IDataSourceType

This extension point is being offered by the RePBerterator. By implementing this
interface, a plug-in can allow the ReportGenertdaccess a new kind of data source.
It must define all necessary properties neededdess the data source type, and also
the code to connect to such a data source and texgaeries on it.

The ReportGenerator does not only provide thisresxom point, it also offers two
reference implementations (it is no problem thaplag-in implements its own

extension point and can be quite useful to achéenedular architecture):
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One implementation allows the ReportGenerator tess PostgreSQL databases as a
data source for reporting, the other one allowsdoess the internal Trac database.
This way it is possible to generate reports basethe Trac data, for example about
existing tickets or wiki pages.

But other plug-ins can extend the supported kirfd$ata sources at will. This fact is
being used by the OntologyReporting module, whigtisa*Ontology” as a new data
source type. This way the user can manually exttata from an ontology by defining
gueries in the ontology query language SPARQL [SRAR

Note: This does not relate with the semantic categaamaand conflict check of
requirements. It is a way of manually extracting #xactly specified data from an
ontology, which is an additional feature of OntRep.

IDataFormatProvider

This extension point allows to provide differentrfats of how the results of a query
that has been executed on a data source will lakered in a report. The implementers
of this interface take the resulting data recoslgput and produce HTML code with
them (because the base format of generated rapd#BML).

The ReportGenerator provides two reference impleéatiens: One formats the given
data in a table, the other one produces a (nunheoicebullet-points) list. The

following screenshot shows an example:

id type time

changetime component severity priority owner reporter cc wversion milestone status resolution summary description

1 defect 1248693634 1248693634 componentl major somebody AlexanderWagner 2.0 milestone2 new Test This is my
Ticet first test
ticket!
2 defect 1269077921 1269077921 componentl major somebody AlexanderWagner new Bug in The User
the User interface
Interface seems to
contain a
bug.
id
. 1
2
type

* defect
* defect

time

* 1248603634
* 1260077921

changetime

* 1248693634
* 1269077921

component

* componentl
* componentl

Figure 18: Query results in a generated report usig the table and list format
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IDocumentGenerator

This interface allows the user to download a gdedreeport in a specific format. A
plug-in implementing this extension point can tdke generated HTML report as
input, convert it into an arbitrary format and deli it to the user. Example target
formats are PDF, Word documents or Excel sheet$R€mndoes not contain any
implementing components by default.

This extension point is offered both by the Reperi&@ator and the
OntologyReporting modules to be able to convert ge@erated reports into the
possible formats.

IReportGeneratorGUIProvider

The ReportGenerator by itself allows to perform itin@st general reporting tasks (also
see section 3.4.1 for more details). The user faxterof this module is designed to
serve these general purposes.

If any plug-in intends to extend the reporting dajiges and therefore also needs a
different or extended user interface, it can immatrthis extension point. It allows a
plug-in to add a new option to the ReportGeneratso-called “context navigation
bar” and show its own user interface. HTTP requssid to the ReportGenerator that
aim at the extending plug-in will be looped through

This interface is implemented by the OntologyRepgrtimodule, which offers the
user its own interface to create semantic repdtis. following screenshot shows the

corresponding entry in the context navigation bar:

Search

logged in as Alexanderwagner Logout Preferences Help/Guide  About Trac

ket " Search |r Adoois Report Generator Ontology Fetcher |

Qtnlng',ﬂepnrting

Figure 19: Adding a new entry to the ReportGeneratds context navigation bar

Reporting Data Sets Data Sources

IData20ntologyFetcher

This extension point offered by the OntologyFetchrerdule allows to use plug-ins
that fill an ontology with data. These plug-inseake data records, an ontology and a
list of specific parameters as input and createaim®s in the ontology based on the

given data, and then return the filled ontologyht® user.
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OntRep provides two reference implementations fdris tinterface: The
StandardTicketFetcher takes a list of relational data and saves themnser-defined
ontology classes. Each record becomes an individulke ontology, and each column
value is saved with an ontology property. Theneasemantic interpretation of data.
More interesting is the second reference implentematheSemanticTicketFetcher
This plug-in does analyze and interpret the costeftthe given data, and considers
this information when saving the individuals in thetology. More details of how this

component is working can be found in section 3.2.3.

The following sections describe different usagenades for OntRep. They describe the goals

that shall be fulfilled by OntRep, how the user eahieve them and details of their technical

functionality.

3.2

Usage Scenario 1: Categorization of requirement s

The first usage scenario for OntRep describes hmvautomatically categorize software

requirements with the prototype. More information the advantages of categorized

requirements can be found in section 1.4.

3.2.1 Goals for requirements categorization

The user shall be able to specify the categoriesrdéiguirements shall be categorized
into.

There should not be any limitations on the categodefined by the user, neither
regarding their quantity nor their content.

OntRep shall be able to automatically relate acfegiven requirements to the defined
categories, based on syntactic and also semanatioaships.

The prototype shall not only check for matchingwexds between the requirements
and the categories, but also for conceptual relaktigps. This can be realized through
natural language processing techniques, like chgdr synonyms.

The user shall be able to manually specify add#iosynonyms for the defined

categories.
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This goal means that there should be a possibititythe user to enhance the
categories to improve categorization results add/idualize the process.

It can be the case that there are certain terntsinse project, that are project-specific
and do not belong to the standard English vocapulfor example technical
acronyms). The user shall be able to add suchgirspecific terms as additional user-
defined synonyms to the knowledge base. There sbalbe any limitations on these
terms, neither regarding their quantity nor theintent.

The user shall be able to manually negate synorigntbe defined categories.

This provides the user with the opportunity notyatal add self-defined synonyms for
the categories, but also to exclude certain tersnsyaonyms. For example, in many
lexical databases “Safety” is a synonym to “SegurBut it can be the case that in the
project-specific context these terms are diffeantcepts, and shall not be handled as
synonyms. OntRep shall provide the opportunity égate such a relationship for the
given project data. There shall not be any limitagi on these terms, neither regarding
their quantity nor their content.

OntRep shall be able to access the requirementsida common format.

A common format for data interchange, like for epdenCSV or XML, shall make
sure that the requirements data can be imported &avide range of data sources.
The user shall be able to parameterize the behadfitine categorization process.

For the case the results produced by OntRep arsatisfying for the user, he shall be
able to configure the behavior the prototype rasldbe requirements to the categories
by defining a set of parameters.

The user shall be able to update the results otlagady performed categorization
process.

It might be the case that the requirements thaéwhes input for an already performed
categorization process have changed. OntRep stwadide the opportunity to update
the requirements that exist in the semantic knogddoase with the new, updated
data.

OntRep shall separate the requirements that coatchave been related from the rest.
If requirements could not have been related tocatggory by OntRep, they shall be
saved in a special category (for example “Miscatars”).
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3.2.2 Scenario description: Categorization of requi rements

This section describes the steps the user has tioripe to automatically categorize
requirements with OntRep.

Prerequesites

The following prerequisites have to be met to bke db start the process of automatically

saving requirements into semantically related agyplclasses:

1. An empty ontology file (using the ontology langud@¢/L-DL) exists.

2. The requirements exist in a *.csv file. Optionaltglations manually defined by the
user in another *.csv file (for the case the usantw to set specific relations between
requirements).

The *.csv file with the requirements has to staithwhe column names in its first row
(the names of the different attributes of each irequent). Then each record is

described in each line, as shown in the followisgrig:

id,summary

1,The system shall provide the authenticated user t he ability to see the network news at the News Port let
2,The system will provide the user with a RSS Portl et

3,The system shall provide the user the ability to define the portlet layout

4,The system shall be able to clarify the interface s to associated external systems

The (optional) user-defined relations have to biendd in a separate *.csv file. Each
row contains the id of the requirement from whibh telation originates, the id of the
target requirement and type of relation. If no tielatype is given the default type is

called “references”. The following listing shows example structure of this file:

2,27,consistsOf
2,13,partOf

23,2

21,30
30,23,consistsOf
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Preparations

When all prerequisites have been met the user tzaihwith the preparations necessary to

start the fetching process:

1. The user first has to prepare an ontology, wherdd®g to create several ontology
classes that represent the categories the requitermell be related to. He has to
create a root class, and one subclass for eachocatd-urthermore he must create an
alternative class that will serve as container dbbrrequirements that could not be
related elsewhere.

To solve this task | recommend the usage of thelogy editor “Protegé” [Protegé]. It
is a free open source editor for comfortable prsicgsand modeling of ontologies. A
plug-in for Protegé allows to process the langu@yé_-DL.

To create a class the user has to open the emfuilogy file and select the subclass-
explorer. An empty ontology does only contain thess “owl:Thing”, which is the
parent class of all other ontology classes. The new has to select this class and
click on the “Create subclass” button shown inftilwwing screenshot:

ol Thing

Figure 20: Creating a new ontology class in Protegé

The user now has to create a root class (for exangiled “Requirement”). In the root
class he must create an alternative class (for pkeatMiscellaneous”) and one class
for each category he wants to categorize the reognts into. The names of these
category classes should be the category namdee Hame of an intended category is
too long or contains blank spaces, it can be deéfusng self-defined synonyms (see
the next step for details).

The following figure shows an example hierarchyhwibur categories defined in
Protegé:
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k4 Requirement
Miscellaneous
Metwork
Performance
Portlet
R=S

Figure 21: Example class hierarchy for categoriesiiProtegé

2. To find the synonyms to the given categories, Optises the lexical database
WordNet (also see section 2.4). But it can be @medhat the user wants to define
some additional synonyms that shall be checked mREp. Furthermore, he might
want to explicitly negate synonyms (defining thaing words shalhot be considered
as synonyms, no matter if they are synonyms infloedNet database).

To specify his self-defined synonyms and self-dafimegated synonyms, the user
first has to declare the corresponding propertigbe ontology (if they are not already
existing). The user has to define two datatype enttgs (which are properties that
relate to a value like a number or a string, antdmanother individual) .

They need to have the type string and the namesoKalbwnAs” and
“notTheSameAs”. This can be done via Protegé inptioperty browser, as shown in

the following screenshot:

PROPERTY BROWSER 4

M
For Project: 4 reqguirements_ebnf_filed_with_facts_rules

[ Object | Datatype | Annotation | Al

M Datatype Properties ib .Eé 5 Domain u th W& Range
M alzoknovwends ol Thing |.@, string v|
M notTheSameds
Allowed values '{lI: &
I |

Figure 22: Defining the "alsoKnownAs" and "notTheSamAs" properties in Protegé

When the user has created the properties themsékesan now specify the values for
those properties for each category. To set thdsewv#he user has to select the desired

class in the Protegé class browser and click theed@ datatype property value”
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button. Each property can be filled with multipnenyms by using a semicolon as
separator.

In the following screenshot the ontology class f@@nance” has the synonyms
“Effectiveness” and “Output”, but shall not be thame as “number” (like it is the
case by default in WordNet):

s: | hitp:#/www . owl-ontologies. com/ReguirementsOntology.ow#Performance

@6’ ®, 32

Property | Value
M alsoknownds Effectiveness; Output
M notTheSameAs number
=] rcif:type owlClass
rats: comment This class contains all requirements related to the category "Performance".
=] rddfs subClassOf o' Reguirement

Figure 23: Specifying user-defined synonyms and nated synonyms

3. Optionally the user can add a comment to the ogyololasses by using the
“rdfs:comment” property and describe the categarynore details (like shown in the
previous screenshot). These comments can autothatieabuilt into the reports to

inform the report viewers about the categories.

Performing the fetching process

1. Now the user has to specify all necessary paramétat will influence the fetching
process. This includes:

* The path to the *.csv file that contains the regpuients.

» If available the path to the optional *.csv fileathcontains the user-defined
relations between requirements.

* The path to the *.owl ontology file that shall biéefl with the requirements.

* All necessary fetching parameters, like for exampie name of the
“root_class” (please see the technical descripiionsection 3.2.3 for an
accurate description of all parameters).

The following screenshot shows the interface wileeeuser can specify all these parameters:
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2.

3.

| " wiki " Timeline " Roadmap

Data 2 Ontology Fetcher
Path to Jena Library: C:\Program Files\Java'\Jena-2.5.7\lib

Fetcher type: Semantic Ticket Fetcher

Data: Ci\Users\Alex\Desktopl| Durchsuchen_
Links: C)\Users\Alex\Desktop\ | Durchsuchen_

Target ontology: C\Users\Alex\Desktop) | Durchsuchen_

alternative class=Miscellaneous
ebnf column=summary
primary key columns=id
root_class=Requirement
threshold hyponym=1

Parameters: threshold_ substring=1
threshold synonym=1
thresholds_to _be met=1
type_column=type

CSV Input:

Save data

Figure 24: Configuring the parameters for the fetcling process

Now the user can click the button “Save data’ tdiate the fetching process.
Depending on the number of requirements, this mpooan take several minutes to
finish.

When finished the user has to save the filled ogylffile. He now has to configure it
as a data source for the ReportGenerator.

To do so the user has to specify the file as a slatiace with type “ontology” and a
self-given name. This has to be done the menu “staeces”, shown in the following

screenshot:
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[ " wiki

Data Sources

Choose a Data Source: TestOntology -

Type: Ontology -

Name: TestOntology

Ontology File Ci\Users\Alex\Desktop' | Durchsuchen_

Save changes | MNew Data Source | Delete Data Source |

Figure 25: Saving the filled ontology as a data soce for the ReportGenerator

4. Now the user can create a report by using the whcde wiki formatting syntax.
There he can insert an element that automaticadigtes a listing of the requirements
and their related categories based on the dateiortology. To do so, he has to click
the button “Insert Categories Report” in the Onggleeporting interface, like shown

in the following screenshot:

Ontology Reporting

Choose an Ontology Data Source: TestOntology hd

Choose a report: CategoriesReport -

Name: CategoriesReport

This report lists all requirements together with their related categories.
Description:

hd Insert Data Set

Rules Class: RequirementsFilter

HelpNodes Class: HelpNode
Insert Report Element:

Fields to show: summary

Insert Categories Report Insert Conflicts with Rules Report

Insert Conflicts between Requirements Report

= Regquirements Categories Report =

[[Categories (TestOntology, summary) 1]

Definition:

Save changes Delete report |

Figure 26: Creating the requirements categorizatiorreport
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5. When the user has finished editing the report tataghe can now see a preview of
the generated report, or download it in differemtnfats (depending on the format
plug-ins that are installed). The following scressts show the buttons to initiate the

report generation process and an example of a gtedereport:

Preview result: Preview
Download in format: PODF » Cownload

Figure 27: Generating the report

Requirements Categories Report

Category: "Performance"
This class contains all requirements related to the category "Performance”.
Requirements in Category:

id: 23, summary: The system shall be able to provide 10 site cache updates per minute

id: 19, summary: The system shall provide the user with 30 index updates per hour

id: 13, summary: When notifying the system shall be able to process 4 messages per second
id: 20, summary: When notifying the system shall be able to process 3 messages per second

Category: "Portlet”
This class contains all requirements related to the category "Portlet”.
Requirements in Category:

id: 2, summary: The system will provide the user with a RSS Portlet

id: 1, summary: The system shall provide the authenticated user the ability to see the network news at the News Portlet
id: 4, summary: The system shall provide the user the ability to define the portlet layout

id: 10, summary: The system shall provide the authenticated user the ability to configure the NMews Portlet

Category: "Network"
This class contains all requirements related to the category "Network".
Reguirements in Category:

# id: 1, summary: The system shall provide the authenticated user the ability to see the network news at the News Portlet

Figure 28: Example categorization report
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3.2.3 Technical description: Categorization of requ  irements

After | described how the user has to operate OmtRe automatically categorize

requirements (the external view of the categomaafirocess), | will now technically describe

how it performs the categorization of requiremeftite internal view of the categorization

process):

Start of fetching process

If all prerequisites described in section 3.2.2rast, OntRep can start the fetching process:

1. The OntologyFetcher plug-in loads the ontology @lisun form of an *.owl file) and

the requirements (provided in form of a *.csv filehich have been submitted by the

user. Optionally, the user-defined relations betwie requirements are also loaded if

available (also in form of a *.csv file).

2. The OntologyFetcher reads in the values of th@Walig parameters provided by the

user:

alternative_class : This parameter specifies the name of the altermat
ontology class. It shall serve as the alternatarget for requirements that
could not be related with any other class by the@o@gyFetcher (default
value: “Miscellaneous”).

ebnf_column : This parameter specifies which column of the nesuent
records has been defined using the EBNF grammaciitéed in more detail in
section 3.3.3) and shall be analyzed (only relevant conflict check of
requirements, default value: “summary”).

primary_key columns : This parameter specifies which column(s) make
up the primary key of each requirement. By definmgltiple columns the
primary key is composed of all the columns together

This is necessary to be able to recognize dupliegigirements (default value:
“id”).
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* root _class : This parameter specifies which ontology classtaios the
subclasses that serve as categories for the reqgnts. These subclasses will
be filled with the requirement’s data (default \&altRequirement”).

» threshold_hyponym : This threshold defines the number of hyponyms
(subclass-words, e.g. “dog” is a hyponym of “aniintiiat have to be found in
the text of a requirement to meet this thresholglo(aee the next section for
more details, default value: 1).

» threshold_substring . This threshold defines the number of substring
relationships (partial words, e.g. “project” anddjectmanager”) that have to
be found in the text of a requirement to meet thisshold (also see the next
section for more details, default value: 1).

» threshold_synonym : This threshold defines the number of synonyms
(different words with the same meaning) that havbed found in the text of a
requirement to meet this threshold (also see thé sextion for more details,
default value: 1).

* thresholds_to_be met . This parameter defines the number of
thresholds that have to be met in total to relatecuirement to a category
class. Only a value between 1 and 3 makes sersedaé the next section for
more details, default value: 1).

 type_column : This parameter is not being used by the
SemanticTicketFetcher. It can be used by othehéttypes (and is being used
by the StandardTicketFetcher, see section 3.1.R).allows to relate
requirements to categories depending on the vafutheo defined column,
without any semantic interpretation of the contédefault value: “type”).

3. When the user has provided all necessary the inthesactual fetching process starts
after a click on the “Save data” button. The Onggfeetcher now iterates through all
requirement records loaded from the correspondiogy*file.

4. The OntologyFetcher checks the primary keys of emaded requirement and
removes all requirements with the same keys that al@ady exist in the ontology.
This has to be done to make sure there will be nplichte requirements. This
approach also allows to update an ontology that &asady been filled with
requirements with the newest versions of theseirements.
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Another important detail is the way the primary &eye saved in the ontology. This is
being done by using a so-called “rdf:Bag” datactie. It allows to relate composite
values to an individual. It is necessary in thisezabecause the primary key of a
requirement could be consisting of more than onebate. The following figure
shows an example of how an rdf:Bag can be usedaparcomposite primary key to a
requirement. The primary key in this example cdssi$ the values for “serial” and
“date”™

http://lexample.org/Summary

The system shall provide the user
with detailed logging information

http://lexample.org/Requirement1

http://lexample.org/primary_keys

http://lexample.org/serial

15334

rdf:Bag1

24-03-2010

http://lexample.org/date

Figure 29: Mapping a composite primary key to a regirement using a rdf:Bag

5. Now the OntologyFetcher iterates through all orgglalasses that are subclasses of
the specified root class (i.e. the classes thaesemt the categories).
For each of those classes it checks for user-défsyonyms and user-defined
negated synonyms related to the class (like desttiiio section 3.2.2), and loads them

into a list in the memory.

Relating the requirements

Now all necessary preparations have been donatbteecheck for relation between the

requirement and a category:

1. Atfirst all “stopp-words” are being removed frolretwords in the requirement. These
words have low informational relevance and theeefaon't be taken into account.

The following listing shows the stopp-words thali Wwe removed [Stopp-words]:
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"a""able","about","across","after","all","almost", "also","am","among","an","and",
"any","are","as","at","be","because","been","but"," by","can","cannot”,"could","dear",
"did","do","does","either","else","ever","every","f or","from","get","got","had",
"has","have","he","her","hers","him","his","how","h owever","i","if","in","into","is",
“it","its","just","least","let","like","likely","ma y","me","might","most","must",
"my","neither","no","nor","not","of","off","often", "on","only","or","other","our",
"own","rather","said","say","says","she","should"," since","s0","some","than","that",
"the","their","them","then","there","these","they", "this","tis","to","too", "twas",
"us","wants","was","we","were","what","when","where " "which","while","who","whom",
"why","will","with","would","yet","you","your"

2. Then all remaining words of the requirement aredpdirought to a comparable root
form. This process is called “Stemming”, and is elanith a well-known algorithm,
the “Porter-Stemmer” algorithm [Porter-Stemmer].

An example is to stem “jumping” to “jump”, or “local” to “logic”.

For our purposes, the exact grammatical form of adwis not important. After
stemming, the OntologyFetcher can compare the woadsnatter what form they
have. The same word in two different forms will aijyg be stemmed to the same root
form.

3. Now the fetcher gets all synonyms and hyponymdldha words of the category (i.e.
of the name of the ontology class combined withtladl user-defined synonyms) by
using the natural language processing library “VXatd.

Synonyms are different words that have the sam&noitar semantic meaning (e.g.
“student”, “pupil” and “scholar”). A hyponym is ais-word, a word that describes a
subcategory of another word. For example “dog” iBy@onym to “animal’, and
“painting” is a hyponym to “art”. User-defined neégd synonyms are not taken into
account as synonyms, no matter if they are Wordhedbnyms.

Using these associations it is possible to find e relationships between the
requirements and the categories that go beyonadvoeg-matching.

4. Then all substring relationships between the categords and the requirement
words are being checked, meaning the OntologyFetdiexks if there are any words
contained by others. For example “net” is a subgtdf “network”. This way a
relationship between “project” and “projectmanagethean be found for example.

5. Now the number of all matches (hyponym-, synonymd gubstring matches) are
being delivered to a function that decides whethiemot there is a relationship
between the given requirement and the given cayegor

This function takes the following inputs:
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* The necessary thresholds for the hits of synonygpohym and substring
matches  (defined with  the  parameters  “thresholdosym”,
“threshold_hyponym” and “threshold_substring” bg tser).

* The actual number of hits for synonym, hyponym smloistring matches.

* The number of thresholds that have to be met irrofdr a positive result

(defined with the parameter “thresholds_to_be_rhgtthe user).

The function checks if the actual hits for synonymgponym and substring matches
meet the necessary threshold values. So the aniuaber of thresholds met is always
between zero and three. If this number is equahigher than the number of
“thresholds_to_be _met”, the requirement will beatetl to the category, otherwise

not.

Saving the requirements

If the OntologyFetcher detects a relation betwdenrequirement and the categatysaves

the requirement in the corresponding ontology class

1. At first, the OntologyFetcher creates an emptyvitlial in the ontology class that has

3.

been identified as related to the requirement. Hds/idual is anonymous, meaning it
cannot be referenced through an unique URL.

The OntologyFetcher now iterates through all colsnofh the requirement’s record
(like for example “id”, “summary”, “description”,), creates a literal for each one of
them and relates them with the individual. Thesmtgtipe relations are being realized
through properties named after the column nameg. (&d”, “summary”,
“description”,...). If such a property does notealdy exist in the ontology, it is being
created by the OntologyFetcher.

Furthermore, the column(s) declared as primary Key using the parameter
“primary_key columns” defined by the user) are pesaved in a newly created
“rdf:Bag” like shown in Figure 29.

The OntologyFetcher now checks if the element hasady been saved in another
class as well, by checking for individuals with teme primary key. This is the case

if a requirement is related to more than one catego
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3.3

The OntologyFetcher declares that the new indilidsiadhe same as the already
existing one by using the “owl:sameAs” propertyisTproperty is already predefined
by the OWL language and means that the two indalglrelated through the property
actually describe the same thing. In this caseag the semantics that “the two
individuals in two different categories actuallpresent the same requirement”.

If the requirement could not have been relatechiocategory, it is being saved in the
user-defined “alternative class”. This is the cédsthe defined thresholds have not
been met for any category class.

If the user provided self-defined relationships tie optional *.csv file, those
references are being built now, by reading the annkey of the start and the target
requirement, and the name of the desired relaR&hationships without any defined
name get the standard name “references”.

The filled ontology file is returned to the usehavwcan download it now.

The OntologyReporting plug-in is now able to createequirements categorization
report from the filled ontology. Therefore it loadl subclasses of the defined root-
class (e.g. “Requirement”), and reads all individua those classes. The results are

being transformed into HTML, which is provided tetuser.

Usage Scenario 2: Requirements conflict analysi s

The second usage scenario for OntRep describes tbhomautomatically check software

requirements for certain types of conflicts. Manéormation on the problems that arise with

inconsistent requirements can be found in sectién 1

3.3.1 Goals for requirements conflict analysis

OntRep shall be able to automatically recognizeaaourately defined set of conflict

types based on the semantic content of requirements

Before it is possible to find any kind of conflicta given set of requirements, it needs
to be defined what a conflict exactly is in our . The prototype shall be able to
check for certain types of conflicts that are likéd happen in software development
projects. Also see section 3.3.2 for an exact d¢efmof conflict types that shall be

found.
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To perform this conflict check, OntRep must be ablesemantically understand the
contents of the requirements to a certain extent.

* The user shall be able to define facts that expghedknowledge about the system to
develop.
This will be realized through the use of semargahhologies.

* The user shall be able to group different objectenfthe contents of the requirements
that share commonalities.
A common use for this goal is the definition ofnber for a glossary. In a glossary,
certain terms that have been used are being deifnebre detail. For my prototype,
these glossary terms serve the purpose to groupbjleets that are being described in
the requirements.
For example one requirement could describe howsiee accesses an “administration
panel’, and a second requirement the access to‘dhambase”. Now the terms
“administration panel” and “database” could be @ed together as “Secured
Resource”, that shall be handled in a special Wdys grouping will be realized
through the use of semantic technologies.

e It shall be easy to modify existing knowledge abthg& system and add new
knowledge.
Because requirements are often not very stablegjegis (they often change during
the project) it is important that facts about tiistems can be altered afterwards.

» OntRep shall be able to infer new knowledge ouéxa$ting facts and consider it
during the conflict analysis.
This process is called “Reasoning” and will be izl with semantic technologies.

Also see section 1.3.2 for more information on oeasy.

3.3.2 Definition of conflict types that shall be re  cognized

The prototype shall be able to recognize the falhgwiypes of conflicts that may occur within
the requirements or the constraints they underlie.
This list of conflict types makes no claim to bergete. Many other types of conflicts may
occur in a certain project context. It can alsdheecase that the conflict types that are being
described here do not occur in a certain projecaliatlt is a reasonable selection that's
appropriate in respect to the implementation edféot this master thesis and the benefits it
might bring:
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Conflict type “CRC”: Conflicts between requirements and business constraints

Business constraints are external requirements tbquirements that must not be
altered and have higher priority than the softwmaguirements, and constrain their
content. If any software requirement makes a stamerthat contradicts a business

constraint, there is a conflict of type “CRC”.

Example:

0 Requirement 1 The system shall provide the user with accessarmo
administration panel.

0 Business constraint: Only “trusted persons” shall be able to accesstsed
resources”.

o Fact I The administrator is a “trusted person®.

o Fact 2 The “administration panel” is a “secured resolirce

— Conflict The user is not a “trusted person”! (if there aceother facts in the

knowledge base, then the administrator is the tinlgted person”)

Conflict type “CRG”: Conflicts between requirements and documentation
guidelines

It shall not only be possible to constrain the regyuents with regard to content, but
also with regard to structure. Documentation gundsl shall make sure that the
requirements meet certain formal conditions ané@rasslevel of precision within all
requirements. If any requirement does not meet dbestraints specified in a

documentation guideline, there is a conflict ofay@CRG”.

Example:
Documentation Guideline: Each requirement must specify a role it applees t
Requirement 1The system shall provide access to the database.

Requirement 2The system shall provide the tester with acoesisd IDE.

o O O O

Requirement 3The system shall provide statistics and loggirigrimation.
— Conflict Requirement 1 does not specify a role it appbés
— Conflict Requirement 3 does not specify a role it appbés
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Conflict type “CRR”: Numerical conflicts between different requirements

In a software requirements specification with géanumber of requirements, usually
there are many statements with numerical spedibicat (for example exact

performance demands).

It can be the case that different requirements ndikerent numerical statements
about the same thing. This results in a potentallict, that shall be recognized by
the prototype and presented to the user. The ls#r must decide if it is a real

conflict in his project context.

Furthermore, these types of conflict can involvehtecal constraints. These are
constraints that are caused by the technologigaegb and can’t be altered. A typical
constraint of type “CRR” occurs when one requiretmiatends to use a technology
that is in conflict with another requirement duddohnical constraints.

Example 1:
o Requirement 1The user shall be able to send 50 notificatiorssages per
hour.
o Requirement 2The user shall be able to send 60 notificatiorssages per
hour.
— Potential conflict The two requirements make different numeric statats for
the same thing!

Example 2:
o0 Requirement 1The user shall be able to send 50 notificatiorssages per
hour.
o0 Requirement ZThe system shall send notification messages 8&.R
o0 Technical constraint :1The RSS module that's being used allows to séhd 4
notification messages per hour on average.
— Potential conflict The two requirements imply different numeric staénts for

the same thing!
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3.3.3 Scenario description: Requirements conflicta  nalysis

This section describes the steps the user hasrtormpewith OntRep to automatically check

requirements for potential conflicts.

Prerequisites

The process of automatically checking requiremémtghe three conflict types (which are
described in section 3.3.2) has similar prerecessias the automatic categorization of

requirements, but some additional demands:

1. For automatic conflict analysis, OntRep has to y®athe semantic contents of each
requirement. Because it would be quite difficultatealyze any kind of sentence with
today’s natural language processing techniquescldéd to constrict the allowed
structure for requirement’s content. This allowsach higher precision regarding the
conflict check, without losing too much flexibility phrasing the requirements.

To be able to analyze the requirements semantjdallgfined a grammar. The text of
the requirement’s content has to follow this grammaspecified the grammar by
using the meta-language “Extended Backus—Naur FEEBNF].

The grammar is based on an already existing regeinés grammar in literature
[Rupp, 2004], but has been modified and extendedhipself. The following listing

shows the definition of the grammar:
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<requirement> ;= <constraints> "THE SYSTEM" <obliga

<constraints> := (<when> | <under_what_conditions>)
<when> := *temporal condition under which the requi
<under_what_conditions> := *logical condition under

<obligation> := ("SHALL" | "SHOULD" | "WILL")

<type_phrase> := (<process_details> [<thing_to_be p
<stop_word> <thing_to_be_ processed>)

<process_details> := (<process_verb> | "PROVIDE" <w
<process_verb> | "BE ABLE TO" <process_verb>)
<process_verb> := (<one_word_process_verb> | <mulip
<one_word_process_verb> := *verb, consisting of one
functionality*

<multiple_word_process_verb> := *verb, consisting o

characterizes the functionality*

<whom> := *Person that is provided with the functio

<stop_word> := *english stop word*

<thing_to_be_ processed> := *Object of the processin

tion> <type phrase>

rement is valid*

which the requirement is valid*

rocessed>] | "PROVIDE" <whom>

hom> "THE ABILITY TO"

le_word_process_verb> <stop word>)

word, which characterizes the

f more than one word, which

nality*

g*

The grammar has to be read from top to bottom. Haeldefines a production rule, a

rule describing how to decompose the term on thesige. The terms on the left side

of the rules are so-called “nonterminal symbols’eaming that they can be

decomposed into other elements (they are markethisngrammar with the angle

brackets “<” and ">"). The right side of the prodion rules define into what elements

the nonterminal symbols can be decomposed. Thiglsaninclude other nonterminal

symbols. The grammar shown above furthermore maisage of the following

elements:

* A constant text in capital letters, e.g. “THE SYSTE

* An alternative choice from some given options, € @PTION 1" | “OPTION

2" | “OPTION 37).
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* An optional element which can be included in thedpiction or omitted, e.g.
["OPTIONAL"].
* Free text that describes the symbol in more dedajl *Person that is provided

with the functionality*.

The grammar is structured as follows:

Because it describes requirements, the first nonted symbol is “requirement”.
They are being structured into a conditional pagithér logical or temporal
conditions), then the constant “THE SYSTEM”, an ighaiion word (“SHALL”,
“SHOULD” or “WILL”") and a “type_phrase”.

Latter can be decomposed in different ways, batrtfost important elements are
“whom” (describing a person or role), the “processb” (describing the action that is
being performed in a verb) and the “thing_to_becessed” (describing the thing on
which the action is being performed).

English stopp-words (also see section 3.2.3) aiegbesed as a natural form of
delimiter between different elements. This approalbbws that requirements can be
formulated in a comparatively natural way, withéaging much precision. Here is a

list of example requirements that can be built Witk specified grammar:

* The system shall use SSL encryption.

* The system shall be able to process 3 messagee@and.

* The system shall provide anybody with boot infoiomat

* When booting the system shall provide the usealiléy to access the sprint
definition panel.

* The system shall provide the authenticated usealbiigy to see web-statistics.

It has to be noted here, that in the best casestiiirements have been defined in the
specified grammar from the start, so no converssonecessary. This goal can be
achieved much more likely through the usage of ireqments management tools that

support using a requirements grammar.

. Beside the prerequisite that the requirements havéllow the specified EBNF

grammar, the ontology file has to be prepared witime classes that will serve as the
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container for the different parts of the analyzeguirements. These classes are needed
additionally to the categorization classes (thatengescribed in section 3.2.2). The
following classes are needed:
 EBNF_TemplateElement: This class is the root ctasall of the following
classes.
» Condition: This class saves the “condition” partleé requirements.
» Obligation: For the “obligation” part of the regements.
» Person: For the “whom” part of the requirements.
» Process: For the “process_verb” part of the requargs.
* ThingToBeProcessed: For the “thing_to_be processeufirt of the
requirements.
» HelpNode. This class saves so-called “help nodésit, are necessary for the

modeling of some facts.

It is useful to have a reusable, empty ontologypiate already containing these

classes. The following screenshot shows their &tragn Protegé:

Y EENF_TemplateElement
Condition
> HelpMode
> Cbligation
Per=on

Processz

ThingToBeProceszed

Figure 30: The class hierarchy for the different arts of a requirement

Preparations

1. After the user has prepared the ontology file wailhnecessary classes, and converted
the requirements into the specified grammar, heiggort them into the ontology.
This can be done with the OntologyFetcher by periog the same procedure as
described in section 3.2.2. Mind to set the parameamed “ebnf_column”: It must
be set to the column in the requirement records ¢batains the content in EBNF

grammar, and shall therefore be analyzed.
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When finished the subclasses of the “EBNF_TemplateBnt” class have been filled
with new individuals (additionally to filling theequirement’s categories).

The class “Person” now contains all persons orsrakentioned in the requirements,
the class “ThingToBeProcessed” contains all thiaged upon in the requirements,
and so on.

. Now the user has to define all facts in the ontplttat are relevant for him in his
context. Modeling facts in an ontology is a verpdu topic, and there are countless
ways to do it. There are no limitations except floe technological and semantic
capabilities of OWL. | will cover the most relevaaxamples here regarding the check

for the specified conflict types (see section 3:3.2

It is often necessary to group different “thingdbprocessed” from the requirements
together and make a class of “things to be prodésHeat share something in
common. In our context of requirements engineerthgg approach can be done to
model “glossary terms”, which define the namegusehe project in more detail.

An example is to define which things that have bemrered by the requirements shall
be “secured resources” (with the semantic of beiegources that shall not be
accessible by anybody).

To specify this, the user can create an ontologgschnd list all things that shall be
“secured resources” as an so-called “enumeratior®afiing that each element that
shall be a member of the class will be listed mlyuarhis has to be done in the
“necessary & sufficient” part of the class defiaitiin “Protegé”.

All individuals in the ontology that meet a “necags& sufficient” definition (which

is a so-called “restriction”) are automatically qmmed as members of the class by the
reasoner. So the specified “things to be procesassltecognized as instances of the
corresponding class (no matter what other clagsgsright be in additionally).

The following screenshots show the class hieraafhgome example glossary terms,

and the “necessary & sufficient” definition of tbkass “SecuredResource” in Protegé:
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L4 GlozsaryTerm
Anyvhody
ConfigurationProcess
ExternalSystemRelated
PartOfSecuredResource
PortletRelatedElement
PublicMessagingRelated
SecuredResource
TrustedPerzan

Figure 31: Class hierarchy for some glossary terms

GRS

R
1 ThingToBeProcessed_adminizstration_panesl ThingToBeProceszed _configuration_page E
GloszaryTerm

Figure 32: Definition of the "administration panel" and the "configuration page" as "secured resources

e The user can also model numerical statements abetithings to be processed” from
the requirements. A requirement could say that “®ystem has to use SSL
encryption”. Now the user could state that “SSL rgpton allows to process 3
messages per second”. This fact would represesthaical constraint.

To do so, he has to create a help node and anidodivthat represents the object
“messages per second”. He must now connect theidhadil “SSL encryption” with
the numerical value “3” and the object “messagesspeond” by using the help node.
The properties he has to use are “thing_to_be_ psecE and “hasNumericValue”.

The following figure shows the example graph:
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thing_to_be_processed

Help Node

thing_to_be_processed
hasNumericValue
h 4

messages per second

Figure 33: Modeling numeric statements about thing$o be processed

The following screenshots show the definition c# tiser-created help node and how

it is being related to the individual “SSL encrypti in Protegé:

0Helpﬂude_mau:he_mud_ssc_upd‘ates Jo '%' 52 é ﬁ. *:

& Helphode _indexdng_mode_updates P bt : L e —

& Helphode_rss_feed_delay = Value | — TWE l !’ T focessecmesangne_her_secon
e integer

& Helphlode_ssi_encryption_messages
& Helphlode_timeline_events

Figure 34: Creating a help node in Protegé

INDIVIDUAL EDITOR for ThingToBeProcessed_ssl_encryption (instance of ThingToBeProcessed)

For Individual: | httphwww . owl-ontologies. com/RegquirementsOntology.owBThingToBeProcessed _ssl| encryplion

thing_to_be_processed ‘; ﬁ- g

Q— Helphode_s=l_encryption_messages

Figure 35: Connecting "SSL encryption” with the hep node
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* Another important possibility in ontology modelirggto manually define relationships

between elements.

For example the user could create a property cdilelartOf’ to describe which

elements are a part of each other.

The following screenshots show the definition of (fransitive) property “isPartOf”,

and the statement that “the sprint definition paneart of the administration panel”:

[ @ Wetadata(RequirementsOntology.owl) |

PROPERTY BROWSER

¥
For Project: @ reguirements_ebnf_filed_with_facts_rules | For Property:

("object | Datatype | Annotation |~ Al

[l Object properties

W

[ condition

[ isPartOf

[ obligation

[ primary_keys

[ process

[ thing_cetsil

[ thing_to_be_processed
[ wwham

OWLClasses | BN Properties | 4 individuals || = Forms | # Instances |
PROPERTY EDITOR for isPartOf (instance of owlTransitive Property, owlObjectProperty)

http:divew w . owlontologies. comReguirementsOntology. owkisPartOf
O e F
Property Value
rdfs:comment
2
Domain u on L Range u g0 =
ThingToBeProcessed ThingToBeProcessed O Brsrrs]
[[] InverseFunctional
O Symmetric
Transitive

Figure 36: Creating an object property in Protegé

* ThingToBeProcessed_news_portlet

Q ThingToBeProces=ed_portal

* ThingToEeProcessed_portlet_layout

Q ThingToBeProcessed_profile_page

’ ThingToEeProcessed_rss_ feed

* ThingToBeProcessed_rss_portlet

’ ThingToBeProcessed_server_side_caching
* ThingToBeProcessed_site_cache_updates_per_|
Q ThingToBeProceszed_sprint_definition_panel
* ThingToEeProcessed_sprint_editing_panel

Q ThingToBeProcessed_ssl_encryption

Q ThingToEeProcessed_timeline

* ThingToEeProcessed_via_htdigeststore_authent

isPartOf

LR S

* ThingToBeProcessed_administration_panel

Figure 37: Relating two individuals with the "isPartOf" property
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3. As next step the user has to model all necessaiynérs constraints (or “rules”) and
documentation guidelines for conflict types “CRQCidd'CRG” as ontology classes. If
these constraints have been modeled correctlyrehsoner is able to automatically
compute the requirements that conflict with them.

They must be modeled by using the “necessary &aeifit” conditions in the class
definitions in “Protegé”. There are countless poties to do that, so | will only

bring some examples here:

* As an example a business constraint could conshtr&ttsome resources shall not be
accessible by anybody, by stating that “No requeetrshall allow secured resources
to be processed by untrusted persons.”

Assuming that the user has already defined theutselcresources” and the “trusted
persons” as glossary terms in the ontology (likevsh in the previous step), the

restrictions in the class definition can look l#gown in the following screenshot:

SeBT

5: | htpaiwww . owlontologies comRequirementsOntology .owBNoProcessing0 fSecuredResourcesBylntrustedPersons | inferred View

& A
- W W

=]l thing_to_be_processed some SecuredResource |

=) whom some nol TrustedPerson

E) thing_to_be_processsd some HalpilodeWithSecuredResource
=} whom some nod TrusledPerson

) ContentRule EE

Figure 38: Defining a business contraint in Protegé

The “necessary & sufficient” definitions state thawery requirement, that is in a
‘thing_to_be_processed’ relationship with a ‘SediResource’, and is at the same
time in a ‘whom’ relationship with an individualahis NOT a ‘TrustedPerson’, shall
be computed by the reasoner as an instance afl#iss”.

Because the “thing_to_be processed” relation cambedeled directly or indirectly
over a help node, two “necessary & sufficient” défons are necessary here.
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It is not only possible to constrain the contentshe requirements, but also their
formal structure through the usage of “documentatimidelines”. Their creation

works pretty similar to the modeling of businesastaaints.

As an example, a guideline could state that “afjureements must define either a
‘condition” or a ‘person’ (or both)”. This guidekn guarantees a minimum of
preciseness in the requirements.

To model this guideline in the ontology, it is nesary to define a class with a
“necessary & sufficient” definition that include#i eequirements that have maximal
zero “condition” and maximal zero “whom” relatiomgé. An example is shown in the

following screenshot:

oL e Azzerted Conditions

Fequirement
condition max 0
wiehidth nax 0

Figure 39: Modeling a documentation guideline in Potegé

Another example documentation guideline is: “Allque@ements must use the
obligation word ‘shall””. An ontology class that mhels this rule defines a “necessary
& sufficient” condition that includes all requiremis that do not contain the obligation

type “shall”, like shown in the following screensho

on Sl Aszerted Conditions

Requirement
not (ohligstion has OptionalObligation_shall)

Figure 40: Documentation guideline that checks iflarequirements use the obligation word
"shall"
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Performing the conflict analysis

1. When everything is prepared, it is necessary tivelethe data to the ReportGenerator.
To do so the user first has to specify his ontolagy a data source with type
“ontology” and a self-given name in the menu “datairces”, if not already done

(similar to section 3.2.2).

2. Now he can create a report with the OntologyRepgrtplug-in by inserting
placeholder elements that will automatically béedll with the “conflicts between
requirements” and the “conflicts between requiretmamd rules” listings.

To do so, he first has to fill in the correct vader the names of the classes and click
the corresponding buttons. In the following scréensthe first two red arrows mark
the fields that shall contain the class names. uteons that create the placeholders

for the automatically generated listings are matkgthe last three arrows:

Ontology Reporting

Choose an Ontology Data Source: TeslOnlology -
Choose a report:  AllConflicts R'eport b

Name: AllConflictsReport
Description:

v _InsetData Set |
Constraints/Guideling Class:

HelpNodes Class:  HelpNode } -

Fields to show: summary

Insert Report Element:

Insert Categones Report Insert Conflicts with Rules Report |

Insest Conflicts between Requirements Report

== Conflicts with Business Constraints =—
—ee [ [ConflictsWithRules (BusinezsConstraint, TeatOntology, id, summary) ]
Definition: = Conflicts with Documentation Guidelines =

—— [[ConflictsWithRules {DocumentationGuideline, TestOntology,id, summary)]]

== Conflicts between Requirements =

—efie- [ [ConflicteBetweenRequirements (Helpliode, TestCntology)]]

Figure 41: Creating a report template for the autonated conflict analysis
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3. If the user has finished editing his report templdte can now see a preview of the
generated report, or download it in different fotsndike described in section 3.2.2).

The following screenshots show examples of geng@aflict reports:

Conflicts with Business Constraints

Rule: NoProcessingOfPartsOfSecuredResourcesByUntrustedPersons
This rule ensures that any part of a secured resource is processed only by trusted persons.
In conflick with that Rule:

+ id: 26, summary: The system shall provide the user with an sprint editing panel
+ id: 16, summary: The system shall provide the user with a sprint definition panel

Rule: NoProcessing0fSecuredResourcesByUntrustedPersons
This rule ensures that secured resources are processed only by trusted persons.
In conflict with that Rule:

s id: 11, summary: The system shall provide the user with meta data for FAST search
« id: 12, summary: The system shall provide the user with a configuration page

Rule: PublicMessagingForAnybody
This rule ensures that every requirement related to public messaging is available to anybody.
In cenfiict with that Rule:

+ id: 10, summary: The system shall provide the authenticated user the ability to configure the News Portlet
« id: 1, summary: The system shall provide the authenticated user the ability to see tha network news at the News Portlet

Figure 42: Generated example report showing conflts with business constraints
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Conflicts between Requirements
Potential Conflict:
* Requirement with id: 25 > has Thing to be processed "ssl encryption” = has Thing to be processed "messages per second" with numeric value 3

+ Requirement with id: 20 > has Thing to be processed "messages per second" with numeric value 3
+ Requirement with id: 13 > has Thing to be processed "messages per second" with numeric value 4

Potential Conflict:

+ Requirement with id: 8 = has Thing to be processed "timeline” > has Thing to be processed "latest events" with numeric value 80
+ Requirement with id: 24 > has Thing to be processed "latest events" with numeric value 100

Potential Conflict:

+ Requirement with id: 15 > has Thing to be processed "indexing mode" > has Thing to be processed "index updates per hour" with numeric value 20
* Requirement with id: 19 = has Thing to be processed "index updates per hour" with numeric value 30

Potential Conflict:

* Requirement with id: 2 = has Thing to be processed "rss portlet" > has Thing to be processed "rss feed" = has Thing to be processed "milliseconds delay" with numeric value
150
+ Requirement with id: 21 > has Thing to be processed "milliseconds delay" with numeric value 100

Potential Conflict:

+ Requirement with id: 23 > has Thing to be processed "site cache updates per minute" with numeric value 10
+ Requirement with id: 18 > has Thing to be processed "server side caching" > has Thing to be processed "apache mod_ssc" = has Thing to be processed "site cache updates
per minute" with numeric value 8

Figure 43: Generated example report showing numeral conflicts between requirements

3.3.4 Technical Description: Requirements conflict analysis

| will now describe the internal view and state htve conflict check is performed by
OntRep. This part only describes the steps thaereeuted automatically and does not go
into details regarding the manual steps from secd@.3 that need to be performed by the

user:

Fetching process

1. The filling of the requirements into the ontologynks pretty similar to the process
described in section 3.2.3. But additionally, wipemforming the conflict check, there
must exist an attribute in all records that desxithe text of the requirements using
the specified EBNF grammar. If existing, the Ongyleetcher loads the value of this
attribute after it saved the requirement in thegaty.

2. This value in EBNF grammar is being analyzed byaesipg module. If it uses valid

grammar, the parser splits up the text into thdedsht parts (e.g. “condition”,
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“process_verb”, “thing_to_be processed”,...) andturrs them to the
OntologyFetcher.

3. The OntologyFetcher now creates an individual facheof the returned parts and
saves them in the matching subclass of the ontattags “EBNF_TemplateElement”
(like shown in Figure 30).

4. Now the user has to model all relevant facts angsttaints in the ontology like
described in section 3.3.3.

Check for conflicts of type “CRC” and “CRG”

The check for conflicts between requirements ansdin@ss constraints or documentation
guidelines starts when the user generates the spameing report. The technical details
behind this check are not complicated, becausentie work for this check is being done by

the ontology reasoner:

1. The OntologyReporting plug-in loads the ontologgttehall be checked for conflicts.

2. The inferred model of the ontology is being compdubg using the reasoner “Pellet”.
The inferred model includes all statements that lmarcomputed through ontology
reasoning.

In this process, all requirements that conflict hwibusiness constraints or
documentation guidelines are automatically beidgted with the ontology classes
that represent those constraints or guidelinaad@ideled correctly).

3. The OntologyReporting plug-in iterates through @fitology classes that represent
business constraints or documentation guidelined, laads the requirements they
contain after the reasoning process.

4. It generates a HTML page that shows all constrantsguidelines together with their
descriptions (if existing as “rdfs:comment”) anc trequirements that are in conflict

with them, and delivers this page to the user.
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Check for conflicts of type “CRR”

Preceding note:

During fetching the OntologyFetcher has savedegllirements that contain numerical values
by using anonymous help nodes. It related the remeént with a help node, which has been
related itself with the actual “thing to be proadsand the corresponding numeric value.
This way, the same “thing to be processed” candba&ted to different requirements with

different numeric values. The following diagram sisadhe coherences:

»The system shall be
Requirement X summary—» able to show the 100
latest events*

thing_to_be_processed

Help Node

thing_to_be_processed

hasNumericValue

\

latest events 100

Figure 44: Saving requirements that make numeric sttements about things in the ontology with help

nodes

1. When the user wants to generate a “CRR” confliefsort, the OntologyReporting
plug-in iterates through all help nodes. It loadk iadividuals that are in the
“HelpNode” ontology class.

2. The OntologyReporting plug-in now checks for diffiet help nodes that relate the
same “thing to be processed” with different numesdtues.

3. Now it searches backwards from those help nodethérequirements that are related
with them. The requirements can possibly be comgecver several nodes with
multiple “thing to be processed” relationships.

4. Finally, the OntologyReporting plug-in produces HINhat lists the requirements
that are attaching different numerical values t® same “thing to be processed” in
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several groups of conflicts. It also shows the patih nodes that lead from the
requirements to the related “things to be procés§éwen this HTML page is returned
to the user.

3.4 Usage Scenario 3: General reporting tasks

The third usage scenario of OntRep deals witht&sdard reporting capabilities, without any
semantic interpretation of data. The general ramprfunctionalities provided by the
ReportGenerator work pretty straightforward andlmsed on the separation of data sources,
gueries (also called “datasets”) and report tereplat

A data source can be accessed through differemiegu@nd a query can be embedded in any
number of report templates. This separation all@avkigh rate of reusability of already
existing resources. To design a report templae,uer can utilize Trac’s wiki formatting
syntax and all of its elements.

The following section lists the goals for geneegarting that shall be attained by OntRep in
more detail. But the focus of this master thesisnsthe semantic aspects of OntRep, so |
won't go into any more details here regarding ga&yal reporting capabilities.

3.4.1 Goals for general reporting tasks

* OntRep shall be able to access any kind of datacsothere is a driver for. The
drivers shall be extendable.
The prototype shall be equipped with an architecthat allows the access to data
sources through different drivers, e.g. a driver'MySQL” databases, another driver
for XML data,... etc. This architecture shall alstoa to add new drivers for new
data sources. Drivers for at least one common staece shall be delivered with the
prototype (like the driver for a common database).

* The user shall be able to define custom querieddita sources.
A custom query for example could be a SQL statement

» The user shall be able to define joined queriemfexisting queries.
There shall be a possibility that allows the ugsecdnstruct joins from the results of
different queries. These joins must be processetitly from the prototype (and not

from the data source).

80



This shall offer the possibility to integrate angirgare the data from different data
sources. With this feature a user could for exantectly compare the average
salaries from an online database with the salfms a local database.

The user shall be provided with the ability to carsg left inner, left outer and full
outer joins.

The user shall be able to flexibly define the cotst@f each report template.

The user shall have the possibility to define eagport by specifying a report
template. The contents of this template shall benaele in a flexible way, using
static content (like text, headers, images) andcadya content (like queries that will
be filled with the query results when generating risport).

The user shall be able to include existing rep@mplates into another report
template.

This modularity offers the user the ability to reusxisting report templates and
compose new reports from them.

The user shall be provided with the possibilitghoose the visual formats for queries.
These visual formats shall be extendable.

There are different options of how to visually renthe results of a query. Examples
are: As a list, in a table or as a chart. The skatl be able to choose from different
formats, and there shall be the possibility to adev formats to the prototype. The
prototype shall be delivered with the most commormfats for result presentation,
like table and list.

The user shall be able to preview the generatedntepsult.

This feature allows to make adjustments while dgviely the report template.

The user shall be able to choose from differennfds for the generated report. These
formats shall be extendable.

When the report template is finished and the usartsvto generate the report, there
shall be different formats he can choose from, idceexample PDF, HTML, DOC,...
The prototype does not have to support all thesadts innately, but shall offer the

possibility to extend the available formats.
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3.5

Overview of technologies used in OntRep

OntRep has been implemented by combining seveffalreint technologies. | will now give

an overview of the most important technologies tizate been used and their versions:

Python 2.4.4

The dynamic programming language Python is the toréament for OntRep. Trac is
implemented in Python, and so all plug-ins for Tragst also be based on Python
[Python].

Trac 0.11.4

Trac is a web-based platform for configuration grdject management (also see
section 3.1.1 for more details). It is the envir@mnin which the OntRep plug-ins are
embedded.

Genshi 0.5.1

Genshi is a library for Python that is being used¢nerate the HTML interfaces the
user interacts with, and handle the HTTP commuinndietween the plug-ins and the
user [Genshi].

Jena 2.5.7

Jena is a collection of libraries for the programgiianguage Java. It provides a broad
range of functionalities to read and modify ontaésgof different languages [Jena].
JPype 0.5.3

Jena is the most comprehensive framework for peaegsntologies that is available
for free. But it only exists in Java, though OntRegd to be implemented using
Python. So | decided to use JPype, which allow$hdtytprograms access to Java
libraries [JPype].

WordNet

WordNet is the lexical database that is being usefind synonyms and hyponyms
during the automated categorization process (agosection 2.4 for more details)
[WordNet, 1995].
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3.6

pywordnet 2.0.1

pywordnet is a Python library that is being usedasily access the WordNet database
from Python [pywordnet].

Protegé 3.4 with OWL plug-in

The Protegé editor is an open source applicatiahdan be used to analyze and edit
ontologies. A plug-in for Protegé allows to edit QWntologies. Its usage has been

described partially in sections 3.2.2 and 3.3.3, filaase see the website for more
information on Protegé [Protegé].

Pellet 1.5.2

Pellet is an open source reasoner for OWL [Pellétj]s being accessed through

functions from the Jena libraries (which are beiagcessed through JPype

themselves). Please see section 1.3.2 for mordsdetareasoning.

Research questions

OntRep shall help me to answer the following redeguestions:

RQ1:

Which benefits does an ontology-based reporting appach bring regarding the

categorization and conflict analysis of software rguirements?

RQ2:

What efforts have to be realized in order to prepae ontology-based reporting?

Based on my personal experiences with automatdédtpport, | assumed that OntRep could

help to increase the efficiency and quality of diochfanalysis, and the effectiveness for

requirements categorization. Due to lacks in ndtareguage processing techniques | was not

sure if OntRep could help to increase the qualityequirements categorization.

But | also assumed that OntRep reduces the efforbdth, requirements categorization and

conflict analysis.

However, as the introduction of a new approach histgs new complexities, its effects on a

software engineering process needs to be investigahpirically in a relevant setting.
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In order to address the research questions, | etkrikie followingindependent variables
(according to [VISEK, 2002]) to consider for evédioa:

e The number of given requirements influences theessary effort for their
categorization and check for conflicts.

« The number of categories used to categorize théresgents.

* The total number of true requirement conflicts éxfactly specified conflict types)
existing in the given set of requirements. A perfgmproach would find 100% of the
true requirement conflicts.

* The chosen approach for requirements categorizandnconflict analysis: Primarily |
distinguish between the automated and manual apipré&ut also the exact details of

each approach and how it is performed has effecth@results of the evaluation.

Dependent variables that result from the evaluation and need to basued, are:

* Number of identified conflicts:
This number consists of two measurements: Numbeookctly identified conflicts
(for measuring the effectiveness of an approach) fafse positives (number of
conflicts that have been identified but are not tronflicts).

* True conflicts that have not been identified (falegatives):
This number can be calculated by subtracting theabaun of correctly identified
conflicts from the total number of true requiremeanflicts.

« Correctness of requirements categorization:
Regarding the categorization task two kinds of rerrman occur: (1) Requirements
have been assigned to a wrong category, and (B)reegents have not been assigned
to a category they actually belong to. In ordemiasure these parameters, | took the

manual categorization results of an requiremengameering expert as a reference.

Beside these parameters, | also measured theseff@t had to be invested for requirements
categorization and conflict analysis. This includagparation effort (e.g. modeling the
ontology that is used for categorization and cohffnalysis), categorization effort, and
conflict analysis effort. The performed case stisdgescribed in more details in the following

section.

84



4 Evaluation

This section describes the methodology of the extan that has been performed to analyze

the costs and benefits of the approach “OntRep”.

4.1 Introduction & goals of evaluation

The primary goal of the evaluation was to answerrédsearch questions presented in section
3.6, and was performed as a case study at SiemesigaA

The evaluation consisted of two parts. Each ofdhgarts is responsible for evaluating a

different aspect of OntRep. The two different paftshe evaluation are related to each other,
but are not mutually dependent. This means thatdhkelts from one part can be analyzed

without the results from the other. So these pads be viewed as two autonomous

evaluations.

The two parts of the evaluation were:
« Evaluate the automated categorization of requirésnen comparison to a manual
approach.
e Evaluate the automated conflict check for requinet®ien comparison to a manual

approach.

The purpose of both parts of the evaluation watopare the ontology-based approach with
a manual performance of the tasks in respect toteféind result quality. The test data for the

evaluation was based on the Siemens project “Tatah@.0".

4.2  Description of evaluation project and test data  : “TechnoWeb2.0”

The “TechnoWeb2.0” project is a software developnpeaject at Siemens Austria. Its goal is

to design and implement a web application thateseras a platform for communication and

networking between different technology expertsdeshe Siemens company. It uses the

Java technology “Liferay”, where so-called “Porlemake up the components of the web
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application. The project is being realized in ameagvay using the software development
process “SCRUM?”, and the configuration & projectmagement platform Trac [Trac]. In
Trac, all requirements, tasks and bugs can be sawédrganized as so-called “Tickets”.

This type of project suited well to evaluate OntRegrause OntRep has been implemented as

a Trac plug-in and was easy to integrate with ttogept’s tool infrastructure.

For the purpose of the evaluation the tickets efgloject have been analyzed and a subset of
them has been transferred into the requirementagesment tool “RequisitePro”, to be able
to generate a clean software requirements speaiicdSRS) document. Furthermore, |
added some self-created requirements to this daturme be able to evaluate certain
combinations and provoke conflicts between requenmeis

Some statistics about the SRS document:

. Number of requirements: 23

. Number of technical constraints: 7

. Number of business constraints: 4

. Number of glossary term definitions: 7
. Number of documentation guidelines: 4

4.3 Case study design

The following diagram shows the whole workflow thetd to be performed to prepare and

execute the case study:
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Figure 45: Workflow of the case study to evaluat®©ntRep

The diagram shows the two workflows that have heaformed to evaluate and compare (1)

the manual and (2) the ontology-based executioreadirements categorization and conflict
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analysis. The two workflows had the same requirdmdata as input, but were independent

from each other apart from that. | will now debereach step of the workflow in more detail:

Al & B1: Study Preparation
At first it was necessary to plan the evaluation @mepare all material necessary for its
execution. This included the following steps toetak
» Create an accurate evaluation plan.
* Prepare the requirements and the conflicts agitgat(based on the “TechnoWeb2.0”
project).
» Create a questionnaire for background informatiothe participants.
* Create the forms for manual execution of requirdsy@ategorization and conflict
check.
* Create a feedback form.

* Deploy OntRep software on a computer.

A2 & A3: Participant selection and group assignment

Next | had to choose which employees at Siemenbksnéicipate in the evaluation. | found 6
participants who had similar experience in softwdeselopment and project management,
and were willing to participate. They had basic Wwrmow in requirements engineering.
Furthermore, they were randomly assigned into tiiferént groups, which was necessary for
step A8. In addition, one expert at requirementgrezering participated in the evaluation (on
his own and not in any group).

The part of the OntRep tool expert has been peddrby myself.

A4 & B2: Introduction

The “Introduction” step has been inserted to haekear separation between the preparations
and the start of the evaluation. In this phase ptmticipants gathered at Siemens, have been
welcomed and briefed about the tasks and how tmqmerthem. The time measurement did
not start until all participants had gained a cleaderstanding of the tasks.

The introduction step for the ontology-based prgiet began when all necessary study
preparations have been met. | set everything uyetable to start time measurements, before

the practical part to evaluate OntRep started.
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A5: Background questionnaire
Each participant had to fill in personal informatibefore starting to perform the actual tasks
of the evaluation. This questionnaire includedftil®wing questions:
* What are your main roles in software developmeaojeots?
« How do you rate your ability to understand Engldbcuments? (low — some —
advanced — expert)
 How many years of experience in project managementou have? (less than 1 year
— between 1 and 3 years — between 3 and 5 yeame-than 5 years)
* What is your level of requirements engineering kflew? (low — some — advanced —
expert)
* What is your level of software development know-Rofdow — some — advanced —

expert)

A6: Individual requirements categorization

Now the actual tasks for the manual part of thduateon started. It was performed by using
an MS Excel sheet. This sheet included detailettuatons (additionally to the instructions

given by the evaluation organizer) on the taskd, @ctly marked the fields the participants
had to fill in.

It included fields for start, end time and pausetkt a description of the different categories
to choose from and a table to relate the requirésnesth the categories. The following

screenshot shows the main part of the form:
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Start Time 2:[14:12
Categories
S HEe
55| |2|5| |2
=4 =] =1 o
HEEHEHHE
. clo|lw|v|o|ls|w|a
Reguirements| <z |0 | |=|=|o | |w
1: The authenticated user shall be able to see the network news at the News Portlet. XX
2: The user will be able to use a R3S Portlet. X
3: The user ghall have the ability to define the layout of the portlets. X X
4: The software shall automatically clarify the interfaces to associated external systems. | X
5: Authenticated users shall be able to edit their own profile page. X
§: Administrators shall have the ability to configure the portal. X
7. The user shall be able to see a timeline of recent events. X X
&: The administrator shall have access to an administration panel. X
. Authenticated users shall be able to configure the News Portlet. X X
10: The user shall be able to see mata data for the FAST search. X
11: The user shall be able to access his configuration page. XX
12: When notifying the system shall be able to send at least 4 messages per second. X X
13: When searching the software shall use FAST search with indexing mode. X
The user shall have access to a sprint definition panel, which is part of the administration panel. XX
15: The system shall be able to use server side caching. | X X
16: The system shall update the index at least 30 times per hour. X
17: When notifying the system shall be able to send at least 3 messages per second. X
18: The system shall be able to send notifications after at most 100 milisecends delay. X X
19: The software shall be able to update itz site cache at least 10 times per minute. X
20:_When showing the timeline the system shall be able to show the 100 latest events. X X
21: When notifying the software system shall use SSL encryption. | X
The user shall have access to a sprint editing panel, which is part of the sprint definition panel. XX
23: The system shall offer a config information page. X | X
End Time 2:
Time for Pauses: minutes

Figure 46: The form for manual requirements categoization

The form has been filled by each participant indiinally, and additionally by the
requirements engineering expert. So the resulte wesheets from the participants and 1 sheet

from the expert.

A7: Individual requirements conflict analysis

The next step was to perform the manual conflielysis. Therefore the participants were
introduced into the task by the organizer, and tawtdilly read the detailed instructions with
examples on how to fill out the form containedhie MS Excel sheet.

The form exactly marked which fields the particifgahad to fill in. It also contained fields
for start, end and paused time. The form structtineddifferent elements (like requirements,
business constraints, glossary terms,...) in an stal®lable way to be able to minimize
formal errors.

The participants just had to mark the combinatibrequirements and all other elements that
they believed to cause a conflict in the columithef corresponding conflict type with an “X”.

The following screenshot shows parts of the form:
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Start Time: 11:03

End Time: 11:53

Time for pauses (in minutes): 5 min

Conflict Number 1 2 3
Conflict Type A B C A B C A B C
Requirement ID 23 17 2

15: The system shall be able to use semver side caching.

16: The system shall update the index at least 30 times per hour.

17: When notifying the system shall be able to send at least 3 x

messages per second.

18: The system shall be able to send notifications after at most 100 "
milliseconds delay.

19: The software shall be able to update its site cache at least 10

times per minute.

20: When showing the timeline the system shall be able to show the

100 latest events.

21: When notifying the software system shall use SSL encryption. X

22: The user shall have access to a sprint editing panel, which is part

of the sprint definition panel.

23: The system shall offer a config information page. X

Technical Constraints

The SSL encryption technique that is being used allows to process at .

most 3 messages per second.

The R3S portlet has to use an R3S feed to send event notifications. X
RSS feed allows to send notifications after 150 milliseconds delay on .
average.

FAST search with indexing mode allows 20 index updates per hour

on average.

Figure 47: The form for manual conflict analysis

Again, the form has been filled by each participartividually, and additionally by the
requirements engineering expert. So the resulte wesheets from the participants and 1 sheet

from the expert.

A8: Group requirements categorization and conflictanalysis

Now the 6 participants grouped together into twibedént teams (that had been defined in
step A3) and were assigned the task to harmonige thdividual results and produce a
combined group result. This procedure should siteuta review meeting, like it is very

common in software development projects.

The two groups worked separately. The results igf $tkep were two different group result

sheets.

A9: Feedback form

Finally the participants were asked to fill in arfowith personal feedback regarding the
evaluation: Where did they have problems? How eassyit to perform the tasks?

| made two separate fields to distinct the feedbfmkrequirements categorization and

conflict analysis.
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B3: Ontology preparation
As next step in the ontology-based evaluation @ecthe tool expert (myself) now started
with time measuring and prepared the ontology atogrto the needs of the task. This
included:

» Converting the given requirements into the spetiE@NF grammar.

» Preparing the ontology classes that serve as aasgo

» Defining synonyms and negated synonyms for thosel@yy classes.

B4: OntRep requirements categorization

In this step the tool expert loaded the converggiirements into the tool, set all necessary
parameters and initiated the automated categarizatiocess.

The threshold parameters were set to the valuehik. Was the optimal value in this case,

because the texts of the requirements were quitd, sind so there were almost no repetition
of words or synonymic words (which is necessameth thresholds higher than 1).

The time necessary to perform the fetching proaessreport generation was also measured.

B5: OntRep requirements conflict analysis
Now the automated categorization process had beishdd, the evaluation of the automated
conflict check started. Therefore | performed theps described in section 3.3.3. This
included:

* The modeling of glossary terms in the ontology.

» The modeling of other relevant facts in the ontgl@dtke technical constraints).

* The modeling of business constraints in the ongplog

* The modeling of documentation guidelines in theotmgy.

* The generation of the conflict analysis report.

The time taken for all these steps has been mahsaparately.

A10 & B6: Evaluation of results

After the execution phase of the evaluation had beeshed, it was necessary to extract the
results and bring them into an easily comparabtenfd-or the ontology-based approach it
was primarily necessary to check the correctnesgesitlts, and the time taken. For the
manual approach this included the analysis of &#led out form and check of the conflicts

and categories that had been marked by the pamitsp The extraction of data has been
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performed in a semi-automated way, by partly makusg of MS Excel's automation

capabilities.

In detail the data has been extracted from thevieilg artifacts:

6 result sheets for requirements categorizatioomfreach of the 6 individual
participants

6 result sheets for conflict analysis from eackhef6 individual participants

1 categorization result sheet from a requiremegineering expert

1 conflict analysis result sheet from a requirenergineering expert

1 categorization report created with OntRep

1 conflict analysis report created with OntRep

1 sheet on which the times measured for the onyabaged approach have been noted

The results were evaluated with statistical teaesqusing Excel and R and are described in

the following section.
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5 Evaluation Results

This section presents the results for the evaloatad ontology-based and manual

requirements categorization and requirements atrahalysis.

5.1 Evaluation results of requirements categorizati  on

Because there is no inherent “right” or “wrong” egdrization of requirements, | chose the
categorization results of the requirements engingeexpert to serve as a reference. This
means, that the more another result approximagesxpert’s result, the more it is considered
to be correct.

In the categorization process each requirementcoelassociated with an arbitrary number

of categories: Zero, one or more than one. Soigded four classes of possible results:

* Correct
“Correct” means that the related categories of ghdticipant exactly matched the
categories related by the expert.
Example:
Expert related the categories: 3,4,5
Participant related the categories: 3,4,5
* False
“False” means that none of the related categorfeth® participant matched the
categories related by the expert.
Example:
Expert related the categories: 3,4,5

Participant related the categories: 6
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» Partially correct

“Partially correct” means that one or more of teated categories of the participant

matched the categories related by the expert, diudlhof them.

Example:
Expert related the categories: 3,4,5
Participant related the categories: 3,4
* Overfulfilled
“Overfulfilled” means, that the related categorief the participant matched the

categories related by the expert, but the partntipéso related more categories.

Example:

Expert related the categories: 3,4,5

Participant related the categories: 3,4,5,6

Each result from the participants and also from@méRep categorization was associated into

one of these four classes. The following table shtve results (“P1” stands for “Participant

1" and “G1” stands for “Group 1"):

Individual Group
OntRep | P1| P2 | P3| P4 | P5| P6| Gl | G2
(average) (average)
overfulfilled 9,5 12,5 6 71 19 17 9 7 1 1 1
correct 5,7 6,0 8 71 5| 1 9| 6 § 4 8
partially correct 2,0 0,0 2 3 2l 0 3 0 (0
false 5,8 4,5 7 6| 6| 3| 5 8 7 4 5

Table 1: Evaluation results of requirements categadration

To visualize these results | converted them ineoftlowing boxplots:
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Figure 48: Boxplots visualizing the results of theequirements categorization

The results show that the group results could imptbe individual results. The team reviews
slightly increased the number of correct results] alearly decreased the number of false
categorizations. The number overfulfilled categatiins also increased, while partially
correct results decreased. The overfulfillment olBegorization is not as severely wrong as a

partially correct result. While an overfulfilled tegory only lowers the precision of the
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overall result, in a partially correct categoripatisome (maybe important) information is
missing.

So the increase of overfulfilled and decrease diglly correct results in the group phase can
be rated as an increase in correctness. Furtherimmae hint on how the teams had worked:
The groups apparently tended to merge their indadidesults together rather than excluding
poor results. This could have been caused throhghcobllaborative nature of the office

environment, where the participants possibly teoictm object to the opinions of others.

In comparison with the manual categorization, OptRerformed very well in terms of
precision: OntRep had more correct results thanntiwiduals on average and also than the
groups on average. Looking at each single resytiticular, there was only one participant
(P4) that could achieve more correct results.

OntRep also did not overfulfill as much categoiimas as the individuals and especially as
the groups. This is another indicator for the hghcision of the automated prototype.

The difference in partially correct results is sggnificant: OntRep did perform exactly as
well as the individuals on average, and slightlysecas the groups did.

Great opportunities for further improvements exisgarding the false positive results:
OntRep performed worse than the individuals andiggmn average, and is among the worst
results when comparing each single one in particdlae cause for this bad result were
“empty” categorizations: 4 of the 7 false categatitns made by OntRep were requirements
that have not been relatedday category. Obviously, OntRep could not find any chatg
synonyms, hyponyms or substrings to relate thogeimements to the right categories. A
cause for this issue probably were the short tektthe requirements. But there is high
potential to improve this result by investing meftorts into the user-defined specification of

synonyms.

The following table shows thefforts that had to be invested in order to perform the

requirements categorization:

o Group
Individual | Groupl | Group2
(avg. of | OntRep | P1| P2 | P3| P4 | P5|P6| G1| G2
(average) total total
totals)
Effort (in minutes) 15,33 95 66 80,5 16 5 24 18 10 16 (9 [16 |7

Table 2: Efforts for requirements categorization
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When analyzing the efforts, OntRep performed slighbrse than the individuals on average.

The efforts of the groups must include the indialdefforts of each participant (because the

knowledge gained from there has been used in #ra teview), and add the time spent for

the group review multiplied by three (because thpeesons had to invest their time in the

meeting). So the total of group 1 has been caledlasing the following formula:
P1+P2+P3+(G1*3)

The total efforts of the two groups on average mgch higher than for OntRep. This
indicates, that quality assurance and the collab@ramprovement of results is very time-

consuming.

But another aspect also needs to be analyzed wkemsding efforts: Scalability.

The main effort that had to be invested in OntRe the preparation of the ontology classes
and the user-defined synonyms. The time for thecqmses that run automatically is
insignificantly high at 2 minutes (possibly varyingth the hardware used). It can be assumed
that the number of categories (which cause the mi&mt) does not increase equally with the
number of requirements, because a system with eguabre element classes than elements
would reduce a classification to absurdity. Thisamethat the overall effort for OntRep does
not increase linearly with the number of requiretaen

For the manual approach, each single requirementdhbe categorized. This implies that the
overall effort for the categorization increaseswmiiie number of requirements. Because every

requirement has to be checked with every categloiy effort increases more than linear.

The following graph visualizes an effort approximoat with an increasing number of

requirements:
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Figure 49: Effort approximation for categorization of an increasing number of requirements

The effort approximation assumes a 1:3 ratio ofgaities to requirements at a low number of
requirements, and a 1:5 ratio at 50 and more remueints. This can be assumed due to the
following fact: The more categories exist, the legis the probability to be able to relate a
new requirement into an already existing category.

The efforts for the automated approach in the appration are based on the increasing
number of categories (in a ratio based on the atialu results), while the efforts of the
manual approach are based on the increasing nushbeguirements (in a ratio based on the
evaluation results).

The diagram shows, that the effort differences betwautomated and manual approach

rapidly diverge with an increasing number of regmients.

Another aspect that has not been taken into acdoair® and which was not topic of the
evaluation is thepossibility of reuse When executing multiple software development
projects in a similar context, there is the posisybof reusing the knowledge of an ontology
(categories and synonyms), so the preparationsdvool need to start from zero. But this

assumption needs further investigation.
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5.2  Evaluation results of requirements conflict ana lysis

The second part of the evaluation was concerndudtivé finding of conflicts in the given test
data. The reference solution consists of all cot#lin the test data that fall into one of the
well-defined conflict classes described in sec8ah2. Other possible conflicts have not been
counted as true conflicts.

The reference solution has been built by myselfabgurately analyzing the test data. It
contains 22 true conflicts. Errors in this solut@annot be excluded by 100% probability. But
because the automated result matched the refesaigton exactly, there is a very high

chance that the reference solution is correct.

Every conflict that had been marked by a partidipaas been classified into one of the

following result categories:

» Correctly identified conflicts
This class includes all true conflicts that haveerbemarked by the participant,
including all elements that are involved in theftioh(like for example glossary terms
or technical constraints).
» Correctly, but partially identified conflict
This class includes all true conflicts that haverbenarked by the participant, but
without correctly marking all elements that arediwed in the conflict (like for
example glossary terms or technical constraints).
» Conflicts not found
This class includes all true conflicts that havelreen marked by the participant at all.
* False positive conflicts
This class includes all conflicts that have beemkath by the participant, but actually

arenot true conflicts.

Furthermore, two aggregated categories can beeatkfin
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» Sum of correctly identified conflicts
This is the sum of the correctly identified corti@nd the correctly, but only partially
identified conflicts.

» Total conflicts found
This includes all conflicts found by the participaincluding false positive conflicts. It
can be calculated by adding the sum of correctgntified conflicts to the false

positive conflicts.

Each conflict from the participants and also frdra OntRep report was associated with one
of the described categories. OntRep correctly iiedt100% of the true conflicts without
false positives, so it won't be listed in the felimg comparisons.

The next table shows the absolute results of theualaconflict analysis (“P1” stands for
“Participant 1” and “G1” stands for “Group 1”). Thmesults of the requirements engineering

expert are also included (“EXP"):

Individual Group
P1|P2|P3|P4|P5|P6|Gl|G2|EXP
(average) (average)
Correctly identified
) 3,66 55 3| 3| 1 3| 1 11 § g 1(
conflicts
Correctly, but partially
3,33 5 9 2| 4| 2| 2| 1 6 4 5
identified Conflicts
Sum of correctly
7 10,5 12| 5| 5| 5/ 3 12 11 10 1%
identified conflicts
Conflicts not found 15 11,5 100 17 17 1y 19 10 11 12 7
False positive conflicts
10 11 8| 4| 4| 1§ 23 6§ 10 1 2
found
Total Conflicts found 17 21,5 200 9| 9| 20 26 18 20 22 1f

Table 3: Absolute evaluation results of manual cotitt analysis

The visualization of these numbers produces tHevimhg boxplots:
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Figure 50: The absolute results of the manual confit analysis converted into boxplots

The following table shows the relative average ltissn percent. This answers the question:
What percentage of the 22 true conflicts have lheend?
The value for false positives states how many peroé the total conflicts that had been

found were false positives.
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Relative average result Relative average result| Relative result
(individual) (group) (expert)

Correctly identified conflicts 16,67 % 25% 45,45 %
Correctly, but partially
) N ] 15,15% 22,73 % 22,73 %
identified Conflicts
Sum of correctly identified

) 31,82 % 47,73 % 68,18 %
conflicts
Conflicts not found 68,18 % 52,27 % 31,82 %
False positive conflicts found 58,82 % 51,16 % 11,76 %

Table 4: Relative evaluation results of manual cofitt analysis

From these results, the following conclusions camltawn:

As expected the reviews in the groups significantiproved the individual results.
The number of identified conflicts increases froboat a third to a half. The ratio of
false positives has been slightly improved. Butah be seen from Table 3 that the
absolute number of false positives has not beenowepol.

Similar to the categorization, this indicates trehdwior of the teams: The groups
apparently tended to merge their individual restdtgether rather than excluding poor
results. It seems that they did not assess thepssels experienced enough to reject
the conflicts found by others.

Though the team reviews could improve the valuecforectly identified conflicts,
only about half of the true conflicts have beennidun total (including partially
identified conflicts). This value would probably tnbe satisfying in a real project
environment, because lots of conflicts would capisEblems at a later stage of the
project, increasing their costs.

The high number of false positives (more than bathe conflicts found were no true
conflicts) is another indicator that the confliciadysis is a very challenging and error-
prone task to perform manually. This is probablyss by the high number of
elements that can be included in a conflict (déférrequirements, glossary terms,
constraints).

False positives are not as costly as conflicts iaae not been found at all, because
their correctness can be validated at an earlyestdighe project. But nevertheless,

high efforts have to be invested into the inspectibthe conflicts found.
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* The requirements engineering expert achieved teerbsults. He correctly identified

more conflicts at a lower error rate than the imimls and the groups. This shows

that practice can significantly improve resultsgewnore than team work.

Nevertheless, the expert also did not find abouhiad of the true conflicts. An

indicator that experience does not necessarily meaachieve optimal results, and

again highlights the major error-proneness of st

The following table shows the relative results tspip into the different conflict classes.

Overall there were 7 conflicts of type “CRC”, 10tgpe “CRG” and 5 of type “CRR”. Only

the most important numbers are shown:

Relative average result

Relative average result

Relative result

(individual) (group) (expert)

Conflict type “CRC”
Sum of correctly identified

) 28,57 % 57,14 % 42,86 %
conflicts
False positive conflicts found 68,42 % 50 % 0%
Conflict type “CRG”
Sum of correctly identified

) 30 % 50 % 80 %
conflicts
False positive conflicts found 52,63 % 33,33 % 11,11 %
Conflict type “CRR”
Sum of correctly identified

) 40 % 30 % 80 %
conflicts
False positive conflicts found 53,85 % 75 % 20 %

Table 5: Relative average results by conflict type

The results show similar numbers for the conflaftsype “CRC” and “CRG”. For both types,

the team reviews could improve the overall corres$n

Conflict type “CRR” differs from that: Interestingl here the team reviews worsened the

individual results. Maybe this could have been eduby the different nature of “CRR”

conflicts: While “CRC” and “CRG” are similar anddtefore the teams had more practice
with the finding of those conflicts, “CRR” confletare quite different. But it has to be said

here that 5 conflicts of type “CRR” are not enoughbe able to draw empirically proven

conclusions.
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Like the individuals the expert had most problennsdihg conflicts of type “CRC”.
Furthermore, he did not mark any conflicts of tyge wrong. This indicates that he was very
careful with this type. Maybe he lacked practicdirading this particular conflict type. This

shows that personal preferences and experienceaplagportant role for conflict analysis.

The true conflicts can also be categorized by avadktribute: Their complexity. | defined a
conflict as “simple”, if at most 3 elements areatwed in it (elements can be requirements,
glossary terms, constraints). If 4 or more elemangsinvolved, it is “complex” according to
this definition.

The following table shows relative results accogdio conflict complexity. Overall there
were 12 simple conflicts, and 10 complex conflici$ind.

The values for the false positives in the tabléestew many of the simple/complex conflicts
marked by the participants (depending on the nunabenvolved elements) were no true

conflicts:

Relative average result Relative average result | Relative result
(individual) (group) (expert)

Simple conflicts
Sum of correctly identified

) 31,94 % 50 % 75 %
conflicts
False positive conflicts found 67,61 % 53,85 % 18,18 %
Complex conflicts
Sum of correctly identified

) 31,67 % 45 % 60 %
conflicts
False positive conflicts found 36,67 % 47,06 % 0%

Table 6: Relative average results by conflict compkity

The results are as expected: The individuals aedytbups did not find as many complex as
simple conflicts. Also, the results in the teamieaxs could be improved more for the simple
than for the complex conflicts. The expert's difiece between simple and complex conflicts
found is even more significant.

The table also shows that more of the false p@sttonflicts were simple than complex. This
indicates, that the more elements a potential minfhvolved, the more certain the

participants had to feel about its correctnesgadly mark it.
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The following table shows thefforts that had to be invested in order to perform thefla

analysis:
Group
Individual | Groupl | Group2 | (avg.
OntRep | P1 | P2 | P3| P4 |P5| P6 | G1 | G2 | EXP
(average) | total total of
totals)
Effort (in minutes) 97,166 408 397 402,5 91 120 75 PO 108 |90 [OO |41 | 385

Table 7: Efforts for conflict analysis

Like it has also been done for requirements categion, the efforts of the groups also have

to consider the individual efforts of each partaip (because the knowledge gained from

there has been used in the team review). So thedpant for the group review multiplied by

three (because three persons had to invest thegr in the meeting) has to be added to the

individual efforts of the group members. The tathlgroup 1 has been calculated using the

following formula:

P1+P2+P3+(G1*3)

In comparison, OntRep took slightly less effortritthe individuals on average, and double

the effort as the expert. Because the team reviesksthe time of multiple persons, the total

group efforts are about four times higher than@otRep. This indicates that the execution of

quality assurance is even more time-consumingdaflict analysis than it is for requirements

categorization. Conflict analysis is a more compbesk and this makes it harder to compare

and review different results.

When looking at the aspect sfalability, we need to analyze what tasks made up the efforts

for the OntRep conflict analysis:
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Figure 51: Particular efforts for automated conflict analysis

The diagram shows that most efforts had to be dimmethe task of converting the
requirements into EBNF grammar, because this hde tdone for each single requirement.
The second most efforts took the modeling of eldsen the ontology, especially the

modeling of business constraints and relevant facts

To approximate efforts for larger scales, | fireunted all involved elements (requirements,
constraints, guidelines, facts and glossary terfBaked on these numbers | assessed how
many elements exist in a SRS with an increasingbmuraf requirements, because with more
requirements, also the number of facts, glossanggend other elements increases.

To estimate the efforts for the preparation ofahtomated approach, | calculated how long it
took for a single element in the evaluation setimmgd multiplied it with the values of the
increasing number of elements. Example: Accordmthe evaluation, it took 30 minutes to
convert 23 requirements into the EBNF grammar. Gaanvert 30 requirements, it takes
approximately 39 minutes, to convert 50 requiremeproximately 65 minutes,... and so
on. | calculated values for each kind of elemerst Way to get authentic values.

The approximation for the manual performance musiude another aspect: For the
automated approach, the preparation has to be fluimeach single element, without

interdependence with other elements. But during ienual conflict analysis all the
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requirements have to be checked with each othenegle So the manual efforts do not

increase in a linear, but quadratic way.

To estimate the manual efforts, | approximated nlenber of relations that have to be

checked with an increasing number of elements. \Ai& 47 elements in our evaluation

setting, thereof 23 requirements. So the 23 remeérgs had to be checked with 24 other
elements, which results in 552 (23 multiplied by &dations to check.

According to the evaluation, it took the individsi&7 minutes to check the 552 relations. So
to check 900 relations, it takes approximately I%8&wutes, to check 2000 relations

approximately 352 minutes,... and so on. | calculabedvalues for an increasing number of
elements. Then | did the same for the expert, whisse value was 45 minutes for 552

relations. The following graph shows the results:
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Figure 52: Approximating the efforts for conflict analysis for an increasing number of elements

The graph shows the sharp increase of efforts ridividuals. The values start to differ
significantly for 90 elements (which correspond@requirements), and skyrocket for 165
and 248 elements (which correspond to 100 and dé@irements). Furthermore, these values
do not consider any efforts for team reviews.

The efforts for the expert do not increase that, fasis for 47 and 60 elements (which
correspond to 23 and 30 requirements) even sligbwher than the automated approach. The
expert’'s effort meets the automated effort at ments, and exceeds it at 165 and 248

elements.
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When comparing these efforts, it always has to diesidered that the automated approach

provided the best results regarding conflict idesdtion correctness.

5.3 Threats to validity

Several measurements were taken to assure thenahtealidity of the evaluation: The
concept of the study was reviewed several timeslifigrent persons, an expert on how to
conduct software engineering studies among them.

Furthermore, we executed a test run with a testgperThis verified that the explanations and
task descriptions of the evaluation forms are ustdadable for the participants, and helped to

estimate the required time frame.

To assure the external validity of the evaluatiomjas performed at the professional software
development company Siemens Austria. The testwlasabased upon a real ongoing project
at Siemens. The participants were all IT professimnand had medium requirements
engineering know-how and advanced software engimgeknow-how. In addition, the
requirements engineering expert served as expetaif@ontrol group”.

Despite these measurements some potential threglsé hinder the ability to generalize the
evaluation results on a broad scale:

* The most obvious threat to the evaluation’s vafidg the rather small number of
participants. The number of 6 persons plus 1 exgms not allow to view the insights
gained as empirically proven facts. Therefore,dgast to rerun the study on a larger
scale in future work.

* The efforts to converse the requirements into trexiied EBNF grammar is highly
dependent on the projects way of specifying requémgts. A tool supported method
could make any manual conversion unnecessary, whikpecification document
without any formal structure might multiply the iesated efforts.

« The number of conflicts in a software requiremegpecification depends on a
multitude of factors: The number of constraints anddelines, the accuracy of

requirements, the process of requirements elioitati. etc.
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Therefore it is very difficult to make estimatiortd how many conflicts and
constraints exist in the average requirements Sgatton. The absolute conflict
numbers of this evaluation shall not be generalized

But in proportion, because a different number aofflicts or constraints influences the
automatedand the manual efforts, the evaluation results shdaddapplicable to

software specifications with more or less conflasswell.
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6 Discussion

The standard way ofategorizing requirements in software development projects is to
perform it manually. The results of the evaluagyasented in this master thesis indicate that
the automated approach OntRep is a proper alteenafihe quality of OntRep’s
categorization was only slightly worse than manup#rformed, with similar efforts. OntRep
uses existing information retrieval approaches gmabeyond keyword matching to identify
relationships between requirements and categories.

Because of the analysis of synonyms and hyponymtR&p can be used in domains where
different stakeholders use different terminolog@sthe same concepts. This inconsistency
makes the analysis of syntax-driven approachegddrand incomplete. Through WordNet,
OntRep makes use of a large knowledge base whemradepts are linked semantically.
Furthermore, it uses the benefits of ontologies thet expandable nature, to be able to map
different terms to the same concept and thus stppdretter comparison of differently
formulated requirements. Thus, the requirementsneregs have more flexibility regarding
the vocabulary to use for requirements formulation.

OntRep’s categorization performance can be inctkéisgibly by investing more time into
the specification of user-defined synonyms. Thiallstmprove OntRep’s handicap of not
being able to relate all requirements to at least@ategory.

The big advantage of OntRep lies in its scalabiktgcording to approximations based on the
evaluation results, the effort for ontology prep@aras does increase much less than the effort
for manually categorizing a high number of requiests. But it needs further research to

confirm this.

There are different ways of how to defineanflict between requirements depending on the
context, but in general it is a particular kindiotferdependency between different elements.
In terms of conflict analysis, there is a rang@iffierent techniques reported in literature, e.qg.
code overlaps [Egyed, Griinbacher, 2004], or byndedi a specific logic [Hunter, Nuseibeh,
1997]. Generally there is the distinction betweamal and informal, and between syntactic
and semantic approaches (also see section 2.53uBe®©ntRep analyzes the contents of the
requirements and semantically processes their,téxtsan be called a formal, semantic

approach.
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OntRep’s approach for conflict analysis is base@miologies. Their graph-based structure of
elements and reasoning capabilities are well-sddethis kind of task.

| focused the evaluation on three conflict typesnficts between requirements and business
constraints, conflicts between requirements andumhentation guidelines, and numerical
conflicts between requirements (possibly involviteghnical constraints). The choice for
these types of conflict was a reasonable tradéetiiveen covering a broad range of possible
conflicts and tool implementation efforts. Espdgi#the automated check for conflicts of type

“CRR” holds the potential to be extended to findrenthan only numerical conflicts.

The results of the evaluation of the automated|mirg#nalysis are promising. The evaluation
was designed to not only consider the manual ainfinalysis of individuals, but also
included group work to simulate review meetingse Teedback from the participants was
very clear: One stated that it was “hard to dodbeflict analysis”, another one wrote “it is
difficult and cumbersome to find the conflicts”. §lstatistics extracted from the evaluation
results speak the same language: The high effloatshiad been invested by the participants
resulted only in a small number of correctly idéat conflicts.

Of course OntRep’s conflict analysis does also covith efforts: The biggest preparation
task according to the evaluation is the converside requirements into the specified EBNF
grammar. One could argue that most requirementspa@fied in plain text in the majority of
today’s software requirements specification docusie@n the other hand, the importance of
a specified grammar to use for requirements ineeasen requirements databases are used,
which is typical for large projects. Because thehe requirements need to be clear and
understandable even without the context from a oheri. Furthermore, the usage of
requirements management tools can support theinsgefining the requirements in valid
grammar.

For OntRep the way of modeling the ontology is dcdjon importance: It can only find
conflicts involving facts or constraints that habeen modeled correctly in the ontology. The
constraints work like an exactly specified filter the requirements. This also implies, that if
the user did not specify them in the intended whg, tool cannot find the corresponding
conflicts. If a constraint does not exist in theadogy at all, OntRep cannot find any conflicts
related to that constraint. And if a constraint leen modeled wrongly, it might find
conflicts with that constraint it was not supposedind. But if all facts and constraints have

been modeled correctly, OntRep finds all correspandonflicts.
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In comparison, the results of the evaluation shotliat OntRep brings results of much higher
quality than when performing the conflict analysignually. The preparation efforts were
similar to the manual efforts of persons with basiguirements engineering know-how, and
higher than for the requirements engineering exfarta low number of elements. But
OntRep’s results regarding scalability look promgsi Approximations show that its
preparation efforts do only increase linearly, whihe manual efforts increase much faster,

even non-linearly.

The concept still has room for improvements, benseto be a promising new approach.
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7 Conclusion & Further Work

Software engineering projects are becoming moreptexnnowadays: This is caused by an
increasing number of requirements, increasing cerifyl of their contents and relationships
among them, and project members with different dorbackgrounds and terminologies. To
keep an overview on the requirements, project mensagnd requirements engineers relate
them to different categories. To prevent costlyngfes in the requirements at a later stage of
the project, they perform a conflict analysis oe tiequirements and existing constraints.
However, the manual performance of these taskstimeconsuming work and very error-
prone.

In this master theses | proposed an approach massdmantic technologies for automating
these requirements engineering tasks and introdticedautomated ontology-based tool
“OntRep”, which makes usage of the ontology desiomplanguage OWL-DL and semantic
reasoning mechanisms. The requirements need torbmulated in a grammar | specified

using EBNF, which supports the automated analyafrthe requirements contents.

| evaluated the costs and the benefits of the ogyebased approach by conducting a real-
world industrial case study at Siemens Austria \@ithroject managers divided into 2 teams.
The study focused on the comparison of automatednaanual performance of the tasks
regarding efforts and results quality. In the easibn, the participants had to manually
categorize the requirements of the case studygirimj® a given set of categories and analyze
the requirements for conflicts between them andstamts. In addition, a requirements
engineering expert was assigned the same taskOiitiep tool automatically performed the
categorization and conflict analysis on the santa.daneasured the necessary efforts and the
quality of results for all participants and for Gefp.

The evaluation results showed that OntRep can ®per alternative or amendment to the
manual categorization of requirements in typicdtveare development projects, because it
provides results of only slightly lower quality Wwitsimilar efforts, but is scalable much
higher. Its benefit increases with the number glireements to categorize.

OntRep’s categorization quality can be increasednigsting efforts into the definition of

synonyms to the ontology.
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In the conflict analysis, OntRep identified alldéraonflicts in the requirements, while manual
approaches only found 50% to 60% and produced rhigtrer rates of false positives with
similar efforts. OntRep can analyze three conflygies at the moment: Conflicts between
requirements and business constraints, betweenreaggnts and documentation guidelines,
and numerical conflicts between requirements (wwgl technical constraints).

Approximations show that OntRep is much more sdaltédan the manual approach.

The ontology-based approach seems to be helpfyrfgect managers, who want to manage
the requirements with less effort, but keep theirsistency high. Both tasks can be conducted
by using OntRep. The management in software dewedop projects benefits from reduced
manual effort for requirements categorization andnflct analysis, and reduced

communication and clarification effort through amtted conflict analysis support.

OntRep can be improved farther work by supporting the user in modeling the constraints
and the facts of the ontology. At the moment, aldeling has to be done manually. Also, the
conversion of requirements into the specified EBN&mmar can be performed much more
efficiently through tool support.

The types of conflicts that can be found by OntRall be extended in future work.
Especially the type “CRR” can be expanded to inelngbre than only numerical conflicts
between requirements. The ontology-based approaghd é¢nclude the possibility to freely
define conflict types manually with semantic meamtghe future. This would allow to extend
the conflict types to be found without restrictions

OntRep could also be extended to automatically $ehantic relationships between different
requirements. Example relationships could be “desst, “consists of” or “depends on”. At

the moment, it is only possible to define thesatr@hships manually.

Further work shall repeat the evaluation in a largavironment, with more participants to
improve the validity of results. In addition, thember of requirements and constraints shall
be increased in order to analyze the correctneisecdipproximations made, and gain results

of higher scale.
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