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ARTICLE

Location-based monitoring in production environments: does 
transparency help to increase the acceptance of monitoring?
Christian Jandl a*, Setareh Zafari b*, Florian Taurera, Martina Hartner- 
Tiefenthaler b and Sebastian Schlund b

aDepartment Media Technologies, Institute of Creative\Media/Technologies, St. Pölten, Austria; bFaculty of 
Mechanical and Indusrial Engineering, Institute of Management Science, TU Wien, Wien, Austria

ABSTRACT
In the context of smart manufacturing, the technical development 
of monitoring systems has made it possible to track employees with 
the same systems that are used to track assets. This study contri
butes to our understanding of the acceptance of location-based 
monitoring of employees and investigates how the perceived priv
acy risk regarding monitoring can be tackled by examining the role 
of transparency and the perceived value of monitoring. We 
designed an experimental setting in which students assembled 
a 3D printer and manipulated transparency with two conditions: 
a detailed explanation of monitoring during the task vs. monitoring 
without any explanation. The results show that the higher the 
privacy concerns and perceived risks were, the lower was the 
acceptance for monitoring. However, the negative effect of per
ceived risk diminishes when both, transparency and the value of 
monitoring are high, but becomes even stronger when only trans
parency is high and perceived value is low.

ARTICLE HISTORY 
Received 5 October 2022  
Accepted 14 December 2022 

KEYWORDS 
Privacy; employee location 
monitoring; tracking and 
tracing; transparency

1. Introduction

Employee monitoring (EM) and its impact on the working environment is a widely 
discussed topic in the field of organizational research. People engaged in employee 
monitoring often have strongly differing views on economic, ethical, and legal issues 
(Kaupins & Minch, 2005). A more comprehensive inquiry into ethical concerns is 
necessary to understand the complexity of EM (Martin & Freeman, 2002). On the one 
hand, it is argued that EM may improve work performance, security and safety (Bhave,  
2013; Lucas et al., 2016), while on the other hand, EM raises questions regarding 
engagement, privacy and social control of employees (McNall & Roch, 2007; Zweig & 
Webster, 2003).

Nowadays, companies can precisely record and automatically analyse extensive 
amounts of data. The development of monitoring systems in the context of smart 
manufacturing has made it technically feasible to track and trace employees using the 
same systems that are normally used to track assets. In the context of smart 
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manufacturing, people can also be seen as ‘things’ to be monitored and connected with 
each other or with machines.

Employee location monitoring (ELM) refers to emerging technologies that enable an 
organization to monitor and determine the location of its employees in near real time 
outdoors with the Global Navigation Satellite System or inside buildings with wireless 
sensor networks (Kaupins & Minch, 2005). Thus, modern tracking and tracing systems 
offer a broad range of functionality to monitor employees, who may not be aware of this 
tracking. Although EM has advantages for organizations and potentially also for employ
ees themselves, like a safer workplace where working conditions are hazardous (e.g. 
tunneling, mining or a better overview of a construction site, Jandl et al., 2021), the extent 
to which employees feel that monitoring is an invasion of privacy will likely influence 
their acceptance of monitoring (Abraham et al., 2019; Alder, 2001). Furthermore, EM 
might enable supervisors to obtain more information about their subordinates’ behavior, 
which could lead to a feeling of permanent surveillance and pressure to perform, 
resulting in stress and strain without any beneficial effects on performance (Ravid 
et al., 2022). This might be particularly relevant when employees do not know what 
data is being collected and for what purposes monitoring is taking place. Previous studies 
have found that increasing transparency regarding the types and purposes of data 
collection can minimize people’s negative attitudes (Anderson & Agarwal, 2011; 
McNall & Roch, 2007; ten Berg et al., 2019). Therefore, it is necessary to thoroughly 
weigh the effects of transparency and understand when transparency positively influ
ences employees’ acceptance of being monitored.While some research has been carried 
out on the impact of location monitoring procedures on employees’ attitudes and 
acceptance (Jeske & Santuzzi, 2015; Jeske, 2022; Wells et al., 2007), there have been few 
empirical investigations of the role of transparency in the acceptance of ELM. 
Transparency is defined as the extent to which employees are given information and 
notified about the characteristics of workplace monitoring (White et al., 2020). Since 
individuals are more likely to accept monitoring when organizations are transparent 
about the process involved in setting policies and procedures (Al-Jabri & Roztocki, 2015; 
Leventhal et al., 1980), transparency about the nature and purpose of monitoring is an 
important issue that needs further investigation (Brauneis & Goodman, 2018). In other 
words, although increasing transparency regarding tracking systems can increase peo
ple’s willingness to adopt them (Porumbescu et al., 2020; Wu et al., 2021), too much 
transparency might be counterproductive. Making people aware of the operating prin
ciples and types of data gathered by the system could trigger privacy concerns and reduce 
employees’ acceptance of being monitored. Privacy in the work context can be described 
using control theory, which measures privacy as the amount of control a person has over 
their personal information (Moor, 1990). Another approach is restricted access theory, in 
which privacy is characterized by the level of access others have to someone’s personal 
information (Moor, 1997). In either case, with the advent of more invasive and ubiqui
tous monitoring systems due to increasing digitalization of the work environment, 
organizations are forced to reconsider their concept of employee privacy.To address 
this problem, this study analyzes how transparency regarding monitoring shapes the 
relationship between perceived privacy risk and the acceptance of ELM technology in the 
smart manufacturing context. In more detail, we pursue the following research aims: (1) 
to determine how the perceived privacy risk resulting from monitoring can be addressed, 
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(2) to identify the role of transparency regarding monitoring and perceived value, and (3) 
to define moderators of the relationship between acceptance of monitoring and perceived 
risk and privacy concerns. To achieve these aims, an experiment with 135 participants 
was conducted in a laboratory setting in which participants were exposed to a real work 
situation while being electronically monitored. Transparency was manipulated using two 
conditions: One group received a detailed explanation of the monitoring and what data 
was being collected, whereas the other group did not receive any information about how 
the monitoring data would be processed during the experiment (but was informed after 
the experiment). After carrying out the work tasks, participants were asked about their 
acceptance of surveillance, their privacy concerns, perceived risk, and perceptions of 
monitoring to investigate how these interact with acceptance of EM. This enabled us to 
identify the role of transparency for acceptance of tracking and tracing systems. Many 
studies call for transparency when employing EM, while our study describes how 
transparency can be used properly to increase acceptance and what negative effects too 
much transparency may have. Our moderated mediation model of perceived value, 
transparency, perceived risk, privacy concern and acceptance of monitoring can serve 
as a foundation for future research in this context.This paper is structured as follows: 
Section 2 provides technical background on tracking and tracing systems and theoretical 
issues in EM, which are needed to develop the hypotheses. Section .1 describes the 
experimental setup, sample and measures. Finally, Section .2 presents the results of the 
hypothesis tests, and Section 2 discusses the results and provides recommendations for 
managerial practice. 2Theoretical background and hypotheses development.

1.1. Location-based services

Advances in technology such as intelligent surveillance give organizations with 
a constant overview of the business process by collecting various data that help to 
coordinate, plan and optimize production processes (Brettel et al., 2014). Location- 
based services are defined as services that take an entity’s geographic location into 
account (Junglas & Watson, 2008). The tracking and tracing of physical objects is 
referred to as asset tracking and captures all activities and methods for capturing and 
using real-time locations and status data for objects, such as tools, containers, raw 
materials or production orders. It is already standard in many industries (Oztekin 
et al., 2010).

For the term location-based services to apply, four conditions must be met: First, the 
term ‘entity’ in this context refers to an object for which location information is stored, 
and can be either human or non-human. For instance, manufacturing good that is 
physically tracked on the shop floor for product and process quality purposes is a non- 
human object. Second, a location-based service always involves at least two entities. In 
a general geographic grid (e.g. longitude and latitude), entity A is always in relative 
position to entity B. Furthermore, each entity can be either static or in motion, where 
static may mean either permanently static (such as a building) or temporarily static (such 
as a parked truck). Third, one of the entities is always the object of location-based 
services, which means that position information for this object is recorded. Fourth and 
finally, one of the entities is always the receiver of the location information for the tracked 
object. The literature distinguishes between location-aware services and location tracking 
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services (Barkhuus & Dey, 2003). Location-aware services provide personal user informa
tion at a specific geographic location for users, whereas location tracking services provide 
information about user’s whereabouts for platform operators. Usually, location tracking 
services are used for logistical purposes. Although it is more common for objects, 
humans can be tracked with the same technology, raising ethical issues.

The application of cyber-physical production systems in the context of smart manu
facturing increases the amount of data collected through smart sensor technologies (e.g. 
wearables, IoT). These technologies promise increased productivity, operator support 
and real-time monitoring in an increasingly complex work environment, where simple 
repetitive tasks have been automated (Krishnamurthi et al., 2020; Ordieres-Meré et al.,  
2019). A key factor in the success of these technologies is the availability of data about the 
employee and his or her workplace and tasks. However, it is important to realize that the 
collection of such data about employees is not a trivial task, but rather a significant 
challenge for organizations in terms of meeting societal and legal requirements. To do so, 
it is necessary to ensure that the data obtained meet all requirements of secure and 
correct use by authorized persons only. It is essential for organizations to build employ
ees’ trust in the technology and the organization and to design these technical solutions 
in a way that has direct added value for them when using it, which could help to convince 
employees that the sharing of their data is crucial. For example, initial applications to 
analyse employee health data can help to identify health problems at an early stage and 
can thus suggest preventive measures (Austin et al., 2021). This can then reduce sick 
leave, which is beneficial for both employees and the organization. Furthermore, an 
increase in available data on employee behaviour can make it possible to more objectively 
assess individual performance, which can lead to a higher degree of fairness through 
fairer pay (Hancock et al., 2018).

Current asset tracking systems use wireless sensor networks to determine the position 
of an object (Khalaf & Sabbar, 2019). These systems are based on standardized wireless 
technologies that are also common in everyday life, such as Wifi, Bluetooth, RFID, or 
ZigBee (Zafari et al., 2019). Each object must be equipped with a tag or beacon, i.e. a radio 
transmitter. These tags are active or passive radio transmitters that send their identifica
tion number to a suitable system at a certain interval. Readers are statically positioned in 
the area where data recording takes place to ensure optimal detection of the radio signals 
from the tags. Figure 1 schematically illustrates the architecture of a TATS. Readers 
collect a transmitter’s identification number and a received signal strength of its radio 
signal. Using triangulation, values from multiple readers can be used to calculate the 
physical location of a tag in the observed zone (Zafari et al., 2019).

1.2. Employee monitoring

Organizational control is dynamic and evolves over time (Cardinal et al., 2004). Many 
organizations may directly monitor employees’ work or decide to use tools and systems 
such as monitoring and tracking technology. Although it might have beneficial outcomes 
for the organization (e.g. reducing costs, Jeske, 2021; optimizing performance by identi
fying room for improvement, Welter & Ensslin, 2021; monitoring quality and managing 
potential risks, White et al., 2020), ensuring that employees accept monitoring can be 
challenging.
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Holt et al. (2017) discusses the ethical implications of monitoring and found that 
people consistently rate the ethics of the organization poorly when it deploys a high level 
of monitoring. The important role of workers and the social subsystem for the adoption 
of Industry 4.0 technologies has been discussed (Marcon et al., 2022; Vereycken et al.,  
2021). Thus, implementing and successfully operating monitoring technologies requires 
acceptance by users before planning and implementations.

While the use of innovative tracking and tracing technologies holds attractive poten
tial for companies, it is also associated with serious risks. There is considerable evidence 
in the literature that monitoring can also evoke negative reactions, such as feeling that 
one’s privacy has been invaded (McNall & Roch, 2007), perceptions of unfairness 
(Moorman & Wells, 2003), decreased job satisfaction and organizational commitment 
(Wells et al., 2007) as well as greater stress in work-related tasks (Aiello & Kolb, 1995; 
Ravid et al., 2022). It is now well established from a variety of studies that the extent to 
which employees believe monitoring is an invasion of privacy influences their acceptance 
of monitoring (Alder et al., 2008; Van Slyke et al., 2006). Privacy concerns could be 
a significant barrier to the growth of ubiquitous technology, which collects and stores 
extensive information about people and their activities (Perera et al., 2016; ten Berg et al.,  
2019). If employees are expected to use a device that tracks their location and the time 
spent in each location, their privacy can be undermined, as this tracking serves as a proxy 
for information privacy. Information privacy is a subset of general privacy and reflects 
identifiable personal information (Smith et al., 2011).

While perceived privacy risk refers to potential losses resulting from sharing and 
disclosing information (ten Berg et al., 2019), we expect that individuals’ perceived 
privacy risk is shaped by their general concern about privacy. Privacy is defined as ‘a 
state or condition in which the individual has the capacity to (a) control the release and 
possible subsequent dissemination of information about him or herself, (b) regulate both 
the amount and nature of social interaction, (c) exclude or isolate him or herself from 

Figure 1. Exemplary system architecture of a tracking and tracing system (Jandl et al., 2021).
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unwanted (auditory, visual, etc.) stimuli in an environment, and, as a consequence, can 
(d) behave autonomously’ (Stone & Stone, 1990, p. 358).

Generally, privacy-related decisions involve trades-offs and are based on individuals’ 
‘privacy calculus,’ that is, engaging in a cost-benefit analysis where they evaluate the 
perceived risks versus the perceived benefits of providing (or accessing) information 
(Dinev & Hart, 2006). Based on this calculus, people decide both consciously and 
unconsciously about the privacy they are giving up and the benefits they receive in 
return (Dinev & Hart, 2006). If the perceived benefits exceed the calculated risks to 
privacy, individuals will be more likely to react more favorably to monitoring. Thus, 
perceived risk is a more situation-based factor that can override the dispositional factor 
of general privacy concerns (Kehr et al., 2015). ten Berg et al. (2019) found that despite 
their privacy concerns, people are willing to disclose personal information when asked to 
comply. Zhou (2013) also found perceived privacy risk to inhibit usage intention. This 
deviation between reported privacy concerns and the intention to disclose personal 
information is known as the privacy paradox (Li & Sarathy, 2007; ten Berg et al.,  
2019). Thus, we assume that perceived risk resulting from the privacy calculus will 
mediate the negative association between privacy concerns and the acceptance of mon
itoring. Therefore, individuals should be more likely to accept monitoring when they 
perceive lower privacy risk in using monitoring technologies.

H1: Perceived privacy risk mediates the relationship between privacy concerns and the 
acceptance of monitoring.

Transparency has been suggested as a general design recommendation to reduce 
resistance to monitoring (Abraham et al., 2019; Backhaus, 2019; Tomczak et al., 2018). 
ten Berg et al. (2019) found that the majority of participants have no or fewer problems 
with tracking when the collection and usage of data is transparent. Similarly, a meta- 
analysis of the effects of employee performance monitoring revealed that more positive 
employee attitudes can be expected when the organization’s monitoring is more trans
parent (Ravid et al., 2022). Ambrose and Alder (2000) also found negative reactions to 
monitoring systems when employees do not know whether they are being monitored, 
why they are being monitored, or how they are being monitored.

Together, these studies show that negative impacts can be reduced when employers 
are transparent about monitoring. Ravid et al. (2022) describe transparency as the degree 
to which individuals have access to information regarding monitoring characteristics. 
Previous studies suggest that increasing transparency about the type of data collected and 
to what purpose could influence individuals’ level of concern and disclosure attitudes 
(Chua et al., 2021). While Willford and colleagues (2015) found that individuals who did 
not know if they were being monitored provided the most negative ratings on measures 
of privacy invasion, Oulasvitra (2014) found that transparency about the intention of 
data collection reduces privacy concerns. Providing transparency can even help employ
ees reach their goals (Locke & Latham, 2005) by providing feedback (Urbaczewski & 
Jessup, 2002) and could promote confidence and trust in the organization (Chua et al.,  
2021). Abraham et al. (2019) found that transparency about tracking and its use can lead 
to higher level of acceptance because it leads individuals to perceive higher control over 
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the content and use of tracking data. Thus, we consider transparency as a principle of 
work design that can support and accelerate the implementation of monitoring technol
ogies. Demir et al. (2014) suggested that lack of transparency may undermine individuals’ 
ability to effectively evaluate privacy risks associated with the collection and processing of 
their data. Thus, we argue that providing transparency helps individuals obtain a better 
understanding of monitoring technology, formulating our next hypothesis as:

H2: Transparency attenuates the negative effect of privacy risk on acceptance of 
monitoring.

Recent studies (Schmidt et al., 2019; Tomczak et al., 2018) have proposed that 
improvident use of transparency can also have a negative effect on individuals’ attitudes 
towards and acceptance of technology. The problem is that full transparency may reveal 
information that can intensify uncertainty about (the purpose of) monitoring. Therefore, 
it is important that organizations clearly communicate their reasons for adopting EM 
technology to offset the stress associated with uncertainty. Tomczak et al. (2018) sug
gested that organizations need to notify employees about monitoring instead of con
tinually reminding them. While this method can be useful to avoid increasing stress 
perceptions, it does not ensure that the benefits of monitoring are understood by 
employees. Furthermore, Ravid et al. (2022) suggest that employees’ perception of EM 
is more important than what is officially communicated to them.

Moreover, monitoring and collecting information about employees and their perfor
mance can have different purposes. Urbaczewski and Jessup (2002) found that people 
who were monitored electronically for feedback purposes have higher satisfaction with 
monitoring than those who were monitored for surveillance. In the feedback condition, 
data was used positively to help individual performance, but under the surveillance 
condition, the data was solely used to ensure compliance with rules and regulations. 
Therefore, the purpose of monitoring is important and might also influence employees’ 
acceptance of monitoring. For example, when working in hazardous environments, 
employee monitoring systems can increase occupational safety (Kaupins & Minch,  
2005), which is probably more accepted by employees than using tracking technologies 
to monitor performance (Ravid et al., 2022).

In accordance with the privacy calculus model, employees may accept monitoring 
when they understand how it will benefit them or the organization (Acquisti, 2009). 
Other studies have proposed a positive relationship between understanding the system 
and participants’ intent to use the system (Cramer et al., 2008; Venkatesh et al., 2003). 
Thus, for transparency to have a positive effect, we suggest that individuals need to know 
what data is being collected and how, so that they can better understand the inputs used 
for decision-making. This is important so that employees can better perceive the value 
associated with it. Therefore, we assume that the beneficial effect of transparency is even 
stronger once the value of monitoring is considered.

H3: The beneficial moderating effect of transparency between privacy risk and acceptance 
of monitoring is particularly strong when the value of monitoring is perceived as high.

PRODUCTION & MANUFACTURING RESEARCH 7



2. Method

2.1. Procedure

We designed an experiment at the TU Wien’s pilot factory for students enrolled in the 
course ‘Fundamentals in Work Science’ and manipulated transparency (high/low) about 
location-based monitoring during a practical task. The data was collected between 
July 2020 and May 2021. Participants in the experiment received participation points 
for their course at TU Wien, but could opt out of the experiment at any time or decide to 
have their data omitted from the experiment. Participants were asked to use 18 different 
parts (i.e. filament extruder, two stepper motors, extruder carriage with rails, metal 
housing parts) to assemble a 3D printer, guided by a worker assistance system. Each 
assembly station had a driverless transport system equipped with a screwdriver and 
Bosch Rexroth cordless screwdriver, and a shelving system with gripper boxes on a roller 
system that was equipped with all the required 3D printer components. Participants’ 
location was monitored during this task using the ultrawide band tracking system from 
the vendor kinexion. The whole tracking location inside the factory consists of an area of 
20 by 30 metres. In order to train and test the experimental procedure, several test runs 
were carried out beforehand. Each participant went through the following stations, which 
took a total of approximately 45 minutes per participant.

First, participants were welcomed by the experimenter into a closed area that blocked 
their view of the shop floor. There, participants were briefed about the experiment and 
signed the informed consent form. To standardize this step, participants received the 
basic instructions in the form of a recorded video with a fictitious scenario involving 
‘Future Print Corp.’, a company that is seeking to optimize its assembly line for 3D 
printers. The video went through all steps of assembling the 3D printer, placing parti
cular emphasis on how to operate the assistance system. At the end of the video, the 
participant was equipped with a tag to monitor their exact positioning with respect to the 
workstation. Depending on the experimental condition, the participant was either 
notified that the monitored data could be viewed after the task or not. The shop floor 
had two assembly stations, each equipped with a worker assistance system, that were used 
in parallel for the experiment. These were located next to each other but were separated 
by roll-ups. Participants had 20 minutes to complete the task. After these 20 minutes, the 
3D printer in its current state was subjected to a quality check to determine whether it 
had been assembled correctly. After assembling of the 3D printer, half of the participants 
(experimental group = high transparency) received detailed information about the con
tent and extent of information tracked during the assembly task. The other half of 
participants (control group) didn’t receive any further information about the collected 
data. Subsequently, all participants filled out the questionnaire described in the measures 
section. Once the experimental sequence was completed, all participants received an 
e-mail with further information about the experiment and explaining that Future Print 
Corp. was fictitious.

2.2. Sample

A total of 148 undergraduate participants took part in this experiment. Of those, 13 
participants were excluded for failing the manipulation check of transparency. Thus, the 
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final sample consisted of 135 participants (18% women and 82% men), ranging in age 
from 20 to 31 years (M = 22.35, SD = 2.16). The high percentage of male students reflects 
the current situation at TU Wien, but also in the field of study (i.e. mechanical engineer
ing) in general and in the actual labor force in this field. The majority of respondents 
(88%) had no experience with location-based monitoring. Less than half of participants 
(44%) indicated having little knowledge about the topic of monitoring. At the beginning of 
the experiment, participants were randomly assigned to one of the conditions: 69 parti
cipants were assigned to the experimental group (i.e. high transparency about monitoring) 
and 66 participants to the control group (i.e. low transparency about monitoring).

2.3. Measures

The following measures were used in our experimental setting and administered via an 
online survey after the work task. The measures were Likert scales and all in the German 
language. They were constructed using a double translation procedure by two different 
researchers fluent in both German and English.

2.3.1. Transparency
refers to the degree to which individuals have access to information about monitoring 
White et al. (2020). To increase transparency, we informed participants about what 
personal data was being collected and how it would be used Cradock et al. (2017). 
A sample item was ‘I was informed about what data was recorded from me during task 
completion’. It was measured with 3 items, all of which were rated on a 5-point Likert- 
type scale ranging from 1 (= strongly disagree) to 5 (= strongly agree). Cronbach’s α was 
0.92. We also used this measure for our manipulation check of the experimental 
condition.

2.3.2. Acceptance of monitoring
captures attitudinal beliefs about monitoring and was assessed via five items, three of 
which were adapted from Stanton (2000) and two of which were self-constructed. We 
checked whether these five items loaded onto a single factor in a factor analysis. A sample 
item was ‘Future Print Austria should be allowed to monitor employees at the workplace’. 
All items were rated on a 5-point Likert-type scale ranging from 1 (= strongly disagree) to 
5 (= strongly agree). Cronbach’s α was 0.78.

2.3.3. Privacy concerns
describe individuals’ general concerns about disclosing personal information. It was 
measured with 14 items from Stewart and Segars (2002) capturing concerns about data 
collection, unauthorized access, collecting inaccurate information, and secondary usage 
of personal data. A sample item was ‘I am concerned that companies are collecting too 
much personal information about me’. All items were rated on a 7-point Likert-type scale 
ranging from 1 (= strongly disagree) to 7 (= strongly agree). Cronbach’s α was 0.85.

2.3.4. Perceived privacy risk
refers to the uncertainty that one’s personal data will be misused, resulting in damage 
(Dinev & Hart, 2006). It was measured with 4 items from Sun et al. (2015). A sample item 
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was ‘Disclosing my location information to Future Print Austria may bring many 
unforeseen problems’. All items were rated on a 7-point Likert-type scale ranging from 
1 (= strongly disagree) to 7 (= strongly agree). Cronbach’s α was 0.74.

2.3.5. Perceived value
of monitoring captures individuals’ calculated trade-off between benefit and risk. We 
used 3 items adapted from Xu et al. (2011). A sample item was ‘I think the benefits gained 
from employee monitoring will be greater than the risks of privacy’. All items were rated 
on a 7-point Likert-type scale ranging from 1 (= strongly disagree) to 7 (= strongly agree). 
Cronbach’s α was 0.79.

2.3.6. Interactional justice
describes whether individuals’ personal needs were taken into account in the decision 
and whether adequate explanations were provided (Niehoff & Moorman, 1993). It was 
measured with 5 items from Niehoff and Moorman (1993). A sample item was ‘When 
decisions were made about my tasks, I was treated with kindness and consideration’. All 
items were rated on a 7-point Likert-type scale ranging from 1 (= strongly disagree) to 7 
(= strongly agree). Cronbach’s α was 0.75.

Finally, participants were asked to indicate basic socio-demographic information such 
as age (in years), gender (0 = female, 1 = male), and previous experience with location- 
based monitoring systems (5-point scale) as well as previous knowledge about location- 
based monitoring systems (5-point scale).

3. Results

3.1. Preliminary data analysis

Confirming that the manipulation of transparency was successful, a t-test between the 
two groups showed a significant difference in scores for the experimental (M = 4.15, SD  
= 0.84) and control (M = 2.42, SD = 1.04) conditions; t (133) = 10.59, p < 0.001.

According to Table 1, the correlation between privacy concern and acceptance of 
monitoring was not significant (r = −0.12, p = 0.18). Perceived risk was correlated with 
acceptance of monitoring (r = −0.32, p < 0.01). That is, the higher the perceived risk, the 
lower the acceptance of the monitoring system. Perceived value was not significantly 
correlated with acceptance of monitoring (r = 0.12, p = 0.15). Furthermore, we found 
a weak correlation between transparency and perceived value (r = 0.21, p < 0.05) and 
a moderate correlation between transparency and interactional justice (r = 0.44, p < 0.01). 
As transparency increases, the perceived value of monitoring as well as perceived inter
actional justice increase. There was no evidence of a direct relationship between trans
parency and perceived risk (r = −0.09, p = 0.28) or acceptance of location-based 
monitoring (r = 0.05, p = 0.57).

3.2. Testing hypotheses

Our analysis goal in this study is to establish the contingent nature of the mechanism by 
which privacy concern exert its influence on acceptance of monitoring to estimate how 
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this effect varies as a function of moderators. In other words, the indirect effect of privacy 
concern could be conditional on the extent of transparency and perceived value of 
monitoring. This can be accomplished by combining parameter estimates from 
a mediation analysis as well as a moderation analysis in ways that quantify the con
ditionality of various paths of influence from privacy concern to acceptance of 
monitoring.

For the hypotheses the PROCESS macro model scripts by Hayes (2013) were used. 
Those scripts are a set of macros, called PROCESS, usable in SPSS and SAS. PROCESS is 
a computational tool for observed variable path analysis-based moderation and media
tion analysis as well as their integration as conditional process analysis. Further, the 
scripts can generate direct and indirect effects in mediation models, conditional effects in 
moderation models, and conditional indirect effects in conditional process models with 
single or multiple mediators.

For H1, the PROCESS macro model 4 SPSS script was used (Hayes, 2013). The results 
were tested using 1000 bootstrapped samples and 95 percent confidence intervals. 
Privacy concern was the predictor variable, with perceived risk as the mediator. The 
outcome variable was acceptance of monitoring, as shown in Figure 2. Age, gender and 
interactional justice were entered as covariates.

The results revealed a significant indirect effect of privacy concern on acceptance of 
monitoring (unstandardized interaction B = −0.10, BSe = 0.04, 95% CI = −0.20 – −0.04). 
Furthermore, the direct effect of privacy concern on acceptance of monitoring was not 

Table 1. Means, standard deviations, and correlations of our study variables * p < 0.05, ** p < 0.01.
M SD 1. 2. 3. 4. 5. 6. 7. 8. 9. 10.

1. Acceptance of 
monitoring

3.52 0.80 1

2. Privacy concerns 5.32 0.91 −0.12 1
3. Perceived privacy 

risk
4.02 1.26 −0.32** 0.37** 1

4. Perceived value 4.12 1.47 0.12 −0.02 −0.09 1
5. Transparency 3.31 1.28 0.05 0.01 −0.09 0.21* 1
6. Interactional 

justice
5.65 1.09 0.09 0.10 −0.13 0.10 0.44** 1

7. Age 22.35 2.15 − 0.09 −0.05 0.09 0.07 0.11 −0.04 1
8. Gender 0.82 0.38 −0.15 0.01 0.05 −0.03 −0.07 −0.11 0.00 1
9. Previous 

experience with 
monitoring

3.87 0.61 −0.16 0.00 −0.05 −0.15 −0.18* 0.01 −0.13 −0.10 1

10. Previous 
knowledge about 
monitoring

2.05 0.82 0.12 −0.02 −0.05 −0.03 0.08 −0.00 0.08 0.05 −0.31** 1

Figure 2. Mediation model of perceived risk, privacy concern and acceptance of monitoring.
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significant in the presence of the mediator (unstandardized B = −0.01, BSe = 0.08, t =  
−0.08, 95% Cl = −0.16–0.15). This indicates that perceived risk completely mediates the 
relationship between privacy concern and acceptance of monitoring. Thus, H1 is 
confirmed.

For H2, the PROCESS macro model 14 SPSS script was used (Hayes, 2013). The 
results were tested using 1000 bootstrapped samples and 95 percent confidence intervals. 
Privacy concern was the predictor variable, with perceived risk as the mediator and 
Transparency was the mediator, as shown in Figure 3. The outcome variable was 
acceptance of monitoring. Age, gender and interactional justice were entered as 
covariates.

Transparency did not moderate the effect of perceived risk on acceptance of monitor
ing (unstandardized interaction B = 0.00, Bse = 0.04, t = 0.08, p = 0.94). The overall mod
erated mediation model was not supported, with the index of moderated mediation of 
0.00 (95% CI = −0.05–0.06). As zero is within the CI, this indicates no significant 
moderating effect of transparency on the indirect effect of privacy concerns via perceived 
risk on acceptance of monitoring. Thus, H2 was not supported.

For H3, the hypothesized moderated mediation model was tested in a single model 
using the PROCESS macro model 18 SPSS script (Hayes, 2013). The results were tested 
using 1000 bootstrapped samples and 95 percent confidence intervals. Privacy concern 
was the predictor variable, with perceived risk as the mediator. The outcome variable was 
acceptance of monitoring. Transparency and perceived value were the proposed mod
erators, as shown in Figure 4. Age, gender and interactional justice were entered as 
covariates.

Figure 3. Moderated mediation model of transparency, perceived risk, privacy concern and accep
tance of monitoring.

Figure 4. Moderated mediation model of perceived value, transparency, perceived risk, privacy 
concern and acceptance of monitoring.
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Transparency was found to moderate the effect of perceived risk on acceptance of 
monitoring (unstandardized interaction B = −0.34, Bse = 0.09, t = −3.74, p < 0.001). 
Perceived value was also found to moderate the effect of transparency on perceived 
risk and acceptance of monitoring (unstandardized interaction B = 0.08, Bse = 0.02, t =  
3.85, p < 0.001). The overall moderated mediation model was supported, with the index 
of moderated mediation of 0.05 (95% CI = 0.02–0.09). As zero is not within the CI, this 
indicates a significant moderating effect of transparency and perceived value on the 
indirect effect of privacy concerns via perceived risk on acceptance of monitoring.

When perceived value of monitoring is low, higher transparency increases the nega
tive effect of risk on acceptance of monitoring. However, if the perceived value is high, 
increasing transparency reduces the negative effect of risk on acceptance, so that the 
relationship is no longer significant (perceived value = 5.59, transparency = 4.59, effect =  
0.00, SE = 0.04, 95% CI = −0.08–0.09). This result implies that providing transparent 
information about monitoring is only beneficial when the perceived value is high. 
Thus, H3 was supported.

4. Discussion

Understanding the implications of location-based monitoring has significant influence 
on the design, deployment, and ultimately the success of future tracking systems. Despite 
its potential for improving employees’ work processes, monitoring introduces many 
conflicts and concerns between employees and employers (Abraham et al., 2019). Prior 
studies have noted the importance of transparency in employee tracking (Schmidt et al.,  
2019; Tomczak et al., 2018); however, many uncertainties remain about the role of 
transparency in supporting or undermining employees’ acceptance of the adoption of 
these technologies. The present study investigated how transparency about monitoring 
shapes the relationship between perceived privacy risk and the acceptance of location- 
based monitoring technology. We used an experimental setting with students and 
randomly assigned participants to either a group with high transparency (experimental 
group) or low transparency (control group) regarding monitoring.

Our results indicate that privacy concerns reduce individuals’ acceptance of monitoring 
via perceived privacy risk. Consistent with the literature (e.g. Dinev & Hart, 2006; ten Berg 
et al., 2019), we found that privacy concerns and risks negatively affect the acceptance of 
monitoring. Furthermore, we found that transparency alone did not moderate the relation
ship between perceived privacy risk and acceptance. This finding has also been reported in 
public policy research (de Fine Licht, 2014; Grimmelikhuijsen, 2012), which has demon
strating that increased transparency does not necessarily generate trust and acceptance. 
According to the privacy calculus model, individuals will react more favorably to monitor
ing when they feel they have more to gain than the privacy they are losing/giving up 
(Acquisti, 2009). Once the perceived value of monitoring (i.e. the extent to which indivi
duals valued the benefits vs. risks of monitoring) was taken into account, our results 
indicated that high transparency and high value combined were able to diminish the 
negative effect of perceived risk on acceptance of monitoring. This finding helps us better 
understand how individuals evaluate workplace practices that have the potential to violate 
privacy expectations. When the value was perceived to be low, being transparent about 
monitoring was found to backfire, and actually increased the negative effect of perceived 
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privacy risk. Taken together, these results suggest that organizations/decision makers 
cannot simply assume that providing transparency will increase adoption and acceptance; 
they also need to consider the value associated with the related technology when analyzing 
the consequences of increased decision-making transparency.

A theoretical contribution of our study is the creation and validation of an empirical 
model that explains how privacy concerns exert their impact on attitudes towards 
location-based monitoring. Our findings provide some support for the conceptual pre
mise of an ambivalent relationship between transparency and privacy (Gierlich-Joas 
et al., 2022). We show that the relationship between privacy risk and transparency is 
not clear-cut and increasing transparency does not always decrease privacy risk. Our 
findings regarding the moderated effect of perceived value and transparency provide 
further insight into how organizations could encourage individuals to accept location- 
based monitoring. Consistent with the literature (Cramer et al., 2008; Venkatesh et al.,  
2003), we found that understanding the value of monitoring can prevent privacy risk 
from exerting negative effects on acceptance of monitoring when transparency is high. 
Previous studies have highlighted the importance of disclosing intentions for data use to 
users in an easily understandable manner (Anderson & Agarwal, 2011; Oulasvitra, 2014). 
That is, in order to diminish the negative effect of perceived privacy risk, individuals need 
to be aware of the purposes of monitoring, but also understand its value. However, our 
findings also show that perceived value alone is not sufficient; only together with 
increased transparency it is able to weaken the negative effect of perceived risk on 
acceptance of monitoring. While ensuring both transparency and perceived value will 
be beneficial, directing the user’s attention to the benefits associated with monitoring will 
have a stronger effect than transparency alone. This may account for the mixed outcomes 
in prior empirical work on the effect of transparency on acceptance, in which perceived 
value was rarely taken into consideration.

Furthermore, the observed positive relationship between transparency and interac
tional justice is noteworthy. McNall and Stanton (2007) have shown that individuals’ lack 
of control over location-based monitoring threatens their personal identity (privacy 
violation), which then affects their attitudes regarding the unfairness of monitoring. 
McNall and Roch (2007) found that informational justice partially mediated the relation
ship between transparency (providing an explanation for monitoring) and trust in 
management. Hence, it is conceivable that being transparent about monitoring can 
increase the perceived fairness of monitoring procedures.

The present findings underscore that transparency about monitoring needs to be 
provided strategically, in a way that allows the perceived benefits and value of monitoring 
to outweigh the perceived privacy risk. Based on our findings, while transparency is 
important, the effect of privacy risk on acceptance of location-based monitoring depends 
on the perceived value. Our finding broadly supports the work of Chang et al. (2015), who 
highlight the role of organizational culture in acceptance of employee monitoring by 
exploring the relationship between employees’ privacy and trust. By providing justifica
tions for implementing location-based monitoring, organizations can reveal that they care 
about their employees and that this is not just a way of exercising more control over them.
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4.1. Managerial implications

This study has several managerial implications. Firstly, managers should pay much more 
attention to ensuring transparent communication with those who are being monitored. 
Integrating smart manufacturing technologies requires focusing on sociotechnical 
dimensions and conditions in order to ensure success (Marcon et al., 2022; Zafari 
et al., 2021). To ensure that employees are engaged in digital transformation processes 
and accept being monitored, organizations need to inform them about the rationale and 
reasons for monitoring. This should be communicated from the beginning of the 
implementation process to reduce resistance among employees.

As a second practical implication, organizations need to follow a method-driven 
rather than a technology-driven approach (Marcon et al., 2022) in which they first 
establish which benefits the data collected via monitoring should bring and then assess 
which technologies can serve these purposes. As privacy and transparency are interwo
ven in digital workplaces, managers should only monitor data that has a (transparent) 
purpose for both employees and employers and not monitor data merely for the sake of 
tracking and gaining control over employees, as the latter can lead to less compliance and 
commitment.

Finally, organizations need to be aware of how transparency about monitoring is 
communicated. That is, while transparency is important for gaining trust (Cradock et al.,  
2017), the negative effect of perceived risk on acceptance is stronger when transparency is 
high, but perceived value is low. Therefore, organizations opting for monitoring need to 
clearly communicate the benefits and value of monitoring so that the cumulative effects 
of perceived value and transparency outweigh perceived privacy risk to the point that it 
no longer prevents acceptance of monitoring. With this understanding, organizations 
can better communicate about monitoring to their employees to foster better under
standing and prevent misconceptions about the purpose of monitoring.

4.2. Limitations and future research

The generalizability of these results is subject to certain limitations, creating a need for 
additional research. Firstly, we conducted our experiment with students, and female 
participants were less frequent in our sample than male participants. Therefore, the 
findings’ external validity may be limited – although it is likely that the percentage of 
women working on the shop floor is low as well (e.g. only 25% of employees in 
manufacturing and production of goods in Austria are female (WKO, 2021)). Despite 
its limitations, our study can serve as an initial foundation for future studies with 
different demographic groups, including employees already working with tracking and 
tracing systems. However, the support for some of our theoretical predictions suggests 
that our experimental settings sufficiently resembled actual work settings to provide 
meaningful results. Furthermore, unlike employees, our student participants did not 
have to carry/fear any consequences during their work. That is, participants did not 
receive benefits if they performed the task faster or with better quality than others. It can 
be assumed that connecting performance appraisals to incentive schemes might affect 
acceptance of monitoring tools. More research is required to examine the effect of using 
performance data for rewards or punishments on acceptance of monitoring. Lastly, the 
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observed experimental work sequence was short and thus, the time participants were 
tracked was rather brief. During longer monitoring periods, however, individuals can 
experience many changes in technological systems and work processes. Thus, it would be 
interesting to examine perceptions (perceived value and privacy risk) about monitoring 
over time. Longitudinal research would help to address this concern and allow us to 
measure reactions to monitoring before, during, and after a monitoring system is 
introduced.

5. Conclusion

Location-based tracking technologies are rapidly being developed, and their implications 
for the workplace will increase. Central to Industry 4.0 and big data is the concept of 
transparency. While transparency about monitoring has been suggested as a general 
design recommendation, it is still not clear when transparency helps increase acceptance 
of monitoring and when it does not. Our empirical investigation showed that increasing 
transparency can sometimes backfire and negatively affect acceptance of monitoring. 
However, increased transparency together with high perceived value can diminish the 
negative effect of perceived risk on acceptance of monitoring. Moreover, we found that 
increasing transparency also promotes interactional justice. These results suggest that to 
increase acceptance of monitoring at workplaces, transparency needs to be adopted 
strategically in a way that allows the perceived value of monitoring to outweigh the 
perceived privacy risk. This highlights the need for careful communication about mon
itoring with employees.
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