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1 | INTRODUCTION

Long-term forecasts of the future costs of energy supply and demand technologies are difficult to make due to some
uncertainties and should therefore be interpreted with appropriate caution. Nevertheless, longer-term statements can-
not be made without taking into account possible future cost reductions and efficiency increases in the calculation.

The idea of technological learning (TL) goes in principle along with the dynamic development of manufacturing
costs of any technology, as it is well known that the cost of technology is expected to drop as installed capacities
increase. That is to say, it is of interest to identify whether, with increasing capacities, a related decrease in manufactur-
ing costs takes place and to what extent.

In recent years, there have been major literature reviews on various energy technologies. Rubin et al. (2015) analyze
electricity supply technologies in view of learning rates, including coal-based, natural gas-fired, nuclear, hydro, wind,
PV, biomass, and geothermal power plants. They discover a significant range of predicted learning rates among the
investigated studies. Another review on energy supply technologies has been conducted by Samadi (2018). He analyzes
67 empirical studies between 1997 and 2017 and finds that renewable energy technologies show a substantial negative
link between cost and installed capacity. Furthermore, he acknowledges the limitations and uncertainties of the techno-
logical learning concept, like commodity price variations, or stricter environmental and safety regulations, that may
have also influenced the technology costs. Despite that, the analysis suggests that learning does occur when an energy
generation technology is more widely deployed (Samadi, 2018). Thomassen et al. (2020) build upon this work and
define recommendations for incorporating learning curves based on the analyzed literature. Their main suggestion is to
include environmental factors besides the learning concept because as the experience of renewables grows, so will the
negative effects on the environment. Another major work on experience curves is Junginger and Louwen (2020) giving
a comprehensive overview, including case studies on major renewable technologies. The learning effect has been empir-
ically observed in the past and applied to various technologies. A broad range of literature investigates the learning
rates of the most common renewable technologies, such as photovoltaics (PV; e.g., Goldschmidt et al., 2021; La Tour
et al.,, 2013; Liu et al.,, 2021; Maule6n, 2016; Nemet, 2006) and wind technologies (e.g., Héiner, 2021; Junginger
et al., 2005; Lindman & Soderholm, 2012; Odam & Vries, 2020; Tang, 2018; Yu et al., 2017). In Yao et al. (2021), the
future levelized cost of electricity from wind, solar, geothermal, hydropower, and bioenergy is analyzed with the learn-
ing curve concept, concluding that wind and solar show a substantial cost decrease due to competition and upgraded
technologies. In contrast, the others require more site-specific adaptations for each project, making them more expen-
sive. Also, nuclear energy has been widely analyzed (e.g., Berthélemy & Escobar Rangel, 2015; Escobar Rangel &
Leveque, 2015; Grubler, 2010; Haas et al., 2019; Lang, 2017; Lovering et al., 2016), which will be further outlined in
Section 3. Additional research is conducted on storage technologies such as batteries (e.g., Beuse et al., 2020;
Matteson & Williams, 2015a, 2015b; Nykvist & Nilsson, 2015) and power-to-gas (Ajanovic & Haas, 2019; B6hm
et al., 2019), as well as hydrogen production (Schoots et al., 2008) and fuel cells (Wei et al., 2017). Further, bioenergy
systems (Junginger et al., 2006), the development of fossil fuel systems with carbon capture (Li et al., 2012), transition
scenario to renewables (Handayani et al., 2019), and low-carbon power plants (Rubin, 2019) were analyzed. Fukui et al.
(2017) discuss the substantial cost reductions in the US shale gas industry based on a 13% learning rate and highlight
that these learning effects cannot be fully compared to renewables as the impacts on the environment, including water
consumption, might already be the lower constrained for future price development.

The core objective of this article is to analyze and document the historical developments of the concept of techno-
logical learning for energy technologies and to derive recommendations for its future use. This is of particular relevance
for identifying the proper technologies regarding the efforts to combat global warming. Therefore, the focus of this arti-
cle is on the documentation of existing studies and analysis of low-carbon power generation technologies, namely pho-
tovoltaics, concentrated solar power, wind, and nuclear power plants. To show the impact of different government
policies on technological learning, different funding schemes for bioethanol and heat pumps were included in the anal-
ysis. In addition, the major points of criticism of technological learning in the literature are analyzed.

In this article, in principle, all peer-reviewed publications relevant for the topic of renewable energy technologies
and published in major energy journals have been included. In addition, it is not a pure statistical review paper but
rather a survey paper focusing on providing a comprehensive historical overview organized in a systematic way describ-
ing the evolvement of the approach as documented step by step in the literature.

The article is organized as follows: Section 2.1 identifies the main learning types, while Section 2.2 documents the
historical development of technological learning. The formal framework for technological learning is outlined in
Section 2.3. In Section 3, selected low-carbon power generation technologies, mentioned above, are discussed. Section 4
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documents major points of criticism regarding technological learning. Finally, in Section 5, major conclusions are
presented.

2 | HISTORICAL DEVELOPMENTS OF TECHNOLOGICAL LEARNING
PRINCIPLES

2.1 | Learning types and basic principle of technological learning

The main learning effects identified in the literature are “learning-by-doing” and “learning-by-searching”
(Pieper, 2003). Two additional types, namely the Technology Readiness Level (TRL) effect (first part of the learning-by-
searching effect until the product is on the market) and the background effect, were explained by Thomassen et al.
(2020). As the latter, they considered changes in the surrounding circumstances of different inputs factors, like the elec-
tricity mix or materials. All mentioned learning effects can be found at various steps of the market diffusion process,
with different significances.

Learning curves and experience curves are frequently used interchangeably. In contrast to the learning curve, the
experience curve should not be based on individual input costs, such as labor costs, but on total costs of a production
process and thus include all cost elements that could affect each other (Henderson, 1968). Hence, the learning curve is
limited to one input factor and is a subcategory of experience curves (Wei et al., 2017). According to Thomassen et al.
(2020) the line between the two blurs, especially with an assembly of different components as the end product. We will
therefore use both interchangeably in this work.

Two approaches are used when applying the learning curve concept to the energy sector. In some studies, cumula-
tive electricity production by the respective technology is considered as an influencing variable on costs. It corresponds
to the original concept in which cumulative goods production was used. The specific costs are thus expressed as the cost
per kilowatt-hour of electricity produced, for example, EUR/kWh. The common approach is to use the cumulative
installed capacity as a variable to influence costs. In that approach, the costs refer to the pure manufacturing costs of
the energy conversion plant and are expressed, for example, in euros per installed capacity in the case of a wind turbine
or euros per m? for photovoltaic modules (Pieper, 2003).

The origin of learning occurs through research and development or investment in new technologies across a multi-
tude of companies that are part of a value chain. The resulting learning effects occur through improved know-how,
improved design, and economies of scale. These learning phenomena are practically described with the help of learning
curves based on a calculated learning rate. Typically, production costs decrease with increasing output (in the form of
an exponential curve). The resulting exponentially decreasing function is usually represented with a logarithmic scale,
resulting in a straight line, restricted by a certain floor price, which is being used in some learning rate models to keep
the technology from becoming unrealistically cheap (Figure 1; Kohler et al., 2006). In a more recent work, the floor
price has been introduced for calculation of cost development for electric vehicles, as some components (e.g., car frame)
are already mature technologies with many years of experience (Edelenbosch et al., 2018). The basic principle of tech-
nological learning is explained in Figure 1. On the horizontal axis, the cumulative quantity installed is indicated using
a logarithmic scale and on the vertical axis, the costs per unit are shown. When analyzing learning curves, it is critical
that the doubling of the cumulative quantity is assessed numerically rather than through time. The time required to
double the installed capacity does not influence the learning rate. As a result, applying learning curves in future years
implies estimating how the cumulative quantity will develop.

As with most concepts, several strengths and weaknesses of the concept of technological learning were identified in
the literature, which will be further analyzed in this work. Among the strengths, Pieper (2003) identified the good
empirical confirmation of the causal relationship between costs and cumulative production or cumulative installed
capacity and the ability to predict cost developments of specific technologies based on past learning curves. One short-
coming when using this concept is that dividing the cost reductions into the different areas (e.g., economies of scale,
material costs, automation, etc.) often proves difficult (also pointed out by McDonald & Schrattenholzer, 2001). It is spe-
cifically problematic when two- or multi-factor approaches are used. Additionally, he highlights a need for further
research on long-term extrapolation of learning curves, when the learning rate is changing or the life cycle of a technol-
ogy, what might happen frequently within energy system technologies (Pieper, 2003).

The following aspect of the cost assumptions of calculated learning curves is essential. Because market prices are
more accessible than production costs, market prices are often used for the calculation. Those prices could induce
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FIGURE 1 The basic principle of technological learning curves

uncertainty in technological learning as they might obscure the cost structure of the related company, especially in the
case when the company has a particular price-setting agenda. Nevertheless, prices are frequently utilized in learning
calculations when cost data is not available (Wei et al., 2017).

Learning rates are often used to develop government policies and subsidy schemes. It allows the identification of
the driving force for past technology cost reduction and help to forecast future developments. Overall, the concept is
used to incorporate technological change of renewable energy technologies in energy and climate change analyses, to
evaluate the energy technology policies of governments to estimate future costs on a company level, and to create global
energy technology development scenarios (Junginger et al., 2005; Nemet, 2006).

2.2 | Historical developments

The concept of learning curves was first published by Wright (1936) as a tool for determining costs for mass-produced
products in an airplane manufacturing plant. The idea is that if a particular technology is used more and more due to
ever-increasing technological maturity, an increasingly improved product will result, usually characterized by higher
operational reliability, lower costs, and improved efficiencies. Other studies on cost decrease in the manufacturing sec-
tor were published by Alchian (1963) for aircraft and Rapping (1965) for shipbuilding. More recently, Nolan (2012)
showed in the Boeing case study that the approach of learning curves is still used in the aviation industry. Dutton and
Thomas (1984) later expanded the first learning curve approach by clustering and analyzing specific sectors. A good
overview of the initial learning curve process in production economics is given by Grosse et al. (2015) through a detailed
meta-analysis.

Yet, regarding learning, one has to be careful. The original definition of Arrow (1962) was very narrow and
encompassed better performance using the same capital stock. In short, the workers improved the efficiency of using
the equipment. This may be too narrow, but it is probably useful to distinguish between design changes that arose
because technical change/progress allowed new options to be pursued and design changes that resulted from experi-
ence with existing designs. Later this definition was generalized by Conley (1970) to include all production cost reduc-
tions, not only the learning of workers.

Another approach was published by Moore (1965), using time instead of the cumulative installed capacity. He
showed with the example of integrated circuits that technology advances exponentially throughout time. However,
Nagy et al. (2013), find that Moore's concept might only provide good results for brief periods of time. Compared to the
learning concept initiated by Wright, it shows less accurate predictions over longer timeframes, which has also been
highlighted by McDonald and Schrattenholzer (2001), saying that not exactly the time has a substantial effect but the
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experience gained over that period. They mention the example of leaving a technology on the shelf and not using it,
leading to “forgetting by not doing” and rising costs.

While the first research on learning curves was production-oriented and focused on the manufacturing process and
learning by doing on one plant or product, in 1968, the Boston consulting group introduced with Henderson (1968) a
more inclusive approach, which also focused on business and management and the aggregation of entire industries.
They introduced the term “experience curve” and highlighted its importance in predicting potential competing compa-
nies' production cost decreases. Additionally, there is a strict separation of experience curves and learning curves (only
including labor and production inputs) in the publications of Henderson, which we use, as indicated earlier, inter-
changeably in this work.

Among the first ones to criticize the learning concept of manufacturing processes were Hall and Howell (1985) with
their analysis “The Experience Curve from the Economist's Perspective.” They highlighted that the advantages of
learning-by-doing for one single site are quickly saturated. Furthermore, they found that the association of cumulative
production and the average cost is misleading and concluded that experience curves are rather distorted and have lim-
ited practical utility for strategic planning. After this work, more authors criticized the learning approach. Those will be
further analyzed in Section 4.

On a more general level, it has to be pointed out that prior to the work of Romer (1986) technological change was
exogenous to the models (e.g., Solow, 1956), which earlier were classified as “external learning” or even disregarded in
the models (Azar & Dowlatabadi, 1999). Beginning with Romer (1986) also energy supply models introduced the learn-
ing curve concept, thus endogenizing technological change, which has then evolved into a robust and frequently used
model for forecasting technological learning (Nemet, 2006). Some important references, in this context, are Neij
(1999b), Griibler et al. (1999), Wene (2000), McDonald and Schrattenholzer (2001), and Kobos et al. (2006).

Wene (2000) can be seen as a major work dealing with technological learning. Besides analyzing the experience cur-
ves, it also discusses certain uncertainties of the concept that decision-makers should consider when evaluating the
respective policy. Experience curves are essential for predicting technological progress and evaluating energy policy
decisions. For instance, it may be used to assess government measures supporting innovative technologies (Duke &
Kammen, 1999). Especially for energy, studying wind power and wind turbines, the European Commission
implemented the project “EXTOOL” to further develop and evaluate the concept (Neij et al., 2003). They concluded that
experience curves could be used to evaluate the cost-cutting effects of policy measures, however, not to assess the cost-
effectiveness of the respective measures. Van der Zwaan & Rabl (2004) applied the policy research on PV, calculating
that with certain policy measures, PV will hold a significant share of energy production worldwide in 2020. With the
work of Wiesenthal et al. (2012), the European Commission published additional research on the concept in view of
policy support.

Most studies that evaluate policy acknowledge certain uncertainties when using the learning curve concept. An
approach to how those might be taken care of has been applied by Neij (2008). By combining the economically oriented
“top-down” experience curve concepts with the engineering-oriented “bottom-up” approach and a “judgmental expert
assessment,” she shows that in most situations, outcomes of all three methodologies match. By including additional
concepts in her analysis, specific technologies with uncertainties have been revealed through the additional methods
and were pointed out (Neij, 2008). Yeh and Rubin (2012) suggest that for the development and validation of more
robust models of technological change, ways to significantly improve the characterization and reporting of learning
model uncertainties and their impacts on the results of energy-economic models have to be identified to help reduce
the potential for drawing inappropriate or erroneous policy conclusions.

The main historical developments discussed in this section are documented in Figure 2.

2.3 | The formal framework for technological learning
The main approach used in the literature is the one-factor approach, where the cumulative output at a time t can be

seen as a first-instance approximation of the learning process. Mathematically, the effect of “technological learning”
can be described by the cost function

IC(x,) =IC(x,,) - (;) B (1)
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FIGURE 2 A timeline of major milestones in the development of technological learning

with IC(x;) is the investment cost of one unit at time t, IC(x;,) is the investment cost of one unit at time ¢, x; is the
cumulative output (e.g., installed capacity) at time t, x;, is the cumulative output (e.g., installed capacity) at time ¢, and
b is the parameter used to measure the extent of learning.

In this model, investment costs IC(x;) decrease as output x; increases. The cumulative output can be understood as
the installed capacity of technology at time ¢, which can be described by a diffusion curve. In this formulation, the expo-
nent —b describes the “learning effect” and can be used to calculate the learning rate. The learning rate corresponds to
a constant percentage in the reduction of the investment costs, which is accompanied by a doubling of the cumulative
output.

LR=1-2"" (2)

For more accurate calculations, we can divide the investment costs of the technology into conventional and into new
components with the formula

IC(x;) =ICcon(Xt) + ICNew(X:) (3)

with ICcon(x;) is the specific investment cost of conventional “mature” technology components and ICnew(x;) is the
specific investment cost of new innovative technology components.

ICcon(x;) shows lower learning rates due to its larger “knowledge stock™ and thus learning related to the “novel”
technology is not observed. For ICyey (X;), one might consider two effects: one national and one international:

ICNew (xt) = ICNew (xNatt) + ICNeW (xInt[) (4)

with ICnew (Xnat,) i the specific national share of ICnew (X;) in new technology components and ICnew (Xnt,) is the spe-
cific international share of ICnew(X;) in new technology components.

The one-factor approach, which is most commonly used because of its simplicity, considers future cost reduction as
a function of cumulative production in the energy sector expressed by cumulative installed capacity and a constant
learning rate over certain market phases. Two-factor models consider not only cumulative production but also research
and development expenditures, which, in addition to optimizing production, also lead to cost degression. This second
parameter takes into account that cost degressions are often caused by research and development activities.

The two-factor approach results from:

Xt

1C(x,) = (IC(x1,) — ICroor (x)) - (-) . <@> o) (5)

Xto ICRD[U
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with IC(x;) is the investment cost of one unit at time ¢, IC(x;,) is the investment cost of one unit at time ¢y, ICpoor iS the
minimum costs (e.g., material costs), x; is the cumulative output (e.g., installed capacity) at time t, x;, is the cumulative
output (e.g., installed capacity) at time ty, ICgp, is the cumulative investment in research and development at time t,
ICgrpy, is the cumulative investment in research and development at time £y, b is the parameter used to measure the
extent of learning for the product, and k is the parameter used to measure the extent of learning for research and
development.

LRx=1-27" (6)

LRgp=1-27% (7)

with LRy is the learning rate of cumulative production and LRgp is the learning rate of research and development.

Kouvaritakis et al. (2000) were, to the best of our knowledge, the first authors to incorporate learning by searching
as “cumulative production” and “cumulative R&D expenditures” in the learning models. This has been further devel-
oped by Miketa and Schrattenholzer (2004), for analysis of the right amount of R&D subsidies on energy technologies,
using the model ERIS (Energy Research and Investment Strategies; Barreto & Kypreos, 2004). Jamasb (2006) investi-
gated the factors influencing technological learning of power generation technologies in the context of an analysis of
historical cost developments. By ignoring the influence of research and development, single-factor approaches over-
estimate the influence of production (Figure 3). This effect is especially true for technologies in the early market phases.
According to Jamasb (2006), there is a relatively low elasticity concerning learning effects from research expenditures
and capacity expansion, which leads to the conclusion that research expenditures cannot be substituted by production
and vice versa.

However, one problem arising when considering research and development effects is the availability of data.
Klaassen et al. (2005) use the annual public research and development expenditures of the analyzed country for their
analysis of PV development. The same approach has been taken by Séderholm and Sundqvist (2007). Grafstrém and
Lindman (2017) introduce further data in the model, such as the number of patents and the number of researchers
working in the area. A more recent study by Odam and Vries (2020) uses patents directly related to the technology
being researched. This data can be gathered from the European Patent Office. Public research and development spend-
ing, as well as the number of researchers, are classified as “input-based” measures, while patent data is regarded as
“output-based” as it indicates the product of the whole research process (Odam & Vries, 2020).

Another approach used in the literature is the component-based approach. It is based on the one-factor approach
and used for cost predictions of newer technology components, without historical learning rates, as for example in
Rubin et al. (2007) for power plants with carbon capture and storage (Rubin et al., 2015). When possible, the technology
is divided into different components or sub-sections and the learning effects are then calculated using the component's
experience or another component that is related. In the end, the learning curve is a result of the sum of all analyzed
components (Rubin et al., 2015). This approach has been applied in recent publications on power-to-gas

ic, Learning

1c,

LR

LR R&D effect

proseee

log of manufacturing costs (EUR/KW)

X1 X3 X2

log of cumulative capacity installed (MW)

FIGURE 3 Two-cost reduction effects due to technological learning and R&D (Jamasb, 2006)

95UB01 SUOWIWOD SA1E81D 8deot[dde au Aq peusenob a1e sejoiie YO ‘8sn JO S9N 1o} Afeiq8UIIUO A8]IA LD (SUOTHPUOD-PUR-SLLIBYWO A8 | 1M Afe.d jBul[UO//SdNL) SUONIPUOD puUe SWB | 81 88S " [220Z/0T/TE] Uo AriqiTauluo A8 |Im (-uleAnde) aqnopesy A £91'9UBM/Z00T OT/I0P/WL00"A8|IM A1 1[BUIJUO'SS1IM//SANY WO} PIPeOUMOd ‘0 ‘XOr8TYOZ



8 of 20 Wl LEY— "g’ WIREs HAAS ET AL.

W@ ENERGY AND ENVIRONMENT

(Bohm et al., 2019, 2020). The authors highlight the necessity of a component-based approach application for new
technologies with a low technology readiness level due to the lack of historical data on the new technology. In a
comparison of the results of the component-based approach to the one-factor learning rate approach, they find that
both approaches are appropriate (Bohm et al., 2019).

3 | COMPARISON OF LEARNING RATES FOR SELECTED ENERGY
TECHNOLOGIES

Next, the specific learning rates of different technologies are discussed. So-called low-carbon electricity generation tech-
nologies were selected, as they will form the future of our energy system, including photovoltaics (PV), concentrated
solar thermal, wind energy, and nuclear energy. The respective learning rates are analyzed and the possible reasons for
the different development of the learning rates are discussed. In order to show the influence of support regimes for
renewable technologies on learning rate development, in addition to the electricity generation technologies, the specific
effects of bioethanol in Brazil and of heat pumps in Switzerland and Sweden are presented in further subsections.

3.1 | Photovoltaics

The first price indication of historic PV modules dates back to 1956, when the specific cost for PV was 256 $/W
(Perlin, 1999). It would be around $2500 today when adjusted for inflation. At that time, PV was mostly used in aero-
space, which changed in the following years and the further use in other applications allowed lower levels of quality
and dependability (Kavlak et al., 2018). Since then, the cost of PV have dropped rapidly and sparked interest in research
on learning effects (Figure 4). However, a variety of factors attributed to the cost reductions of PV, not only technologi-
cal learning (Nemet, 2006). Among the mentioned reasons for the cost reductions are improved module efficiency and
research and development investments (private and government) from 1980 to 2012 (Kavlak et al., 2018). Economies of
scale were a significant factor after 2001 and government policies were also of high importance (Kavlak et al., 2018).
The observed learning rate between 1979 and 2012 for solar PV modules was 22%, as calculated by IRENA (2021).

However, obtaining true cost data for the analysis from the PV manufacturing sector might be difficult. For this rea-
son, analysts often refer to market price data. The use of market price data explains, to a certain extent, the fluctuation
in the learning curve figures, as market prices may not necessarily reflect manufacturing costs. They might be different
due to manufacturing capacity constraints, which leads to a price increase, while costs may stay the same or decrease.
The struggle of the PV sector to keep up with the fast-increasing German market expansion after 2002 is an example
(Yu et al., 2011). Other possibilities for price increases are raw material shortages, like in 2006, the polysilicon shortage
(IRENA, 2021). This factor increased the price and also the production costs. However, learning still occurred in that
period.

Further, it is important to include the balance of system costs in the cost analysis, as they accounted for approxi-
mately 64% of total installed costs in 2019 (excluding the module and inverter; Grafstrom & Poudineh, 2021;
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FIGURE 4 Price development of PV modules (Fraunhofer, 2021, IEA, 2020)
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IRENA, 2020). Under “balance of system”, everything that is required to make the modules operational, such as cables,
mounts, and construction, is being accounted (Elshurafa et al., 2018). Fu et al. (2017) analyze different parts of overall
project costs (module, inverter, balance of system, and soft costs) of a PV plant and find a substantial difference in the
cost development of those individual parts. The overall balance of system cost decreased substantially over the last years
as smaller PV areas were needed for the same wattage due to efficiency increase on the module part (from 14.7% in
2010 to 19.2% in 2019), hence directly reducing the overall balance of system costs JIRENA, 2020). When analyzing the
learning curves of PV projects, the pricing of the different parts is to be emphasized. PV modules are subject to great
international competition, while the pricing of parts of the balance of system costs (e.g., soft cost in relation to labor,
legal-administrative processes) is done nationally in each country (Elshurafa et al., 2018). This explains one of the rea-
sons for lower learning rates of the balance of system costs. Elshurafa et al. (2018) calculate the learning rates of
residential-scale PV modules and balance of system separately for 27 countries. When merging the acquired country-
specific data, they obtain global learning rates of an average of 10% for system costs and 20% for modules (time of analy-
sis 1992-2015; Elshurafa et al., 2018). The learning rate of the overall PV project installed cost (utility-scale) in the
period between 2010 and 2019 has been 33%, according to our calculations based on data from (IRENA, 2020).

3.2 | Concentrated solar power

While for a technology such as PV, which competes globally and is largely a homogeneous technology in terms of mod-
ules, substantial and practically continuous learning effects could be realized, the picture looks different for concentrat-
ing solar power.

For concentrated solar power (CSP), Junginger and Louwen (2020) compiled a comprehensive analysis. The first
CSP plant was built in the 1980s in California, with a total capacity of 344 MW, mainly due to the search for alterna-
tives as a cause of the oil price increase. Since the oil price recovered, there has not been much further development.
Only, in 2007, has CSP been put back on the agenda, mainly through very ambitious renewable targets and subsidies of
Spain. However, they were canceled in 2013 due to the financial crisis, and once again, not all of the planned capacities
were installed, thus, the expected price reduction could not be achieved. The installed capacity per power plant is typi-
cally around 30-200 MW (Junginger & Louwen, 2020).

There are still a few studies predicting substantial learning rates (e.g., 10%-16% Pietzcker et al., 2014, Platzer &
Dinter, 2016, Garzon Sampedro & Sanchez Gonzalez, 2016), which have to be considered carefully, as not many plants
were constructed and the investment cost data is not publicly displayed for many plants (Samadi, 2018). Furthermore,
it is not only one technology but also four different ones, adding different storage options, making it hard to compare
projects (Samadi, 2018). Considering project cost data (average of all CSP technologies) and installed capacity with data
from IRENA (2020), we calculated a learning rate of 17% in the period between 2010 and 2019.

Junginger and Louwen (2020) conclude that the low learning of CSP in the past is a result of a variety of factors,
among them, the substantial cost decrease of the competing PV technology, high investment costs, and the cut of subsi-
dies in Spain. One reason for more moderate learning might also be the low-tech level of CSP, as this cannot be opti-
mized easily compared to PV. Despite that, they are still optimistic that learning rates of up to 10% could be achieved
and highlight that CSP will also be essential for the energy transition.

3.3 | Wind technologies

Wind energy technologies consist of onshore and offshore wind farms. While onshore electricity generation showed
learning rates of 15% between 2010 and 2019, offshore only had a 6% learning rate on total installed cost in the same
period, according to our calculations based on IRENA (2020) data (Figure 6).

Neij (1999a) conducted the first analysis on investment cost reductions of onshore wind turbines. Especially in
Denmark, wind turbines were upgraded every few years (Neij, 1999a). Junginger et al. (2005) find that after 1995 the
cost reductions slowed down, although the turbine capacity still increased. This finding is also supported by Samadi
(2018). He reviews several studies and concludes that the learning rates are much lower in more recent studies (2%-8%)
than in older ones with a learning rate between 10% and 19%. Among the reasons for the limited investment cost
decrease were increasing prices of commodities (highest 2005-2008), supply restrictions as a result of rapid expansion,
maturing of technology, and therefore more installed capacity needed for cost reductions (Samadi, 2018). Furthermore,
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investment cost reductions tend to be lower than the costs per kWh when analyzing wind power, see for example
(IRENA, 2017). This results from the fact that changes in turbine design (e.g., higher towers, longer rotor blades, or
improved control electronics) might have higher investment costs but can also utilize weak and erratic wind resources,
generating more electricity. Overall, wind turbines were optimized over those years (Samadi, 2018).

Only very few studies also include offshore wind parks in their learning analysis and in general, studies on wind
energy strongly focus on Scandinavian countries. Samadi (2018) analyzed them and found learning rates up to 3%. Men-
tioned reasons for the much lower rates are commodity price increases, a tight market for turbines and components,
insufficient competition, and supply problems (Samadi, 2018). Offshore wind energy, in comparison to onshore, is very
new, only having the first turbine installed in 1990 in Sweden. In general, each wind park had only a few turbines with
up to 2 MW capacity in total. However, offshore wind farms grew from 2 MW per turbine in 2000 up to 5 MW in 2007,
mainly in Denmark, UK, and Sweden (Lako et al., 2010).

3.4 | Nuclear power

Regarding technological learning of nuclear power plants, Grubler (2010) is one of the most famous and widely recog-
nized works, which provides a seminal contribution and a very comprehensive analysis of the nuclear power cost devel-
opments in France and the US. He was the first to compare the specific investment costs of nuclear power plants in
France and the US in the period 1970-2000. The cost of nuclear reactors was for a long time significantly below the US
costs, but eventually, the costs practically exploded there as well.

Grubler's major criticism is that the lack of standardization and new engineering approaches have avoided the
learning and standardization effect. He points out that France is widely but wrongly seen [e.g., by Escobar Rangel and
Leveque (2015)] as having a fully standardized program. Actually, its 58 reactors are spread over at least three main
designs (900, 1300, and 1450 MW) and seven variants. Hence, many of the plants used a new, untested design. The
scope for learning was restricted because the new reactors were ordered before there was any operating experience with
their predecessors. There was no conscious decision by France not to standardize. Design changes were required
because of experience elsewhere, for example, the need to learn lessons from the Three Mile Island disaster and the
need to improve the economics, for example, by scaling up.

Nuclear technology shows the opposite trend toward cost reductions (Figure 5). In our opinion, four factors would
lead to lower costs in a typically successful technology: Economies of scale, economies of scope, learning-by-doing, and
technical progress. We are convinced that learning has occurred, but either it has not lowered costs, or other factors
have overridden the lowering of learning costs. For example, the experience at Three Mile Island was certainly learning,
but it increased costs. We think it is important to really distinguish and accurately delineate these effects, which are
quite different. Of course, that is not easy. A key phrase may be “a successful technology.” It could be that technologies
with no scope for these effects fail for that reason. The problem with nuclear power is that it was not allowed to fail.
Also, as Escobar Rangel and Leveque noted, all else being equal, the larger the reactor, the fewer identical units were
built.

The studies of Lovering et al. (2016) and Lang (2017) provide the overnight costs (ONC) of acclaimed 58% of the
world's nuclear reactors. The findings have been extensively criticized by Koomey et al. (2017), alleging they were
cherry-picking data and incorporating deceptive statistics about early reactors, which cannot be verified as the data set
is not accessible to readers. The ONC of nuclear power plants is used to separate the interest cost during construction
periods. However, this is a major flaw, as they are large-scale, complex, and not standardized with extremely long devel-
opment times (years or even a decade), as we pointed out earlier. For those reasons, they are very high-risk investments
(Koomey et al., 2017).

In terms of technological learning for NPPs, the critical point is this: even during the boom in plant construction in
the 1970s and 1980s, nuclear power was one of the few exceptions in th