Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

TECHNISCHE
UNIVERSITAT
WIEN

Diplomarbeit

Numerical Analysis of Fluid Flow and
Heat Transfer Characteristics of Ejectors
and Vortex Tubes

ausgefiihrt zum Zwecke der Erlangung des akademischen Grades eines
Diplom-Ingenieurs (Dipl.-Ing oder DI) eingereicht an der TU Wien, Fakultat fiir
Maschinenwesen und Betriebswissenschaften, von

Constantin ZENZ

Matr.Nr.: 01227264
Neukréftengasse 29, 1130 Wien

unter der Leitung von

Privatdoz. Dipl.-Ing. Dr.techn. Christoph Reichl

Institut fiir Stromungmechanik und Warmeiibertragung, E322

und

Dipl.-Ing. Dr.techn. Mirza Popovac
Austrian Institute of Technology GmbH

Wien, Mai 2020


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

Diese Arbeit wurde von FFG - Osterreichische Forschungsforderungsgesellschaft im Rahmen des
Projekts "VWE” (Projektnummer 871723) unterstiitzt.

Ich nehme zur Kentniss, dass ich zur Drucklegung dieser Arbeit nur mit Bewilligung der
Priifungskommision berechtigt bin.

Fidesstattliche Erkldrung

Ich erklare an Eides statt, dass die vorliegende Arbeit nach den anerkannten Grundsétzen fiir wis-
senschaftliche Abhandlungen von mir selbststindig erstellt wurde. Alle verwendeten Hilfsmittel,
insbesondere die zugrunde gelegte Literatur, sind in dieser Arbeit genannt und aufgelistet. Die aus
den Quellen wortlich entnommenen Stellen, sind als solche kenntlich gemacht.

Das Thema dieser Arbeit wurde von mir bisher weder im In- noch Ausland einer Beurteilerin/einem
Beurteiler zur Begutachtung in irgendeiner Form als Priifungsarbeit vorgelegt. Diese Arbeit stimmt
mit der von den Begutachterinnen/Begutachtern beurteilten Arbeit tiberein.

Stadt und Datum Unterschrift


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

Acknowledgements

First and foremost I would like to thank Dr. Christoph Reichl and Dr. Mirza Popovac, for giving
me the opportunity to work on this interesting, highly relevant and challenging topic. They helped
me with all sorts of problems and questions that arose and always found the time to provide much
appreciated guidance and advice throughout my time at AIT.

Furthermore, I want to thank Dr. Klemens Marx and Dr. Michael Lauermann for their sup-
port within the VWE project and many interesting as well as fun discussions.

I want to thank Dr. Thomas Loimer for generously sharing with me his knowledge on supersonic
two-phase flows. Also, I would like to thank Dr. Reinhard Willinger for an interesting discussion
on diffuser design and analogies between ejectors and turbomachinery.

I would like to thank all my wonderful colleagues at AIT for making my time there a great experi-
ence. I especially want to say thank you to all the fellow master thesis students, interns and PhD
students for all the interesting discussions and lots of fun.

Finally, I want to thank my parents for always supporting me and providing me the possibility
to pursue these studies. Also, I want to thank my family and friends for all their support through-

out my studies.

Lastly I want to thank Lena for always being there for me.


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

Contents

Abstract

Kurzfassung

List of Figures

List of Tables

Nomenclature

1 Introduction

2 Mathematical Modeling

2.1 Conservation Equations . . . . . . . . ... L
2.2 Turbulence Modeling . . . . . . . . . . . L L e
2.3 Compressible Flow . . . . . . . . . ..
2.4 Near-Wall Modeling . . . . . . . . . .. e
2.4.1 Wall Variables . . . . . . . .. .
2.4.2 Wall Functions . . . . . . . .. . e
3 Numerical Methods
3.1 Meshing . . . . . . .
3.2 Integration and Linearization of the Transport Equations . . . . ... ... ... ..
3.2.1 Gradient Calculation . . . . . . . . . . ... ... ..
3.2.2 Face Value Calculation . . . . . . . ... ... ...
3.2.3 Pressure Interpolation . . . . . .. ... . oo o
3.2.4 Temporal Discretization . . . . .. ... .. ... L oo
3.3 Solving the Equations . . . . . . . . ... L
3.3.1 Pressure-Based Solver . . . . . . ... ..
3.3.2 Under-Relaxation of Variables. . . . . . . . ... .. ... ... . .......
3.3.3 Under-Relaxation of Equations . . . . . .. ... ... ... ... .......
3.3.4  Multigrid Method . . . . . . .. L o
3.3.5  Measuring Convergence . . . . . . . . . .. i

4 Vortex Tube

4.1
4.2
4.3
4.4

4.5
4.6
4.7
4.8

Theoretical Background . . . . . . . . . ... . ... ..
Mathematical Modeling . . . . . . . . . . . ..
Numerical Methods . . . . . . . . . .. .. L
Flow Patterns in Air . . . . . . . . . . . . e e
441 Geometry . . . ... e e e e e
4.4.2 Mesh Independence . . . . . . . . ...
443 Results . . . .. e
Flow Patterns in Water . . . . . . . . .. ... . L
Flow Patterns in the Refrigerant . . . . . . . . .. .. ... .. ...
Parameter Study: R1336MZZ(Z) . . . . . . . . . .
Cycle Layout . . . . . . . . e

iii

iv

vii

viii

13
13
15
17
18
20
20
22
22
22
23
23
24


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

4.9 One-Dimensional Heat Pump Cycle Simulation
4.10 Conclusion . . . . . . . . . e e e

5 Ejector

5.1 Theoretical Background . . . . . . . . . .. .
5.2 Mathematical Modeling . . . . . . . ... L
5.2.1 Multiphase Flow . . . . . . . . .. .

5.2.2  Homogeneous Equilibrium Model

5.2.3 Turbulence Modeling

5.3 Validation of HEM Approach: ERCOFTAC UFR 4-19 Test Case
5.4 Numerical Methods . . . . . . . . . . . . . . e
5.5 Solution Strategy . . . . . . . . .. e
5.6 Results. . . . . . e

5.6.1 Baseline Geometry . . . . . . . ...

5.6.2 Influence of Geometrical Variation

5.7 Conclusion . . . . . . .

6 Conclusion and Outlook

References

ii

47
47
50
50
o1
o7
99
63
64
66
66
72
75

76

77


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

Abstract

Decarbonization of industrial processes is a great obstacle yet to overcome. One step towards
a sustainable and low-emission future can be achieved by using heat pumps to provide heat for
industrial processes. As heat pumps for such high temperature applications feature a large difference
in condenser and evaporator pressure, the losses due to irreversible dissipation within the expansion
process are high. To make high-temperature heat pumps more efficient and therefore interesting for
industrial applications, two alternative expansion devices to replace the conventional throttle valve
are investigated: the vortex tube and the ejector. Both devices are investigated numerically within
this work to gain better understanding of the underlying fluid flow phenomena, their applicability
to heat pump cycles and to give an outlook on possible cycle efficiency improvements.

For the vortex tube, it is found that in order to make use of its capability of separating a fluid into a
high- and low-temperature stream, which is only working when operated with a gas, a fundamentally
different heat pump design is necessary. From systematic simulations, using different geometries,
refrigerants and operating conditions, it is concluded that a very high pressure lift is necessary in
the heat pump cycle in order to significantly improve the cycle’s coefficient of performance. One
promising case is found, where the coefficient of performance is improved by 19% over a standard
heat pump.

To efficiently simulate the flow field inside an ejector, the two-phase flow is modeled as being in
a homogeneous equilibrium state. Based on this assumption, a model is developed and integrated
in a commercial Computational Fluid Dynamics code to allow for fast computations without the
need for experimental-based fine-tuning as opposed to a full multiphase model. The model is then
used to simulate an ejector which is working within a high temperature heat pump operated with
butane. The main flow features are analysed and phenomena occurring at unfavourable operating
points, obtained through an unsuitable geometry, are identified.
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Kurzfassung

Auf dem Weg in eine nachhaltige und emissionsarme Zukunft stellt besonders die Dekarbonisierung
der Industrie eine besondere Herausforderung dar. Ein grofler Beitrag zur Reduktion von Treib-
hausgasemissionen und zu mehr Ressourcenschonung kann durch den Einsatz von Hochtemperatur-
Warmepumpen zur Warmebereitstellung fiir Industrieprozesse erzielt werden. Die dabei iiblicher-
weise auftretenden hohen Temperaturdifferenzen zwischen Warmequelle und -senke fithren zu grofien
Druckdifferenzen zwischen Verdampfer und Kondensator und in Folge zu groflen Drosselverlusten
im Expansionsprozess, der herkommlicherweise in einem isenthalpen Drosselventil stattfindet. Um
ein gewisses Mafl an Energie aus dem Expansionsprozess zuriickzugewinnen werden in dieser Arbeit
zwei alternative Entspannungsvorrichtungen im Hinblick auf eine potentielle Effizienzsteigerung von
Warmepumpen numerisch untersucht: das Wirbelrohr und der Ejektor.

Im Bezug auf das Wirbelrohr wird hier festgestellt, dass der in Wirbelrohren angestrebte Effekt
der Temperaturseparation nur fiir vollstandig gastformige Fluide nutzbar ist und daher ein grund-
legend abweichender Warmepumpenkreislauf notwendig ist. Der Effekt ist bei den hier unter-
suchten Kéltemitteln deutlich geringer als zum Beispiel bei Luft. Verschiedene Kaltemittel, Geo-
metrien und Betriebsbedingungen werden untersucht, mit dem Ergebnis, dass eine hohe Druck-
differenz notwendig ist, um die Effizienz der Warmepumpe gegeniiber einer Standardwérmepumpe
zu erhohen. Ein vielversprechender Anwendungsfall, in dem der Einsatz eines Wirbelrohrs die Leis-
tungszahl um 19% erhoht, wird vorgestellt.

Um die Stromungsvorgénge in einem Zweiphasen- Ejektor effizient und ohne die Notwendigkeit der
Verfiigharkeit detaillierter experimenteller Daten zu simulieren, wird die Stromung als homogen
und im mechanischen und thermodynamischen Gleichgewicht befindlich modelliert. Mithilfe dieses
Modells wird ein Ejektor simuliert, der mit Butan in einer Hochtemperaturwarmepumpe betrieben
wird. Die Ergebnisse von Simulation und Experiment werden gegeniibergestellt. Uberdies wer-
den Stromungsphénomene untersucht, die bei unerwiinschten Betriebspunkten, beispielsweise durch
eine fiir die herrschenden Bedingungen ungeeignete Ejektorgeometrie, auftreten konnen. Das hier
entwickelte Modell kann friith im Entwicklungsprozess verwendet werden, um eine geometrische
Vorauslegung durchzufiihren.
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1 Introduction

Decarbonization of industrial processes is one of the main obstacles yet to overcome on the way
towards a sustainable, low-emission future. It is an important step on the way to reach goals such
as that of the Paris Agreement to limit global warming to 2°C above pre-industrial levels within
this century[1] or the EU 2030 goals, which aim at increasing energy efficiency by 32.5% by 2030[2].
In Austria, the goods producing industry accounts for 29.9% of energy consumption[3]. More
than 80% of demand for heat in the industrial sector regards process heat at more than 100°C[4].
According to Hartl et al.[5], industrial heat pumps for high temperature applications play a central
role in a sustainable energy future. Especially heat pumps for applications at up to 155°C are
relevant for industrial processes such as steam generation, where previously not used waste heat
can be reused[5]. Steam generation accounts for 28.9% of usable energy in industrial applications
in Austria. The highest demand for energy for steam generation is found in the paper industry,
accounting for 74.9% of usable energy. At the moment, this energy is mostly provided by natural
gas and, to a small extent, biogenous fuel[6]. Using high temperature heat pumps as means of
heat source for industrial steam generation can, in combination with an increasing share of electric
energy from renewable sources in the grid, act as a major step in the process of decarbonizing
the industry. In Germany, the demand for heat at up to 140°C is estimated to be around 611
PJ[4]. Currently, efficient heat pumps are available for domestic heating application, where they
are nowadays considered a standard solution[4]. The development of efficient high temperature heat
pumps is however still an ongoing research topic of great importance. High temperature applications
come with a high condenser pressure and thus great losses in the expansion process which usually
takes place in an isenthalpic throttle valve. A schematic heat pump cycle can be seen in Figure
1.1. From state 1 to 2, the evaporated or superheated refrigerant is lifted to a higher pressure level
inside a compressor. From state 2 to 3, heat is transferred to the consumer, e.g. to provide heat
for steam generation. At state 3, the refrigerant is partly or fully condensed or subcooled. From
state 3 to 4, the refrigerant is expanded to the lower pressure level in an isenthalpic throttle valve.
From state 4 to 1, the refrigerant is evaporated via heat transfer from a heat source, e.g. waste
heat from industrial processes.

To improve the overall coefficient of performance (COP) of such heat pump cycles, two alternative
components for the expansion process (3 to 4) are investigated, with the aim of recuperating some
of that expansion energy: the vortex tube and the ejector. A vortex tube is capable of separating
a high-pressure fluid into a hot and a cold stream, where the cold and hot streams’ temperatures
lie below and above the inlet temperature, respectively. Those streams can then be used, e.g. for
further superheating or subcooling of the refrigerant, thus improving the cycle’s efficiency by using
the kinetic energy of the high-pressure fluid for establishing a temperature gradient. An ejector is
capable of using the kinetic energy of a high-pressure fluid to lift the pressure level of a low pressure
fluid by entraining it, thus lifting the lower pressure level inside the heat pump and decreasing
compressor work.

Both vortex tubes and ejectors have been investigated extensively and used in a variety of industrial
applications, but knowledge of their use in heat pump applications, when being operated with
working fluids and within ranges of pressure and temperature that are typical for heat pump
applications, is very limited. In order to evaluate the potential of the integration of a vortex tube
or ejector in a heat pump, the fluid flow and heat transfer processes occurring inside the devices are
modeled and simulated by the means of computational fluid dynamics (CFD). In this way, influences
of different geometries, working fluids and operating conditions can be analyzed at a very early stage
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Figure 1.1: Schematic layout of a conventional heat pump cycle

in the development process, without the need for expensive experimental setups. The thus obtained
simulation results can then be used to model an entire heat pump in a one-dimensional (when also
modeling transient effects) or zero-dimensional (for a steady state) analysis to investigate potential
COP improvements. The purpose of this methodology is to provide a cheap and quick (compared to
experimental investigations) way of identifying promising heat pump configurations that can then be
evaluated in more detail through experimental work. Another advantage of numerical investigations
is that all flow quantities can be obtained - presumed that the numerical investigation is accurate
and features all necessary physical phenomena - at any desired location in the apparatus, whereas
experimental investigations are in practice often very difficult. Considering the inner diameters of
typical vortex tubes and ejectors often measure only a few millimeters, it is almost impossible to
measure quantities such as dynamic pressure or velocity without interfering with the flow itself.
Concerning the structure of this work, in chapter 2, the mathematical models used to describe
the underlying physical processes of the fluid flow inside vortex tubes and ejectors are presented.
Case-specific models relevant only for either the vortex tube or the ejector are introduced in the
respective chapters. Chapter 3 provides a brief overview of the numerical schemes used to solve the
equations discussed in chapter 2. After this general introduction to CFD, chapters 4 and 5 focus
on the modeling and analysis of the vortex tube and the ejector, respectively. Each chapter gives
first an overview of the respective device and specific mathematical models, numerical schemes and
solution strategies are elaborated. Then, the results of the CFD simulations are presented and
discussed. Both chapter 4 and 5 close with a chapter-specific conclusion. In chapter 6, an overall
conclusion of the investigations presented in this work is provided.
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2 Mathematical Modeling

In this chapter, a general overview of the typical mathematical models used to simulate fluid
mechanics problems is provided. Problem-specific topics that are only applicable for either the flow
physics inside a vortex tube or an ejector are discussed in the respective chapters 4.2 and 5.2. This
chapter is based on references [7-13], if not mentioned otherwise.

When indices (e.g. i) are used, these denote Cartesian coordinate directions and imply tensor
notation with Einstein summation convention. This means that terms in which one index occurs
twice - e.g. the index ¢ in Eq. (2.1) - are summed over this index.

2.1 Conservation Equations

The underlying fluid mechanics are described by the continuity equation and the Navier-Stokes
equation, which represent the physical meaning of conservation of mass and momentum, respec-
tively. The continuity equation reads

p | 9pvi)

ot 8:10,

The source term S, denotes any mass added. When there is no mass source present, S,, = 0.
Therefore Eq. (2.1) simplifies to

= Sm (2.1)

dp | 9(pvi)
zr =0 2.2
ot " om; (22)
The momentum equation, i.e. the Navier-Stokes equation, reads
O(pvi) = O(pv;vj) Op Omj
S i+ F 2.3

where F; denotes any external body forces other than gravity. As there are no significant body
forces occurring, this term is omitted. Also, as gravitational influence is believed to play a minor
role and it is not obvious in which orientation the vortex tube or ejector would be operated, the
gravity term is omitted, yielding

8(Pvi)+a(pvivj)_ Jp 87'1'3'

= _ 2.4
ot aiﬁj 8.(81 axj ( )
The viscous stress tensor 7;; reads
an 3’0]' 2 8’Uk
i = — —pu=—10;; 2.5
Ty = <8xj * 8mi> Z’)'uaan‘;C ! (25)
where d;; is the Kronecker delta, defined as
18—
b= 7 (26)
0 if i#j

As changes in temperature and the transport of energy are of interest, an equation for the conser-
vation of energy, F, is added to the set of underlying equations. The energy equation, formulated
as an equation for conservation of total energy, E, defined as
02
2

E:h—§+ (2.7)


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

reads

ApE) O, (pE+p) 0 oT

ot " oz oz (T””1+Aaxj> + S (28)
where S;, denotes any sources of heat. The second term on the left-hand side represents convective
heat transfer, the left and right term in the bracket on the right-hand side denote viscous dissipation
and conductive heat transfer, respectively. Viscous dissipation is often neglected as its effect is
insignificant in many cases, but has to be evaluated separately for each problem. In Eq. (2.8),
Fourier’s law is used to model the conductive heat flux ¢; as

or
8:10,»

¢ =—A (2.9)

In the above equations, T denotes the static temperature. Analogous to pressure, the total (or
stagnation) temperature, Ty, is the sum of static and dynamic temperature, and therefore the
temperature which is obtained if a fluid is decelerated to zero velocity. Therefore

2

T, =T+ — 2.10
t + 2%, ( )

where ¢, is the specific heat capacity at constant pressure.

The above set of 5 equations, consisting of the continuity equation, Eq. (2.2), the three-dimensional
Navier-Stokes equation, Eq. (2.4) and the energy equation, Eq. (2.8), fully describes the physics
of a single-phase flow problem. In the case of incompressible flow, the equations can be further
simplified, while in the case of a compressible flow problem, a way to compute the non-constant
density of the fluid must be introduced, e.g. through the ideal gas law. In theory, a solution for
this set of equations could be obtained numerically, but in practice solving these equations using
direct numerical simulation (DNS) is computationally not affordable as it requires very fine spatial
and temporal resolution. This is due to the chaotic behaviour of these strongly coupled, nonlinear,
partial differential equations known as turbulence. The vast majority of flows encountered in every
day life and engineering problems is turbulent. Although no strict definition of turbulence exists,
some characteristics of turbulent flows can be identified[9]:

e Turbulent flows are irregular and chaotic, but they are not stochastic as they are determinis-
tically described by the Navier-Stokes equations.

e Turbulent flows feature a variety of so-called eddy sizes, distributed from the largest geometric
features of the flow down to the smallest sizes where kinetic energy is dissipated into heat.

e Diffusivity increases in turbulent flows compared to laminar ones, increasing momentum ex-
change.

e Turbulence occurs at high Reynolds numbers, e.g. the transition to turbulence in a pipe flow
occurs at Re ~ 2300.

e Turbulent flow is always three-dimensional.

e Kinetic energy is transferred from the mean flow to the smallest turbulent structures (eddies),
where it is dissipated into heat. This process is called the cascade process. Therefore, a
turbulent flow must be provided with energy to stay turbulent.
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For most engineering purposes only the mean values of a turbulent flow are of interest, and turbulent
fluctuations that occur at stationary conditions (e.g. the operating point of a machine) do not need
to be resolved. This allows for the solution of turbulent flow problems with reasonable investment
in computing power through so-called turbulence modeling.

2.2 Turbulence Modeling

As a stationary (or quasi-stationary) solution is assumed to exist, only the mean values of the
flow field are of interest and the equations are time-averaged, making solving this set of equations
(continuity, Navier-Stokes and energy equation) computationally affordable. This process is first
shown for the simplification of an incompressible flow, with the equations and averaging method
being adapted in a later step to account for compressibility. The idea of turbulence modeling
is shown by the example of the well-established k-¢ turbulence model. Other, problem-specific
turbulence models are presented in the respective chapters.

The instantaneous variables of Egs. (2.2), (2.4) and (2.8) are usually split into a mean and a
fluctuating part using Reynolds decomposition:

b=d+¢ (2.11)
where

_ 1 [T
5ok [ 212)

After decomposing all time-dependent variables according to Eq. (2.11), the equations are time
averaged according to Eq. (2.12). By definition

5=3 (2.13)
¢ =0 (2.14)

and thus also L
Y’ =0 (2.15)

The only terms including fluctuations that turn out to be non-zero after time-averaging the equa-
tions are fluctuation correlation terms of the form

G #0 (2.16)

Using these identities and the fact that for incompressible flow p can be moved out of the partial
derivatives and assuming a constant viscosity, p, the well-known Reynolds Averaged Navier-Stokes
(RANS) equations are obtained.

First, the continuity equation is simplified. The unsteady term (the derivative with respect to time)
is omitted as steady flow is assumed. Then, the density is moved outside the spatial derivative as
incompressible flow is assumed. By that, Eq. (2.2) takes the following form

8%— o
50; = © (2.17)

Using the same simplifications (steady problem, incompressibility) and Eq. (2.17), the Navier-
Stokes equations simplify to

(%ivj Op 82'01'
= — 2.18
P 6xj 5‘zz +M6:cj8:1:j ( )
5
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where the partial derivative of the viscous stress tensor reduces to a single term, as using Eq. (2.17)
it turns out that

0 ij - 0 a’I}j -
2 8Uk o

It shall be noted that Eq. (2.19) only holds for a constant viscosity. For constant density and
non-constant viscosity, only Eq. (2.20) holds. Decomposing each variable using Eq. (2.11) and
time-averaging Eqgs. (2.17) and (2.18) yields

O(@; + )
81‘1'
(v + v}) (v + vj) op+p)  9*(v;+v)
=— t 2.22
p 8l‘j 8l‘i + . 8$j8$j ( )

=0 (2.21)

Using the above listed rules for time averaging, Egs. (2.13)-(2.16), the RANS equations are obtained.

gj: =0 (2.23)

8ﬁiﬂj op 0 ov; ——
- _ — vl 2.24
p 3xj axl + an (’ual‘j pUZUJ ( )

Eq. (2.24) now contains a new term, pr, called the Reynolds stress tensor, that is containing
the correlations of the velocity fluctuations. This is a symmetric tensor, therefore containing six in-
dependent variables that are generally unknown. Therefore, by performing Reynolds decomposition
and time-averaging, six unknowns are added to the set of equations, yielding ten unknowns (i.e.
pressure, three velocity components and six Reynolds stress components) but only four equations
(i.e. the continuity equation and three components of the Navier-Stokes equation). This is called
the closure problem, as the equations need to be closed in order to be solvable. It is of course possi-
ble to derive a transport equation for v/’

i} itself, but when deriving it, new triple correlation terms
of the form vgvgng turn up that introduce even more unknowns. Therefore, at some point a model
has to be introduced, which is called turbulence modeling. The most common and straightforward
approach is to introduce a so-called eddy viscosity or turbulent viscosity, u:, via the Boussinesq
assumption. Now, a non-constant viscosity is assumed, as it will be clear that when introducing a
turbulent viscosity, the assumption of a constant viscosity does not hold anymore. The Boussinesq

assumption reads

i 0v; 85]‘ o= i ov; Eﬁj
6‘zj |:N (8% + 89@) pvivj:| N 3!1']‘ |:(M+,U/t) <6$J + 6951 (2.25)
This leads to o -
U = —pus (821_ - a?) (2.26)
J %

Because of the continuity equation, Eq. (2.26) turns to zero when performing a contraction, i.e.

setting indices ¢ = j. This is unphysical, as a contraction of vgv;- should give twice the turbulent
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kinetic energy, k, which is defined as

1
k= 500 (2.27)
Therefore Eq. (2.26) is slightly modified to
— ov; 0 2
/, /. = — ¢ J *62 k 228
pvzv] /’Lt (8,IJ + azl) + 3 ]p ( )

The last term of Eq. (2.28) is now grouped with the pressure and the Navier-Stokes equation, using
the Boussinesq assumption, finally reads

8@@ 8(]3 + 2pk‘/3) 0 ov; (%j
- _ _— 2.2
p 8xj 8.%1 + 8xj (/J + 'ut) aﬂjj + aﬂfz ( 9)

Like the molecular viscosity, p; = pry. As can be seen, the Boussinesq assumption models the
Reynolds stresses by assuming a gradient-diffusion mechanism, similar to that of the viscous stresses.
This is a radical simplification, as a six-component variable is simply modeled through one (time-
and location-dependent) scalar. This means turbulence is assumed to be isotropic, which in reality
only holds for the smallest turbulent structures (eddies), where turbulent kinetic energy is dissipated
into heat. This newly introduced quantity v; is not known and needs to be modeled. The dimension
of vy, like that of v, needs to be [m?/s]. A simple way to model v; for wall-bounded flows is

2!

Oy

2

l/t:l

This is called the mixing length model. In Eq. (2.30), zo is the wall-normal coordinate, v; is
the velocity in wall-adjacent direction and l,,,;;, is the mixing length, which serves as characteristic
length scale. The biggest issue with this model is that [,,;, is generally unknown. This type of
model is called an algebraic model, as one algebraic equation needs to be solved additionally, or a
zero equation model, as no additional transport equation needs to be solved. A more elaborate way
to model 1, is to introduce one or more additional transport equations to be solved. Such models
are, depending on the number of additional transport equations, called one equation models, two
equation models, and so on. The most commonly used two equation model is the k- model, where
one transport equation for the turbulent kinetic energy, k, and one for its dissipation rate, ¢, are
solved. The turbulent viscosity is then computed in the following way.

2
- cu’% (2.31)

C, is an empirically tuned constant that is set to C,, = 0.09. By using the definition of the turbulent

/
77

an equation for k can be directly obtained, using the definition of k, either

from the Navier-Stokes equations or from the transport equation for vgvé, which can itself be derived
from the Navier-Stokes equations.

kinetic energy, 2k = vjv

ok _ 0Ok —— 0; ov} 0V} 0 (P 1, 0%k
o , - _ v B 2y 2.32
ot v Ox;j Yi% Ox; V@mj Ox; Oz Y 0 + 9% Jrl/@a:jaxj ( )
—_——— ——
Pk € ch Dh
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Eq. (2.32) is the exact k-equation, which is exact in the sense of being as exact as the Navier-
Stokes equations themselves, as no simplification has yet been employed. On the right-hand side
of Eq. (2.32) the terms are grouped according to their respective physical meanings: production,
dissipation, turbulent diffusion and viscous diffusion. Apart from the viscous diffusion term, D¥,
all terms include unknown quantities and therefore require modeling. The Reynolds stresses in
the production term, P*, can be modeled with the Boussinesq assumption. The dissipation, &,
will be obtained from its own transport equation, which will be formulated in a later step. The
turbulent diffusion term, D¥, is modeled assuming a gradient-diffusion mechanism. Hence, the
modeled k-equation reads

Ok gy Ok (G Oy oo O 4, ) Ok (2.33)

ot = ox;  '\ox; 0z ) oz dz; o) Ox;j '
o is the turbulent Prandtl number, a model constant usually set to o = 1. An exact transport
equation for ¢ can be derived analogously to the k equation, and then turned into a modeled

equation with the same closures. Another, simpler way to directly obtain the modeled € equation
is to modify the k equation through dimensional analysis. The modeled € equation reads

Jde  _ 0 ¢ ov;  0v;\ Oy, e? 0 v\ Oe
o Uiy, = gCan (axj * ax) oz; 2% Vo, [( + as) a} (2:34)

where o, is the Prandtl number for the turbulent dissipation rate and is set to 0. = 1.3. C.; and
C.o are empirically tuned model constants set to C.; = 1.44 and C.; = 1.92. Now, k and ¢ are
obtained by solving their transport equations, Egs. (2.33) and (2.34). Therefore, together with
the Navier-Stokes and continuity equations, a set of six transport equations needs to be solved for
six unknowns. The turbulent viscosity, v, is obtained from Eq. (2.31). This turbulence model,
consisting of Eqgs. (2.33) and (2.34), is called the standard k-¢ model.
The Boussinesq assumption, Eq. (2.28), is given again here, introducing a different notation.
pUiV; = —hu (g;}; + gZZ) + %P@'jk = =255 + §P5ijk (2.35)

Where s;; is the strain-rate tensor, which is a symmetric tensor defined as

- 1 (%i 8”Uj
Sij = 5 <8xj + axi> (2.36)

It is obvious that the normal components of the Reynolds stress tensor, e.g. vjv], must physically
always be non-negative, as they are quadratic. However, Eq. (2.35) also allows for negative values
of the Reynolds stress components, as

—s 01 2

v = 2, — + -k 2.37

! ¢ (3'1'1 3 ( )

can become negative if 0v;/0x; is sufficiently large, which is unphysical. The requirement of
the normal components of the Reynolds stress tensor being non-negative is a typical so-called
realizability constraint[8]. A simple modification of the standard k- model that prohibits negative
normal Reynolds stresses leads to the realizable k-¢ model. As the strain rate tensor, 3;;, is a
symmetric tensor it has real eigenvalues and the coordinate system can be rotated in such a way
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that the coordinate directions correspond to the principal coordinate directions. Then, the off-
diagonal components of the tensor are zero and the diagonal components assume a maximum.
Therefore, it is in this coordinate system that the normal components of v/v, are most likely to
become negative. Hence, with max(\) denoting the largest eigenvalue of 5;;, Eq. (2.37) can be
rewritten for the case where negative normal stresses are most likely to occur as

— 2
v = —2yymax(\) + gk‘ (2.38)

which can be used to formulate a limiter for the turbulent viscosity, 14, to ensure realizability
through[14]
k

<
"= 3max(V)|

The realizable k- model has been shown to give more accurate predictions of flows involving
separation, rotation, axisymmetric jets and streamline curvature than the standard k- model[7].

(2.39)

2.3 Compressible Flow

For compressible flow problems, classical Reynolds decomposition is usually replaced by Favre
decomposition. This is done because the momentum equations then take a simpler form. Favre
decomposition is given by

p=0+¢" (2.40)
where 25 denotes the density-weighted Reynolds average, i.e.
¢ = o (2.41)
D

Using Reynolds decomposition for p and p, and Favre decomposition for all other variables, and
then Reynolds averaging the equations, the governing equations of the flow are obtained. The
continuity equation reads

o(p 0 (pv;
éf) n g;‘) —0 (2.42)
The momentum equations read
—r
o(pvi) = 0(pv;v;) o Jp 0 Jv;  Ov; 2 Ovg 9 (pvi vj)
o T am, 0w o |M\ax, T on) 302,00 oz, (243)

The Reynolds stress tensor in Eq. (2.43) can now be modeled through the Boussinesq assumption,
analogous to the incompressible version of Eq. (2.43). The Boussinesq assumption for compressible

flow reads . . ) o5
— Sl = Vi L9V 2 (ke o, 22k 2.44
v vy = (a%faxi) 50 (p +Mtaxk> (2.44)
Using the Boussinesq assumption, Eq. (2.43) takes the following form.

opv) | OFvd;) _ P+ 2pk/3) | O {WW)(% L9 2 aﬁkﬂ (2.45)

at oz;  0m oz oz, " oz, 3% 0k
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The turbulent viscosity is, like in incompressible flow, calculated as

]{32
= POy (2.46)
The modeled k-equation for compressible flow reads
A(pk) | O(pvjk) _ 0 pe\ Ok k= =
- 2 )y 2= Pr— . 2.47
ot + Ox; Oz ot o) Oz petpe ( )

o is the Prandtl number for turbulent kinetic energy, set to o = 1. The production of turbulent
kinetic energy, P* is modeled as

where s;; is the Favre-averaged strain-rate tensor. To include effects of compressibility on turbu-
lence, a dilatation dissipation term, ., is included in the k-equation. This compressible dissipation,
Ec, 1s modeled according to [11] and reads

£. = aqeMa;? (2.49)
where the turbulent Mach number, Ma;, is calculated as

2k
Ma, = = (2.50)
with ¢ denoting the speed of sound. Eq. (2.50) is easily derived using the definition 2k = w The
model constant is set to a; = 1 (in agreement with DNS results[11]). The turbulent dissipation, e,

is again calculated from the modeled e-equation, which for compressible flow reads

0p) | Opte) _ 0 [(  m) O] o ph o
ot + axj 78.’1?]' /L+0_E al‘j +kcflp sz2P (251)

where o, is the Prandtl number for the turbulent dissipation rate and is set to 0. = 1.3. C¢; and
C.2 are empirically tuned model constants set to C.; = 1.44 and Cz; = 1.92. The ideal gas law for

averaged quantities, i.e. B
pRT =p (2.52)

can be used to calculate the non-constant density of the fluid. Obviously, also an equation for the
conservation of energy is needed. As for the simulation of the vortex tube and the ejector two
very different approaches in modeling the conservation of energy are taken, these equations will be
presented in the respective chapters.

2.4 Near-Wall Modeling

In most engineering applications, geometric constraints in the form of solid objects are present,
which are called walls. At a wall, the velocity of the fluid equals that of the wall, therefore at a
stationary wall, the velocity of the fluid is zero. This is commonly called the no-slip condition. In
the vicinity of a wall, a boundary layer is formed, where the velocity decreases from the free stream
velocity, Vs, to zero. The boundary layer has a thickness, §, and is usually divided into an inner
region at 0 < y < 0.26 and an outer region at 0.2§ < y < §. There are several definitions of §. One
common definition is the requirement that v(d) = 0.99 ve.

10
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2.4.1 'Wall Variables

Over the inner region of the boundary layer, the total shear stress can be approximated as being
constant, with viscous shear being dominant in close vicinity of the wall, and Reynolds stress being
dominant further away from the wall, where the sum of viscous and Reynolds stress is constant.
The purely viscous shear stress is given by

0v,
dy

(2.53)

Tw = [

y=0

With 7, being approximately constant, it is possible to derive characteristic constants for normal-
ization of wall variables. The characteristic velocity is given by

Tw
Vy = — 2.54
A/ P ( )

Using Eq. (2.54) it is possible to define a characteristic length scale of the wall as

L, =2 (2.55)

yt =2 (2.56)

Using this wall distance, the the inner boundary layer is usually divided into three sub-layers,
depending on whether viscous stresses or Reynolds stresses make up the majority of the near-wall
stresses.
viscous sub-layer 0<yt <5
inner boundary layer ¢ buffer sub-layer 5<yt <30

fully turbulent sub-layer 30 < y* < 300 — 500

2.4.2 'Wall Functions

To overcome the computational costs associated with resolving all physical effects in the vicinity of a
wall, where gradients are very high and therefore a fine computational grid is required, it is standard
practice to employ so-called wall functions. A wall function models the physical phenomena near a
wall through simple algebraic, empirical equations, so that the Navier-Stokes equations only have
to be calculated starting at a point further away from the wall. The output of a wall function
is information on velocities, temperature and, depending on the used turbulence model, turbulent
quantities at the first computational grid point close to the wall.

Integration of Eq. (2.53) leads, under the approximation that 7,, = const., to

_ TwlY
Up = ——
pv

+C (2.57)

Applying the no-slip boundary condition at the wall, i.e. U;|,—o = 0 leads to C' = 0, and therefore
Eq. (2.57) simplifies, together with Eq. (2.54), to

2

_ Twy _ VY (2.58)
T v v ’
11
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Using the definition v = v/v, and Eqgs. (2.54) and (2.55), Eq. (2.58) simplifies to
ot =y" (2.59)

Therefore, in the viscous sub-layer, the velocity increases linearly with the wall distance. In the
fully turbulent sub-layer, Reynolds stress becomes the dominant part of 7., yielding

Tw = —pULv! 2.60
zVy

Using Prandtl’s mixing length model, Eq. (2.30), and the assumption that near the wall v, /Ov, =

0, leads to
T v, \ > v, \ >
—w = 12 ( w) = ,‘{'/2 2 < w) 261
P 9y v %, (2.61)

where k is the von Kérman constant. Using Eq. (2.54) 7, can be expressed in terms of v, to yield

97, \”
v? = k2> (8;) = const. (2.62)

Eq. (2.62) is now integrated to give the logarithmic law of the wall, often called log-law, which,
using wall variables, reads

1
ot = ~In(y*) + B (2.63)

with B ~ 5 being a constant. Therefore, in the buffer sub-layer the velocity changes from the
linear profile of the viscous sub-layer to the logarithmic profile of the fully turbulent sub-layer. A
temperature profile is obtained in the same way and reads
1

T" = —In(y")+ Br (2.64)

RT
Wall functions using the log-law as in Egs. (2.63) and (2.64) are called standard wall functions and
give relatively good results for many applications. However, flows with strong pressure gradients,
or impinging jets are poorly modeled by the log-law and require more sophisticated wall functions,
which will not be discussed here.

12
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3 Numerical Methods

In this chapter, the numerical methods used to solve the governing equations laid out in chapter 2
are explained. Case-specific numerical schemes and aspects that are only relevant for the simulation
of either the vortex tube or the ejector are presented in the respective chapters.

The most common solution method applied in computational fluid dynamics is the so-called Finite
Volume Method. It is found to be particularly suitable for solving conservation equations as the
method is based on the principle of local conservation, and this is the reason for its wide use in
fluid mechanics. The Finite Volume Method involves the following steps[10]:

e Spatial discretization of the computational domain into a finite number of volumes, which are
called cells.

e Integration of all governing equations over each finite volume to obtain algebraic equations
for the unknown variables.

e Linearization of the algebraic equations and iterative solution of the thus obtain set of linear
equations.

These steps are outlined below in more detail.

3.1 Meshing

In order to integrate the conservation equations over a finite number of volumes, the geometric
domain of the problem needs to be divided into these volumes. This process is called meshing, as a
computational mesh or grid is created. The easiest way of realizing such a discretization would be to
divide a cube into several, equally sized smaller cubes. However, geometries can have various shapes
and therefore, depending on the actual problem, different kind of cells are used to mesh a given
domain. Depending on the shape, these are called tetrahedral, hexahedral, pyramidic, prismatic or
polyhedral (e.g. dodecahedral) cells. In two dimensions, usually triangles and quadrilateral cells
are used, but it is of course possible to use any kind of cell, e.g. hexagons are also commonly
used for two-dimensional meshing. Examples of different cell types can be seen in Figure 3.1. Two
important measures of cell quality are the skewness and the aspect ratio of a cell.

The aspect ratio is the ratio between the greatest and smallest edge length, therefore a hexahedral
cell with an aspect ratio of two is two times longer than wide. If the nature of a flow is not known,
it is good practice to keep the aspect ratio around unity. If, however, the flow is strongly convective
and the direction of convective transport is known, it is possible to use a mesh with cells that are
elongated in the direction of convective transport. An example for such a situation is the flow along
a flat wall. The gradients of velocity will be high in the wall-normal direction, requiring a dense
grid in that direction to minimize the error introduced by spatial discretization. In the direction of
the flow, however, gradients will be small, leading to the requirement of a less densely spaced grid
in that direction.

Skewness denotes the deviation from a cell with equal angles. For a hexahedral cell, the skewness
is zero if all corners have angles of 90°. Often, skewness is replaced by orthogonal quality, where
(orthogonal quality) = (1 —skewness). High skewness can lead to very poor numerical behaviour, as
a cell can then have two neighbouring faces with close to opposing normal vectors, which introduces
high errors in the calculation of face-normal fluxes and can also cause a division by a value that
is in the order of magnitude of the computer’s rounding error, causing a division by zero error.
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It is considered best-practice to keep average skewness < 0.33 and maximum skewness < 0.95[7].
Generally, grids can be divided into structured and unstructured gris. A structured grid consists

2D

Triangle Quadrilateral Hexagon

°P , X

Tetrahedron Hexahedron Prism

Figure 3.1: Examples of different 2D and 3D cell types

only of quadrilateral (for 2D) or hexahedral (for 3D) cells, which can easily be represented in a two-
or three- dimensional array and make finding neighbouring cells computationally easy. Unstructured
grids consist of any type (or mix of types) of cells. In general, computations are faster on structured
grids[7]. Furthermore, grids can be classified as being conformal or non-conformal. Conformal grids
do not have hanging nodes, which are nodes that are located on another cell’s face. Therefore, in a
conformal grid, each face coincides with exactly one face of another cell, where in a non-conformal
grid one cell’s face can be made up of a number of other cells’ faces. Calculating the flux from one
cell to another in a non-conformal grid is introducing an additional error. An example of these two
types of grids can be seen in Figure 3.2, where the example of transition from a coarse to a fine
grid is given, which is a common issue where one has to decide between using a conformal or a
non-conformal grid.
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Figure 3.2: Example of a conformal (left) and non-conformal (right) grid in 2D

3.2 Integration and Linearization of the Transport Equations

An arbitrary conservation equation for a scalar (an equation for a vector, e.g. the Navier-Stokes
equation, is a set of scalar transport equations for the individual scalar components of the vector)
that includes a convection term, a diffusion term and a source term reads

Apgp) | Ipvj¢) 0 )
=— | I'=— S 3.1
ot " ax; om, \ oz, ) 7 (8:1)
Integrating Eq. (3.1) over a control volume (i.e. a cell of the computational grid) yields
A(po) / A(pv;9) / 0 (.09 /
——=d ———dV= [ — [T=——)d d 2
/ 5 V+ oz, v oz, \! oz, V+ [ SgdV (3.2)
cv cv cv cv

Using the theorem of Gauss[13] a volume integral can be transformed into an integral over a closed
surface enclosing V if the integrand can be expressed as the divergence of a vector field. Therefore

/v - fdv = /ﬁfds (3.3)
v s
with 7 being a normal vector pointing outwards the surface S. Applying Eq. (3.3) to the convective

term of Eq. (3.2) leads to
/ 9pvif) gy _ / pvin;6dS; (3.4)
al‘j
cv cs

Considering a structured hexahedral grid where CV is a single hexahedral cell (cf. Figure 3.3)
having six faces (top, bottom, north, south, west, east) which fully enclose CV and therefore form
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Figure 3.3: Schematic drawing of an arbitrary hexahedral cell

CS, Eq. (3.4) can be evaluated as

/pvjnj¢d5j = —[(puSd)w — (puSd)e + (pvS¢)s — (pvSP)n + (pwSP): — (pwSP)s]  (3.5)
(o)

with S being the surface area of the respective face and u,v and w denoting the velocity component
normal to the respective face. The density p is generally different at the respective faces and
therefore not moved outside the brackets. When integrating the diffusion term of Eq. (3.1), the
theorem of Gauss can again be used.

/ 0 (F‘%> av = 122, a5

8$j 6$j 8xj
cv cs

¢ ¢ ol ¢ ol 99
(), (o) (), () 32o), - (2)

The source term of Eq. (3.1) can e.g. be the pressure gradient term of the Navier-Stokes equations.
A simple way to solve its volume integral in Eq. (3.2) is to take a cell mean value of S, and thus
move the term outside of the integral.

/ SydV ~ S,V (3.7)
cv

The time derivative in Eq. (3.2) is moved out of the integral to yield

App) .., 9(pod)
/ 00) gy = A0y, (3.9)

cv
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Together, this gives the discretized form of Eq. (3.2) for an arbitrary computational cell (i.e. the
control volume).

Nfaces Nfaces

0ee)y, Z prujbpn;Ap = Z F—n]Af+SV (3.9)

Eq. (3.9) is an algebraic equation except for the yet unknown gradient and face values of ¢ that
need to be determined in some way. The methods used to determine these unknown values are
presented below. Naturally, the face values and gradients of ¢ will be dependent on its values in
the neighbouring cells, and generally this dependence will be nonlinear. Linearization of Eq. (3.9)
gives an equation of the form[10]

ac¢c = Z anb¢nb +b (310)

nb

where subscript ¢ denotes the considered cell and subscript nb denotes any neighbouring cells
and a¢, any, and b are the coefficients of the linearized version of Eq. (3.9). Except for cells at
boundaries such as walls, inlets or outlets, the number of a cell’s neighbours is equal to that of its
faces. Formulating Eq. (3.10) for each cell in the computational domain yields a set of algebraic
equations that can be solved using a typical solver for systems of linear equations. The most
common methods are variants of the family of Gauss-Seidel algorithms[7].

3.2.1 Gradient Calculation

Green-Gauss Method

A common method to calculate gradients is the Green-Gauss method[15], where again the theorem
of Gauss is used. The gradient at the center cg of a cell, (V¢)o, is calculated as

(Voo = Z 017y S (3.11)

with Sy being the surface area of each face and 77y the respective outward-pointing normal vector
of the face. The value of ¢, can either be taken as arithmetic average of the cell values at the
neighbouring cells, or as arithmetic average of nodal values on the face of interest.

Least-Squares Method

Another way to calculate the gradient (V¢)o is Least-Squares Cell-Based evaluation[15]. The dif-
ference between the cell of interest, cg, and another cell, ¢;, along a vector Arp; that points from
the cell center of ¢y to the cell center of ¢; reads

(Vo)o - ATo; = (¢i — do) (3.12)

where
ATy = T3 — 7o (3.13)

Eq. (3.12) is a system of equations that can be written in compact form as

J(Vg)o = Ag; (3.14)
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where J is a coefficient matrix being solely dependent on the geometry. The system of equations
given in Eq. (3.14) is generally over-determined, as there exist more neighbours ¢; to ¢y than
coordinate directions and the solution is not necessarily linear. This leads to an optimization
problem that, in a least-square sense, is solved by finding the minimum of the following functional

i=NNB

F= 3" (wilds (g0 + Voo - 7os))) (3.15)

i=1

with w; being a weighting factor. The minimization of F' is realized through

= = =0 (3.16)

3.2.2 Face Value Calculation

In Egs. (3.5), (3.6), the value of ¢ at the faces of each control volume must be calculated. There
are several ways in which this can be achieved. Consider a cell neighbourhood where cell P is
neighboured by cells W and F, with faces w and e separating the respective cells from P, depicted
in Figure 3.4. Let the flow be dominated by convection, where the velocity is pointing from W to
E.

Figure 3.4: Cell neighbourhood and direction of convective transport

Central Differencing Scheme

Linear interpolation between neighbouring cells (or the mean value of two neighbouring cell values
for an equidistant grid) gives a simple way to calculate face values. For the equidistant grid shown
in Figure 3.4 this yields

(be _ (bP ;’ (bE (318)
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Discretization schemes should, to give physically reasonable results, fulfill two criteria: boundedness
and transportiveness[7]. Boundedness requires a scheme to yield only variables that are bounded
by (i.e. neither greater nor smaller than) all input values of that scheme. As can be seen easily
from Egs. (3.17) and (3.18), the central differencing scheme is bounded. Transportiveness requires
a scheme to take into account the direction of convective transport. The central differencing scheme
does not distinguish between directions when calculating face values, which for flows with strong
convection can yield unphysical results. A measure of convectiveness is the Péclet number, defined
as(7]

_ transport by convection pU

Pe = = 3.19
¢ transport by diffusion I'/Az (3.19)

Another class of discretization schemes fulfils the requirement of transportiveness: the upwind
schemes. Upwind schemes calculate face values dependent on upstream cell values only.
First-Order Upwind Scheme

In the first-order upwind scheme, the value of a face is simply the value of the respective upwind
cell. Therefore, in the above example

Pw = dw (3.20)
Pe = Op (3.21)

Second-Order Upwind Scheme

A more accurate way of calculating face values is the second-order upwind scheme, where face values
depend on two upstream cells. It is assumed that the gradient at both the e and w face is equal.
With x being the axial (flow direction) coordinate, the scheme - again for the above case - reads

b — PP _ P = Pw (3.22)
Le — TP rp —ITw

(¢p — ow)(we — p)

be = + op (3.23)
rp —ITw
which for an equidistant grid like that in Figure 3.4 yields
¢ = 1.5¢0p — 0.50w (3.24)

The order n of a discretization scheme gives information about its accuracy, as the error ¢ of a
scheme decreases with ¢ o« Az™. Therefore, the error of the second-order upwind scheme decreases
to 1/4 when the grid size Az is halved. However, the second-order upwind scheme is unbounded,
which makes it less stable and requires physically meaningful initial values. To take care of this, it
is common practice to initially use first-order discretization schemes to obtain a first solution and
then take this result as initialization for a solution employing a higher-order scheme.

Third-Order QUICK Scheme

The QUICK (Quadratic Upstream Interpolation for Convective Kinetics) scheme is a third-order
accurate scheme that is transportive but unbounded[7]. It is only applicable when cells are quadri-
lateral (in 2D) or hexahedral (in 3D)[10] and uses a weighted average of the values calculated with
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the second-order upwind scheme and central second order interpolation, respectively. Using again
the schematic cell neighbourhood depicted in Figure 3.4, the value of ¢. at the eastern face is
calculated as

dg dp

¢e:6 ¢P

n dw + 2dp dp
dr +dp dg +dp

dw +dc ¢P_dw+dc

¢>E} +(1-10) [ op (3.25)
where d is the length of the respective cell. 8 = 0 gives a second-order upwind scheme and 6 = 1
gives a central second-order interpolation scheme. Typically, § = 1/8 for the QUICK scheme.

Third-Order MUSCL Scheme

The MUSCL (Monotone Upstream-Centered Schemes for Conservation Laws) is a third-order accu-
rate scheme similar to the QUICK scheme. It blends a second order upwind scheme with a central
differencing scheme. The face value is calculated as

o5 =0¢rcp+(1—0)dss0u (3.26)

where ¢ cp and ¢ sou are the face values of ¢ obtained with a central differencing scheme and a
second-order upwind scheme, respectively. An advantage of the MUSCL scheme over the QUICK
scheme is that it is usable on any cell types[7] (whereas QUICK is limited to quadrilateral/hexahe-
dral cells).

3.2.3 Pressure Interpolation

Like outlined above for convectively transported scalars and velocity components, also the value of
the pressure at faces is unknown and needs to be calculated. However, as pressure is not a scalar
which is transported by convection or diffusion, different interpolation schemes are needed.

Linear Scheme

The linear scheme is the most basic scheme to interpolate the value of pressure at the face between
two cells. It is done by simply taking an average of the cell values in the cells adjacent to the face
of interest[10]. Therefore, using the example cell neighbourhood of Figure 3.4

. = w (3.27)

Second-Order Scheme

The second-order pressure interpolation scheme uses central differencing between the two adjacent
cells to calculate the face pressure[10]. Therefore (for the one-dimensional case of Figure 3.4)

Op E) (3.28)

PJF(xe*fE)%

1 1 Ip
pe = ot o)+ (oo —ar) 57

3.2.4 Temporal Discretization

Temporal discretization is realized by dividing time into finitely small time steps At. Then, to
calculate the value of a variable at a given time ¢ + At, there exist two very different approaches:
explicit and implicit methods.
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Explicit Methods

In explicit algorithms, the value of a variable ¢ at a time t + At is calculated as

ot + At) = o(t) + At %’ (3.29)

which is the well-known forward Euler method.

Implicit Methods
In implicit methods, ¢(t + At) is calculated using its time derivative at t + At, therefore

b(t+ At) = o(t) + At 22 (3.30)

dt | oy

which is the well-known backward Euler method. As the value of the derivative at t + At is
not known, the implicit scheme needs to be solved iteratively, which makes it computationally
more expensive than the explicit scheme. However, the implicit scheme allows for greater time
steps, which can make up for the computational costs of iterating. In terms of accuracy, both
formulations, Eq. (3.29) and Eq. (3.30), are first-order accurate, as information from one time step
is used to calculate the evolution of ¢.
An example for a second-order accurate time integration method is the Crank-Nicolson method,
which blends the fully explicit and fully implicit method. It reads

) (3.31)

t

At <d¢
As this method is of second-order accuracy, the error decreases with the square of the time step,

d
Bt + A1) = o() + 5 o
but it involves an implicit part and therefore needs to be solved iteratively.

dt

dt

2 t+At

Time Step Size

Fully explicit schemes are very sensitive to the size of At, as they are only conditionally bounded,
therefore they become unbounded if the time step becomes too large. The largest possible time step
is, for a fully explicit algorithm, the shorter of the times it takes for a quantity to be transported
through a cell either by convection or diffusion. For an implicit solver, this time step can be larger,
as also information at ¢ + At, and therefore at the respective upstream cells is taken into account.
These restrictions can be expressed through the Courant-Friedrichs-Lewy condition[7]

2
At < CFL - min (’)(AF"”), Ax) (3.32)
v

where CFL is the Courant number, with CFL = 1 for an explicit solver and CFL > 1 for a fully
implicit solver, with theoretically no upper limit (in terms of numerical stability), but in practice
depending strongly on the quality of the initial guess and the order of accuracy of the used scheme.
Therefore it is good practice to keep CFL low initially also for implicit algorithms. The two terms
on the right-hand side of Eq. (3.32) represent the time it takes for a quantity to be transported
through a cell of size Az by either diffusion (left term) or convection (right term).
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3.3 Solving the Equations
3.3.1 Pressure-Based Solver

The method used in this work to iteratively solve the underlying equations (in their algebraic form
obtained using the Finite Volume Method, as outlined above) is the so-called pressure-based solver
of the commercial CFD code ANSys FLUENT[10]. Here, instead of solving the continuity equation
itself, a pressure equation is solved that is derived from the continuity and momentum equations.
Therefore, the pressure obtained from the pressure equation, ensures that the velocity field satisfies
the continuity equation. The momentum equations and the pressure equation can be solved either
in a coupled or segregated manner.

In the segregated approach the momentum equations are, in each iteration, solved sequentially (i.e.
the three components are solved one-by-one) using the pressure value obtained in the previous iter-
ation step. Then, the thus obtained values for velocity are used to calculate a new pressure. After
that, all additional scalars, such as turbulence quantities (e.g. k) or energy are calculated. Finally,
density and material properties are updated and the next iteration step is started with solving
the velocity field through the momentum equations. One of the most commonly used segregated
algorithms for coupling the velocity and pressure equations is the SIMPLE (Semi-Implicit Method
for Pressure-Linked Equations) algorithm.

In the coupled algorithm, the components of the momentum equations and the pressure equation
are solved simultaneously as a system of coupled equations, which generally speeds up computa-
tional times compared to the segregated algorithm but requires more memory.

The other main class of solver algorithms are the density-based solvers, which directly solve the
continuity equation for density. The density-based solvers are not discussed here as they are not
used in this work.

3.3.2 TUnder-Relaxation of Variables

When iteratively solving the underlying equations, it is often helpful to under-relaxate the solution.
This is done by introducing an under-relaxation factor « € |0, 1] so that when calculating the value
of a variable ¢

¢n,new = O“ybn + (1 - a)¢n—1 (333)

where in Eq. (3.33) ¢n new is the value of ¢ that is used as result of the nth iteration (instead of ¢,,),
and ¢,, and ¢,,_; are the values calculated by the solver during the n** and the (n — 1)" iteration,
respectively. Generally, lowering the value of a can enhance stability, but comes at the cost of
additional computational time. It is common practice to keep a low during the first iterations
and, to speed up computations, increase the value once a converging behaviour of the equations is
achieved. The under-relaxation of variables is also called explicit relaxation.

Another technique of under-relaxation is so-called higher-order term relaxation[10]. As higher-order
discretization schemes (e.g. second-order upwind, QUICK, etc.) are usually unbounded and a bad
initial guess can, through the nonlinear terms, cause the solution to take unphysical values or totally
diverge, these schemes can be regrouped as first order schemes with additional, higher-order terms.
Then, higher-order term relaxation factors can be used to choose a lower under-relaxation factor
for the higher-order terms of the discretization schemes. This allows the solution to converge faster,
by letting the first-order part of the discretization scheme take higher under-relaxation factors at
less cost in numerical stability.
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3.3.3 Under-Relaxation of Equations

When solving a steady-state case, the derivatives with respect to time in all equations are omitted,
and CFL as introduced above is not applicable. However, when using ANSYS FLUENT to solve a
steady-state case, CFL can be used as an additional under-relaxation parameter[10]. While the
above-mentioned under-relaxation factor « is used when updating individual variables, another
under-relaxation factor is introduced in the algebraic equations themselves, which are of the form
of Eq. (3.10) and are iteratively solved for every cell during each iteration. This under-relaxation
takes the form of

ac¢c,new = Z aanb¢nb +ab+ (1 - a)acd)c,old (334)

nb

where the value of a in Eq. (3.34) is determined (only in steady-state calculations, when there is
no time advancement) by choosing a value of the CFL.
l-«a 1

This relation is plotted in Figure 3.5. This form of relaxation is called implicit relaxation, as not the
variable that is solved for is relaxated after the iteration, but the equation to be solved is relaxated
itself.
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Figure 3.5: Under-relaxation factor o for equations as function of steady-state CFL

3.3.4 Multigrid Method

ANSYs FLUENT, like most other sophisticated CFD codes, uses the multigrid method to accelerate
convergence. Within this method, (at least) one additional grid is introduced that is coarser than
the original grid. This is done by summing up several cells of the original, finer grid. If e.g. there is a
sudden change in pressure, which will physically affect the whole domain almost instantaneously, the
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information would have to be transported through the domain cell-by-cell on the fine grid, making
the solution process time-consuming. Solving a set of algebraic, linearized equations on both the
fine and the newly introduced coarse grid, and exchanging corrections between the two solutions
by two processes called restriction (transfer from fine to coarse level) and prolongation (transfer of
corrected solution from coarse level back to fine level), accelerates this process as information can
be transported through the domain quickly on the coarse level[7, 10].

3.3.5 Measuring Convergence

While iteratively solving the equations, it is important to judge whether a solution has converged,
and therefore the solution process can be stopped. A common way to judge convergence is by
monitoring of the residuals of the individual equations. The residual is calculated by summing the
error of an equation’s volume integral for each cell. This value is then scaled by e.g. dividing it
by the residual obtained during the first iteration. Therefore, e.g. the residual of the continuity
equation can be seen as a local error in mass balance of cells (as opposed to the global error in mass
balance of mass entering through the domain’s inlets and exiting through the domain’s outlets).
As the solution of the set of equations is iteratively approached, the residuals decrease. However, if
e.g. the starting guess to a problem is very bad, the residuals will turn out to be quite high during
the first iterations and thus the scaled residuals will be rather low[7]. Additionally, the level of
residuals does not give any information on the physical correctness of the solution. It is therefore
common practice to also monitor integral balances such as a global mass and energy balance for
the system and variables of interest such as forces, and check for a steady value. Thus, a (steady
state) simulation is said to be converged, if all of the following apply.

e Residuals of all equations have dropped by at least three to six (depending on the equation)
orders of magnitude compared to the residuals obtained during the first iterations.

e The error of global (over the whole domain) balances of energy and mass is low and steady.

e Quantities of interest, that are the aim of the simulation (e.g. forces on a body in aerodynamic
simulations), do not change anymore over the course of iterations.

e The results of the simulation are physically plausible (which for highly complex flows is not
always easy to judge). If available, the results should be comparable to experimental data or
other numerical studies of similar problems.

e The solution is grid-independent. This means that increasing the cell density does not change
the result of the simulation.
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4 Vortex Tube

In chapter 4.1, a general overview of vortex tubes, their history, the physical phenomena behind
temperature separation and their applications is provided. In chapters 4.2 and 4.3, the mathematical
model and numerical methods used within this work to simulate the flow field inside a vortex tube
are outlined. Then, simulations using three types of working fluids are performed and presented.
Firstly, a vortex tube operated with air is simulated, as air is a commonly used working fluid for
vortex tubes, and many experimental and numerical studies of vortex tubes with air are available.
This simulation serves as validation of the CFD model and the results are presented in chapter
4.4. As the high pressure fluid leaving the condenser of a heat pump and entering the expansion
device is usually a liquid, as a next step, a simulation of a vortex tube operated with a liquid
is performed. As studies of vortex tubes with other fluids than gases are rare, water is chosen
for this simulation, as for liquid water an experimental investigation was found. The results of
this simulation are presented in chapter 4.5. Then, in chapter 4.6, simulations using the synthetic
refrigerant R1336MZZ(Z), in a gaseous state, as working fluid are presented. Simulations of liquid or
two-phase refrigerants were not performed, as the temperature separation of liquids and two-phase
fluids inside a vortex tube was found too low to be relevant for technical applications. In chapter
4.7, the results of a parameter study are presented, where the influence of different geometries and
operating conditions on a vortex tube operated with a refrigerant were studied. In chapter 4.8,
possible heat pump cycle layouts utilizing vortex tube expansion are discussed. Then, using the
results of the CFD simulations to model the vortex tube, a heat pump cycle featuring a vortex tube
is simulated on the basis of global balances of energy and mass. The results of this cycle analysis
are presented in chapter 4.9.

A summary of the findings on the vortex tube presented in this chapter was accepted for publication
in the proceedings of the 13'" IEA Heat Pump Conference 2020, Jeju, Korea[16].

4.1 Theoretical Background

A vortex tube, originally invented by Ranque in 1933[17] and substantially refined and investigated
by Hilsch in 1946[18], is a device that separates an incoming stream of gas at high pressure into a
hot and a cold outflowing low pressure stream, where the hot exit temperature lies above the inlet
temperature and the cold exit temperature lies below the inlet temperature. This phenomenon
of temperature separation is also called the Ranque-Hilsch effect. Figure 4.1 shows a schematic
drawing of a vortex tube. A fluid at high pressure enters the tube tangentially through one or more
nozzles. A swirling flow pattern of high angular velocity develops. The fluid separates into a cold
stream, leaving the tube close to the center at the side near the inlet and a hot stream, leaving
the tube close to the wall on the other side. The fraction of fluid that leaves through the cold exit,
called the cold fraction, defined as

Y= mc/mm (41)
is adjusted by controlling the pressure at the hot exit via a valve. By adjusting the cold fraction,
7, accordingly, Hilsch[18] was able to expand compressed air at 20°C inlet temperature into exiting
streams at 4+200°C and -50°C, respectively. As a vortex tube has a relatively simple geometry,
involves no moving parts and requires little maintenance, it serves as a simple device for heating or
cooling, given that a pressurized gas is available. According to Ahlborn and Gordon[19], the lower
boundary for inlet pressure lies around 1.4 times the outlet pressure, with no fast enough tangential
velocities to allow secondary (inner) circulation forming below, and the upper boundary in terms
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of inlet pressure is found around 7 times the outlet pressure, as above unfavourable shock waves
occur.
Much effort has been put into explaining the physical processes behind the energy separation inside

Warmer low
pressure fluid

P

Periphery

Nozzle

High
pressurc
fluid

Orifice

Colder low
pressure fluid

Figure 4.1: Schematic drawing of a vortex tube [20]

a vortex tube, leading to several theories. Hilsch[18] suggested that kinetic energy is transferred
via internal friction from the center towards the outer radius of the tube, making shear work
the driving mechanism behind the energy separation. Reynolds[21] investigated the mechanisms
by conducting an order-of-magnitude analysis of the energy equation, identifying heat and energy
fluxes due to three mechanisms: turbulent mixing due to radial pressure and temperature gradients,
buoyancy forces and Reynolds shear stresses. All these fluxes point radially outwards. Ahlborn
and Gordon[19] drew parallels between a vortex tube and a classical refrigerating cycle. According
to them, a vortex tube bears all attributes of a refrigerating cycle, such as temperature separation
induced by mechanical work and compression and expansion of a working fluid. They identified the
primary loop (close to the wall at the outer radius) as coolant loop, and the inner, recirculating
loop as refrigerant loop that is performing heat rejection at the outer radius and energy absorption
closer to the center. Based on these observations, a set of analytic formulae for predicting the
temperature separation in a vortex tube were developed.

Given a certain geometry and a fixed cold outlet pressure, a vortex tube has four parameters[19]:

e the working fluid

e the inlet temperature T;,
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e the inlet pressure p;,
e the hot outlet pressure py,

Although many investigations have been conducted on changes in temperature, pressure and geo-
metric configurations, the working fluid was mostly air. Studies of the vortex tube with working
fluids other than air, especially two-phase fluids or liquids, are rare. Balmer[22] conducted exper-
iments using liquid water as fluid. It was concluded that for inlet pressures of 20 to 50 MPa, a
temperature separation of 10 to 20 °C could be obtained, with both the hot and cold exit tempera-
tures lying above the inlet temperature. This indicates that the working fluid does not necessarily
need to be compressible in order for a temperature separation to occur. However, the inlet pressure
needed to obtain a temperature separation is two orders of magnitude higher than that needed
when using a compressible working fluid. Collins and Lovelace[23] investigated the flow of two-
phase propane in a vortex tube experimentally and concluded, that for inlet vapor qualities above
80%, a significant temperature separation can be achieved. However, when the inlet vapor quality
is lowered below 80%, the temperature separation diminishes rapidly.

4.2 Mathematical Modeling

The flow field inside the vortex tube is classified as steady (as only steady state operating conditions
are of interest for this study), three-dimensional, turbulent and compressible, with a single phase
present. The continuity equation and Navier-Stokes equation are therefore considered in the form
of Egs. (2.42) and (2.45), but omitting the derivatives with respect to time, as only steady-state
simulations are performed. The energy equation is considered in the following form, which is the
steady-state, Favre-averaged version of Eq. (2.8).

dW;(pE+D) oT
781‘]‘ = z; /\eff 8.’);‘]‘ + o (4.2)

where Aefr = A4 A is the effective thermal conductivity with A; as turbulent thermal conductivity.
Furthermore, ® denotes viscous dissipation, which is given by

5 (Fa) (43)
Often, @ is neglected as its contribution to Eq. (4.2) is small in many cases. Whether viscous
dissipation is of importance can be judged by evaluating the Brinkmann number, Br. For Br
approaching or exceeding unity, viscous dissipation usually plays an important role and cannot be
neglected[10]. The Brinkmann number is defined as

v

Br = 4.4
FTOAT (4.4
Using the results of [24] to estimate Br in a typical vortex tube yields
1.8-107°[Pa - s] - 180%[m?s~?
Br~ L8107 Pacs]- 180 ms 7] o (4.5)

T 2.6-1072[W - m— 1K~ '] - 26[K]

Therefore, and bearing in mind, that the velocities measured in [24] are on the lower end of the
spectrum of velocities found in vortex tubes (due to the relatively low pressure ratio used in that
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study), it is concluded that viscous dissipation is important for vortex tube flows and is therefore
included in Eq. (4.2).

To model the Reynolds stress tensor that occurs when Reynolds- (or in this case Favre-) decomposing
and averaging the equations is modeled employing the Boussinesq assumption, using the standard k-
¢ model to calculate the turbulent viscosity. Therefore, k and ¢ are calculated using the steady-state
versions of Egs. (2.47) and (2.51). In general, the standard k-¢ model is known for poorly predicting
swirling flows and does not have a realizability modification, meaning the normal components of
the Reynolds stresses could become negative, which is physically not possible (cf. chapter 2.2).
However, the standard k-¢ model has been shown to predict the flow inside a vortex tube with
sufficient accuracy, e.g. by Skye et al.[25], Dutta et al.[26] and Aljuwayhel et al.[20]. Within
this work, the realizable k-¢ was also used to simulate the case with air, presented in chapter 4.4.
Interestingly, the temperature separation achieved with the realizable k- model was lower than that
of the standard k- model, and also lower than experimental values. Therefore, as the standard k-¢
showed better agreement with experimental measurements, it was used for all following simulations.
For simulations where a gas is used as fluid, the density of the gas is computed via the ideal gas law,
Eq. (2.52). For simulations where the fluid is a liquid, the density is modeled as being constant.
In this case, the RANS equations are used instead of the here presented Favre-averaged equations.
The molar mass, M, viscosity, i, and thermal conductivity, A, of the fluid are modeled as constant.
The heat capacity, cp, is modeled as constant for all fluids except for refrigerants, where ¢, is
given a linear temperature-dependency. All properties of fluids are obtained from the Reference
Fluid Thermodynamic and Transport Properties Database (Refprop) of the National Institute of
Standards and Technology (NIST).

The near-wall regions are modeled through scalable wall functions, which are standard wall functions
with a correction for too fine near-wall mesh. If y+ < 11.225, the solver sets yT = 11.225, to avoid
using the log-law inside the viscous sub-layer[10].

4.3 Numerical Methods

The set of governing equations is solved using the coupled pressure-based solver of the commercial
CFD code ANnsys FLUENT. Gradients are calculated with a cell-based least squares discretization
scheme, the pressure equation is solved with a second order scheme, the turbulent transport equa-
tions with a second order upwind scheme. For all other transport equations a third-order MUSCL
scheme is employed. The MUSCL scheme has been shown to yield superior accuracy over second-
order schemes when the underlying flow regime involves rotation or a swirl[7]. Contrary to the
similarly accurate QUICK scheme that is limited to the use of purely hexahedral cells, the MUSCL
scheme can be used with any kind of mesh. As the mesh used within this study is made up of
tetrahedral and prismatic cells (cf. chapter 4.4.2), the MUSCL scheme is chosen. The inlet and
outlets are modeled as pressure-inlet and pressure-outlets, i.e. the value of total (for inlets) or static
(for outlets) pressure and total temperature is set at the boundaries. All walls are modeled with
the no-slip condition, and (except for simulations where heat transfer over the wall is simulated) as
adiabatic. If available, results of a previous simulation loop are always used as initial guess. If not
available, the hybrid initialization method[10] of FLUENT is used, that is solving Laplace’s equation
to give an initial guess for the velocity field and the pressure field, and patches all other quantities
with domain-average constant values. Explicit under-relaxation factors are kept around 0.1 — 0.2
for all equations during the initial iterations until a converging trend is observed in the residuals of
all equations. Then, the under-relaxation factors are increased up to values around 0.5 — 0.7.
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4.4 Flow Patterns in Air
4.4.1 Geometry

First, simulations using air as working fluid are conducted. The geometry and boundary conditions
of Skye et al.[25] are used. The geometric specifications given in [25] are listed in Table 4.1. As
no information on the geometric specifications of the hot outlet was available, it is assumed that
there is some discrepancy between the model of [25] and the one used in this simulation. Geometric
variations used in subsequent simulations are modeled based on the geometry given in Table 4.1.

symbol description value

L working length of vortex tube 106 mm
D tube diameter 11.4 mm
d. cold outlet diameter 3.1 mm
A; total inlet area 8.2 mm?
h; inlet nozzle height 0.97 mm
w; inlet nozzle width 1.41 mm
n; number of inlet nozzles 6

Table 4.1: Geometric specifications of the vortex tube used in [25]

4.4.2 Mesh Independence

The geometric domain is discretized with a conformal mesh made up of tetrahedral cells. Near-wall
regions are refined using prismatic cells to ensure 30 < y* < 300 at wall nodes. This is needed
as the standard k-e turbulence model with wall functions is applied, where the first grid point
needs to be located within the fully turbulent sub-layer, where the log-law of the wall is valid[7].
Figure 4.2 shows a contour plot of yT-values at the walls. Naturally, as y varies with the velocity,
there are regions where y= < 30. As scalable wall functions are used, the effect of this too fine
mesh is minimized. As the mesh consist of tetrahedral cells, the aspect ratio of the cells is near 1
for all cells. The average skewness is kept below 0.5, but maximum skewness values around 0.95
cannot be avoided at the transition from the tangential inlets to the vortex tube. In order to ensure
the obtained solution is mesh-independent, simulations at a fixed cold fraction of v = 0.42 are
performed using meshes of different cell density. As the main quantities of interest are the hot and
cold exit temperatures, Ty, and T,, these are used as criterion for judging mesh independence. As
can be seen in Figure 4.3, mesh-independence is reached when exceeding approximately 1.5 million
cells. Therefore, a mesh consisting of more than 1.5 million cells is used for all simulations. For
simulations using a geometry of different size, the cell density is kept above that corresponding to
mesh independence.
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4.4.3 Results

Figure 4.4 shows the mass-weighted average of total temperature separation, AT, and AT, at
the hot and cold outlet, respectively. Also, the experimental and numerical results of [25] are
provided in Figure 4.4. It can be observed that T} increases and T, decreases with increasing cold
fraction «, and vice versa. Furthermore, at v = 0.5, AT, = AT,.. Also, the total temperature
separation AT = AT, + AT, increases with increasing cold fraction . All these characteristics
have been observed previously, e.g. by Hilsch[18], Skye et al.[25] and Bramo and Pourmahmoud[27].
Interestingly, the present simulation underpredicts the experimental cold separation AT, in the same
way as the numerical results from [25]. It is unclear whether the present underlying model and that
of [25] both lack some physical feature. As there were considerable discrepancies between measured
and calculated pressure values and a vague distinction between absolute and gauge pressures in
[25], the possibility of a systematic error in the experimental measurements of [25] cannot be ruled
out.

The left plot in Figure 4.5 shows the tangential (swirl) velocity profile at different axial locations

80 1 1 T
x ATh (experimental), from [25] /'
70H = ATc experimental), from [25] /// * n
- AT, (CFD), from [25]
60 |-~ AT, (CFD), from [25] o 7
——AT, for validation .
50 [|—AT_ for validation |

Z.40+ x .
'_
30 P —— .
I et X
20+ .
10+ " -
0 | | | | | | |
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

[

Figure 4.4: Separation of total temperature AT at different cold fractions v plotted against the
experimental and numerical results of [25]

of the vortex tube at v = 0.6. The profiles qualitatively match those of Behera et al.[28], although
in Figure 4.5 all velocities are zero at the wall due to the no-slip condition, in contrast to the plots
of [28], where it is believed that the wall node values of the velocity have not been included in the
plots. The right plot in Figure 4.5 shows the axial velocity profile at different axial locations of the
vortex tube. Also, the profiles of Behera et al.[28] are qualitatively reproduced here. Interestingly,
the region of negative axial velocities at the radial center of the vortex tube extends throughout
the entire length. This suggests, that an increase in length could further enhance the performance
in terms of temperature separation, as e.g. observed by Aljuwayhel et al.[20], the optimal length
of a vortex tube is found where the cold recirculation area ends (i.e. where all axial velocities
are positive). Furthermore, it can be observed, that the axial velocity of the hot stream, moving
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Figure 4.5: Tangential (left) and axial (right) velocity profiles at different x/L-locations (air)
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Figure 4.6: Total (left) and static (right) temperature profiles at different x/L-locations (air)
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towards the hot end at the outer radius, is far smaller than that of the cold stream, at the inner
radius. The tangential velocities behave vice versa, with the tangential velocities of the hot stream,
at the outer radius, being far greater than that of the cold stream at the inner radius. Another
interesting observation is, that a small portion of the fluid entering the vortex tube does not
undergo the main flow pattern of travelling towards the hot end with great tangential velocity and
then travelling back with great axial velocity close to the center. Instead, it seems to directly leave
the vortex tube via the cold exit. This corresponds to the negative axial velocity close to r/R =1
at /L = 0.01. Therefore, this fraction of fluid is not undergoing the usual process of temperature
separation but seems to be simply lowering its temperature through isenthalpic expansion. The
profiles of total and static temperature at the same axial locations at v = 0.6 are given in Figure
4.6, again matching those of [28]. Interestingly, at /L = 0.95, there still exists a small radial
gradient in total temperature, which suggests that a further increase in tube length could further
enhance temperature separation and might be linked to the observations made in the plots of axial
velocity (Figure 4.5), where the recirculation region is not yet at its end before the hot end of the
vortex tube, manifesting itself in the negative axial velocity at r/R = 0 at the hot end. Another
interesting characteristic is, that, although there exists a clear axial gradient in static temperature,
the radial gradient in static temperature is even negative for most locations. Therefore, most of
the radial increase in total temperature is due to the high tangential velocities.

Figure 4.7 and Figure 4.8 show the distribution of total temperature and density throughout the

cont our | R
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[k [ —— ]

Figure 4.7: Contour plot of total temperature throughout the vortex tube (y = 0.6, air)
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Figure 4.8: Contour plot of density throughout the vortex tube (v = 0.6, air)

33


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

vortex tube, respectively. In Figure 4.8, near the hot end, two distinct zones of different density
can be seen. This difference in density is most likely not due to a difference in static temperature,
as there is almost no radial gradient in static temperature present at the hot end (cf. Figure 4.6),
but most likely due to a gradient in pressure, which stems from the static pressure at the hot exit
being slightly higher than that at the cold exit.

4.5 Flow Patterns in Water

A simulation of the same vortex tube geometry as in chapter 4.4, with water as working fluid
is conducted. The same mathematical model and solver settings are used as in the case with air,
except that the water is modeled as incompressible fluid, with a constant density. The inlet pressure
is set to 50 MPa, resulting in an overall temperature separation of around 10 K, where both the hot
and cold exit temperatures are found to be above the inlet temperature. This is identical to the
experimental results of Balmer [22]. No detailed information on boundary conditions or geometric
specifications used in the experiments of [22] was available, but the commercial vortex tube used
by Balmer[22] was similar in size to that used by Skye et al.[25] and in the present simulation.
Figure 4.9 shows the tangential and axial velocity profiles and Figure 4.10 shows the total and
static temperature profiles of a simulation at v = 0.54. The tangential velocity profiles of water
exhibit a similar pattern to those of air (Figure 4.5). The axial velocity profiles differ, as, in contrast
to the case with air, the maximum axial velocity is located at /L = 0.1, in contrast to /L = 0.01
in the case with air. Therefore, the cold stream at the inner radius seems to be decelerating before
leaving through the cold exit. Like in the case with air, the region of negative axial velocity extends
throughout the entire vortex tube, suggesting a possible enhancement in temperature separation
could be achieved by increasing the tube length. Additionally, the axial velocity close to the outer
radius of the vortex tube features a sharper peak. A fundamental difference between the profiles of
axial velocity of air and of water is that with water, there is no region of negative axial velocity at
the cold end near the outer radius around r/R = 1. Therefore, no fraction of the fluid leaves the
vortex tube directly from the nozzles through the cold end. The static temperature profiles of the
water and air case show a similar behaviour, but the total temperature profiles of water exhibit less
change in temperature over the radius than that of air. Also, the total temperature close to the
cold end (/L = 0.01) has its maximum at /R = 0.8 and then decreases towards the outer radius,
which was not observed with air. One interesting observation made during the present simulation
is, that when excluding the viscous dissipation term, ®, from the energy equation, Eq. (4.2), no
temperature separation occurs throughout the entire vortex tube. Therefore, the only underlying
physical process needed to mathematically model and reproduce the experiments of [22] is viscous
dissipation. When excluding the same term from the energy equation in the case of air a smaller
but still significant temperature separation is observable. This leads to the question whether the
Ranque-Hilsch effect is the reason for the observations made by Balmer[22].

Regardless of the physical processes behind temperature separation, it can be concluded that the
temperature separations produced by a vortex tube when operated with a liquid are too small and
require a too high pressure difference to be exploited in heat pump applications.
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Figure 4.9: Tangential (left) and axial (right) velocity profiles at different x/L-locations (water)
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4.6 Flow Patterns in the Refrigerant

The same geometry as in chapters 4.4 and 4.5 is again used for simulations where the working fluid
is a gaseous refrigerant. Figure 4.11 again shows the tangential and axial velocity profiles obtained
with the refrigerant R1336MZZ(Z) as working fluid. Figure 4.12 shows the temperature profiles
of the same working fluid. It is interesting that not only the magnitude of tangential velocities is
significantly lower than that of air (Figure 4.5), but also the radial gradient of tangential velocities
is smaller. Considering the plots of axial velocities, it can be seen that there is no negative axial
velocity at the outer radius (r/R = 1) close to the cold exit. Therefore, the fraction of fluid
going from the nozzles directly to the cold exit and potentially lowering its temperature only
through isenthalpic expansion, which was observed with air but not with water, is not present with
R1336MZZ(Z) as refrigerant. This is an unexpected observation, as the refrigerant is in a fully
gaseous state. Also, in contrast to both the patterns of air and water, the axial velocity near the
cold exit (z/L = 0.01) stays relatively higher towards the outer radius (r/R = 1). Concerning the
patterns of temperature in Figure 4.12, there is a clear radial separation of total temperature that
is not obtained with an incompressible working fluid (Figure 4.10). It is observed that the radial
separation of total temperature closest to the inlet (at /L = 0.01) is relatively larger than that
of air. Also, the total temperature at 2z/L = 0.01 is partly higher than that closer to the hot exit
at /L = 0.1, which is not observed for air or water. The maximum in tangential velocity, and
correspondingly in total temperature, at the outer radius close to the cold exit (x/L = 0.01) is
extending further towards the inner radius than with air or water.

As the assumption of adiabatic walls does not hold in reality, the influence of heat transfer over the
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Figure 4.11: Tangential (left) and axial (right) velocity profiles at different x/L-locations
(R1336MZZ(Z))

tube wall is also investigated. For these simulations, convective heat transfer on the outside of the

wall is included via a heat transfer coefficient o, and heat conduction over the wall is calculated
assuming the wall to be made out of 2 mm aluminum, which might not be a realistic assumption,
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Figure 4.12: Total (left) and static (right) temperature profiles at different x/L-locations
(R1336MZZ(Z))

but the aim is merely to investigate the influence of non-adiabatic walls on the flow characteristics
inside a vortex tube, not to make quantitative predictions. The results of two simulations with
different heat transfer coefficients, where a; < aq, are presented here. Figure 4.13 shows the total
and static temperature profiles, Figure 4.14 shows the tangential and axial velocity profiles and
Figure 4.15 shows the total and static pressure profiles. As expected the inclusion of heat transfer
over the tube wall has a great influence on the temperature distribution inside the vortex tube, but
the flow patterns in terms of velocity and pressure are not significantly influenced. Therefore, the
coupling between flow patterns in terms of velocity and pressure and the temperature separation is
assumed to be one-way, as the flow patterns in terms of velocity and pressure have a great influence
on the temperature separation, but not vice versa. Another interesting observation is, that the
difference in both total and static temperature (Figure 4.13) for increasing heat flux at the wall
is greater at the center of the tube than at the outer radius close to the wall, although the heat
flux is occurring over the wall at /R = 1. Also, the difference increases over the tube length with
x/L, which is logical, as while the fluid travels towards the hot outlet in a swirling pattern close
to the wall, the further downstream, the greater the total amount of heat lost over the wall. As,
under real conditions, the walls of a vortex tube are not adiabatic, proper insulation is essential
to exploit the full potential of the Ranque-Hilsch effect. Another option is to use the outside of
the vortex tube wall for heating a colder stream inside the heat pump, and therefore utilize the
radial temperature distribution inside the vortex tube. However, this would come at the cost of
less temperature difference between the fluid at the hot and cold outlet.
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4.7 Parameter Study: R1336MZZ(Z)

Figure 4.16 shows the results of simulations using two different vortex tube geometries in terms of
length-to-diameter ratio (L/D). The working fluid is the synthetic refrigerant R1336MZZ(Z). The
inlet pressure and cold outlet pressure is, for all simulations, set at p; = 10 bar and p, . = 1.978 bar,
respectively, the hot outlet pressure, p, p, is varied to adjust the cold fraction. It is notable that a
change in L/D does not show a significant change in terms of temperature separation. As shown
above, the recirculation region extends throughout the entire vortex tube (as seen in the plots of
axial velocity), which suggests that an increase in tube length could further enhance temperature
separation. Therefore the outcome of this parameter study is unexpected. While the pressure ratio
I, = pi/Po. is comparable to that used when obtaining the results with air as a working fluid
presented in Figure 4.4, the temperature separation with R1336MZZ(Z) is significantly lower.

The results of the simulations provided in Figure 4.16 are used in chapter 4.9 as a model of the
vortex tube within one-dimensional heat pump cycle simulations.
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Figure 4.16: Separation of total temperature AT at different cold fractions v for two different vortex
tube geometries (R1336MZZ(Z))

4.8 Cycle Layout

One example for integrating a vortex tube as expansion device in a heat pump cycle is the Maurer
model[29, 30]. A schematic layout of such a cycle can be seen in Figure 4.17. This proposed cycle
features a vortex tube with three outlets, where the additional outlet is supposed to carry liquid
that is separated and collected during the expansion process. It is noted that no evidence of a
vortex tube built and tested in that way could be found, and this is a purely hypothetical design.
The idea of this cycle is, that the fully condensed (and possibly subcooled) refrigerant at state 3 is
expanded inside a vortex tube, yielding a superheated state at the hot outlet (4c) where the thus
provided heat can be utilized in an additional heat exchanger. The streams exiting through the
cold outlets, carrying fully evaporated gaseous fluid (4a) and separated, fully condensed liquid (4b)
are merged and fed to the evaporator. However, it is unclear whether the proposed modified vortex
tube for the expansion of a liquid can be technically realized. According to Zhu[31] and Mohiuddin
and Elbel[32], temperature separation in a vortex tube disappears when two-phase flow is present.
Taking into account the findings of Balmer[22], Collins and Lovelace[23] , Mohiuddin and Elbel[32]
and Zhu[31], it seems to be unreasonable to design a heat pump cycle featuring the expansion of
fully condensed refrigerant into two phase state inside a vortex tube.

To fully exploit the potential of vortex tube temperature separation, a cycle proposed by Mohiuddin
and Elbel[32], and further investigated by Zhu[31], can be used to ensure the fluid inside the vortex
tube is always in a single-phase, gaseous state. The layout and theoretical log(p)-H diagram of such
a cycle can be seen in Figure 4.18. From state 1 to state 3, this cycle is identical to a conventional
heat pump cycle. Then, the fully condensed (or subcooled) refrigerant at state 3 is expanded to
an intermediate pressure level, p;,:;, which is between that of condenser and evaporator, inside a
throttle valve. The thus developed two-phase fluid is then separated into liquid (5a) and vapor
(5b), with the vapor being expanded to evaporator pressure level in a conventional vortex tube.
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The hot exit gas (6¢) can be utilized for further heating applications, given that demand for heat
at the corresponding temperature level exists. The liquid (5a) is then expanded in a throttle valve
(6a to 7a) and evaporated (8a). As the hot exit pressure of a vortex tube lies slightly above the
cold exit pressure, further expansion (7c to 8c) is needed. When using a vortex tube as expansion
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Figure 4.17: Maurer model: Schematic cycle layout and theoretical log(p)-H diagram (based on
(30])
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Figure 4.18: Intermediate expansion cycle: Schematic cycle layout and theoretical log(p)-H diagram
(based on [32])

device in an intermediate expansion cycle (shown in Figure 4.18), an additional pressure level, p;ns,
between condenser pressure and evaporator pressure is needed, in contrast to a conventional heat
pump cycle. It is not immediately obvious where the optimum value of p;,; lies, as with increasing
Pint the temperature separation AT inside the vortex tube increases, but at the same time the
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fraction of fluid expanded through the vortex tube decreases.

pint T = AT 1 (4.6)
Pint T = myr | (4.7)

If Pint = Peondenser, there is no gas phase to be separated and expanded through the vortex tube,
and if pint = Pevaporator; the maximum possible amount of gas phase is going through the vortex
tube, but Ap = 0 over the vortex tube. Therefore, an optimum value of p;,; must exist. It makes
therefore sense to maximize some product of temperature and mass flow rate. An ideal candidate
for maximisation seems to be the enthalpy difference (to be precise, the difference of enthalpy flow
rate, as the specific enthalpy difference is multiplied by the mass flow rate).

AH = c,nAT — max (4.8)

The temperature separation inside the vortex tube, AT, is generally unknown. Performing CFD
simulations for different pressure levels, mass flow rates and working fluids comes at high compu-
tational cost. However, only an estimate of the relative change of AT with respect to pressure is
needed, to determine the maximum of Eq. (4.8), and not an absolute value of AT. Therefore, the
analytical formula derived by Ahlborn and Gordon[19] can be used. It reads

Tn ,, (5=DCy+1)

My=—~1 4.9
T=T + p (4.9)

where k is the heat capacity ratio, v is the cold fraction and
¢~ Pi — Dc (4.10)

~ Di +2pc

Obviously, the value of T, /T, given by Eq. (4.9) is not necessarily correct, but its change with
respect to the pressure ratio p;/p. is assumed to show a similar behaviour as that of a real vortex
tube. Expansion from 3 to 4, is assumed to be isenthalpic. The corresponding vapor quality, y, is
then used to determine the mass flow rate, 1, that enters the vortex tube. The fact that at a cold
fraction v = 0.5, ATy, = AT, is used to obtain

Th—Ti =T, — T, (4.11)
2T,

Tp=—"t 4.12

"I/, (4.12)

For every intermediate pressure level p;, corresponding values of ¢, and vapor quality x (and thus
resulting mass flow rate rn) can be obtained for the respective fluid. The temperature ratio Iy is
obtained from Eq. (4.9) and then, AT = T}, — T, is obtained from Eq. 4.12). These values are then
used to calculate the enthalpy difference AH according to Eq. (4.8). In Figure 4.19 AH is plotted
for two cases. Case A is using the refrigerant R290, with condenser and evaporator pressure levels
being [peond. = 19.5 bar, peyap. = 3.808 bar]. Case B is using the refrigerant R600 with condenser
and evaporator pressure levels being [peond. = 26.63 bar, peyqp. = 6.864 bar]. While for case A, the
optimum of p;,; is found approximately at the mean of condenser and evaporator pressure, this is
not the case for case B.

When it comes to high temperature applications, such as steam generation, a heat boost cycle,
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Figure 4.19: Normalized enthalpy flow rate difference, cf. Eq.(4.8), over intermediate pressure pj,¢
for two cases

shown in Figure 4.20, can be used. Such a cycle was previously proposed by Mohiuddin and
Elbel[32]. In contrast to a classical heat pump cycle, the fully condensed fluid is pumped to a
high pressure, where waste heat is used to evaporate the fluid. Then, the fully evaporated fluid is
expanded through a vortex tube, using the hot side for steam generation. The main disadvantage
is that the amount of hot exit gas available for steam generation decreases with increasing hot exit
temperature. Therefore, the higher the needed temperature lift, the less refrigerant mass flow can
be utilized for heating purposes. Additionally, the compression process takes place in the liquid
state, making this design fundamentally different from a heat pump. Another problem arises with
the fact, that the temperature separation achieved in vortex tubes with refrigerants as working
fluids is, as mentioned above, found to be significantly lower than that of common operating fluids
such as air. Therefore, the difference in temperature levels of the waste heat source and the sink is

limited, again reducing applicability of this layout. For these reasons, the heat boost cycle is not
further investigated in this study.
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Figure 4.20: Heat boost cycle for steam generation with vortex tube as expansion device

4.9 One-Dimensional Heat Pump Cycle Simulation

To analyse the effects of vortex tube expansion in terms of COP-improvement, the intermediate ex-
pansion cycle (Figure 4.18) was modeled one-dimensionally using the software DYMoLA. The vortex
tube was modeled as a lookup-table, where for a given refrigerant, the results of CFD simulations
were provided in the form [pin, Pe, Ph, Tin, Vs Te, Th), with pressure levels and inlet temperature be-
ing set by the rest of the simulation, and thus yielding corresponding values for cold fraction and
outlet temperatures for use in the one-dimensional simulation. The simulation was one-dimensional
as it was transiently simulating different operating points (therefore time being the one dimension).
However, transient effects of the vortex tube characteristics were not investigated in the CFD simu-
lations and therefore the vortex tube characteristics were simply obtained from linear interpolation
in the look-up table.

The application of an intermediate expansion heat pump cycle requires a sufficiently high pressure
difference between evaporator and condenser in order for the vapor fraction separated after inter-
mediate expansion being high enough to yield a reasonable amount of working fluid for vortex tube
expansion. Therefore this cycle seems to be especially interesting for high temperature applications
such as steam generation. One case where an intermediate expansion heat pump cycle was shown
to significantly outperform a conventional heat pump cycle was found. In this simulation, a waste
heat source of water at 70° C was utilized to supply heat for steam generation at 160° C using
the synthetic refrigerant R1336MZZ(Z). The COP of the intermediate expansion cycle increased by
19% to 1.67 over that of the conventional cycle with a COP of 1.41. The additional heat provided
at the hot end of the vortex tube was found not to be sufficiently high for utilization and was
therefore not included in the COP calculation. The log(P)-h diagram of both the intermediate
expansion and conventional cycle are given in Figure 4.21. The state points 1-4 in the left diagram
of Figure 4.21 correspond to the state points of a conventional heat pump cycle (cf. Figure 1.1):
vapor compression from 1 to 2, condensation from 2 to 3, isenthalpic expansion from 3 to 4 and
evaporation from 4 to 1. The state point numbers in the right diagram of Figure 4.21 correspond
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to those of an intermediate expansion cycle given in Figure 4.18. As the heat provided at the hot
outlet of the vortex tube was not used for COP calculations due to a lack of use for heat at this
temperature, the COP improvement stems mainly from the increased heat being received in the
evaporator (state 7a to 8a). However, this is an advantage which can only be used if the heat source
used for evaporation is available to that extent. As the advantage of vortex tube expansion seems
to be mainly in increasing evaporator heat flow, this configuration might be more interesting for
refrigeration applications. Additionally, it shall be noted that the temperature separation achieved
through vortex tube expansion of refrigerants at heat pump pressure levels was found to be low
compared to that achieved with air or COs. The refrigerants tested were R290 (propane), R600
(butane), R1234ZE and R1336MZZ(Z). Most combinations of refrigerant and operating conditions
tested did not show a significant improvement over a standard heat pump. The results of these
simulations are not presented in detail here, as the focus of this work lies on the numerical analysis
of the fluid flow characteristics within the vortex tube, and the one-dimensional analysis presented
in this chapter should merely give context and elaborate the objective of the CFD simulations.
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Figure 4.21: Log(p)-H diagrams of conventional heat pump cycle (left) and intermediate expansion
cycle (right) for an industrial steam generation case using R1336MZZ(Z)
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4.10 Conclusion

The operation of a vortex tube with the working fluid being in liquid or two-phase state is not
favorable. The Ranque-Hilsch effect, i.e. temperature separation, cannot be obtained with
two-phase fluids if the vapor quality is not sufficiently high. Temperature separation can in
principle be obtained for a liquid working fluid, but the required pressure difference makes
this process irrelevant for technical exploitation.

The numerical analysis conducted in this work suggests that the driving mechanism behind
liquid temperature separation might not be what is commonly known as the Ranque-Hilsch
effect, with different physical processes being responsible for the temperature separation of
liquids and gases, respectively.

The results of the conducted CFD simulations show that the temperature separation obtained
with refrigerants is significantly lower than that of air.

Using the results of three-dimensional CFD simulations of a vortex tube at different operating
conditions, its characteristics were integrated in the cycle simulation of a modified heat pump
cycle. One case of an industrial high-temperature heat pump for steam generation where a
heat pump cycle featuring vortex tube expansion outperforms a conventional heat pump was
presented. The COP was predicted to increase by 19%.

The approach that was used in this study - CFD simulation of the vortex tube followed by
a one-dimensional simulation of the entire heat pump cycle - can be used to further evaluate
different combinations of refrigerants, evaporator and condenser pressure levels and interme-
diate pressure levels, as well as different heat pump configurations. In this way, promising
cases for a detailed experimental investigations can be identified.
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5 Ejector

In chapter 5.1, an overview on the working principle of an ejector, different types and some numerical
studies of ejectors is provided. The underlying flow regime of the ejector to be simulated is very
complex, involving a flashing process, where a liquid is expanded and therefore evaporates and
accelerates to supersonic speed, entraining and mixing with a secondary fluid. To be able to simulate
the flow processes inside the ejector without the need for a highly complex multiphase model that
needs careful fine-tuning using a broad range of experimental measurements, a simple homogeneous
equilibrium model is derived and implemented. Although the model neglects some important
physical features of the flow, such as non-equilibrium thermodynamics, knowing the limitations,
still some interesting investigations can be made, within reasonable amounts of computational time.
This model is derived and presented in detail in chapter 5.2. To ensure the general capability of
the model to correctly simulate transonic flows, a benchmark case is simulated, which is presented
in chapter 5.3. In chapter 5.4, the numerical methods used to solve the underlying equations are
outlined. As numerical methods for such high-speed flows are quite unstable, a solution strategy
to obtain a solution is developed and outlined in detail in chapter 5.5. The model is then used to
simulate two different ejector geometries. The first geometry was used within a high temperature
heat pump and experimental measurements exist. The second one is an arbitrary variation in
geometry from the first one. The two geometries, simulated using the same boundary conditions,
are then compared. These results are presented in chapter 5.6.

5.1 Theoretical Background

An ejector is an expansion and mixing device with two inlets and one outlet. A schematic drawing
of an ejector is given in Figure 5.1. A high-pressure fluid enters through the primary inlet, is
accelerated and entrains a low-pressure fluid entering through the secondary inlet. After a mixing
process and static pressure recovery in a diffuser, the fluid leaves the ejector at a pressure that
lies between the two inlet pressures. An ejector can be categorized by three criteria, i.e. the
nozzle position, the nozzle design and the number of phases present. The nozzle can be located
either inside the suction chamber, yielding a constant pressure mixing ejector (CPM), or inside the
mixing zone of constant area, yielding a constant area mixing ejector (CAM). It shall be noted
that CPM ejectors have been shown to outperform CAM ejectors[33]. Regarding the nozzle design,
ejectors featuring a convergent nozzle are categorized as subsonic ejectors, as the flow velocity
inside the ejector cannot exceed the speed of sound. Ejectors that feature a convergent-divergent
nozzle are categorized as supersonic ejectors, as this design allows for supersonic conditions to be
achieved[34, 35]. Applying this classification framework, the schematic ejector depicted in Figure
5.1 is a supersonic CPM ejector. Regarding the number of phases present throughout the ejector,
several possible configurations exist. If the fluid at both inlets and the outlet is in a liquid state,
the ejector is classified as liquid jet ejector. Analogously, an ejector where the fluid at both inlets
and at the outlet is in a vapor state is called vapor jet ejector. An ejector where vapor is entering
through the primary inlet, and both the secondary inlet flow and the outlet flow are liquid is
called condensing ejector. Lastly, an ejector with liquid entering through the primary inlet, vapor
entering through the secondary inlet and two-phase flow exiting through the outlet is called two-
phase ejector, which is also the type of ejector to be used within a heat pump. When replacing the
expansion valve of a heat pump cycle with an ejector, the expansion process is used to convert the
potential energy of the high pressure fluid into kinetic energy as it is accelerated. This kinetic energy
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Figure 5.1: Schematic drawing of an ejector

is then used to lift the pressure level of the fluid stream coming from the evaporator. Therefore
compressor work is saved and thus the COP of the cycle is increased by reducing the amount of
electrical energy needed[36]. A way to integrate an ejector into a heat pump cycle is shown in
Figure 5.2. As can be seen, the vapor entering the compressor from the separator at state 1 lies
at a higher pressure level than that of the evaporator, therefore reducing the necessary compressor
work. The low-pressure vapor leaving the evaporator (10) enters the ejector through the secondary
inlet (5) and is entrained by the high-pressure stream coming from the condenser and entering
the ejector through the primary nozzle (4). After pressure recovery inside the diffuser, the mixed
two-phase refrigerant leaves the ejector at a higher pressure level (7) and is separated into vapor
(1) and liquid (8) phases.

log(P)

—1_ M
o1 °

T 1] ] Qever

Figure 5.2: Heat pump with ejector: Schematic cycle layout and theoretical log(p)-H diagram
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Two key parameters of an ejector are its entrainment ratio, 7, i.e. the ratio of secondary to primary
inlet mass flow rate, defined as )

n= :rnzn,sec (51)

Min,prim

and the suction pressure ratio, i.e. the ratio of outlet pressure to secondary inlet pressure, defined
as

Mg = Pout_ (5.2)

Din,sec

One issue concerning ejector performance is that for a given ejector geometry, there exists only
a small bandwidth of operating conditions that is leading to optimum efficiency, or vice versa for
given operating conditions, an optimum geometric design exists[33, 37, 38]. Therefore, the shape of
an ejector should be optimized based on the expected operating conditions. Obviously, this implies
poor ejector performance when e.g. operating the system on partial load. Recently, efforts have
been made to design ejectors where the geometry can be varied to adapt to variable operating con-
ditions, e.g. by a movable spindle within the primary nozzle that allows for adjusting the primary
nozzle area ratio[33]. Varga et al.[37] numerically analyzed a (single-phase) vapor jet ejector for
refrigerating applications working with isobutane to show that a movable spindle in the primary
nozzle can be used to effectively cover a broad range of operating conditions.
Most experimental and numerical studies on supersonic two-phase ejectors were performed using
COs as working fluid. Banasiak and Hafner[38] developed a one-dimensional numerical model of
a COs ejector by identifying the dominant physical processes of each subsection of the ejector.
Thermodynamic metastability effects were included and the model was calibrated and validated
using experimental data for transcritical COy operating conditions. The model is capable of pre-
dicting global quantities such as the entrainment ratio, but cannot give detailed information on the
flow patterns inside the ejector and cannot be used for other fluids as fine-tuning using experimen-
tal data is necessary. Smolka et al.[39] developed a Homogeneous Equilibrium Model (HEM) to
perform CFD simulations of a two-phase transcritical COs ejector with a commercial CFD code
without having to employ a full multiphase model, as through the assumption of a homogeneous
equilibrium, the governing equations can be used in their single-phase formulation. Bodys et al.[40]
expanded the model of [39] to account for thermodynamic metastability effects, which was realized
through solving an additional equation for the vapor quality which includes a relaxation factor to
be experimentally tuned. Through this addition to the homogeneous model, the prediction of CO4
ejectors with subcritical inlet conditions was improved. Yazdani et al.[41] used a mixture model to
simulate the two-phase flow of CO5 in an ejector. The mass transfer between the phases was mod-
eled including both boiling and cavitation phenomena. Also, a slip velocity between the phases was
included in the model. The analysis did not show a better accuracy in predicting key performance
parameters of an ejector than simpler models like that of [40]. Biferi et al.[42] used the HEM of
[39] to simulate a supersonic ejector with R134 as working fluid. The simplification of constant
material properties except for those of density and speed of sound was made without drawbacks
in accuracy. Also, a comparison with results from a commercially available non-equilibrium model
and experimental data was drawn.
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5.2 Mathematical Modeling
5.2.1 Multiphase Flow

As inside a multiphase ejector both the liquid and vapor phase of the refrigeran are present at
the same time, the modeling of this multiphase flow has to be considered. Generally, multiphase
flows can be characterized by the types of phases present, e.g. liquid-solid, solid-solid, gas-solid,
gas-liquid, etc. Obviously, there can be more than two phases present. Additionally to the number
of phases and their respective states of matter, the phases can be either dispersed or continuous.
This classification is not always easy, as small gas bubbles in a liquid can be characterised as being
dispersed, but the larger a bubble becomes, the more it can also be seen as continuous phase.
Another important characteristic of a multiphase system is its coupling. Considering a continuous
and a dispersed phase, in a system where the continuous phase is unaffected by the dispersed phase,
the coupling is classified as one-way. Two-way coupling occurs when the continuous phase is also
affected by the dispersed phase. Four-way coupling is present when, additionally, the particles of
the dispersed phase interact with each other. An important measure for judging the coupling of
two phases is the Stokes number of a system, defined as the ratio of the dispersed and continuous
phases’ timescales. Considering a multiphase system, another important factor is whether the
involved phases are inert, like e.g. water and air, or if mass transfer is occurring between the
phases, like e.g. water and steam during boiling.

Catering to the specific processes involved in the various types of multiphase flows outlined above,
different multiphase models have evolved over time, of which the most commonly used ones are
mentioned briefly below[7, 43].

The Euler-Lagrange Model

Here, the continuous phase is modeled as a continuum, in the same way as a single phase problem,
using the Navier-Stokes equations, continuity equations, energy equation, and so forth in their
single-phase formulation. The dispersed phase is modeled as a finite number of particles that
follow the flow of the continuous phase and can interact with the continuous phase by exchanging
momentum, mass and energy.

The Euler-Euler Model

This model treats both phases as continuous phases, solving the Navier-Stokes equations, continuity
equation, energy equation and so on for both phases individually. Computationally this model is
much more costly than the Euler-Lagrange approach, and the system of equations needs to be
closed, which needs the introduction of additional models, mostly using empirical data.

The Mixture Model

Within this model, the assumption is made that interaction of both phases is strong and therefore
the momentum equations are solved for the mixture of the phases, with material properties being
determined for the mixture as a whole. If necessary, a slip velocity between both phases can be
accounted for. This model is computationally less expensive than a full Euler-Euler model.
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The Volume-of-Fluid Model

This model is similar to the Euler-Euler models, but additionally, the phase interface is being
tracked, making it suitable for segregated multiphase flows with a distinct interface, such as flows
involving large bubbles.

5.2.2 Homogeneous Equilibrium Model

The homogeneous equilibrium model (HEM) is a simple formulation of a mixture model. In the
HEM approach, the fluid is modeled as an ideally homogeneous mixture of the liquid and vapor
phase, with both phases in thermodynamic equilibrium. Therefore

T =Ty=T (5.3)
V] =V =0 (5.4)
pL=p2=p (5.5)

with index 1 and 2 denoting the liquid and vapor phase, respectively. As a consequence, the gov-
erning equations can be written in single-phase formulation, therefore the continuity equation and
Navier-Stokes equation are used in the form of Eq. (2.42) and Eq. (2.43), respectively. Omitting the
derivatives with respect to time for a steady-state case and employing the Boussinesq assumption,
the continuity and Navier-Stokes equations read

95

=0 (5.6)
ox; ox; O () Ox; + Ox; 3 Y 0z (5.7)

The assumption of a thermodynamic equilibrium means that heat transfer occurs immediately and
thus phase changes occur instantaneously. Therefore, metastability effects cannot be accounted
for with this model. The other extreme case, where no phase change occurs at all would lead to
the homogeneous frozen model. Real-world two-phase flows usually exhibit a behaviour somewhere
in between[43]. Smolka et al.[39] used a homogeneous equilibrium model for the simulation of
the transcritical two-phase flow of COy in an ejector. The authors derived an enthalpy-based
energy equation to then obtain all fluid properties as functions of pressure and enthalpy. This is
necessary for two-phase flows, as phase change is an isothermal process and therefore the standard,
temperature-based formulation of the energy equation is not suitable for calculations of such flows.
The enthalpy-based energy equation is derived following the method of [39] as follows.

Derivation of an Enthalpy-Based Energy Equation

A steady-state temperature-based formulation of the energy equation for instantaneous (i.e. non-
decomposed and non-averaged) variables reads

0 ViV; o 0 oT
Using
Ol gy Ol g —an (5.9)
apl, T or| T '
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to express temperature, T, in Eq. (5.8) leads to

oh
(Y (i) ovly op (5.10)
ailij 83?]‘ 8$j %‘p 6xj 8xj %‘p 31‘]‘ .
Introducing a diffusivity I" as
A A
M= 5 =2 (5.11)
aT|p p
Eq. (5.10) can be written as
9 (\OT\_ 0 (Lo _ 0 (lon o 512
Ox; \ Ox;j Ox; \ Ox; Oz Op |1 Ox;

The second term on the right hand side of Eq. (5.12) containing the pressure gradient is omitted as
diffusive heat transport is of little importance in transonic flow and additionally, the dependence of
enthalpy on pressure is far smaller than that of temperature[39]. Therefore, Eq. (5.8) is rewritten

as
a?:j ooy (4 22)] = 8‘; Krgx@) + njvi] (5.13)

All variables in Eq. (5.13) are now Favre-decomposed according to Eq. (2.40) and Reynolds-
averaged according to Eq. (2.12).

i . m (7 " (i + vzl'l)(gi + Uél) _
oz, [p(vj—kvj)(h—kh + 2 =

2 2]

To further simplify Eq. (5.14), the following identity is used.

(5.14)

* o [(ﬁ'j +75) (Wi + Ué’)}
pd’ =0 (5.15)

Eq. (5.15) can be derived using Eqgs. (2.40) and (2.41). Starting from Eq. (2.40) the fluctuation of
¢ with respect to the Favre average can be expressed as

" =p—o (5.16)
" PP

¢ 5.17
" =¢ = (5.17)

multiplying both sides of Eq. (5.17) with p and taking the Reynolds average yields

(;S -
pd" = pd — % =06 —pd=0 (5.18)
Using Eq. (5.15), the left-hand side of Eq. (5.14) is simplified to
G ﬁ
8?: (pv]h + vjp Ly vjpv’ Uiy pv”h” + v p—+ Yi v’ + vé’pvé’@) (5.19)
j
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The definition of the turbulent kinetic energy (here for fluctuations of velocity with respect to
Favre-averaging)

=it (5.20)

is used to express the third term of Eq. (5.19). The fifth term in Eq. (5.19) which contains triple
correlations of velocity fluctuations is neglected. Furthermore, a model for the fourth term contain-
ing the correlation of fluctuations of velocity and enthalpy is introduced based on the assumption
of a gradient-diffusion mechanism. N

oh

Mt — T, ——
PY; t(?ajj

(5.21)

where
r, =" (5.22)

Ot

with o} denoting the turbulent Prandtl number. Finally, the left-hand side of Eq. (5.14) reads

0 oh
oz, (vah+PvJ 5 +ijk Ftamj + po;vy ”> (5.23)

where the last term in Eq. (5.23) notably contains the Reynolds stress tensor. The right-hand side
of Eq. (5.14) is now simplified by neglecting the term containing h”. As the viscous stress tensor,
T;;, contains the density, p, - cf. Eq. (2.5) - Eq. (5.15) can again be used to omit the products of
fluctuations and averaged quantities containing 7;;. Now, the right-hand side of Eq. (5.14) reads

B oh B
— (= o ~z : 107 24
Ox; ( 6xj> + Oz, (TJU JH—”Uz) (5.24)

The last term of Eq. (5.24), which features stress-velocity correlations, is neglected as this phe-
nomenon decreases for high-Reynolds number turbulence[11]. Putting the left-hand side, Eq.(5.23),
and the right-hand side, Eq. (5.24), together gives

o0, oh o oh 0 (75;0;)
h k—T W | = — [T=— | + 22 2
8% (pvj +pv] 2 erv] t@xj +puiv ) Oz, ( &vj) + Oz, (5:25)

The continuity equation and the product rule can be used in Eq. (5.25) to show that

o oy Ok 0 o Ok

8.'1}] (pv] ) (pvj) 8:1;] 8.'1}] (p'U]) axj

(5.26)

Now, an equation for the conservation of mechanical energy is formulated in the following way.

(5.27)

O (s Uil __5_@_'_5'8(% pujvy)
8mj pj 2 B j@:cj ! 31‘]‘

The last term of Eq. (5.27) features the partial derivative of the sum of viscous and Reynolds
stresses. Eq. (5.27) is now subtracted from Eq. (5.25). This leads, after rearranging the terms, to
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the following equation for conservation of thermal energy.
d ~ d oh

7 *~-h) = 2wy 2

Ox;j (pvj Oz (T+1Y) 0x;

T —

+ o0 (7 =77

Using the Boussinesq assumption, Eq. (2.44), to model the Reynolds stress tensor in Eq. (5.28)
yields the enthalpy-based energy equation in its final form.

op ok

T g, P,
J J

(5.28)

o [~ a oh| _ Op __ Ok
= (k) = — |(T+1T,) 2= et S~ S
o (p’vj ) oz (C+T) oz +vﬂaxj pv]axj

) (5.29)
e [P0 0T 02 o0\ 2 oy
H He ail,'j 6$J‘ 8$J‘ 3 al'k 3p 8xj

As ANsys FLUENT does not offer the capability of employing the HEM approach, the model is
implemented via the means of user-defined functions (UDF). A UDF is C-based code, with some
FLUENT-specific libraries, which can be used to implement solutions that are not included in the
FLUENT code. The enthalpy-based energy equation, Eq. (5.29), is implemented in ANSYS FLUENT
via the means of a user-defined scalar transport equation (UDS), which is a generic transport
equation that in steady-state formulation reads[10]

o(pv;0) _ D (F‘%> A (5.30)

8:17j {17]' 81‘j

where in Eq. (5.30) T is the diffusivity of the scalar ¢ and S,, are source terms. Eq. (5.29) can be
brought into UDS form in the following way.

aaxj (paﬁi) - aij (reff§£> 48 4S5+ Ss (5.31)
ref,:r+rt:2)+gz (5.32)

S) = aj;;‘; (5.33)

Sy = (p+ pie) (gz + SZ) SZ - % ((22’2)2] - gpkgzj (5.34)
Sy = —pajgi (5.35)

Physically, S; represents mechanical energy, Sy represents viscous dissipation and S3 represents
dissipation of turbulent kinetic energy.

Material Properties

The material properties of the working fluid are obtained from the COOLPROP library[44]. For that
purpose, the pressure-enthalpy space of interest is discretized into a finite number of equally spaced
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pressure- and enthalpy points by creating a pressure vector p; and an enthalpy vector h;. Now,
using the COOLPROP library, for every combination of [p, h], two-dimensional property arrays, e.g.
pi; for density, are filled with the corresponding values. This is done regardless of the fluid being in
subcooled, superheated, two-phase or supercritical state. During the simulation procedure, every
time a fluid property needs to be calculated, a bilinear interpolation is performed to obtain material
properties for any combination of pressure and enthalpy handled to the UDF by the solver. The
dependence of material properties on pressure and enthalpy is generally nonlinear and therefore an
error is introduced. This error can be minimized by increasing the number of pressure and enthalpy
points, which comes at additional computational cost. Also, the point spacing can be altered to
provide a denser grid of points in the area where the solution is expected. However, during this
work it was noticed that once a sufficiently dense grid is used, further refinement does not provide
more accuracy. Using a too dense grid of pressure and enthalpy points was also observed to reduce
numerical stability. The optimum in terms of accuracy versus computational costs and numerical
instabilities was found to lie around approximately 1 pressure point per 1 bar.

Within this work, all material properties are incorporated in the computational scheme in this
manner. However, to reduce computational costs, only density, p, and speed of sound, ¢, could be
incorporated as look-up tables. Other quantities such as viscosity, p, thermal conductivity, A, and
heat capacity, ¢,, would then assumed as being constant. This approach was also taken by [45].
Then, after obtaining a converged solution with constant material properties, the simulation can
be re-run with all material properties being pressure- and enthalpy dependent. Especially for com-
putationally more expensive simulations, e.g. three-dimensional problems or transient simulations,
this method can provide a way of decreasing computational times.

As the enthalpy-based energy equation used within the HEM does not explicitly feature tempera-
ture, after each iteration in the calculation process, a loop over all computational cells is performed
to calculate the static temperature and the vapor quality of the respective cell. Both values are
again incorporated in the form of two-dimensional look-up tables using pressure and enthalpy as
variables.

The CoOLPROP library does not offer values for the speed of sound within the two-phase region,
as the speed of sound is generally not defined for two-phase flow. Interestingly, while the speed
of sound for a liquid is generally higher than that of a gas, the speed of sound for a homogeneous
two-phase mixture lies below that of the liquid and the vapor phase[46]. Numerous formulations
for the speed of sound of a two-phase mixture exist. The one chosen for this model is used e.g. in
[45] and [41] and is a simple and robust formulation with no jump discontinuity at saturation lines.

It reads
(65) 1-— (6%) -1
c= — + 5.36
{p (pzc§ p1ct ﬂ (5.36)

where index 1 and 2 denote the saturated liquid and saturated vapor state, respectively and as =
V2/V is the volume fraction of the vapor phase. The vapor quality y is defined as x = ma/m and
furthermore, x and as are related through yp = agps. Figure 5.3 shows the speed of sound of
two-phase butane calculated using Eq. (5.36), plotted depending on x and «s, respectively. As
explained above, material properties such as density are obtained from look-up tables with pressure
and enthalpy as variables. The data points stored in these look-up tables are plotted in Figure 5.4
for density and speed of sound. The values are calculated using bilinear interpolation, for which a
formula is derived below.
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Figure 5.3: Speed of sound for a homogeneous two-phase mixture of liquid and vapor butane at
p =5 bar using Eq. (5.36)
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Figure 5.4: Point clouds of look-up tables for density, p (left) and speed of sound, ¢ (right)
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Bilinear Interpolation

It is assumed that a function f(z,y) is approximated as varying locally linearly both with respect
to x and y, which means that f(x,y) is approximated through a first-order Taylor series expansion.
Given values [f(z1,41), f(z1,y2), f(z2,v1), f(22,y2)] are known, first linear interpolation along x is
performed at a fixed value of y = v, yielding

T—
f(@,y1) = f(z1,91) + = (f(z2.01) — f(@1,31))
T2 — 1
o o (5.37)
= flz,y1) + f(z2,91)
T2 — 1 T2 — 1
and analogously at a fixed value of y = y», yielding
o To — T T — I
f(z,y2) = xz_xlf(xhyz)‘f' xg—xlf(xz’yz) (5.38)
Combining Egs. (5.37) and (5.38) and performing linear interpolation along y gives
Yo—y [ 12— T —x
Fo) = LTI )+ 2 ) +
2 — Y1 [ X2 1 2 1 (5.39)
— To — T—x
v [ 2 f(x1,y2) + - f(@ayz)]
Y2 =41 [T2 — 21 T2 — X1
which is simplified to
fla,y) =
1
(22 — 1) (y2 — 1) {f($1,y1)(y2 —y)(x2 — ) + f(-TQayl)(Zn —y)(z — 1)+ (5.40)

F@,u2)(y =) (w2 = 2) + F(@2,2)(y — y2) (@ — )]

Eq. (5.40) is used to obtain material properties from the look-up tables (cf. Figure 5.4), where, for
the example of density, f(x,y) = p(p, h).
5.2.3 Turbulence Modeling

The commonly used k-¢ models are based on Eqs. (2.47) and (2.51) which are written again here
for the sake of convenience.

o)  O@k) 0 [ . m) Ok] . op _
o " om, om \"To) o, TT TP (5.41)
0e) , D) _ 0 [ () w2 e P
ot + 8$j 78.’1?]' /L+0_E al‘j +kC51P sz2P (542)

Besides the k- models there is another widely used class of two-equation turbulence models: the
k-w models. Instead of solving a transport equation for e, a transport equation for the specific
dissipation, w is solved. Physically, w is a specific dissipation, as in terms of dimensions,

wxelk (5.43)

57


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

Therefore, w can be seen as the inverse of the timescale of dissipation[7]. Instead of deriving an
equation for w from scratch, Eq. (5.43) can be used to obtain an equation from the k- model by

introducing a constant 3*.
€

Usually, this constant is set to * = Cy, cf. Eq. (2.31). Using Eq. (5.44), an equation for w can be
obtained in the following way/[8].

dw d e\ _ 1 de e d(1/k)
dt_dt(ﬂ* k) _5*kE+E dt
1 de e dk 1 de wdk
T B kdt B*k*dt  Brkdt  kdt
Using Egs. (5.41) and (5.42), Eq. (5.45) can be used to derive an equation for w. This is done by
adding the respective terms (i.e. production, dissipation, turbulent diffusion and viscous diffusion)
of the k- and e-equations using the scheme laid out in Eq. (5.45). The w-equation reads

Ipw) | O(pvjw) O pe) Ow Wik a2, 2 b\ Ok Ow
ot + or;  Ox, ,u+06 z; JrO[k‘P Bpw Jrk MJFUE Ox; 0x; (5.46)

where « = C;1 — 1 =0.44 and § = (Ce2 — 1)5* = 0.0828.

The k-w model performs better than the k-¢ model at low Reynolds numbers when turbulence is
relatively low. This is because in the k-¢ model, the term in the e-equation involving €2/k can
cause numerical instability. When turbulence is low, e.g. in the vicinity of a wall, both & — 0 and
€ — 0. If both k£ and € do not approach zero at the correct rate, which can hardly be ensured, this
term involving €2 /k can easily take unphysical values. In the k-w model, when k& — 0, the diffusion
term approaches zero, but the production term is not affected, as the term w/k in the production
term cancels out when expanding P¥[9]. The k-w model therefore correctly models wall-bounded
flows within the viscous sub-layer. Therefore, wall functions can be used to decrease the required
cell density near walls, but are not needed to correctly model wall-bounded flows. If omitting wall
functions when using the k-w model, this comes at the cost of having to use a dense computational
grid near walls, with the first cell at the wall being placed at y™ < 5. Another advantage of the k-w
model over the k- model is that it can handle adverse pressure gradients in wall-bounded flows,
and therefore boundary layer separations better[7, 8]. However, the k-w model comes with the
disadvantage of being dependent on the value of w in the free-stream. To combine the advantages
of both models, the k-w SST (Shear Stress Transport) model uses the k-w model in vicinity of
walls and the k-¢ in the free-stream, with a smooth transition in between models. This is achieved
by using the fact that, through Eq. (5.44), Eq. (5.46) can be used as an equation for e, if the
coefficients in Eq. (5.46) are changed to the values of the k-¢ model. This is done by a function
F that smoothly varies from F; = 1 in vicinity of the wall and F; = 0 in the region of the outer
boundary layer, from where on the k-¢ model is used. Therefore, coefficients (here for the example
of ) are calculated as

w (5.44)

(5.45)

Bsst = F1fr—w + (1 — F1)fr—c (5.47)
Fy = tanh(¢%) (5.48)
. VE 500 40,0k
¢ = min lmax <5* oy y2:> , C%in] (5.49)
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Additionally, as the cross-diffusion term, which is the last term on the right-hand side of Eq. (5.46)
is not present in the K-e equation, it is in the SST model multiplied with (1 — F7)[8].

The k-w SST model is used for the ejector simulations within this work. It was noticed that both the
standard and realizable k-¢ model showed to lead to convergence problems in some simulations by
over-predicting the production of turbulence at the shear layer between the low-pressure and high-
pressure stream in the ejector at the location where the jet from the primary nozzle is decelerated
to a subsonic level.

5.3 Validation of HEM Approach: ERCOFTAC UFR 4-19 Test Case

For validation of the enthaply-based energy equation and the subroutines implemented via UDFs, a
compressible single-phase flow benchmark case is used. For this purpose, the ERCOFTAC UFR 4-
19 case[47] is simulated once using the built-in energy equation and ideal gas law offered in FLUENT
and once using the enthalpy-based energy equation and real-fluid material property lookup tables
implemented via UDFs (denotes as HEM). Throughout this chapter, results obtained with the built-
in energy equation and ideal gas law of FLUENT are marked with ”Fluent”, and results obtained
using the enthalpy-based energy equation and UDF-subroutines are marked with "HEM”.

The UFR 4-19 test case is a converging-diverging plane diffuser for which experimental data is
available for two transonic cases, of which the ”"weak shock” case is chosen here. A single-phase
flow case is chosen for this test run because the aim is to validate the enthalpy-based energy equation
and UDF-subroutines themselves (as opposed to the general question if a certain two-phase flow can
be modeled as being in homogeneous equilibrium). The boundary conditions of the UFR 4-19 case
are listed in Table 5.1. For both the simulations using the built-in capabilities of FLUENT and the
HEM, the standard k-e turbulence model with scalable wall functions and compressibilty correction
(cf. chapter 4.2) is used. Cell-based least squares discretization is used for gradient calculations
and second order (upwind, except for pressure) schemes are used for discretization of all transport
equations. The pressure-based coupled solver of ANSYS FLUENT is used.

The maximum Mach number was experimentally measured to be Ma = 1.27 for the given case[47].

Inlet total pressure (Pa) 135000
Outlet static pressure (Pa) 110661
Inlet total temperature (K) 277.78

inlet & (m?s2) 1.74-1073
inlet £ (m?s3) 198

Table 5.1: Boundary conditions for ERCOFTAC UFR 4-19 weak shock case [47]

In Figure 5.5, the evolution of the Mach number along the line at a constant value of y = hiproat /2,
which is the center of the section of minimum cross-sectional area, is plotted. The maximum
Mach number is correctly predicted by both simulations. A small discrepancy can be seen between
both simulations at the shock location. Figures 5.6 and 5.7 show a contour plot of the Mach
number obtained using the built-in capabilities of FLUENT and the HEM implemented via UDFs,
respectively. Here, both simulations provide almost identical results. Figure 5.8 shows the profiles
of velocity at four distinct locations downstream the throat, which is the location of minimum
cross-sectional area. Here, 2/hiproqt = 0 corresponds to the location of the throat, cf. Figure 5.6
for a sketch of the diffuser geometry. Experimental measurements are denoted as "Exp”. While
both the simulations capture the location of maximum velocity correctly, there is a deviation from
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Figure 5.7: Contour plot of Mach number (HEM)

experimental values near the walls. Interestingly, the HEM simulation provides better agreement
with experimental values than the FLUENT built-in routines. In Figure 5.9, ps/pt.in, which is the
ratio of static pressure along the wall to total inlet pressure, is plotted at the bottom and top wall,
respectively. Again, experimental measurements from [47] are provided for comparison. Generally,
the agreement between both simulations and experimental values is good. Both simulations tend
to show similar deviations from the experimental values, therefore the accuracy of both the HEM
simulation and the FLUENT built-in simulation is comparable.

The comparison of the two simulations with experimental data leads to the conclusion that the
subroutines implemented via UDFs are comparable in accuracy to built-in methods of FLUENT
for the simulation of a compressible single-phase flow problem. This validation is important, as
it allows to rule out severe errors within the UDF C-code or the enthalpy-based energy equation.
However, as mentioned above, this simulation does not provide any information on whether the
assumption of a homogeneous equilibrium is valid for a certain type of flow regime.
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Figure 5.8: Velocity profiles at different axial positions downstream the throat
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Figure 5.9: Ratio of static pressure along top and bottom wall to total inlet pressure

5.4 Numerical Methods

The pressure-based coupled solver of the commercial CFD code ANSYS FLUENT is used to solve the
governing equations. Therefore, during each iteration, the momentum equations and the pressure
equation are solved in a coupled manner. Then, fixing the newly calculated values for the velocity
components and pressure, the turbulence equations are solved. In the last step, keeping all other
values constant, the UDS (energy equation) is solved and the material properties are updated by
calling the UDF that contains the C-code to perform a bilinear interpolation to obtain material
properties as functions of pressure and enthalpy. All variables are discretized using first-order
upwind schemes, except for pressure, where a second order pressure interpolation scheme is chosen.
Second-order schemes are known to be more accurate and less diffusive, however they are not used
due to high numerical instability. The drawback in accuracy of a first-order scheme over a second
order scheme (given they are both of the same type, e.g. upwind schemes) can be compensated
by using a denser computational grid. For the two-dimensional simulations performed in this work
it was noticed that an increase in cell density comes at less computational cost than the needed
measures to bring a simulation using second-order upwind schemes to convergence. Once a final,
converged solution is obtained using first-order upwind schemes, the simulation is continued using
a second-order upwind scheme for the discretization of velocity components only, as this helped
resolve shock waves more accurately. Figure 5.10 shows the profiles of static pressure and Mach
number along the axis of the ejector for a converged solution using the first-order upwind scheme
and second-order upwind scheme, respectively for the face value calculation of velocity components.
The solution employing the second-order scheme is obtained using a fully converged first-order
scheme solution as a starting guess. As expected, the first-order scheme is more dissipative than
the second-order scheme and therefore smears out the shocks. The deviation of the two solutions is
only observable within the supersonic region of the ejector, where shocks occur. Further upstream
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and downstream the difference is insignificant. Therefore, only the region from the primary nozzle
throat to the beginning of the diffuser is depicted in Figure 5.10. Global quantities of interest, e.g.
the entrainment ratio or mass flow rates, were not observed to be affected by the choice of either a
first-order or a second-order scheme.

All gradients are calculated using the least-squares cell-based method. All simulations are performed
in steady-state and using strong explicit relaxation and also implicit relaxation.

A solution is, for the simulations in this work, classified as converged once the scaled residuals of

static pressure along axis
T

—first-order upwind
--------- second-order upwind

0 | |
0.1 0.15 0.2 0.25 0.3

@ [m]

) mach number along axis
T

—first-order upwind
--------- second-order upwind

Figure 5.10: Profiles of static pressure and Mach number along ejector axis using first-order upwind
and second-order upwind scheme for velocity, respectively

all equations have dropped by at least four orders of magnitude, the error in absolute global mass
balance is below a value of 1-107° and not changing with iterations and the entrainment ratio is
at a constant value that is not changing with iterations (within a boundary of 0.001%). Also, the
average and maximum velocity measured at two specific axial locations (outlet of primary nozzle
and end of mixing zone) are not changing with iterations (within a boundary of 0.0001 in terms
of Mach number). If all these criteria are fulfilled, a solution is, within this work, said to have
converged.

5.5 Solution Strategy

Numerical schemes for solving the set of equations are very unstable for compressible flows, espe-
cially when shock waves occur. This is due to the fact that across a shock, mathematically there is
a discontinuity in quantities such as pressure and velocity, and therefore, also in material properties
such as density[48]. Simple refinement of the computational grid near shocks is often not working as
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a remedy, as the shock location tends to be moving in space and time, and would require iterative
refinements of the grid throughout the solution procedure, potentially even up to a local grid density
that is several orders of magnitude denser than the original grid. In the case of two-phase flow this
problem is even greater as, for a fluid in the two-phase region, a sudden change in pressure can cause
changes in density of up to two orders of magnitude. A common solution, which was presented in
[48], is to incorporate an artificial nonlinear viscosity that increases at discontinuities to relaxate
the changes of quantities at shocks. Unfortunately, the software used in this work does not provide
a way to incorporate such an artificial viscosity directly in the momentum equations. Therefore, a
solution strategy was developed to avoid the divergence of the solution as soon as shocks establish.
For this purpose, two computational grids, a coarse one and a fine one, were created to spatially dis-
cretize the ejector geometry. Both grids are two-dimensional, modeling the ejector as axisymmetric.
Both grids are conformal, consisting of hexahedral cells only, with maximum skewness well below
0.5 and refinements at the walls. The cells are stretched in axial direction (increasing their aspect
ratio) in regions such as the mixing chamber and the diffuser, as there exists a clear direction of
convective transport and therefore, the number of needed cells can be significantly reduced. Inside
the primary nozzle and where the primary and secondary exit meet, the aspect ratio is kept near
unity. The coarse mesh consists of roughly 30 000 - 50 000 cells (depending on the geometry of the
specific simulation). An example for a coarse grid is partly pictured in Figure 5.11a. The fine mesh
is made up of roughly 150 000 - 200 000 cells (again, depending on the geometry used in a specific
simulation). An example for a fine grid is partly pictured in Figure 5.11b.

s’\)\_
_—

(a) Coarse grid (48 000 cells) (b) Fine grid (167 000 cells)

Figure 5.11: Segment of a coarse and a fine computational grid for the ejector

The solution process consists of the following steps:

e Starting with the coarse mesh and with a closed secondary inlet the solution is initialized with
the following values in the whole domain: Small, non-zero axial velocity; zero radial velocity;
inlet enthalpy.

e The hybrid initialization method of FLUENT is used to obtain an initial guess for the pres-
sure field. This method uses Laplace’s equation to calculate the pressure distribution of an
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incompressible, vorticity-free, laminar flow depending on the behaviour of the cross-sectional
area throughout the domain[10].

e A converged solution for laminar and isenthalpic conditions is obtained. To achieve this,
under-relaxation factors of all equations are kept below 0.2 and the density is temporarily
frozen (by decreasing the corresponding explicit under-relaxation factor to an arbitrarily small
value) when the first shock structures form in the pressure field.

e The energy equation is included in the calculation to obtain a converged, non-isenthalpic,
laminar solution.

e The secondary inlet is opened and the calculation is again conducted until convergence is
reached.

e The solution is interpolated onto the fine mesh to serve as an initial guess. The pressure
and enthalpy solution, as well as the density are frozen and a solution for the velocity field
is obtained. Then, pressure, enthalpy and density are, in that order, also included in the
solution process until the laminar solution is converged on the fine mesh.

e The turbulence model is activated and to initialize the turbulent quantities, the solution of
the laminar flow field is frozen while only turbulence equations are brought to convergence.

e All equations are further calculated to convergence.

e Depending on the specific simulation, it may be necessary to further refine the mesh at regions
of high pressure- and velocity gradients to obtain a fully converged and grid-independent
solution.

The need of the complex solution strategy outlined above, in which the user needs to take action
depending on the behaviour of the solution at numerous times makes it difficult to automate the
solution procedure in order to run e.g. a parameter study of geometric variations. Once a converged
solution on the fine mesh is achieved, slight variations in operating conditions, such as a variation in
the subcooling conditions at the primary inlet, can be performed in an automated manner without
user intervention. However, once a different geometry is to be used for the calculations, the errors
introduced when interpolating a previous solution onto a new mesh with a different geometry are
too large to serve as initial guess and the whole solution strategy outline above needs to be re-run.

5.6 Results
5.6.1 Baseline Geometry

The baseline geometry and boundary conditions are taken from Schlemminger et al. [49], where
experimental data for a supersonic, two-phase, CPM ejector operated with butane in a high temper-
ature heat pump is available. The boundary conditions from [49], which are used for the simulation,
are listed in Table 5.2. As can be seen, the refrigerant entering the ejector through the primary
nozzle is subcooled. However, in [49] it was assumed that a vapor mass fraction of x ~ 2.7% was
present at the primary inlet despite the temperature corresponding to a subcooled state. There-
fore, a two-phase state corresponding to x = 0.03 was used as boundary condition for the value of
enthalpy at the primary inlet. As temperature is not used as a variable in the solver because of the
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energy equation being enthalpy-based, the temperature is merely a value that can be used for post-
processing purposes but does not need to be specified in terms of boundary or initial conditions.
Figure 5.12 shows the variation of static pressure along the ejector axis and wall plotted against

Primary inlet total pressure (bar) 21.39
Primary inlet subcooling AT (K) 3.59
Secondary inlet total pressure (bar)  4.30
Secondary inlet superheating AT (K)  8.06
Outlet static pressure (bar) 5.845

Table 5.2: Boundary conditions for butane ejector within high temperature heat pump [49]

experimental data from [49]. The pressure measurements were taken from drilled holes in the ejec-
tor wall, therefore measuring the static pressure at the wall. A deviation of the calculated pressure
from experimental measurements is noticeable within the mixing zone where shock waves occur.
Unfortunately, no information was available on the accuracy of the experimental measurements.
Potential errors in measurements due to condensation at the drilled hole for the pressure measure-
ment, as well as thermal effects can therefore not be quantified. The mass flow rate and entrainment
ratio were, in the experiment, measured as ., = 0.127 kg/s and n = 0.46, respectively[49]. The
simulation over-predicts the mass flow rate by ~ 30 —45% and the entrainment ratio by ~ 20—50%,
depending on the value of inlet vapor quality. (cf. Figure 5.13). The unsatisfactory prediction of
mass flow rates by the HEM was also concluded by Bodys et al.[40] for subcritical inlet conditions
(for COy as working fluid). In the case of [40], the extension of the underlying model to incor-
porate non-equilibrium effects led to an agreement between experimental and simulated mass flow
rates of less than 10%. As the inlet conditions of [49] are subcritical, the HEM of this work was
therefore also extended by introducing a conservation equation for vapor quality, which features a
so-called accommodation coefficient by which an arbitrary degree of relaxation of the equilibrium
assumption can be incorporated. However, this coefficient depends on pressure and enthalpy and
needs to be experimentally tuned not only to fit the properties of the working fluid, but also the
underlying flow regime. In [40] the calibration of the accommodation coefficient was done by tak-
ing experimental measurements from a wide range of ejector geometries and operating conditions.
Using a single experimental measurement to fine-tune this constant for butane under the operating
conditions studied here would introduce a lot of uncertainty into the simulations, and as no exper-
imental setup was available to reliably fit the accommodation constant, the non-equilibrium model
was not used for simulations within this work. However, if a systematic set of experiments with a
butane ejector should be available in the future, the underlying model could easily be modified to
incorporate non-equilibrium effects.

In Figure 5.13, the influence of vapor quality at the primary inlet on the primary mass flow rate
and the entrainment ratio is shown. As can be seen, error in mass flow rate prediction decreases for
an increasing vapor quality. On the other hand, the error in entrainment ratio prediction increases
proportionally. This suggests that the effect of a variation in primary inlet vapor quality mostly
affects the primary inlet mass flow rate through the resulting change in density, but does not affect
the physical process of entrainment to the same extent, leaving the absolute value of entrained sec-
ondary mass flow less affected. Therefore it seems plausible that the error in computed mass flow
rates and entrainment ratios stems not only from a mismatch in experimental and computational
inlet density but also from thermodynamic non-equilibrium effects not taken into account within
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the HEM approach, as suggested by Bodys et al.[40]. In Figure 5.14, the Mach number along the

Experiment
—CFD (axis)
- -CFD (wall)
T
£ -
o
2 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5

x [m]

Figure 5.12: Profiles of static pressure, p, along ejector axis and wall and experimental pressure
measurements from [49]

ejector axis is plotted. Figure 5.15 shows the evolution of vapor quality, x, along the ejector axis.
In Figure 5.16 a contour plot of the Mach number is pictured, where typical diamond-shape shock
patterns are formed within the supersonic jet leaving the primary nozzle. The flow reaches subsonic
conditions at the end of the mixing zone, which is favourable as then no undesirable shocks form
within the diffuser. In Figure 5.17 a contour plot of the vapor quality within the ejector is given.
Immediately at the outlet of the primary nozzle, there is a sharp interface between the primary
and secondary stream. Then, throughout the mixing zone, the two streams mix and the interface
becomes more diffuse, with an almost homogeneous distribution of vapor quality entering the dif-
fuser, as is desirable. In Figure 5.18 the distribution of static temperature throughout the ejector is
depicted. Especially in the primary nozzle and beginning of the mixing chamber, the temperature
gradients are relatively high. Information on the local distribution of temperature is important
when it comes to ejector design. A possible way to reduce production costs drastically while al-
lowing for more complex geometric designs could be to produce an inner layer of the needed high
surface quality out of plastic, with an outer shell of low surface quality metal to provide the needed
strength to withstand the pressure load. For such hypothetical designs involving plastic parts,
knowledge of the temperature distribution within the ejector is essential. While high performance
plastics that withstand the temperatures seen in Figure 5.18 are available, their detailed behaviour
under the pressure load and local temperature gradients obtained from a CFD simulation could be
analyzed by the means of finite element analysis.
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Figure 5.13: Primary inlet mass flow rate, 1, (left) and entrainment ratio, n, (right) for subcooled
primary inlet condition and different levels of primary inlet vapor quality x
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Figure 5.14: Profile of Mach number along ejector axis
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Figure 5.15: Profile of vapor quality along ejector axis
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Figure 5.16: Contour plot of Mach number within ejector
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Figure 5.17: Contour plot of vapor quality within ejector
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Figure 5.18: Contour plot of static temperature within ejector
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5.6.2 Influence of Geometrical Variation

An arbitrary variation in primary and secondary nozzle geometry, while keeping the mixing zone
and diffuser geometry, as well as the boundary conditions identical to those specified in Table 5.2,
is investigated here. In particular, the primary nozzle throat and exit diameter are increased while
keeping the converging and diverging angle constant, and the secondary nozzle cross-sectional area
is decreased. In Figure 5.19 a contour plot of the Mach number is shown. Opposed to the baseline
geometry case discussed above, a higher maximum Mach number is reached and the flow stays
supersonic until reaching the beginning of the diffuser, where a shock occurs. The consequence of
this - for the given operating conditions poorly designed - ejector geometry is a boundary layer
separation and recirculation region at the beginning of the diffuser, as can be seen in the Figure
5.20, where a plot of velocity vectors is shown. In the detail view, which is located at the beginning
of the diffuser, a clear recirculation can be seen. To eliminate the possibility of this recirculation
occurring due to an over-prediction of production of turbulent kinetic energy because of the large
gradients of velocity by the turbulence model, the simulation was also re-run using the realizable
k-e, which also predicted a recirculation. More sophisticated turbulence models such as Reynolds
Stress models, which do not use the Boussinesq assumption, could provide more reliable results
concerning the boundary layer separation and recirculation. However, determining correct values
for the boundary conditions of Reynolds stress components is not trivial and getting a converged
solution using a Reynolds Stress model is significantly more difficult compared to eddy-viscosity
models. Therefore, this was not further investigated. However, as long as two simulations use the
same model, drawing a qualitative comparison is still valid. In Figure 5.21, the static pressure and
Mach number along the ejector axis are plotted. As can be seen, there are two axial locations where
shocks occur, and the flow reaches subsonic conditions only after the second shock which occurs
within the beginning of the diffuser. While the inlet mass flow is, potentially mostly due to the
increase in primary nozzle diameters, increased to 7prim = 0.44 kg/s, the entrainment ratio not
only decreases relatively to n = 0.082, but also in absolute values. This could stem from less drag
in the shear layer between the primary and secondary flow, as the primary flow remains supersonic
over a larger part of the ejector than in the baseline geometry. Therefore, mixing decreases and
the two streams only mix within the diffuser, where the boundary layer separation occurs, and an
increase in turbulence enhances mixing. This is also visible in the contour plot of vapor quality
shown in Figure 5.22.

Even though the HEM used to perform the CFD simulations presented here is not capable of cap-
turing important non-equilibrium processes within the ejector and therefore yields unsatisfactory
global values for mass flow rates and entrainment ratio, nevertheless interesting qualitative con-
clusions on the suitability of an ejector geometry can be drawn. The HEM seems to be especially
interesting for drawing relative comparisons between different ejector designs, when absolute per-
formance parameters are not of interest. As shown here, the modified geometry analyzed above
leads to unfavourable behaviour and poor performance compared to the baseline geometry.
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Figure 5.19: Contour plot of Mach number within ejector; modified geometry
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Figure 5.20: Vectors of velocity within ejector, coloured by velocity magnitude; modified geometry

73


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

Y 3ibliothek,
Your knowledge hu

25 T T T T T T T I T 2
—static pressure (axis)
": — —Mach number (axis) | 1.8
1 \
20 " ' 116
[ 1
1 : 1.4
1
. 1
15 t 1 -11.2
] ! =
2 -1 &
= <
S =
10 1 -10.8
1
! -10.6
1
1
5 1 -104
1 AN
] T~ -0.2
. -
0 =17 | 1 1 1 1 1 1 1
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5
@ [m]

Figure 5.21: Profiles of static pressure and Mach number along ejector axis; modified geometry
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Figure 5.22: Contour plot of vapor quality within ejector; modified geometry
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5.7

Conclusion

Although ejectors are widely used in various applications, their use in heat pumps is yet a
field of research. Therefore, most studies of two-phase supersonic ejectors concern refrigeration
applications and mostly regard COq ejectors.

A homogeneous equilibrium model originally developed for modeling a transcritical COs ejec-
tor was implemented in a commercial CFD code and used for simulations of a subcritical
two-phase butane ejector.

It is observed that for subcritical inlet conditions, as usually found in heat pumps, the as-
sumption of a thermodynamic equilibrium leads to a deviation of predicted mass flow rates
and entrainment ratios from experimental measurements.

More physically accurate models, which include non-equilibrium phenomena, need careful
fine-tuning to correctly model the underlying working fluid and flow regime. Therefore, with-
out access to sufficient experimental data for model calibration, the advantage of such more
sophisticated mathematical models is questionable.

The HEM approach, where calibration is not necessary, can be used for a qualitative assess-
ment and especially comparative study of e.g. ejector geometries.

As global parameters predicted by the HEM deviate significantly from experiments, calculat-
ing potential COP improvements from the results of a standalone CFD study is at this stage
not sufficiently reliable.

The simulation approach presented within this work can be used to iteratively determine a
suitable ejector geometry on the base of qualitative and relative performance criteria. Es-
pecially early in the development process, when many iterations are needed to determine a
suitable geometry, the relatively higher computational speed of the HEM approach over non-
equilibrium models and full multiphase models is useful. A geometry optimised in this way
can then be used to manufacture a prototype which is needed for experimental analysis and
the development of more complex computational models.
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6 Conclusion and Outlook

Both the vortex tube and the ejector were numerically analysed with respect to their use as ex-
pansion device in high-temperature heat pumps with the aim of recovering a part of the expansion
work.

The characteristics of a vortex tube were systematically analysed using different refrigerants and
geometries under various operating conditions. The temperature separation achieved when oper-
ating a vortex tube with a refrigerant was found to be significantly lower than that obtained with
air, which is a common working fluid for vortex tubes. Also, the fact that vortex tubes need to
be operated with a gas in order to provide a temperature separation makes a significantly different
heat pump cycle design necessary. Therefore, only a fraction of the available pressure difference
between evaporator and condenser can be used for vortex tube expansion, and it is shown that
an optimum of the thus needed intermediate pressure level (the inlet pressure of the vortex tube)
needs to be determined based on the working fluid and the condenser and evaporator pressure levels.
Therefore, the applicability of vortex tubes to heat pumps is very limited. Nevertheless, one appli-
cation for industrial steam generation was found where the use of a vortex tube as expansion device
significantly increased the COP over a conventional heat pump. A reasonable next step would be
to automate the process of geometry- and grid-generation, CFD simulation setup, calculation and
extraction of parameters to be used in a 1D cycle simulation, and in this way systematically test a
great number of refrigerants, operating conditions and geometries to identify promising combina-
tions for a potential experimental investigation.

For the ejector, a homogeneous equilibrium model was implemented in ANSYS FLUENT to allow
for computationally affordable calculations without the need of experimental fine-tuning of more
sophisticated models, which is difficult, given that currently heat pumps featuring an ejector are
still a topic of research and not commercially available. Although the mathematical model is not ca-
pable of capturing metastability effects, and therefore mass flow rate predictions are unsatisfactory,
the model can still be used to make interesting qualitative observations and for geometric shape
optimization. Also, besides the limitations of the HEM approach, comparisons between different
ejectors can be drawn. Concerning future work, a wider range of experimental data for ejectors
operated under heat pump conditions is needed to calibrate more reliable numerical models. This
is needed as the main quantities of interest for heat pump cycle simulations, the mass flow rates
and entrainment ratio, are found to be strongly affected by non-equilibrium thermodynamics.
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