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A B S T R A C T

The complexity of robotic path planning problems in industrial manufacturing increases significantly with the
current trends of product individualization and flexible production systems. In many industrial processes, a
robotic tool has to follow a desired manufacturing path most accurately, while certain deviations, also called
process tolerances and process windows, are allowed. In this work, a path planning framework is proposed,
which systematically incorporates all process degrees of freedom (DoF), tolerances and redundant DoF of
the considered manufacturing process as well as collision avoidance. Based on the specified process DoF and
tolerances, the objective function and the hard and soft constraints of the underlying optimization problem
can be easily parametrized to find the optimal joint-space path. By providing the analytical gradients of the
objective function and the constraints and utilizing modern multi-core CPUs, the computation performance
can be significantly improved. The proposed path planning framework is demonstrated for an experimental
drawing process and a simulated spraying process. The planner is able to solve complex planning tasks of
continuous manufacturing paths by systematically exploiting the process DoF and tolerances while allowing
to move through singular configurations, which leads to solutions that cannot be found by state-of-the-art
concepts.
1. Introduction

Current trends in industry show that the number of employed indus-
trial robots increases significantly [1], the product diversity advances
up to full individualization [2] and the demand for flexible produc-
tion systems raises tremendously [3]. In automated manufacturing
processes, the motions of industrial robots are mostly planned using
CAD-based offline path planning approaches [4], which have to keep
pace with the recent developments in terms of flexibility, complexity
and computational performance. Frequently implemented automated
industrial manufacturing processes include welding, spray painting,
milling, sanding, polishing and chamfering. Executing a manufacturing
process often requires a robotic tool to follow a given manufacturing
path most accurately. If the requirements of the manufacturing process
exceed the capabilities of the robotic system or the planning algorithm,
the manufacturing paths have to be adapted [5], the robot has to be
positioned differently relative to the workpiece [6], a different robot
has to be used, or the robotic tool has to be adapted [7], which
are laborious procedures in general. Alternatively, incorporating the

✩ The authors acknowledge TU Wien Bibliothek, Austria for financial support through its Open Access Funding Programme.
∗ Corresponding author.
E-mail address: weingartshofer@acin.tuwien.ac.at (T. Weingartshofer).

specific properties of the executed process into the path planning has
the potential to significantly increase the flexibility of a given robot
configuration.

The Cartesian degrees of freedom (DoF) of the tool, which are
needed to accomplish the manufacturing task, see [8], are called process
DoF in the following. Most processes demand all six DoF from the
robot, e.g. cutting and sewing, while some processes only require five
DoF. The remaining DoF is referred to as a redundant process DoF in
this work. For example, a rotating tool like a drill or a polishing disk
is considered as redundant process DoF. Furthermore, some processes
allow for deviations from the manufacturing path to some extent. In
the following, the term process window refers to allowed tool deviations
from the manufacturing path, which do not degrade the process quality,
see, e.g., [8]. On the other hand, deviations which degrade the process
quality to a tolerable extent, but should be avoided if possible, will be
denoted process tolerances. The process tolerances may be constrained
additionally by defining a tolerance band. In the remainder of this
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work, the generic term process properties encompasses process toler-
ances, process windows, constraints and redundant process DoF. A
manufacturing process is specified by a set of process properties in one
or multiple process DoF, i.e. allowing position deviations in specific
Cartesian directions or orientation deviations w.r.t. specific axes. For
example, in a polishing process, the orientation may deviate slightly
from the surface normal, but the tool position should exactly follow
the desired path. Additionally, the rotating disk of the polishing tool
represents a redundant process DoF. In a spraying process, the spray
nozzle has to perfectly align with the surface normal vector and the
manufacturing path, but the distance of the spray nozzle to the surface
may vary within a certain tolerance band.

In the literature, several path planning algorithms tailored to spe-
cific manufacturing processes have been published, which incorporate
only the application-specific process properties, e.g. welding [9,10],
surface inspection [11], sanding [12] and chamfering [13]. In this
work, a general deterministic path planning framework is proposed,
which systematically considers all process properties. Additionally,
the planning algorithm takes into account collision avoidance and is
capable of planning through singular joint configurations. By incor-
porating process tolerances, windows and redundant process DoF, the
path planning framework is able to compute continuous robot motions
for manufacturing paths which exceed the kinematic capabilities of
the robot. These advanced planning abilities enable the algorithm to
handle industrial path planning problems of high complexity and with
significant flexibility demands.

2. Literature review and contribution

The state of the art of path planning algorithms for industrial robots
are summarized and discussed in this section. An emphasis is laid on
path planning methods which consider tolerances, process windows,
constraints and redundant DoF.

Note that this review focuses on path planning in joint space for
a given Cartesian tool path. This tool path may be designed manually
or be the result of an automatic path generation algorithm based on
the workpiece geometry, e.g. [14]. In many existing works, algorithms
tailored to an industrial process are proposed, e.g. spray painting [15,
16] or polishing [17]. Path planning algorithms are distinguished by
the underlying method, i.e. sampling based or optimization based,
which are discussed in the following. Additionally, the pathwise inverse
kinematics problem is addressed as a special form of the inverse kine-
matics problem. At the end of this section, the discussed methods are
compared and the main contribution of this work is presented.

2.1. Sampling-based path planners

A detailed survey of sampling-based path planners which system-
atically incorporate constraints is given in [18]. The most prominent
library of sampling-based path planners is the Open Motion Planning
Library (OMPL) [19], in which several sampling-based approaches are
included, such as Probabilistic Roadmap Methods (PRM) and Rapidly-
xploring Random Trees (RRT). As the main focus of those approaches
s solving point-to-point motion planning problems, the intermediate
artesian path cannot be provided beforehand. Furthermore, sampling-
ased path planners mostly require smoothing as a post-processing step
o remove redundant and jerky motions, see, e.g., [20]. Additionally,
ncluding multiple constraints, redundant DoF and tolerances in the
omputation of a joint-space path increases the problem size drastically,
hich becomes infeasible to solve.

The popular Descartes algorithm [21] is a semi-constrained offline
ath planner which considers tolerances. Therein, for every Cartesian
ath point, multiple inverse kinematic solutions are computed using
nverse kinematics solvers such as the Kinematics and Dynamics Library
2

KDL) [22] or Inverse Kinematics Fast (IKFast) [23]. Process tolerances
re considered by sampling the allowed tolerance band with an equidis-
ant grid, for which all corresponding inverse kinematic solutions are
omputed. Hence, the number of possible inverse kinematic solutions
or each path point increases, in particular if tolerances are allowed
or multiple DoF. This leads to high memory usage and high computa-
ion time while searching the best joint-space path in a graph search
ith the Dijkstra algorithm. In [24], an RRT-based planner is used

o compute collision-free paths without an explicit goal configuration.
nstead, a goal region is described by workspace goal criteria and a
ath with lowest tolerance utilization is computed. In general, the con-
ideration of multiple constraints and costs in sampling-based methods
s challenging, especially if optimal paths have to be found, see [25].
n [26], a sampling-based planner is introduced to solve point-to-point
roblems. The planner incorporates kinematic and dynamic constraints
n a framework to find optimal paths.

In many works, path planners tailored to a special industrial process
re designed, e.g. for welding applications in [10]. Therein, the redun-
ant process DoF of the tool is discretized and a collision-free path is
enerated by a modified RRT* algorithm. Another example is presented
n [9], where the planning for a complex welding path for a 6-DoF robot
s performed in two steps. First, the joint configurations of the start
nd end poses of the end-effector are determined. A pose comprises the
artesian position and orientation coordinates. Second, the continuous
obot motion between those configurations is computed. In this process,
he rotation around the welding torch is a redundant process DoF. This
oF is sampled with an equidistant grid and the corresponding joint
onfigurations are computed. If no solution of the inverse kinematics
roblem is found, a different inclination angle of the torch is used.
urthermore, the joint movement defines costs to be minimized by the
eam search algorithm while near-singular configurations of the robot
re avoided. The above path planners [9,10] sample the redundant DoF
nd therefore need to reduce the search space by sampling in order to
olve the planning problem.

.2. Optimization-based path planners

In optimization-based path planners, an optimization scheme is
mployed to plan feasible and locally or globally optimal joint-space
aths. Constraints can be incorporated systematically. A sequential
onvex optimization algorithm called Trajectory Optimization for Motion
lanning (Trajopt) is presented in [27]. The Trajopt algorithm guesses

one or multiple initial solutions for a trajectory and then optimizes
the joint-space path length while considering kinematic constraints.
Process tolerances are not taken into account by this algorithm. The
covariant Hamiltonian optimization for motion planning (CHOMP) algo-
ithm in [28] is used to find smooth collision-free trajectories and the
tochastic trajectory optimization for motion planning (STOMP) algorithm

in [29] is a gradient-free optimization with the possibility to include
constraints. The above path planners compute an intermediate path
between two points and therefore are suited for solving point-to-point
planning problems only.

Optimization-based approaches are capable of considering addi-
tional criteria for path planning, i.e. energy consumption [30,31],
time [32–34], time and jerk [35,36] and a combination of multiple
criteria [37]. The dynamic model of the robot is taken into account in,
e.g., [34,38]. Additionally, the path optimization can also be executed
in a post-processing step. For example, in [39] the joint-space path
length is minimized from an initial guess.

A robotic layup task is presented in [8] for a multi-robot scenario.
The specific process window for this task is utilized to generate robot
trajectories. In particular, the redundant process DoF of the roller tool
is discretized and an optimization-based approach is used to solve the
trajectory planning problem while considering process constraints and

avoiding singular configurations.
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2.3. Inverse kinematics and pathwise inverse kinematics

A general review of methods to compute the inverse kinematics
is given in [40]. In [41], a continuous multivariate inverse function
is described, which is used to find the global inverse kinematics of
redundant manipulators. The global inverse kinematics computes a
unique joint configuration for a given end-effector pose also for re-
dundant manipulators. The TRAC-Inverse Kinematics (TRAC-IK) solver,
roposed in [42], considers tolerances on each Cartesian dimension
nd improves the calculation times compared to KDL [22]. Another
idely used method to solve the inverse kinematics is to formulate an
ptimization problem, see, e.g., [43,44]. In [45], a genetic algorithm
o solve inverse kinematics problems is proposed, where different ob-
ectives of the manipulator are weighted in an optimization problem as
oft constraints.

Pathwise inverse kinematics refers to applying an inverse kinematics
cheme to a Cartesian end-effector path in order to find one or more
orresponding joint-space paths. Solving the pathwise inverse kinemat-
cs problem by computing the inverse kinematics for each path point
ndependently, in general leads to discontinuous joint-space paths. An
xample for an optimization-based scheme is presented in [46]. The tra-
ectory optimization of a redundant manipulator (TORM) in [46] computes
rajectories for given end-effector paths. A two-stage gradient descent
ptimization is used to minimize the position and orientation error of
he joint-space path w.r.t. the desired end-effector poses. Thereby, new
rajectories are generated repeatedly to avoid local minima, however,
he process properties of the underlying manufacturing process cannot
e considered systematically. Another work which is concerned with
olving pathwise inverse kinematics problems is given in [47], where
n anytime graph-based path planner minimizes a geometric task-space
riterion, the so-called Fréchet distance. This Fréchet distance can be
nterpreted as utilized process tolerance. In [48], the inverse kinematics
roblem is solved with geometric task-prioritization, if the desired
otion cannot be executed by the robot. In the path planner proposed

n [48], the tolerances of the desired geometric task are implemented as
oft constraints. Hence, no guarantees in terms of maximum deviations
an be given.

The online path planner Relaxed Inverse Kinematics (RelaxedIK) [49]
omputes continuous joint-space paths as a sequence of optimization
roblems, where the solution of the previous path point is used as
nitial guess for the subsequent optimization problem. The position
nd orientation deviations from the given path are weighted in the
bjective function as soft constraints. Based on RelaxedIK, the path
lanner proposed in [50] focuses on offline path planning and considers
rocess tolerances. Starting at multiple joint configurations for the
irst path point, continuous joint-space paths are computed, which
ccount for the tolerances of the end-effector pose. Although self colli-
ions are detected, no general collision avoidance for obstacles in the
orkspace is considered. In both works [49,50], singular configurations
re avoided, but it cannot be guaranteed that the resulting path adheres
o all tolerance bands and process windows.

.4. Comparison, contribution and outline

Sampling-based path planners are widely used for path planning of
ndustrial processes in spatially constrained environments. By consider-
ng (redundant) process DoF, the search space increases exponentially
nd cannot be covered sufficiently and smoothly using sampling. Path-
ise inverse kinematics solvers are based on the inverse kinematics

olution of robots, for which every (redundant) process DoF has to
e discretized to find continuous robot movements. In contrast, in
ptimization-based path planners these additional DoF can be consid-
red as continuous optimization variables and additional constraints
e.g. process windows and bands) and criteria (e.g. time or energy
3

ptimality) can be incorporated.
In this work, an optimization-based path planner with a general
ramework to systematically incorporate process tolerances, process
indows, constraints and redundant process DoF is proposed. In the

ollowing, industrial processes are considered which are described by
geometric manufacturing path on the workpiece and a set of process
roperties. The incorporation of these process properties into the path
lanning algorithm allows to deviate from the given exact Cartesian
anufacturing path in the allowed process DoF. This is suitable for
any applications including, e.g., spraying, grinding and welding. By

onsidering the process properties and thus by exploiting the process
indows and tolerance bands, the robot is able to realize a much

arger number of feasible manufacturing paths. In a second step, the
ound joint-space solutions are evaluated and the one with the best
anufacturing quality is chosen.

The main contribution of the proposed work is the systematic
ntegration of process properties in the optimization-based path plan-
ing algorithm as a general framework of equality and inequality
onstraints, which is not available in state-of-the-art path planners. In
his way, desired manufacturing process properties in the task space can
e guaranteed to hold while other DoF are allowed to vary within given
rocess windows or tolerance bands. Due to the optimization-based
pproach, no analytical inverse kinematics formulation is required,
hich is especially useful for kinematically redundant manipulators.
urthermore, analytical gradients of the objective function and all
quality and inequality constraints are used to significantly improve
he calculation time and convergence speed of the path planner. The
roposed path planner also incorporates collision avoidance meth-
ds, is able to plan through kinematic robot singularities and uses
arallelization on multiple CPU cores.

emark 1. It is worth mentioning that the proposed path planner is
lso advantageous for non-redundant robots performing non-redundant
rocesses. Even for non-redundant robots, like industrial robots with 6
oF and a typical kinematics, e.g., Kuka Cybertech KR8 R1620 [51],

he inverse kinematics is not unique and up to 16 different solutions are
btained for a given pose. Further non-uniqueness has to be considered,
f one or more axes have a large or infinite turning range, i.e. robots
ith axis ranges of more than ±360°. All possible solutions for the in-
erse kinematics can be handled with the proposed optimization-based
ath planner.

This paper is organized as follows. In Section 3, the notation and
athematical model of a general robot is introduced. Then, in Sec-

ion 4, manufacturing paths and process properties of a manufactur-
ng process are mathematically defined. The proposed path planning
ramework is described in detail in Section 5. In Section 6, the path
lanner is applied to two different manufacturing processes. The work
s concluded in Section 7.

. Mathematical model

In this section, the mathematical definitions of general robot kine-
atics are given. The forward kinematics of the end-effector frame 

w.r.t. the robot base frame  of a robot with 𝑛 DoF is given by, see,
e.g., [52]
[

𝐩
𝐨

]

= 𝐡(𝐪) , (1)

where the joint configuration 𝐪T =
[

𝑞1 ⋯ 𝑞𝑛
]

contains the generalized
coordinates of the robot, i.e. positions of prismatic joints and angles
of revolute joints. The vector on the left-hand side of (1) represents a
pose consisting of the Cartesian position vector 𝐩T =

[

𝑥 𝑦 𝑧
]

and
T [ T]
the orientation expressed as unit quaternion 𝐨 = 𝜂 𝜺 , with the
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scalar part 𝜂 and the vector part 𝜺. Similarly, the pose (1) can also be
written as homogeneous transformation

𝐇
 =

[

𝐑
 𝐩
𝟎 1

]

, (2)

where 𝐑
 denotes the rotation matrix associated with the quaternion

𝐨 in (1). Note that the notation (⋅) refers to mathematical objects
describing the geometric relation of the frame  w.r.t. , expressed in
. The instantaneous velocity related to (1) of the end-effector frame
 w.r.t. the robot base frame  is given by, see [52]
[

�̇�
𝝎


]

=

[

𝐉,𝑣(𝐪)
𝐉,𝜔(𝐪)

]

�̇� , (3)

with the geometric Jacobian 𝐉,𝑣 related to the linear velocity �̇�, the
geometric Jacobian 𝐉,𝜔 related to the angular velocity 𝝎

 and the joint
velocity �̇�.

4. Manufacturing process

In this work, a manufacturing process is specified by the manu-
facturing paths on the workpiece together with the process properties
which incorporate process DoF, redundant DoF, constraints, process
tolerances and process windows. These concepts are defined mathe-
matically in this section. Subsequently, the general collision detection
method Voronoi-clip (V-Clip) [53] is briefly introduced and collision
models in the robot environment are defined.

4.1. Manufacturing path

A manufacturing path is given as a sequence of poses 
 =

{𝐇
 ,𝑖, 𝑖 = 1,… , 𝑚}, where each pose 𝐇

 ,𝑖, 𝑖 = 1,… , 𝑚, describes the
manufacturing frame  w.r.t. the workpiece frame  , i.e. the desired
tool pose during process execution. Hence, the manufacturing process
is executed by moving the tool, described by the tool center point (TCP)
 , along the manufacturing path 

 within the allowed tolerance
bands and process windows and considering redundant process DoF.
The manufacturing paths are assumed to be given and may be gen-
erated using CAD or automatic path generation algorithms based on
the workpiece geometry. Note that the manufacturing path is assumed
to be sufficiently smooth to generate continuous joint-space paths.
Additionally, the spatial resolution is chosen based on the desired
accuracy of the manufacturing result.

4.2. Manufacturing tool

Let 𝐇
 denote the pose of the TCP frame  w.r.t. the workpiece

frame  . Depending on the manufacturing process, the tool may be
mounted on the end-effector of the robot while the workpiece is sta-
tionary or the tool may be stationary in the world frame  while the
workpiece is mounted on the end-effector. Hence, depending on the
mounting of the tool, the transformation 𝐇

 is specified differently, as
discussed in the following, see Fig. 1.

4.2.1. Tool on end-effector
When the tool is mounted on the end-effector, the pose of the TCP

frame  w.r.t. the end-effector frame  is given by the homogeneous
transformation 𝐇

 . Additionally, the stationary poses of the robot base
 and the workpiece  w.r.t. the world frame  are specified by 𝐇


and 𝐇

 , respectively. Consequently, the pose 𝐇
 of the manufacturing

system is computed in the form

𝐇
 (𝐪) = (𝐇

 )−1𝐇
𝐇

(𝐪)𝐇

 , (4)

which may be understood as an augmented forward kinematics of the
4

tool  w.r.t. the workpiece  , see Fig. 1a.
Fig. 1. Kinematics of the robot: (a) Tool on end-effector, (b) Tool stationary.

4.2.2. Stationary tool
If the tool is stationary, the workpiece is mounted on the end-

effector flange. Thereby, the pose 𝐇
 of the manufacturing system is

𝐇
 (𝐪) = 𝐇

 (𝐇

(𝐪))

−1𝐇
 𝐇

 , (5)

utilizing the known geometric relations between the workpiece frame
 , the end-effector frame  , the TCP frame  , the world frame  and
the robot base frame , described by 𝐇

 , 𝐇
 and 𝐇

 , see Fig. 1b.

4.3. Process DoF and process properties

Many industrial processes allow for process tolerances or process
windows in one or more process DoF during process execution. Hence,
the tool frame  may deviate from the manufacturing frame  to
a certain predefined extent without deteriorating the quality of the
process. For example in a robotic ultrasonic cutting process, the po-
sition of the knife must follow the given manufacturing path exactly
while the knife tilt may vary within a certain process window, defined
by an orientation cone, see Fig. 2a. In contrast, in a spray painting
process, the distance to the surface of the spray object should stay
within a given tolerance band while the lateral position coordinates
must match the manufacturing frame  exactly. Furthermore, if a
rotationally symmetric spray jet is used, the manufacturing process
becomes invariant to the rotation of the spray jet around the surface
normal vector. Thus, in this case a redundant DoF is present in the
process, see Fig. 2b. The proposed path planner systematically con-
siders all process tolerances and process DoF. Taking this information
into account, feasible and optimal robot motions can be computed,
where otherwise no solution would be found. The process windows or
tolerance bands of the process DoF are specified by the minimum and
maximum allowed displacements, see Fig. 3a

𝐝min =
⎡

⎢

⎢

⎣

𝑑𝑥,min
𝑑𝑦,min
𝑑𝑧,min

⎤

⎥

⎥

⎦

, 𝐝max =
⎡

⎢

⎢

⎣

𝑑𝑥,max
𝑑𝑦,max
𝑑𝑧,max

⎤

⎥

⎥

⎦

(6)

and the minimum and maximum rotations in terms of roll–pitch–yaw
angles, see Fig. 3b

𝝓min =
⎡

⎢

⎢

⎣

𝜙𝑥,min
𝜙𝑦,min
𝜙𝑧,min

⎤

⎥

⎥

⎦

, 𝝓max =
⎡

⎢

⎢

⎣

𝜙𝑥,max
𝜙𝑦,max
𝜙𝑧,max

⎤

⎥

⎥

⎦

(7)

of the tool frame  w.r.t. the manufacturing frame . Note that the
simple (linear) box constraints (6) and (7) may also be replaced by
nonlinear constraints, e.g. circular or spherical distance constraints.

4.4. Collision avoidance

The proposed path planning framework incorporates the general
collision detection framework V-Clip [53], which is summarized in this
section. This framework is used to find the pair of globally closest

features of convex polyhedrons, of which the signed distance and also
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Fig. 2. Tolerances for manufacturing processes (highlighted in light blue): (a) cutting
process, (b) spray painting process.

Fig. 3. Tolerance bands and process windows: (a) displacements, (b) orientation
deviations of the tool frame  w.r.t. the manufacturing frame .

the analytical gradient is computed, see, e.g., [54]. The signed distance
and its gradient are utilized in the optimization algorithm in the next
section.

Each collision object in the environment is described as one polyhe-
dron, consisting of vertices, edges and faces. A feature is represented by
a single vertex, two vertices defining an edge or three vertices defining
a face. The V-Clip algorithm iteratively examines the neighboring fea-
tures until the pair of closest features is determined. Assuming that the
robot movement between two consecutive poses of the manufacturing
path 

 is small, the pair of closest features rarely changes. Hence,
the previously found pair is chosen as initial guess for the subsequent
path planning step. In this way, the pair of closest features is mostly
found in the first iteration of the algorithm.

With the V-Clip framework, arbitrary objects can be included in the
ollision avoidance, e.g. parts of the robot itself, the tool, the workpiece
nd the environment. The collision checks are then tailored to the man-
facturing process, the robot and its environment. If collisions between
ultiple objects have to be examined, the V-Clip algorithm is applied

o each pair of collision objects separately. Therefore, the number of
ollision checks can be easily reduced to lower the computation time
y examining only pairs of objects which are critical for the considered
anufacturing process. An example of a collision model for a drawing
rocess is shown in Fig. 4. In the depicted manufacturing process, the
obot’s wrist and the tool mounted on the end-effector are checked for
ollisions with the table and the box on the table.

. Optimization-based path planning

The proposed optimization-based path planning algorithm starts by
inding a discrete subset of all feasible robot starting configurations for
5

a

Fig. 4. Convex polyhedrons as collision objects are checked to avoid collisions from
the robot and the tool with the table and the box on the table.

the first manufacturing frame 𝐇
 ,1, considering the available process

oF, redundant DoF, process tolerances, windows and constraints.
tarting from the obtained initial configurations, the corresponding
oint-space paths are computed by sequentially solving an optimiza-
ion problem, taking into account the process properties and collision
voidance. Finally, the best joint-space path is selected and a time
arametrization is determined to obtain a dynamically feasible robot
rajectory. Note that the proposed path planner is deterministic, as no
andom samples are required to solve the path planning problem.

In this section, the components of the path planner are explained
n more detail. First, the starting configurations are discussed. Second,
he optimization problem and the sequential solution procedure are
ntroduced. Third, a variety of cost function terms and constraint
unctions are introduced, which can be combined and parametrized to
recisely describe the considered manufacturing process. Fourth, the
election process for the best joint-space path is detailed and finally,
he time parametrization of this path is explained.

.1. Starting configurations

By considering the process and the redundant DoF, as well as the
rocess tolerances and windows, a set of feasible initial tool poses are
erived from the first manufacturing frame 𝐇

 ,1. The process windows
nd tolerance bands defined in (6), (7) are sampled with an equidistant
rid. The vectors

𝐭 =
1

𝑑grid

(

𝐝max − 𝐝min
)

◦ 𝐭 + 𝐝min , (8)

𝝓𝐫 =
1

𝜙grid

(

𝝓max − 𝝓min
)

◦ 𝐫 + 𝝓min , (9)

denote the individual grid points and ◦ is the element-wise product,
also known as Hadamard product [55]. Thereby, 𝑑grid + 1 and 𝜙grid + 1
re the number of grid points and the vectors 𝐭T =

[

𝑡𝑥 𝑡𝑦 𝑡𝑧
]

and
𝐫T =

[

𝑟𝑥 𝑟𝑦 𝑟𝑧
]

are composed of the indices 𝑡𝑥, 𝑡𝑦, 𝑡𝑧 = 0, 1,… , 𝑑grid
nd 𝑟𝑥, 𝑟𝑦, 𝑟𝑧 = 0, 1,… , 𝜙grid. Note that the indices 𝐭 and 𝐫 in (8) and (9)
re vector-valued. Using every combination of the indices in 𝐭 and 𝐫,
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i.e. every sampled grid point, a set of initial frames  is derived from
the first manufacturing frame 𝐇

 ,1 in the form

=

{

𝐇
 ,1

[

𝐑𝛥(𝝓𝐫 ) 𝐝𝐭
𝟎 1

]

|

|

|

|

|

𝑡𝑥, 𝑡𝑦, 𝑡𝑧 = 0, 1,… , 𝑑grid
𝑟𝑥, 𝑟𝑦, 𝑟𝑧 = 0, 1,… , 𝜙grid

}

(10)

with the rotation matrix for the roll–pitch–yaw angles 𝝓T
𝐫 =

[

𝜙𝑥,𝑟𝑥 𝜙𝑦,𝑟𝑦 𝜙𝑧,𝑟𝑧

]

𝐑𝛥(𝝓) =
⎡

⎢

⎢

⎣

𝑐𝑥𝑐𝑦 𝑐𝑥𝑠𝑦𝑠𝑧 − 𝑠𝑥𝑐𝑧 𝑐𝑥𝑠𝑦𝑐𝑧 + 𝑠𝑥𝑠𝑧
𝑠𝑥𝑐𝑦 𝑠𝑥𝑠𝑦𝑠𝑧 + 𝑐𝑥𝑐𝑧 𝑠𝑥𝑠𝑦𝑐𝑧 − 𝑐𝑥𝑠𝑧
−𝑠𝑦 𝑐𝑦𝑠𝑧 𝑐𝑦𝑐𝑧

⎤

⎥

⎥

⎦

, (11)

here 𝑠𝑥 and 𝑐𝑥 denote abbreviations of the trigonometric functions
in(𝜙𝑥) and cos(𝜙𝑥), respectively, see [52].

Next, the discrete subset of all feasible joint-space configurations
𝑓 for the set of initial frames  in (10) is computed. This yields
total number of 𝑒𝑓 joint-space solutions, which are sequentially

umbered as 𝑓 = {𝐪𝑓,1,𝐪𝑓,2,… ,𝐪𝑓,𝑒𝑓 }. This set may be computed via
n analytical inverse kinematics (if present) or using numerical inverse
inematics solvers, e.g. TRAC-IK [42]. Note that the redundant DoF of
inematically redundant robots have to be sampled as well. To reduce
he number of initial joint configurations, the joint-space solutions
ontained in 𝑓 are filtered using a minimum-distance criterion. This
ields the reduced set of joint-space solutions 𝑔 as

𝑔 = {𝐪𝑔,1,𝐪𝑔,2,… ,𝐪𝑔,𝑒𝑔 }

=
{

𝐪𝑓,𝑖,𝐪𝑓,𝑗 ∈ 𝑓
|

|

|

𝑞dist <
‖

‖

‖

𝐪𝑓,𝑖 − 𝐪𝑓,𝑗
‖

‖

‖∞
, 𝑖, 𝑗 = 1,… , 𝑒𝑓

}

,
(12)

here 𝑞dist determines the minimum distance between any two solu-
ions in 𝑔 . In (12), ‖⋅‖∞ denotes the maximum norm of a vector
nd 𝑒𝑔 is the total number of solutions in 𝑔 . Note that with 𝐪𝑓,𝑖 and
𝑓,𝑗 satisfying the condition in (12), the joint configuration with the
mallest joint angle of axis 1 is used in 𝑔 due to the implementation
f the used Matlab function uniquetol.

Note that sampling the process windows and computing the inverse
inematics solutions only need to be performed with a low grid reso-
ution and only for the first manufacturing frame 𝐇

 ,1, which yields
ifferent joint-space solutions 𝑔 for the subsequent path planning
roblem. In contrast, sampling-based path planning algorithms require
large number of samples for each pose of the manufacturing path, see,
.g., the Descartes algorithm [21], which becomes infeasible for higher
umbers of DoF.

.2. Optimization problem

Starting from each joint-space solution 𝑔 from Section 5.1, a series
f optimization problems is solved sequentially, see Fig. 5. Each series
f optimization problems is given by

∗
𝑢,𝑖 = arg min

𝐪𝑢,𝑖∈R𝑛
𝑓 (𝐪𝑢,𝑖,𝐇

 ,𝑖) , 𝑖 = 1,… , 𝑚 (13a)

s.t. 𝐪min ≤ 𝐪𝑢,𝑖 ≤ 𝐪max (13b)

𝐜eq(𝐪𝑢,𝑖,𝐇
 ,𝑖) = 𝟎 (13c)

𝐜ineq(𝐪𝑢,𝑖,𝐇
 ,𝑖) ≤ 𝟎 , (13d)

ith the initial guess for the 𝑖-th optimization problem

𝑢,𝑖,0 =

{

𝐪𝑔,𝑢 𝑖 = 1
𝐪∗𝑢,𝑖−1 𝑖 > 1 ,

(14)

here 𝑢 = 1,… , 𝑒𝑔 selects the joint-space solution from 𝑔 . The optimal
oint configuration 𝐪∗𝑢,𝑖 for the specific path pose 𝐇

 ,𝑖 is found by
inimizing the objective function 𝑓 , which is detailed in the next
6

ection. Therefore, the interior-point method from the Matlab solver c
Fig. 5. Series of optimization problems starting from the initial guesses in 𝑔 obtained
from  in (10) to find the optimal joint-space path. In this example, the initial guess
𝐪𝑔,4 does not yield a complete continuous joint-space path.

fmincon is used, see, e.g., [56], which solves the corresponding problem,
cf. (13)
[

𝒒∗𝑢,𝑖 𝝈∗
]

= arg min
𝐪𝑢,𝑖∈R𝑛
𝝈∈R𝜅

𝑓 (𝐪𝑢,𝑖,𝐇
 ,𝑖) − 𝜇

𝜅
∑

𝜄=1
ln(𝜎𝜄) (15a)

s.t. 𝝈 ≥ 0 (15b)

𝐜eq(𝐪𝑢,𝑖,𝐇
 ,𝑖) = 𝟎 (15c)

⎡

⎢

⎢

⎣

𝐜ineq(𝐪𝑢,𝑖,𝐇
 ,𝑖)

𝐪min − 𝐪𝑢,𝑖
𝐪𝑢,𝑖 − 𝐪max

⎤

⎥

⎥

⎦

+ 𝝈 = 𝟎 , (15d)

ith the slack variable 𝝈, the dimension of the inequality constraints
ector 𝜅 = dim

(

[

𝐜Tineq 𝐪Tmin 𝐪Tmax

]T
)

and 𝜇 > 0, see [57,58]. The

ast term in (15a) are barrier functions to approximate the inequality
onstraints.

The process and redundant DoF and the process tolerances and
indows of the specific manufacturing process are formulated as soft

onstraints in 𝑓 and hard constraints using the equality constraints
eq and inequality constraints 𝐜ineq. A number of different objective
unctions and constraints are provided and explained in the next sec-
ion. Additionally, the upper and lower joint limits 𝐪max and 𝐪min,
espectively, are considered as inequality constraints in (13b). The
nitial guess 𝐪𝑢,𝑖,0 for each optimization problem in the sequence, see
14), is chosen as the solution 𝐪∗𝑢,𝑖−1 from the previous optimization.
or the first manufacturing frame 𝐇

 ,1, the joint-space solutions 𝑔
erve as initial guess for the optimization. To speed up the solution
f the optimization problem, the analytical gradient of the objective
unction and constraints are utilized. Note that the joint-space solutions
n 𝑔 are independent of each other. Hence, multiple joint-space paths
an be computed in parallel on a multi-core CPU, which significantly
mproves the computational performance. Furthermore, the constraints
nd objective function can be adapted for each path pose 𝐇

 ,𝑖, 𝑖 =
,… , 𝑚, since the optimization problem is solved in series.

emark 2. The solution space may further be increased by considering

ross connections between individual joint-space paths, e.g., from 𝑞1,1
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to 𝑞2,2 in Fig. 5, which are not taken into account in this work. This
could be implemented using a graph representation of the solution
space. Consequently, the individual solution paths depend from each
other, which makes a parallel computation impossible. Including cross
connections while preserving, at least to a certain extent, parallelism is
an interesting future research direction. Note that a similar path plan-
ning approach based on the analytical inverse kinematics is published
in [7].

5.3. Objective functions and constraints

With the proposed optimization-based path planning approach, the
objective functions and constraints are tailored to precisely describe the
considered manufacturing process and taking into account the process
properties. This way, individual Cartesian coordinates may be strictly
constrained while allowing tolerances in other coordinates.

In general, the objective function consists of 𝑝 cost terms 𝑓𝑗 , 𝑗 =
1,… , 𝑝 in the form

𝑓 (𝐪𝑢,𝑖,𝐇
 ,𝑖) =

𝑝
∑

𝑗=1
𝑓𝑗 (𝐪𝑢,𝑖,𝐇

 ,𝑖) (16)

and the equality and inequality constraints are also composed of differ-
ent components

𝐜eq =
⎡

⎢

⎢

⎣

𝐜eq,1
𝐜eq,2
⋮

⎤

⎥

⎥

⎦

, 𝐜ineq =
⎡

⎢

⎢

⎣

𝐜ineq,1
𝐜ineq,2
⋮

⎤

⎥

⎥

⎦

. (17)

ince the individual terms in (16)–(17) strongly depend on the man-
facturing process under consideration, the indices will be omitted in
he following to improve the clarity of presentation.

.3.1. Position deviation
The deviation 𝛥𝐩 of the actual tool position 𝐩 from the desired

osition 𝐩 , described in the manufacturing frame , is computed as

𝐩 =
⎡

⎢

⎢

⎣

𝛥𝑥
𝛥𝑦
𝛥𝑧

⎤

⎥

⎥

⎦

=
(

𝐑

)T (𝐩 − 𝐩 (𝐪)

)

, (18)

using the transformations from Section 4.2.
Depending on the considered manufacturing process, the position

deviation may appear as soft constraint in the objective function to
implement process tolerances

𝑓 = 1
2
𝛥𝐩T𝐀1𝛥𝐩 , (19)

with the positive semi-definite weighting matrix 𝐀1, as hard constraint
in the equality constraint to implement a strictly constrained process
DoF

𝐜eq = 𝛥𝐩 , (20)

or as inequality constraint to implement process windows

𝐜ineq =
[

𝐝min − 𝛥𝐩
𝛥𝐩 − 𝐝max

]

. (21)

The position deviation may also appear in both the objective function
(19) and the inequality constraint (21), which yields the implemen-
tation of tolerance bands. Note that instead of the complete vector
𝛥𝐩, its components 𝛥𝑥, 𝛥𝑦 and 𝛥𝑧 may be used individually as soft,
hard or inequality constraint. Fixing some entries using hard constraints
while considering the remaining entries as soft constraints is possible,
depending on the requirements of the manufacturing process.

The analytical gradient of (20) and (21) follow as
𝜕𝐜eq =

𝜕𝛥𝐩
= −

(

𝐑)T 𝐉 (𝐪) , (22)
7

𝜕𝐪 𝜕𝐪   ,𝑣
𝜕𝐜ineq
𝜕𝐪

=
⎡

⎢

⎢

⎣

− 𝜕𝛥𝐩
𝜕𝐪

𝜕𝛥𝐩
𝜕𝐪

⎤

⎥

⎥

⎦

, (23)

with the Jacobian 𝐉 ,𝑣(𝐪) related to the linear velocity of the tool frame
 w.r.t. the workpiece frame  . The gradient of (19) reads as
𝜕𝑓
𝜕𝐪

= 𝛥𝐩T𝐀1
𝜕𝛥𝐩
𝜕𝐪

. (24)

5.3.2. Orientation deviation
The orientation deviation 𝛥𝐑 = 𝐑

 (𝐑
 (𝐪))

T, described as unit
uaternion 𝛥𝐨, reads as

𝐨 =

[

𝛥𝜂

𝛥𝜺

]

= 𝐨 ⊗
(

𝐨
)−1

=

[

𝜂
𝜺

]

⊗

[

𝜂
−𝜺

]

=

[

𝜂 𝜂 +
(

𝜺
)T 𝜺

𝜂 𝜺

 − 𝜂 𝜺 − 𝜺 × 𝜺

]

,

(25)

where the operator ⊗ denotes the quaternion product. If the orientation
of the actual tool frame  exactly matches the orientation of the desired
manufacturing frame , the quaternion 𝛥𝐨 in (25) becomes 𝛥𝐨T =
[

1 𝟎
]

, see [52]. Thus, the orientation deviation is constructed as soft
constraint with the positive scalar weight 𝑎 as

𝑓 = 𝑎
2
(1 − 𝛥𝜂)2 . (26)

n (26), all orientation deviations are penalized equally. If the manu-
acturing process allows for different orientation tolerances w.r.t. each
xis, the soft constraint

= 1
2
𝛥𝜺T𝐀2𝛥𝜺 , (27)

with the positive semi-definite weighting matrix 𝐀2 is used. In
Appendix A.1 the cost terms in (26) and (27) for the orientation
deviation (25) are motivated and validated using mathematical and
geometric arguments.

The soft constraints (26) and (27) may also be implemented as hard
constraints in the form

𝑐eq = 1 − 𝛥𝜂 (28)

or

𝐜eq = 𝛥𝜺 , (29)

respectively. When using these hard constraints, rotations around cer-
tain axes can be restricted. Moreover, the inequality constraints

𝐜ineq =
[

𝜺min − 𝛥𝜺
𝛥𝜺 − 𝜺max

]

, (30)

can be employed, where 𝜺min and 𝜺max are computed using (25) from
the minimum and maximum orientation deviation defined in (7). Anal-
ogous to the position deviation in Section 5.3.1, only individual com-
ponents of the orientation error 𝛥𝜺 may be included in (27), (29) and
(30) by assembling the cost functions and constraints accordingly.

The gradients of the objective function terms (26) and (27) are
computed as
𝜕𝑓
𝜕𝐪

= −𝑎(1 − 𝛥𝜂)
𝜕𝛥𝜂
𝜕𝐪

(31)

and
𝜕𝑓
𝜕𝐪

= 𝛥𝜺T𝐀2
𝜕𝛥𝜺
𝜕𝐪

, (32)

respectively, using the gradients 𝜕𝛥𝜂
𝜕𝐪 and 𝜕𝛥𝜺

𝜕𝐪 found in Appendix A.2.
he gradient of the constraint (28) reads as
𝜕𝑐eq
𝜕𝐪

= −
𝜕𝛥𝜂
𝜕𝐪

(33)
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and the gradients of (29) and (30) yield
𝜕𝐜eq
𝜕𝐪

= 𝜕𝛥𝜺
𝜕𝐪

, (34)

𝜕𝐜ineq
𝜕𝐪

=
⎡

⎢

⎢

⎣

− 𝜕𝛥𝜺
𝜕𝐪

𝜕𝛥𝜺
𝜕𝐪

⎤

⎥

⎥

⎦

. (35)

5.3.3. Collision avoidance
The V-Clip algorithm [53] determines the pair of globally closest

features of two convex polyhedrons, for which the signed distance 𝑙 is
computed. The signed distance 𝑙 is positive, if two obstacles are at the
istance 𝑙 from each other and a negative distance 𝑙 describes obstacles

in collision. For every collision check 𝑘 = 1,… , 𝑏 between two objects,
the signed distances 𝑙𝑘(𝐪) of all feature pairs are utilized in the soft
onstraint as

= 1
2

⎡

⎢

⎢

⎢

⎢

⎢

⎣

max(0, 𝑙1,min − 𝑙1)

max(0, 𝑙2,min − 𝑙2)

⋮

max(0, 𝑙𝑏,min − 𝑙𝑏)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

T

𝐁

⎡

⎢

⎢

⎢

⎢

⎣

max(0, 𝑙1,min − 𝑙1)

max(0, 𝑙2,min − 𝑙2)

⋮
max(0, 𝑙𝑏,min − 𝑙𝑏)

⎤

⎥

⎥

⎥

⎥

⎦

, (36)

with the positive semi-definite weighting matrix 𝐁 and the respective
minimum distances 𝑙𝑘,min. The signed distances 𝑙𝑘 also be used in
inequality constraints as

𝐜ineq =

⎡

⎢

⎢

⎢

⎢

⎣

−𝑙1
−𝑙2
⋮
−𝑙𝑏

⎤

⎥

⎥

⎥

⎥

⎦

(37)

to ensure that no collision occurs in the planned joint-space path.
Note that using both constraints (36) and (37) together improves the
convergence of the optimization problem (13) significantly.

The analytical gradient of (36) reads as

𝜕𝑓
𝜕𝐪

= −

⎡

⎢

⎢

⎢

⎢

⎢

⎣

max(0, 𝑙1,min − 𝑙1)

max(0, 𝑙2,min − 𝑙2)

⋮

max(0, 𝑙𝑏,min − 𝑙𝑏)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

T

𝐁

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝜕𝑙1
𝜕𝐪
𝜕𝑙2
𝜕𝐪

⋮
𝜕𝑙𝑏
𝜕𝐪

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

. (38)

n (38), the gradients of the signed distances 𝑙𝑘 are computed in the
orm

𝜕𝑙𝑘
𝜕𝐪

=
[(

𝜕𝑙𝑘
𝜕𝐯1

) (

𝜕𝑙𝑘
𝜕𝐯2

)

⋯
(

𝜕𝑙𝑘
𝜕𝐯𝑤

)]

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝐉1 ,𝑣(𝐪)

𝐉2 ,𝑣(𝐪)

⋮

𝐉𝑤 ,𝑣(𝐪)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

, (39)

where the vectors 𝐯ℎ, ℎ = 1,… , 𝑤, denote the positions of the vertices
ℎ, ℎ = 1,… , 𝑤 of the polyhedron and 𝐉ℎ ,𝑣(𝐪), ℎ = 1,… , 𝑤, are the
corresponding Jacobians related to the linear velocity. Note that only
the vertices defining the closest feature pair are required to compute
the gradient and therefore most of the entries in the left vector in (39)
are zero. The gradient of the inequality constraint (37) directly follows
from (39). Although the analytical gradient (39) is discontinuous if the
globally closest features change, this does not affect the performance
of the optimization algorithm (13) in practice.

5.3.4. Joint limits and path continuity
In order to obtain physically feasible robot motions, a joint-space

path must be sufficiently smooth and adhere to the joint limits. Hence,
to derive continuous joint-space paths, the objective function term

𝑓 = 1
2
(

𝐪 − 𝐪𝑢,𝑖,0
)T 𝐂

(

𝐪 − 𝐪𝑢,𝑖,0
)

, (40)

with the positive semi-definite weighting matrix 𝐂, is used to penalize
8

large joint movements. In (40), the joint configuration 𝐪𝑢,𝑖,0 is the initial
guess for the optimization of the 𝑖-th manufacturing frame 𝐇
 ,𝑖, see

(14). The corresponding analytical gradient reads as
𝜕𝑓
𝜕𝐪

=
(

𝐪 − 𝐪𝑢,𝑖,0
)T 𝐂 . (41)

Note that robot movements through kinematic singular points of the
robot are explicitly allowed with the proposed path planning frame-
work and are executable with standard controllers of an industrial robot
using joint-space control.

To compute feasible robot motions, the joint angles of the robot are
constrained in (13b) within their axes limits. To improve convergence,
joint angles are penalized as soft constraints with the objective function
term

𝑓 = 1
2
�̃�T𝐖�̃� , �̃� = 𝐪 − 1

2
(

𝐪max + 𝐪min
)

(42)

and the corresponding gradient
𝜕𝑓
𝜕𝐪

= �̃�T𝐖 . (43)

The diagonal matrix 𝐖 is chosen as

𝐖 = 𝑤
2

diag
(

𝐪max − 𝐪min
)−2 , (44)

where 𝐪Tmin =
[

𝑞1,min ⋯ 𝑞𝑛,min
]

and 𝐪Tmax =
[

𝑞1,max ⋯ 𝑞𝑛,max
]

denote the
mechanical joint limits of the robot and 𝑤 > 0 is a weighting parameter.

5.4. Optimal joint-space path

Multiple joint-space paths are generated by solving the sequence
of optimization problems (13) and starting from the 𝑒𝑔 different joint-
space solutions contained in 𝑔 . If a subproblem of a sequence does
not yield a feasible solution, the corresponding joint-space path is
discarded, see Fig. 5. To find the optimal joint-space path, the costs of
the objective function terms for the manufacturing path 

 are added
up with

𝑓 𝑢 =
𝑚
∑

𝑖=1

∑

𝑗∈𝐶
𝑓𝑗 (𝐪𝑢,𝑖,𝐇

 ,𝑖) , 𝑢 = 1,… , 𝑒𝑔 (45)

for each feasible joint-space path. By comparing the individual costs
𝑓 𝑢 of each feasible joint-space path 𝑢 = 1,… , 𝑒𝑔 , the optimal joint-space
path ∗ = {𝐪∗1 ,… ,𝐪∗𝑚} is found for the desired manufacturing path 

 .
Note that only a particular subset 𝐶 ⊂ {1,… , 𝑝} of objective function
terms may be used in (45) instead of all terms 𝑓𝑗 , 𝑗 = 1,… , 𝑝 from (16).
For example, the optimization problem (16) might consider all process
properties of the manufacturing process, collision avoidance and the
joint limits to yield feasible solutions for the desired manufacturing
path 

 . Then, the evaluation of the optimal joint-space path in (45)
might use a reduced subset 𝐶 which only contains the process prop-
erties and, hence, only considers the achieved manufacturing result.
Consequently, the best joint-space path ∗ is optimal regarding the
manufacturing quality and does not take the robot movement into
account.

Note that the weighting matrices 𝐀1, 𝐀2, 𝐁 and 𝐂 and the scalar
weights 𝑤 and 𝑎 introduced in the previous section have a strong impact
on the convergence behavior and the shape of the resulting joint-space
solution, in particular if the considered process exhibits a large number
of (redundant) process DoF, tolerances and windows.

5.5. Trajectory generation

The result of the planning algorithm is the optimal joint-space
path ∗ corresponding to the desired manufacturing path 

 . As a
final step, the joint-space path ∗ is time parametrized to compute a
piecewise trajectory 𝐪∗(𝑡) with the sample points (𝑡𝑖,𝐪∗𝑖 ), 𝑖 = 1,… , 𝑚.
The time stamps 𝑡𝑖 are derived from the Cartesian distance between
two consecutive sample points 𝐪∗𝑖−1 and 𝐪∗𝑖 with

𝑡𝑖 = 𝑡𝑖−1 +
‖

‖

‖

𝐩
(

𝐪∗𝑖
)

− 𝐩
(

𝐪∗𝑖−1
)

‖

‖

‖2 , 𝑖 = 1,… , 𝑚 . (46)

�̇�𝑑,𝑖
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Fig. 6. Manufacturing path 
 on the rabbit-shaped workpiece in the workpiece frame

 .

The desired path velocity is specified by �̇�𝑑,𝑖 > 0, 𝑖 = 1,… , 𝑚, according
to the manufacturing process and ‖⋅‖2 denotes the Euclidean norm.

The optimal smooth joint-space trajectory 𝐪∗(𝑡) is generated by
computing piecewise cubic Hermite interpolating polynomials [59] for
the sample points (𝑡𝑖,𝐪∗𝑖 ), 𝑖 = 1,… , 𝑚. The obtained trajectory 𝐪∗(𝑡)
is then executed on the robot to perform the manufacturing process
considering the specified process properties.

6. Experimental results

In this section, the proposed path planning framework is applied to
two example applications with significantly different process proper-
ties. To this end, only the weighting matrices of the objective function
terms have to be adapted and the equality and inequality constraints
have to be adapted to precisely describe the respective manufacturing
process, see Section 5.

The first application is a drawing process, in which a marker with
rectangular nib is utilized to draw thin and thick lines on the surface of
the workpiece. The thickness of the lines depends on the orientation of
the marker w.r.t. the desired drawing path. In the second application,
a spraying process is demonstrated. The rotationally symmetric spray
nozzle is considered as redundant DoF in this process. The rabbit-
shaped workpiece and the manufacturing path 

 employed in both
applications are shown in Fig. 6. The total length of the meander-
shaped path is approximately 2.5m with 1024 given path poses. Note
that the 𝑧-axes of the manufacturing frames (blue) are normal to the
workpiece surface and that the manufacturing frames rotate w.r.t. the
surface normal vector along the manufacturing path.

6.1. Drawing process

In this process, a line specified by the desired manufacturing path
has to be drawn on a 3D-printed rabbit with a marker mounted on the
9

Fig. 7. Experimental setup for the drawing process after completing the process. The
coordinate systems and robot joints are annotated.

end-effector of an industrial robot. This experiment demonstrates an
industrial process with an end-effector mounted tool, see Section 4.2.1,
and a complex continuous manufacturing path. This process is repre-
sentative for similar industrial processes like, e.g. welding, grinding
or cutting. The drawing process was executed and validated in a
laboratory environment, see Fig. 7. Planning long continuous robot
motions with multiple constraints is challenging due to the restrictive
mechanical axes limits and the limited workspace of the robot.

6.1.1. Drawing process properties
The experimental setup of the drawing process is shown in Fig. 7.

The robot Kuka LBR iiwa 14 R820 is employed to draw a continuous
line specified by the manufacturing path on the surface of a stationary
rabbit-shaped workpiece with a marker with rectangular nib mounted
on the end-effector. To account for kinematic inaccuracies of the real
robot, the drawing tool is equipped with a passive compliance mecha-
nism comprising two linear springs. The rectangular nib allows to draw
different line thicknesses by rotating the marker around its normal
vector. To demonstrate the capabilities of the path planning framework
including collision avoidance, the blue collision object in Fig. 7 is
placed in front of the workpiece. Due to this blue object the robot
cannot reach certain sections of the manufacturing path 

 exactly
without collision, see 1⃝– 2⃝ in Fig. 8.

To perform the drawing process on the surface of the workpiece
the position of the nib has to exactly follow the positions of the
manufacturing path 

 in Fig. 6. In contrast, orientation deviations of
the marker from the surface normal in a certain range only marginally
degrade the quality of the drawn line and are therefore specified as
cone-shaped process tolerances, see Fig. 2a. Since the nib of the marker
is rectangular, a deviation from the desired rotation around the surface
normal changes the line thickness, which should be avoided. Therefore,
the tolerance band for the rotation around the 𝑧-axis is chosen more
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Table 1
Objective function terms, constraints and weights used for the drawing process.

Variables Equations Weights

Position deviation

𝑓 (𝛥𝐩) (19) 𝐀1 = 𝟎
𝐜eq(𝛥𝐩) (20) Enabled
𝐜ineq(𝛥𝐩) (21) Disabled

Orientation deviation

𝑓 (𝛥𝜂) (26) 𝑎 = 80
𝑓 (𝛥𝜺) (27) 𝐀2 = diag (1, 1, 30)
𝐜eq(𝛥𝜂) (28) Disabled
𝐜eq(𝛥𝜺) (29) Disabled
𝐜ineq(𝛥𝜺) (30) Enabled

Collision avoidance

𝑓 (𝑙𝑘) (36) 𝐁 = 103diag (1, 1, 4)
𝐜ineq(𝑙𝑘) (37) Enabled

Joint limits and path continuity

𝑓 (𝐪) (40) 𝐂 = diag (10, 10, 5, 5, 5, 5, 5)
𝑓 (𝐪) (42), (44) 𝑤 = 0.05

Robot Kuka LBR iiwa 14 R820 [60]

𝐪Tmax = −𝐪Tmin = [170° 120° 170° 120° 170° 120° 175°]

restrictively. These process properties for the position and orientation
are represented by tolerance bands in the form (see Fig. 3)

𝐝max = −𝐝min =
⎡

⎢

⎢

⎣

0m
0m
0m

⎤

⎥

⎥

⎦

, 𝝓max = −𝝓min =
⎡

⎢

⎢

⎣

40°
40°
20°

⎤

⎥

⎥

⎦

. (47)

By parametrizing the objective function and selecting the corre-
sponding equality and inequality constraints, the above process prop-
erties are systematically considered in the proposed optimization-based
path planner. Since no position deviation is allowed, the equality
constraint of the position deviation (20) is used and the correspond-
ing objective term (19) and inequality constraint (21) are omitted.
To allow for orientation deviations according to (47), the equality
constraints of the marker orientation (28) and (29) are disabled. The
deviation from the desired orientation of the manufacturing path 


is penalized with the objective term (26) to minimize the utilized
tolerances. Additionally, with the soft constraint (27), the deviations
of the different orientation coordinates are weighted according to the
allowed tolerances (47). Also the inequality constraint (30) is enabled
to guarantee that the tolerance bands from (47) are observed. More-
over, it is checked that there are no collisions of the marker and the
last robot link with the table and the blue collision object, see Fig. 4.
Therefore, the corresponding objective function (36) together with the
inequality constraint (37) are used to ensure a collision-free robot
movement. Finally, to obtain continuous joint movements, the objective
terms (40) and (42) are employed, with the robot joint limits 𝐪min and
𝐪max. Note that the inverse kinematics is implicitly solved by numerical
optimization.

The weights and parameters of the individual terms of the objective
function and constraints are chosen empirically and are summarized
in Table 1. The matrix 𝐀1 weights the position deviation (19), the
scalar 𝑎 and the matrix 𝐀2 the orientation deviation, see (26) and (27),
the matrix 𝐁 penalizes joint configurations near obstacles see (36), the
matrix 𝐂 weights joint movements according to (40), and the weight
𝑤 in (42), (44) penalizes joint angles near their axis limits. In general,
diagonal matrices are advantageous, as the number of parameters is
greatly reduced and couplings between the individual DoF are avoided.
In general, larger matrix entries lead to smaller errors in the respective
DoF. Depending on which term in the objective function is crucial for
the specific process, the individual weights are chosen larger or smaller.
10
Fig. 8. Side view of the manufacturing path 
 on the rabbit-shaped workpiece in

the workpiece frame  . The manufacturing poses marked with black dots can only be
reached by exploiting the process properties.

6.1.2. Experimental results of the drawing process
The position of the workpiece frame  relative to the robot base

frame  is computed with an optimization-based algorithm [7] to reach
as many manufacturing path poses in 

 as possible with the tool.
Nevertheless, more than 15% of the manufacturing poses in 

 from
Fig. 6 are only reachable by exploiting the process properties. These
points cannot be reached exactly in position and orientation due to
mechanical axes limits, the limited workspace of the robot and colliding
objects, i.e. the blue box and the table. These poses are shown in Fig. 8
as black dots.

Using the set of parameters given in Table 1 and described in
Section 6.1.1, all feasible joint-space solutions 𝑔 for the first frame
𝐇

 ,1, see Fig. 6, of the manufacturing path 
 are determined. Sub-

sequently, the series of optimization problems (13) is solved for every
starting configuration 𝑔 , yielding the optimal joint-space path ∗ by
evaluating (45). The same objective function terms as in the optimiza-
tion (13) are employed, which allows to reuse the already calculated
objective function terms for the evaluation, see Table 1. By applying
the time parametrization (46), the optimal joint-space trajectory 𝐪∗(𝑡)
is obtained and depicted in Fig. 9. The trajectories of the individual
joints 𝑞∗ℎ(𝑡), ℎ = 1,… , 𝑛 are normalized to the respective axes limits
𝐪min and 𝐪max. Overall, the available axes ranges of the robot joints
have to be utilized to a large extent in order to perform the drawing
process, which emphasizes the complexity of the task. In particular, the
trajectories of the axes 4, 6 and 7 occasionally reach their mechanical
axes limits. Additionally, the robot moves three times through a singu-
lar configuration, i.e. axis 2 passes through zero, see Fig. 9. The mean
calculation time of a single optimization problem from the series (13)
including collision checks is approximately 70ms on an Intel Core i7-
8700K in a single-core implementation. If all CPU cores are utilized,
the mean calculation time reduces to around 18ms, since multiple
optimization problems are solved in parallel. The total calculation time
of the path planning problem with 𝑒𝑔 = 6 starting configurations is
approximately 90 s. Note that the total calculation time depends on the
number of path poses 𝑚 in the given manufacturing path, the number
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Fig. 9. Optimal joint-space trajectory 𝐪∗(𝑡) for the drawing process. The trajectories of
the individual joints are normalized to their respective axes limits 𝐪min and 𝐪max.

of different starting configurations 𝑒𝑔 , the CPU and the number of
available CPU cores. Without collision checks, see Section 5.3.3, the
mean optimization time further reduces by a factor of 3. Note that the
path planning problem for the drawing process in this scenario is highly
constrained and many poses along the manufacturing path 

 are only
reachable by exploiting process tolerances. Therefore, most joint-space
solutions in 𝑔 do not lead to a complete and feasible joint-space path.

A video of the experimental result of the drawing process is shown
in www.acin.tuwien.ac.at/4adf/. The result of the drawing
process in Fig. 10 shows a good agreement with the desired manu-
facturing path 

 in Fig. 6. The sections of the path with the two
different desired line thicknesses can be easily distinguished. Note that
the experiment is executed without absolute calibration and without
feedback of the actual Cartesian end-effector position.

As shown in Fig. 8, a significant portion of the manufacturing path
poses from 

 is not exactly reachable with the tool mounted on
the end-effector. Hence, process tolerances have to be utilized to solve
the path planning problem and compute the optimal trajectory 𝐪∗(𝑡).
In Fig. 11, the orientation deviations of the TCP frame poses 𝐇

 (𝐪
∗)

from the desired manufacturing path 
 are presented. The maximum

values of the utilized process tolerances are below 30° for 𝜙𝑥 and 𝜙𝑦 and
below 10° for 𝜙𝑧, which results from the higher weighting of 𝜙𝑧 in (27),
see Table 1. The process tolerances are within the allowed tolerance
bands defined in (47).

The first path pose of the manufacturing path 𝐇
 ,1 is located near

the bottom of the workpiece, see Fig. 6. Moving with the marker from
the first path pose 𝐇

 ,1 towards 1⃝ in Fig. 8, the proposed path planner
uses tolerances to avoid collisions with the blue collision object and the
table. Also tolerances from the highly penalized rotation around the
11
Fig. 10. Result of the drawing process using the manufacturing path 
 shown in

Fig. 6.

surface normal vector are necessary due to collision avoidance and the
joint limit of axis 7, see Fig. 9. High usage of orientation tolerances is
also necessary at 𝑡 = 71 s located at 2⃝. At 2⃝, the robot motion cannot
be solved without the additional freedom provided by the tolerances
due to the blue collision object. Note that the surface normals at 2⃝
directly point towards the blue collision object, see Fig. 6. At 𝑡 =
105 s located at 3⃝, again high orientation tolerances are used. These
orientation tolerances result from moving multiple times through a
singular configuration, which is required to solve the path planning
problem in one continuous robot motion, see also Fig. 9. Because the
Cartesian position of the TCP frame 𝐇

 w.r.t. the manufacturing frame


 is implemented as equality constraint, see Table 1, the resulting
deviations of the position coordinates converge below the numerical
tolerance of the used optimization solver. The presented experiment
shows an accurate execution of the drawing process with the demanded
process quality based on the specified process properties. Only with
the help of the available tolerance bands, the continuous joint-space
trajectory 𝐪∗(𝑡) could be computed, which demonstrates the feasibility
of the proposed optimization-based path planning framework.

6.2. Spraying process

In this section, the proposed optimization-based path planning
framework is applied to a spraying process. In this process, the work-
piece is mounted on the end-effector of a robot and a stationary
spray nozzle is used as the tool which has to be moved along the
manufacturing path to perform the process. The spray jet is considered
rotationally symmetric, i.e. a rotation of the spray jet around the
spray direction does not affect the process quality and is therefore
considered as redundant process DoF. This property also appears in
other industrial processes like, e.g. robotic milling, drilling or laser
cutting. Although this spraying process differs significantly from the

https://www.acin.tuwien.ac.at/4adf/
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Fig. 11. Orientation tolerances of the TCP frame poses 𝐇
 (𝐪

∗) w.r.t. the desired
manufacturing path 

 at the drawing process.

Fig. 12. Setup for the spraying process in simulation. The coordinate systems and robot
joints are annotated.

drawing process in Section 6.1, the proposed path planner can be
easily adapted to the new process properties. Additionally, long and
complex spray paths are challenging path planning problems where the
available redundancy has to be exploited again to successfully compute
continuous joint-space paths for the process execution.

6.2.1. Spraying process properties
The simulation environment Simulink 3D Animation of the spraying

process is shown in Fig. 12 with the robot Kuka Cybertech KR8 R1620.
The rabbit-shaped workpiece mounted on the end-effector of the robot
is shown in green and the spray machine is depicted as yellow ob-
ject. The rotationally symmetric spray jet is blue and is considered
as redundant DoF in this process. To use collision avoidance from
Section 4.4 in the path planning, the spraying machine is embedded
in two box objects and collisions with the workpiece are checked.
Collisions between the robot and the spraying machine do not occur.

The desired manufacturing path 
 from Fig. 6 has to be followed

with the spray jet to perform the spray process on the rabbit-shaped
workpiece. Hence, the lateral position (𝑥- and 𝑦-direction) of the spray
jet has to follow the manufacturing path 

 exactly, while small
deviations along the surface normal vector (𝑧-direction) are allowed.
The latter only slightly degrades the process quality and is therefore
considered as process tolerance. Due to the rotationally symmetric
12
spray nozzle, this process has a redundant process DoF of the ori-
entation around the surface normal vector. In contrast, no rotational
deviations around the 𝑥- and 𝑦-axis are permitted to maintain a circular
spray deposit. The process DoF of the spraying process are visualized
in Fig. 2b. These process properties are represented by the tolerance
bands given by

𝐝max =
⎡

⎢

⎢

⎣

0m
0m

0.045m

⎤

⎥

⎥

⎦

, 𝐝min =
⎡

⎢

⎢

⎣

0m
0m

−0.055m

⎤

⎥

⎥

⎦

, (48a)

𝝓max = −𝝓min =
⎡

⎢

⎢

⎣

0°
0°
360°

⎤

⎥

⎥

⎦

. (48b)

Based on (48), the optimization problem (13) is tailored to the
spraying process by parametrizing the objective function terms and
adding the appropriate constraints. The equality constraint of the 𝑥-
and 𝑦-position deviation in (20) is enabled to precisely follow the given
manufacturing path 

 . Hence, the corresponding position inequality
constraints in (21) are disabled and the respective weights of the
objective function term (19) are zero. To use the process tolerances
along the 𝑧-direction of the manufacturing path 

 , the equality
constraint of the 𝑧-position deviation (20) is disabled. Instead, the
𝑧-position deviation is used in the objective function term (19) and
the corresponding inequality constraint (21) ensures compliance with
the defined tolerance band (48). Because no orientation deviation is
allowed around the 𝑥- and 𝑦-axis w.r.t. the manufacturing path 

 ,
the corresponding equality constraints in (28) are enabled and the
inequality constraints (30) and objective function terms (26) and (27)
are omitted. The redundant process DoF of the spray process, i.e. the
orientation around the 𝑧-axis, is implemented by setting the respec-
tive weight in (27) to zero and disabling the corresponding equality
constraints (28) and inequality constraints (30). Thereby, orientation
deviations around the 𝑧-axis are neither penalized in the optimization
problem (13) nor constrained in any way. Collision avoidance is consid-
ered between the rabbit-shaped workpiece and the spraying machine
with the objective function term (36) and the inequality constraint
(37). The objective function terms (40) and (42) are used to obtain
continuous joint movements for the robot. The objective function terms,
equality and inequality constraints for the spraying process are sum-
marized in Table 2. The individual weights are empirically chosen as
diagonal matrices according to the specific process and the robot used.

6.2.2. Simulation results of the spraying process
Similar to the drawing process, an optimization-based algorithm [7]

is used to compute the optimal relative position of the robot base frame
 w.r.t. to the stationary TCP frame  of the spray nozzle. The path
planner is parametrized for the spraying process with the objective
functions and constraints from Table 2. The series of optimization
problems is solved based on the joint-space solutions 𝑔 for the first
manufacturing path pose 𝐇

 ,1, see Fig. 6, which yields the optimal
joint-space path ∗. Note that for this process all considered objective
function terms in Table 2 are used to evaluate the optimal joint-space
path ∗ with (45). To obtain a uniform spray coating on the workpiece,
the joint-space trajectory 𝐪∗(𝑡) is computed with (46) with a constant
path velocity. The joint trajectory 𝐪∗(𝑡) is shown in Fig. 13, where the
individual joints 𝑞∗ℎ(𝑡), ℎ = 1,… , 𝑛 are normalized to the respective axes
limits 𝐪min and 𝐪max. The robot does not reach the mechanical axes
limits during the motion and continuously follows the manufacturing
path 

 . This is possible since the redundant DoF is considered and the
robot is able to move through a singular configuration at 𝑡 = 63 s, where
the joint angle of axis 5 reaches zero. For this application, the mean
optimization time on an Intel Core i7-8700K is approximately 36ms
in a single-core implementation and around 9ms using all cores. The
total calculation time is around 60 s with 𝑒𝑔 = 6 starting configurations.
These optimization times are lower compared to the drawing process,
which originates from the robot’s lower axis count and, hence, the
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Table 2
Objective function terms, constraints and weights used for the spraying process.

Variables Equations Weights

Position deviation

𝑓 (𝛥𝐩) (19) 𝐀1 = diag (0, 0, 90)
𝑐eq,𝑥(𝛥𝑥) (20) Enabled
𝑐eq,𝑦(𝛥𝑦) (20) Enabled
𝑐eq,𝑧(𝛥𝑧) (20) Disabled
𝑐ineq,𝑥(𝛥𝑥) (21) Disabled
𝑐ineq,𝑦(𝛥𝑦) (21) Disabled
𝑐ineq,𝑧(𝛥𝑧) (21) Enabled

Orientation deviation

𝑓 (𝛥𝜂) (26) 𝑎 = 0
𝑓 (𝛥𝜺) (27) 𝐀2 = diag (0, 0, 0)
𝐜eq(𝛥𝜂) (28) Disabled
𝑐eq,𝑥(𝛥𝜀1) (28) Enabled
𝑐eq,𝑦(𝛥𝜀2) (28) Enabled
𝑐eq,𝑧(𝛥𝜀3) (28) Disabled
𝐜ineq(𝛥𝜺) (30) Disabled

Collision avoidance

𝑓 (𝑙𝑘) (36) 𝐁 = 104diag (1, 1)
𝐜ineq(𝑙𝑘) (37) Enabled

Joint limits and path continuity

𝑓 (𝐪) (40) 𝐂 = diag (5, 5, 5, 5, 5, 5)
𝑓 (𝐪) (42), (44) 𝑤 = 0.05

Robot Kuka Cybertech KR8 R1620 [51]

𝐪Tmin = −[170° 185° 137° 185° 120° 350°]
𝐪Tmax = [170° 65° 163° 185° 120° 350°]

reduction of the optimization variables, see (13). Furthermore, only
two collision checks at each optimization are required for the two boxes
surrounding the spraying machine. Without collision avoidance checks,
an additional 1.5 times reduction of the computing time is possible.
A video of the simulation result of the spraying process is shown in
www.acin.tuwien.ac.at/4adf/.

The path planner significantly exploits the redundant DoF of the
praying process, i.e. the rotation around the 𝑧-axis, and the tolerance

band of the 𝑧-position to compute a feasible and continuous robot
rajectory. In Fig. 14, the position and orientation deviations from
he TCP frame poses 𝐇

 (𝐪
∗) w.r.t. the desired manufacturing path


 are presented. Deviations of the 𝑥- and 𝑦-position are constrained

and converge below the numerical tolerance of the used optimization
solver. The tolerance band of the 𝑧-position is utilized only to a small
extent, cf. (48). The orientation deviation of the TCP frame poses
𝐇

 (𝐪
∗) w.r.t. the manufacturing path 

 around the 𝑥- and 𝑦-axis
are also constrained and are consistently below the optimizer tolerance.
In contrast, rotations around the 𝑧-axis of the spray direction, i.e. the
redundant DoF, are used extensively to generate a continuous joint-
space path ∗. This experiment shows that the proposed path planner
is capable of solving complex path planning problems for various
manufacturing processes with long paths by only adapting the objective
function terms and constraints based on the required process properties.

7. Conclusions

In this paper, a novel optimization-based path planning framework
for robots is proposed which systematically accounts for all process
properties (process tolerances, process windows, constraints, redundant
degrees of freedom (DoF)) of the specific manufacturing process and
includes a collision avoidance scheme. This allows to find solutions of
path planning problems for complex manufacturing paths which cannot
be solved with state-of-the-art concepts. By parametrizing the objective
function terms and selecting the appropriate equality and inequality
13

constraints, the underlying optimization problem can be easily tailored t
Fig. 13. Optimal joint-space trajectory 𝐪∗(𝑡) for the spraying process. The trajectories
of the individual joints are normalized to their respective axes limits 𝐪min and 𝐪max.

Fig. 14. Position and orientation tolerances of the TCP frame poses 𝐇
 (𝐪

∗(𝑡)) w.r.t.
he desired manufacturing path 

 for the spraying process.

o the specific needs of the considered manufacturing process. In a
irst step, the path planner computes multiple joint configurations for
he robot based on the pose of the first point on the manufacturing
ath. Starting from these joint-space solutions, series of optimization
roblems are solved, which are all independent of each other. This
akes it possible to perform a parallel execution of the path planning

lgorithm on a multi-core CPU. This measure significantly reduces
he computing time. Moreover, analytical gradients of the objective

https://www.acin.tuwien.ac.at/4adf/
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function and of the constraints are provided to further improve the
convergence and curb the computing time of the optimization problem.
The proposed path planning framework also allows to move the robot
through kinematic singularities, which is often avoided in state-of-the-
art algorithms that rely on task-space controllers. To demonstrate the
feasibility of the proposed approach, a drawing and a spraying process
are considered. For the drawing process, the robot is equipped with
an end-effector which holds the marker to draw a predefined line on
the surface of a workpiece. The marker has a rectangular nib, with
which two different line thicknesses can be realized in the process
by rotating the marker around the surface normal direction by 90°.

owever, the orientation of the end-effector is allowed to deviate from
he surface normal direction within a specified tolerance band without
eteriorating the final drawing quality. For many other industrial pro-
esses, like welding or cutting, similar process properties can be defined
ccordingly. The drawing process was implemented experimentally on
KUKA LBR iiwa 14 R820. Particularly interesting is the fact that 15%
f the poses along the drawing path cannot be reached for the nominal
ath, but the drawing task could be successfully performed with high
uality and the desired line thickness in the corresponding segments
y exploiting the process tolerances. For the second application, a
oint-space path for a simulated spraying process was computed. In
his process, the rotation of the spray jet around the surface normal
ector is considered a redundant DoF and the distance of the spray
ozzle to the surface can vary within a predefined tolerance band.
gain, by taking advantage of the redundant DoF, a feasible complex
obot path could be planned with the proposed framework. These two
pplications demonstrate the versatility of the proposed collision-free
obotic path planning framework, which can be easily adjusted to
ifferent manufacturing processes and is able to systematically account
or process tolerances, process windows, and available DoF.

Future works will be concerned with further improving the com-
utation time for the path planning of long manufacturing paths with
igh resolution and multiple collision objects by using compiled algo-
ithms, different optimization solvers, e.g., [61], and more advanced
ollision avoidance concepts, e.g., [62]. Additionally, by incorporating
he dynamic model of the manipulator into the path planning frame-
ork, time-optimal or energy-efficient joint-space trajectories could
e obtained. Instead of solving the individual optimization problems
equentially, using graph-based or predictive methods could further
nhance the flexibility and the resulting optimal joint-space paths.
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Fig. 15. Orientation deviations 𝛥𝐨 w.r.t. the dashed coordinate system in the origin
with rotations around (a) the 𝑧-axis, (b) the 𝑥- and 𝑦-axis.

A.1. Cost terms for orientation deviation

The relation between unit quaternions and the angle-axis represen-
tation with the vector 𝐫 and the rotation 𝜃 around 𝐫 is given by, see [52]

𝜂 = cos
( 𝜃
2

)

and (49a)

𝜺 = 𝐫 sin
( 𝜃
2

)

. (49b)

In the following two examples with rotations around one axis in
(50) and around two axes in (51) are shown, where the specific range
of rotation is chosen to clarify the visual presentation in Fig. 15. In
Fig. 15a, pure rotations around the 𝑧-axis w.r.t. the dashed coordinate
system are illustrated, which correspond to unit quaternions 𝛥𝐨 in the
form

𝛥𝐨 = 𝛥𝐨′
‖

‖

𝛥𝐨′‖
‖2

, 𝛥𝐨′ =

⎡

⎢

⎢

⎢

⎢

⎣

1
0
0
𝜀3

⎤

⎥

⎥

⎥

⎥

⎦

, −0.15 ≤ 𝜀3 ≤ 0.15 . (50)

n (50), the first two entries of the vector part of the quaternion error
𝜺 are zero while the last entry is a small random number, which
orresponds to 𝐫T =

[

0 0 1
]

. Hence, unit quaternions in the form
50) represent pure rotations around the 𝑧-axis.

In contrast, quaternion errors in the form

𝐨 = 𝛥𝐨′
‖

‖

𝛥𝐨′‖
‖2

, 𝛥𝐨′ =

⎡

⎢

⎢

⎢

⎢

⎣

1
𝜀1
𝜀2
0

⎤

⎥

⎥

⎥

⎥

⎦

, −0.15 ≤ 𝜀1 ≤ 0.15
−0.15 ≤ 𝜀2 ≤ 0.15

, (51)

have negligible rotations around the 𝑧-axis while the rotations around
the 𝑥- and 𝑦-axis are significant, see Fig. 15b. This example shows that
penalizing the individual components of 𝛥𝜺 in (27) using 𝐀2, minimizes
the rotation around the respective axis in 𝐫.

A.2. Gradients of unit quaternions

The time derivative of a unit quaternion is given by, see [52]

�̇� =
[

�̇�
�̇�

]

= 1
2

[

0
𝝎

]

⊗
[

𝜂
𝜺

]

= 1
2

[

0 −𝝎T

𝝎 𝐒(𝝎)

] [

𝜂
𝜺

]

, (52)

where 𝝎T =
[

𝜔𝑥 𝜔𝑦 𝜔𝑧
]

is the angular velocity and 𝐒(𝝎) denotes
the skew matrix defined as, see [52]

𝐒(𝝎) =
⎡

⎢

⎢

0 −𝜔𝑧 𝜔𝑦
𝜔𝑧 0 −𝜔𝑥

⎤

⎥

⎥

. (53)

⎣−𝜔𝑦 𝜔𝑥 0 ⎦
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E

Hence, the time derivative of the quaternion error (25) yields

d𝛥𝐨
d𝑡

=

[ d𝛥𝜂
d𝑡
d𝛥𝜺
d𝑡

]

= 𝜕𝛥𝐨
𝜕𝐪

�̇� =
⎡

⎢

⎢

⎣

𝜕𝛥𝜂
𝜕𝐪
𝜕𝛥𝜺
𝜕𝐪

⎤

⎥

⎥

⎦

�̇�

= 1
2

[

−
(

𝝎
 − 𝝎


)T 𝛥𝜺

(

𝝎
 − 𝝎


)

𝛥𝜂 +
(

𝝎
 + 𝝎


)

× 𝛥𝜺

]

.

(54)

liminating �̇� from (54) leads to

𝜕𝛥𝐨
𝜕𝐪

=
⎡

⎢

⎢

⎣

𝜕𝛥𝜂
𝜕𝐪
𝜕𝛥𝜺
𝜕𝐪

⎤

⎥

⎥

⎦

= 1
2

[

𝛥𝜺T𝐉 ,𝜔(𝐪)

−𝛥𝜂𝐉 ,𝜔(𝐪) − 𝐒(𝛥𝜺)𝐉 ,𝜔(𝐪)

]

. (55)

Thereby, the geometric Jacobian 𝐉 ,𝜔(𝐪) is related to the angular
velocity of the contact frame  , see (3), and due to a stationary
manufacturing path 

 the corresponding Jacobian 𝐉 ,𝜔 vanishes.
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