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Kurzfassung

In der biomedizinisches Forschung, werden die Strukturen von Gewebe, Zellen, Orga-
nellen und makromolekulare Komplexen mit der Hilfe Elektronenmikroskopie Bilder
erforscht. Deshalb existieren viele hochauflésende Bilder von biologischen und klinischen
Proben. Infolgedessen besteht ein Bedarf an computergestiitzten Werkzeugen, die eine
kostengiinstige Losung fir die Krankheitsdiagnose bieten kénnen. In dieser Arbeit wird
eine neuartige Methode namens Elastic Gradient Transformation (EGT) vorgeschlagen,
welche den Bild Gradienten verwendet, um realistisch aussehende Bild Transformationen
zu machen. Die neuartige Method hilft dem Netzwerk sich selbst bei kleinen Datensétzen
(wie den ISBI 2012 Datensatz) zu generalisieren, und vermeidet Overfitting. Die U-Net
Architektur von O. Ronneberger, P. Fischer und T. Brox wird mit einem zusétzlichen
Encoder Pfad erweitert. Das neue Netzwerk heifit SiamU-Net und verwendet zwei se-
quentielle Bilder t und t+1 als Eingabe. Die Ausgabe des Netzwerkes ist eine Matrix
mit Wahrscheinlichkeiten. Die Encoder Pfade teilen sich keine Gewichte, und werden im
latenten Raum wieder zusammengefiihrt. Der einzelne Decoding Pfad wird mit den skip
connections des zu segmentiertenden Bildes aus dem Encoder Pfad verbunden, um ein
verbessertes Upsampling zu erzeugen. Fiir die Evaluierung, vergleichen wir eine eigene
Implementation des U-Nets und SiamU-Nets und nehmen an der ISBI 2012 Challenge teil.
Weiters verwenden wir den Video Datensatz DAVIS 2016, um den Unterschied beider
Netzwerke bei der Verwendung von temporalen Daten zu verdeutlichen.
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Abstract

In biomedical research, detailed structure of tissues, cells, organelles and macromolecular
complexes is investigated with electron microscopy (EM) images. On this account, large
amounts of high resolution images from biological and clinical specimens exist. As a
result, there is a need for computer assisted tools that can provide a cost effective solution
for disease diagnostics. This thesis illustrates a novel elastic image transformation method
called Elastic Gradient Transformation (EGT), which uses the image gradient to generate
realistic looking deformations of cell structures. The novel EGT method helps our neural
network to generalize on little cell datasets (like the ISBI 2012 dataset), without overfitting.
The U-Net architecture by O. Ronneberger, P. Fischer and T. Brox, is adapted to contain
an additional encoder path. The proposed network is called SiamU-Net, and takes two
sequential images t and t+1 as input. The output is a class probability map of image t+1.
It is important that both encoder paths do not share weights, and are fused together in
the latent space of the network. The single decoding path uses skip connections from
the encoding path of image t+1 to generate an improved up-sampling. To evaluate the
adaptation, both U-Net and SiamU-Net use the novel elastic gradient transformation
method and participate in the ISBI 2012 challenge. To highlight the impact of temporal
image information on the two networks, a comparison of both networks is made on a
video dataset called DAVIS 2016.

At the ISBI 2012 challenge, the proposed SiamU-Net with the EGT method is placed
at rank 31, while the original U-Net is placed at rank 61, out of 223 participants. On
the Davis 2016 challenge, the SiamU-Net achieves a 0.0776 point higher Jaccard Index
than the U-Net architecture, which proves the advantage of adapting the U-Net with an
additional encoder path.
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CHAPTER

Introduction

Modern electron microscopy (EM) obtain high resolution images of biological and non-
biological specimens. In biomedical research, detailed structure of tissues, cells, organelles
and macromolecular complexes is investigated with EM images. On this account, large
amounts of high resolution images from biological and non-biological specimens exist.
As a result, there is a need for computer assisted tools that can provide a cost effective
solution for disease diagnostics. Figure |1.1/ shows an example of a Disease Control and
Prevention intern working with a transmission electron microscope. The identification of
key regions, such as organelles, tissues or cells, is important to support clinical analysis
and medical interventions.

Traditionally, the manual process of a pathologist examining a tissue specimen under a
microscope looking for indicators of cancer, has been a de facto standard. The manual
processing is still applied in clinical settings. However, a manual examination is often
times subjective and not scalable to hundreds of tissues. The amount of data which
needs to be evaluated exceeds the available capacities. Unfortunately, meaningful infor-
mation can not be extracted in a timely manner. Therefore, the development of machine
learning and image analysis methods which provide insight into latent sub-cellular tissue
characteristics would improve clinical research immensely [I].

Conventional image processing methods rely on hand-crafted models to extract and
detect prominent features [2]. Good features allow the separation of data. As a result,
different objects can be recognized correctly. No method produces efficient solutions on
all types of medical images [3], as there exists no universal learner. A prior knowledge of
cells is needed to create hand-crafted models. For cell segmentation, main characteristics
of cells need to be handled properly. Cells touch and occlude each other, heaps of cells
occur and flowing transitions between cell states and cell functions exist. Furthermore,
EM images have low contrast and contain noise. To reduce the amount of human labour
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1.

INTRODUCTION

needed by semi-automated systems, state-of-the-art methods for cell segmentation use
supervised learning with deep convolutional neural networks (CNNs) [4]. A condition
for CNNs to generate accurate results are extensive labelled image datasets [5]. For
example, the ImageNet dataset [6] contains roughly 1.2 million training images, 50.000
validation images and 150.000 testing images [7]. It is not feasible to label biomedical
datasets as huge as ImageNet by hand. Due do to the diverse structure of cells, their non
convex curvatures and the low contrast of images, even experts in the field are labelling
the same data differently [4]. Fortunately, depending on the biomedical dataset, data
augmentation can be applied to increase the size of the dataset artificially.

(a) Electron microscope

(b) EM image
Figure 1.1: The top image depicts a Disease Control and Prevention intern, working with

a transmission electron microscope [8]. The bottom image shows an EM image from the
ISBI 2012 challenge dataset [4].
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1.1. Motivation

1.1 Motivation

I. Arganda-Carreras et al. [4] organized the first international challenge on 2D segmenta-
tion of electron microscopic (EM) images of the brain, to spark an interest in the topic
and to attract new talent. Before the ISBI 2012 challenge, only researchers who worked
closely with neuroscientists had access to labelled EM images. Up until now, more than
223 different participants are registered at the official leader board, which confirms the
success.

To participate in the challenge, a registration is needed. After the registration is con-
firmed, one can download the 30 train and 30 challenge images. The train images contain
the ground truth, while the ground truth of the challenge images is kept secret. Besides
uploading a binary segmentation map, the competition allows the use of a probability
map. The organizers apply a threshold at 0.1 steps at each image and convert them to
binary segmentation maps. After several days, the results are registered at the leader
board.

The first winning team of the ISBI 2012 challenge [4] by D. Ciresan et al. [9] trained
a deep neural network (DNN) as a pixel classifier. Each pixel label is predicted by a
square window centred around the raw pixel values. Mild smoothing and a threshold is
applied to the pixel probabilities. To create three million training examples, all membrane
pixels are used as positive examples, while the corresponding amount of non-membrane
pixels are used as negative examples. In their work, four networks with different depth
and window size are trained. The largest used architecture contains 11 Layers. One
input layer, four convolutional layers each followed by a max pooling layer, and two fully
connected layers in the end.

Even though the ISBI 2012 challenge was held in 2012, the participation on the public
leader board is still possible. A network especially designed for the use in biomedical
areas is called U-Net. O. Ronneberger, P. Fischer and T. Brox [10] designed the network
in 2015 and achieved the lowest warping error in the challenge. Because of the popularity
of the ISBI 2012 challenge, the evaluation metrics were adapted [4]. Currently, U-Net is
placed at rank 61 with a rand score of 0.9727 . It achieves state-of-the-art performance
in semantic segmentation. O. Ronneberger, P. Fischer and T. Brox created a fully
convolutional network with the Caffe deep learning framework [I1] to segment biomedical
images. It is highlighted, that excessive data augmentation is needed to train their
network on the few annotated training samples available in the ISBI challenge. The
structure of the network is separated in two paths. First, a contracting path is used to
capture context. Two convolutions in succession are followed by a pooling layer multiple
times. As a next step, the path is expanded again to enable precise localization of labels.
Their network is able to train on few images, with the use of excessive data augmentation.
The segmentation of a 512 x 512 image takes less than a second on a modern GPU.
The interest in the U-Net architecture reached a recent high, when an adaptation of it
won the Kaggle 2018 Databowl challenge for nucleus detection [12].

Without a background in connectomics and bio-medical image segmentation, we wanted

"http://brainiac2.mit.edu/isbi_challenge/leaders-board-new accessed: 26.6.2020


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek
http://brainiac2.mit.edu/isbi_challenge/leaders-board-new

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

(]
I
rk

1.

INTRODUCTION

to improve the original U-Net and take part in the ISBI 2012 challenge. We ported the
network architecture to PyTorch [13] and developed a novel data augmentation called
Elastic Gradient Transformation (EGT), which is used to artificially increase the small
ISBI 2012 dataset. Our implementation of the U-Net with the EGT method reaches rank
37, with a Rand Score of 0.9762 ?. This is an improvement of 24 places to the original
U-Net, while only using a different elastic image transformation. However, we still saw
room for improvement. Because the cell images are in sequential order, we wanted to use
the additional temporal information in our network. While researching, we found the
architecture of kU-Net by J. Chen et al. [14], which uses multiple U-Net stacked behind
each other. Instead of stacked U-Nets, we developed a different approach. The encoder
stream of the U-Net is mirrored until the bottom level, without sharing any weights. In
the latent space, we combine both parts together and use a single decoder path to create
our segmentation. The adaptation is called SiamU-Net and improved our rank on the
ISBI 2012 even further. Our best scoring model achieves rank 10, with a rand score of
0.9772, which surpasses the original U-Net by 30 ranks.

1.2 Problem Statement

For the task of biomedical image segmentation, O. Ronneberger, P. Fischer and T. Brox.
[10] created a network called U-Net. In this thesis, to increase the segmentation accuracy
on the ISBI 2012 challenge, an adaptation of the U-Net is proposed. The new network is
called SiamU-Net.

We want our network to be trained end-to-end on consumer grade hardware in a reasonable
period of time. Therefore, any researcher should be able to train and use the proposed
neural network without the need of cloud computing or expensive hardware. Deep
networks, for example the kU-Net by J. Chen et al. [I4] which uses multiple stacked
U-Nets, or the ResNet [15]) with 152 layers, need powerful hardware and long training
times. As a consequence, already pre-trained models for popular networks are used as
backbone to increase the achieved results and decrease long training times. It is not
possible to determine on which exact data these models are trained on. Therefore, it is
time-consuming and often times impossible for researchers to reproduce the results of
such networks, without access to computational facilities.

Our proposed SiamU-Net is trained end-to-end on a consumer grade GPU (NVIDIA
GeForce 1070, 8 GB) in less than one to two hours (for the ISBI 2012 dataset). Therefore,
our results are easy to reproduce and usable by researchers.

For the ISBI 2012 dataset, the ground truth boundary maps for the 30 training images are
created by an expert in the field of brain connectomics. To avoid overfitting of our model,
we increase the size of the labelled dataset by a customized elastic image transformation
method. Our proposed method should generate images, which can hardly be distinguished
from regular cell images. O. Ronneberger, P. Fischer and T. Brox [10], use random elastic
transformations to artificially increase the size of the ISBI 2012 dataset for their training.

2http: //brainiac2.mit.edu/isbi_challenge/leaders—board—new accessed: 26.6.2020
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1.3. Contribution

Random transformations do not take the additional information about the underlying
data structure into their calculations. To utilize the existing image information, we
introduce a semi randomness which relies on the image gradient. The gradient of the
image is used to guide the transformation between the predefined random parameters
ranges. The new augmentation is called elastic gradient transformation. This method
should decrease the possibility to distinguish artificially altered images from the original
ones. Furthermore, an early overfitting to the small original dataset is avoided.

The ISBI 2012 challenge provides users with 30 images for training, which are in a
sequential order. A spatio-temporal relationship exists between the images. Therefore,
it is possible to track a cell over multiple image frames. The network should use these
spatio-temporal cues to increase the segmentation accuracy. The standard U-Net uses
single images as input. As a result, the temporal relationship between the images is
lost. In our proposed SiamU-Net, two sequential images are used as input. Both images
run through a mirrored encoder path. In comparison to a Siamese Neural Network, we
do not allow the sharing of weights in the encoder stream. Both paths are individual
steams. In the bottom level of the network, both images are fused together, creating a
temporal dependency on each other. As a result, the temporal image information is used
to increase the image segmentation.

The introduction of SiamU-Net results from the idea to exploit temporal image cues in a
U-Net architecture. Therefore, the importance to exploit temporal image cues should
be tested. In comparison to the cell image data from the ISBI 2012 dataset, the DAVIS
2016 dataset contains videos with different moving objects. Multiple objects are visible,
but only the object in the focus should be segmented. In the DAVIS 2016 dataset,
videos contain frames which have a high similarity to the previous and following frame.
The relationship between the similar frames in videos is called temporal coherence. To
show the impact of temporal coherence, we compare the U-Net with SiamU-Net. Both
networks are trained semi-supervised. The ground truth of the first video frame for each
validation video is known. Before inference, the network model is trained with the first
video frame multiple times. We want to highlight the added value of using temporal
image cues, in comparison to a U-Net architecture.

1.3 Contribution

The contribution in this thesis contains the following topics:

e implementation of the U-Net Neural Network in PyTorch [13] to benefit from strong
GPU acceleration

e novel data augmentation method called elastic gradient transformation

e novel network architecture based on U-Net to include temporal image information
(called SiamU-Net)
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e participation in the ISBI 2012 challenge with U-Net and SiamU-Net, both using
the elastic gradient transformation

e comparison of the original U-Net and our proposed SiamU-Net on the ISBI 2012
challenge (U-Net rank 61, SiamU-Net rank 31 )

e comparison of U-Net and SiamU-Net on the DAVIS 2016 dataset

The thesis is organized as follows. Necessary terms and design patterns to build and train
a network are explained in Chapter 2. The following Chapter gives a short introduction to
CNNs, which highlights the improvement of CNNs in recent years. Besides the proposed
network architecture and the introduction of our novel elastic gradient transformation
method, the ISBI 2012 and the DAVIS 2016 dataset are explained. The evaluation of the
network and the achieved results are highlighted in Chapter 5. Finally, in Chapter 6,
the thesis is summarized and the strength and weaknesses of the proposed approach and
future work is discussed thereafter.

3http: //brainiac2.mit.edu/isbi_challenge/leaders—board—new accessed: 26.6.2020
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CHAPTER

Convolutional Neural Networks

Y. LeCun et al.[I6] introduced a Convolutional Neural Network (CNN) as early as 1989.
Their network was used to recognize handwritten zip codes. Instead of using feature
vectors as input, an image of a handwritten number is directly fed into the network. This
work applied the backpropagation algorithm by D. E. Rumelhart, G. E. Hinton and R. J.
Williams [17], which laid the foundation for training neural networks and their success in
machine learning. CNNs are a subtype of neural networks, which are able to process data
with grid-like topology [18]. In at least one of their layers, a mathematical operation
called convolution is used. Grids allow applying discretized convolutions, which are a
general formulation of applying filters to 2D-signals such as images.

2.1 Preliminary

As mentioned in the previous chapter, a condition for CNNs to generate accurate results
are extensive labelled image datasets. Instead of labelling images by hand, which is often
not feasible, the existing data can be augmented. Data augmentation is used to artificially
increase the size of a dataset. Depending on the objects in the image, the augmentation
needs to be adapted. For example, the ISBI 2012 contains cells, which can shrink and
expand in any direction. Elastic image transformations as explained in Section |4.2| are
used to generate plausible looking cell transformations. For the DAVIS 2016 dataset,
which contains videos of animals, humans and cars, no image transformation is usable.
The perspective and the shape of the object in focus is important, which can change
when transformations are applied.

In the following, a short explanation of frequently used basic augmentation options is
given. Afterwards, often used notation in CNN research is explained.
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Basic Data Augmentation

As a preprocessing step, rotation can be applied to the training images of a network. To
avoid missing image information, due to rotation, the image is reflected at the borders.
This effect can be seen at the bottom left of Figure [2.1bl and in the top right corner of
Figure [2.1d. Depending on the characteristics of the data, a reflection at the borders can
introduce new errors.

(a) Original (c) 30°

Figure 2.1: 10° rotations on the test image. Image reproduced from [19].

To expand a trainings dataset further, horizontal and vertical flipping can be used. This
augmentation generates mirrored images at the given axis. Figure 2.2/ shows the two
different directions of flipping. The necessity of flipping depends on the use case and
the training images. For cell images, horizontal and vertical flipping can make sense.
Due to the limitations of microscopes, cells are recorded in a top down view on a slide
or in a Petri dish. In these cases, the orientation of the cells is arbitrary. Vertical and
horizontal flipping of the cell image will not introduce errors. For datasets where the
image perspective does matter, these augmentations need to be used with care. For
example, when training a network for frontal face recognition, it would not make sense
to allow vertical (top to bottom) flipping, while horizontal (left to right) flipping can be
used.

<y 9 _}
—

(a) Original (b) Vertical flip (c) Horizontal flip

Figure 2.2: Horizontal and vertical flipping applied to the test image. Image reproduced

from [19].

Convolution

A convolution is a mathematical operation of two functions. It is a weighted average of
function f, related to function g. Equation 2.1/ shows the mathematical description of a
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2.1. Preliminary

convolution, which is denoted by an asterisk symbol. The value of f(7) is weighted with
glz —7).

(f @ g)(@ /f g(x — 7)dr (2.1)

In the context of CNNs the function f is referred to as the input (image), while g is
referred to as kernel function. The output of the convolution is called a feature map. In
machine learning, N-dimensional arrays of data are called tensors. Data in form of a
scalar, a vector, a matrix or a cube are therefore called: rank-0, rank-1, rank-2 or rank-3
tensor. For a two-dimensional image I, with a corresponding two-dimensional kernel K,
we adapt the formula as seen in Equation 2.2,

(I®K)(i ZZImn —m,j—n) (2.2)

The kernel is flipped relative to the input. The flipping of the kernel has no impact on the
network. For this reason, many machine learning libraries implement the cross-correlation
instead [I8], where the kernel is not flipped. The cross-correlation is calculated according
to Equation 2.3

(I« K)(i ZZImn (it+m,j+n) (2.3)

In this work, we follow the conventlon proposed by 1. Goodfellow, Y. Bengio and A.
Courville [I§] of using convolution and correlation interchangeably. If we distinguish
correlation and convolution for special cases, it is mentioned accordingly.

For CNNs, the input can be an image of arbitrary size. Internally, the image is represented
as a tensor. For a standard RGB image, each value in the corresponding 3D tensor,
correlates to the intensity or colour of a pixel. A convolution applies a filter, which
is called kernel, at each element of the tensor. The kernel size and depth can vary,
depending on the designed network. The values of the kernel are called weights, which
are adapted by the learning algorithm. Figure 2.3 shows a simple convolution with kernel
size 3 x 3. Neurons are all elements in a CNN of the form: O'(Zj wijzj + b;). wyj is the
weight between neuron 7 and input j, x; is the corresponding input element and b; is a
bias term. Furthermore, input and output elements are called neurons too. Activation
functions as o(.) are explained in Section 2.2. Because multiple values are convolved into
the output neuron, this neuron contains information of its receptive field. All neurons
which are used to calculate a new neuron are contained in the receptive field. Therefore,
the new calculated values of the activation map ( or feature map ) do not correspond to
intensity or colour values any more. For example, if an edge exists in the input image,
the neuron corresponding to the edge in the activation map is activated.

Sparse Connectivity

As stated by I. Goodfellow, Y. Bengio and A. Courville [I§], traditional neural network
layers use a dense connectivity. Every input neuron is connected to each following output
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’.’.”.\

[e]

layer elements activation map

Figure 2.3: The computation of a convolution on an input image with stride 1 and no
padding. A 3 x 3 filter is applied on a 7 x 7 image. The output is an activation map of
size 5 x 5. Orange layer elements are the pixels which are currently used for calculations.
The green layer elements are visited later. The receptive field of the orange elements in
the activation map is shown as black rectangle in the left image. In this example, the
receptive field is composed of nine layer elements. The filter is slid over the whole input
image to create the activation map.

neuron, therefore each output is affected by every input neuron. In contrast, CNNs have
a sparse connectivity. On this account, the filter size is smaller than the input image size.
A greyscale image of size 512 x 512, has 262.144 weights, if a dense connectivity is used,
for each activation map of size 1 x 1. If a sparse connectivity is applied, a filter size of
3 x 3, uses only 9 weights for the resulting activation map of size 510 x 510, when no
padding is applied. Padding is explained in detail in Section 2.1. Small filters are used
to decrease the amount of ( floating-point ) operations. For example, a 2 x 1 filter uses
511 x 512 x 3 = 784.896 operations. (For each output pixel, two multiplications and one
addition is needed).The same transformation with a dense matrix multiplication needs
512 x 512 x 511 x 512 operations. As a result, far fewer operations are needed to create
the same activation map in a sparse connectivity system.

Padding

When a convolution is applied over an image, pixel information at the border is miss-
ing, depending on the filter size. Therefore, the output image size is reduced, by
| filtersize + 2] x 2 at each axis. A method to handle border pixels is padding, which
adds estimated values at the sides. The following examples show three different versions,
zero padding, replicate padding and mirror padding. All examples are explained for a
2-D image. It can be extended easily to multiple dimensions.

Zero padding adds rows and columns of zero values at the four borders of the matrix.
Instead of zeros, replicate padding adds a copy of the adjoining borders to be able to
calculate the convolution for each neuron. Mirror padding reflects the pixels at the edge
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2.1. Preliminary

of the border. All of these methods introduce an error at the borders, but contain the
shape and border pixel information after an convolution is applied. The benefit of the
consistent matrix size and the retaining of border pixels outweighs the introduced errors.
Figure [2.4] shows an example of padding applied on an one-dimensional array.

When no padding is used, the size of the resulting feature map is reduced, depending on
the used kernel size. Information at the boarder is lost, however, no border errors are
introduced after. In Figure 2.3, no padding is used, therefore the input matrix of size
7 x 7 gets reduced to an output matrix of size 5 x 5.

000]|1234567|000
(a) zero padding
111|1234567|777

(b) replicate padding
4321234567 |654
(¢) mirror padding
Figure 2.4: Three different types of padding shown on an one-dimensional array. Zero

padding, replicate padding and mirror padding.

Stride

By default, the filter matrix is convolved over every layer element of the input matrix.

With a custom set stride, one can skip a set amount of layer elements. For example, a

stride of one does not skip a layer element. The receptive field is shifted over every pixel.

A stride of two skips every second pixel in both directions. A stride of 3 skips 2 pixels at
a time in both directions. It is important to note, that the row and column size of the
output matrix has to be an integer value. No fractions are allowed. A benefit of using a
stride is to remove the overlap of the receptive fields. The receptive fields overlap less,

the higher the stride parameter is set. However, the resolution of the matrix gets reduced.
In Figure 2.3, a stride of one is used, with no padding. In Figure 2.5 stride is set to two.

Instead of shifting the receptive field over every pixel, only every second pixel is used.

Dilation

Dilation is similar to stride, but instead of skipping pixels from the input matrix, the
filter kernel introduces spaces between its filter values. Figure 2.6/ shows an example of a
matrix with no padding and no stride, but with a dilation set to two. A 3 x 3 filter is used
and only the orange middle point and blue side values are used for the filter calculation.
Unlike the matrix reduction received by setting a stride, dilation does not reduce the
output size if padding is used. Furthermore, dilation filters support exponentially
expanding receptive fields, where no resolution or coverage is lost [20].

11
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Figure 2.5: The computation of a convolution, with stride two and no padding, on an
input image. A 3 x 3 filter is applied on a 7 x 7 matrix. The output is an activation map
of size 3 x 3. The first row from the activation map on the right matrix, contains the
corresponding convolutions for the orange, green and pink receptive fields from the left
matrix.

2.2 Network Parts

CNNs can be separated into three parts. Specifically, an input layer, one or more hidden
layers and an output layer. The input layer is the first layer in the network. It is
used to pass the data to the first hidden layer. The key concept of neural networks are
hidden layers, which are used between input and output layers. These hidden layers have
trainable parameters. Each neural network can be represented by a function. Because
the convolution is a linear operation, multiple stacked convolutions can collapse to a
single convolution operation. As a result, activation functions are needed to approximate
non-linear relations. In the next section, different types of hidden layers and functions
are explained in detail. Besides hidden layers like, convolution, pooling, and transposed
convolutions, different activation functions are explained. For simplification, a greyscale
image is used as the input to the network.

Convolutional Layer

The name CNN derives from the mathematical term of a convolution. As previously
mentioned in Section 2.1, the convolution can be seen as a weighted average, where the
weighting is implied by a different function. For CNNs, each convolutional layer needs
user defined parameters. The channels of the input to the layer, the number of output
channels, the kernel /filter size, the stride value, the padding type, the dilation value and
whether a bias term should be added or not.

The input to the convolutional layer is a tensor with a predefined size of n x m x d.
The number of rows is called n. m corresponds to the number of columns and d is the
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(b) dilation filter over the second pixel

Figure 2.6: Dilation is applied on the image matrix with a value of 2 and a filter size of
3 x 3. No padding and no stride is added. The filter uses only the orange and blue pixels
in the left matrix to calculate the orange value in the right matrix. One can imagine the
dilation as a sparse filter of size 5 x 5, where all values are zero, except for the blue and
orange pixels.

amount of channels (depth of the tensor). A kernel of size ki x kg X d is convolved with
the input tensor, with k& < n and ks < m. One kernel is used to create one activation
map. In a convolutional layer, the amount of output channels e, correspond to the
number of different kernels which are applied to all the input channels. Therefore, a total
of k1 X ko X d X e weights are used, without the bias term. The bias term would add
additional e weights [21].

A special case is the convolution with a 1 x 1 x k filter. This convolution can be used
to reduce the depth of a tensor, and compress multiple feature maps into one. This
technique can be used at the end of the network to generate a segmentation for each
pixel. Another benefit is shown in Squeezenet by F. N. Iandola et al. [22]. They replace
all 3 x 3 convolutions with 1 x 1 convolutions. As a result, their Network uses 50x fewer
parameters than AlexNet [23], and the model size can be compressed to less than 0.5

13
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MB, which is 510x smaller than AlexNet, with equivalent accuracy.

A convolution is a linear function. Therefore, to introduce non-linearity to a CNN,
non-linear activation functions o, like the rectified linear unit ( ReLU ), or the classical
sigmoid function o = 5 f:,z , are needed. Without non-linear activation functions,
multiple convolution layers can be reduced to a single convolutional layer.

Pooling Layer

The pooling layer is used to introduce an invariance to object motion and deformations.
Because of the decrease of the tensor size, the computational complexity is reduced too.
There are different types of pooling layers, which can be used to accomplish a tensor size
reduction. For example, average pooling or max pooling. Figure 2.7 shows max pooling
and average pooling applied on the same input tensor. In this layer, the depth of the
output tensor is equal to the input tensor. Only the width and height of the input matrix
is reduced to create the output tensor. The position of the high activation (the highest
value in tensor) is not important, as long as the value is inside a pooling region. It is
important to note, that this layer has no learnable weights.

Max Pooling Average Pooling

20 13 | 40 30 20 13 | 40 30

1 106 | 70 24 1 106 | 70 24

16 16 3 7 16 | 16 ) 7

16 16 | 48 6 16 16 | 48 6

2x2 2x2
pool size pool size

106 | 70 35 | #

16 | 48 16 | 16

Figure 2.7: Max pooling with a 2 x 2 pool size is applied on the left tensor. The highest
value in each 2 x 2 block is propagated to the output. The size on each axis is halved,
resulting in a reduction of 75% of the information. On the right tensor, an average
pooling operation with a 2 x 2 pool size is applied. The average value of each 2 x 2 block
is propagated. Both types of pooling operations generate drastically different outputs.

Transposed Convolution Layer

A transposed convolution can be seen as a reverse convolution layer. A different name is
fractionally strided convolution or deconvolution as mentioned by V. Dumoulin and F.
Visin [2I]. Therefore, it can be used to up-sample an input with learnable weights. In
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computer vision, there are various techniques to up-sample an image. For example: nearest
neighbour interpolation, bi-linear interpolation or bi-cubic interpolation [24]. With these

interpolation techniques, the network would have no learnable up-sampling parameters.

The transposed convolution layer takes the same parameters as the convolution layer,
which is defined in Section [2.2. A transposed convolution can always be emulated with
a convolution, by adding rows and columns of zeros to the input tensor. More efficient
implementations of the transposed convolution exist, where the operation can be seen as
a gradient of a convolution with respect to the input, as mentioned by V. Dumoulin and
F. Visin [2]]. Figure 2.8 shows a convolution followed by a transposed convolution, which
is used to up-sample the input. Zero padding is added at the top 2 x 2 tensor (blue), to
create the 4 x 4 tensor(green). It is important to note, that the transposed convolution
is not an inverse convolution operation. The initial input values for the convolution can
not be recreated. However, the size of the initial feature map can be restored.

convelution

Figure 2.8: A 3 x 3 filter is convolved over the bottom blue 4 x 4 tensor, to create a
feature map of size 2 x 2. To up-sample the resulting 2 x 2 tensor, a 3 x 3 filter is
convolved over the top blue 2 x 2 tensor, which is padded by a 2 x 2 zero border and a
stride of one. This transpose convolution creates a 4 x 4 feature map. The transposed
convolution is not an inverse convolution operation, as the initial input values can not be
recreated. Image reproduced from [21].

Dropout

The dropout layer is only used during the training process and is deactivated afterwards.

With a set probability p, elements of the input to the layer are replaced with zero. On every
forward call, the chosen elements are randomized again. As a result, different neurons
need to adapt to the changes in the input. The network gets less sensitive to specific
neuron weights. This method helps to reduce overfitting and prevents co-adaptations, as
mentioned by G. E. Hinton et al. [25].

15
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Activation Function

To learn complex functions, convolutions are stacked on top of each other in neural
networks. A combination of linear functions is a linear function too. Therefore, a stack
of convolutions without an activation function, can be reduced to a single convolutional
layer. The introduction of non-linearity with activation functions allows the network to
have multiple convolution layers, which do not collapse to one.

The rectified linear unit (ReLU) is a simple, fast and often used activation function [26].
The function prevents negative values in the activation map. Equation 2.4] shows the
mathematical term of the activation function, where z is the tensor result from a given
layer. Negative values are mapped to zero, while positive values do not change. Figure
2.9a shows the curve of the ReLU function. Besides the popularity of the ReLU activation
function in machine learning, one major drawback exists, called the dying ReLU problem.
A neuron can get inactive, therefore the output of the neuron is always zero for every
input it gets. The neuron can never recover, because the gradient does not change for
negative values. A solution for this problem exists, called the leaky ReLU. Figure 2.9b
shows a plot of the leaky ReLLU function. For a negative input x, the value is multiplied
by a small constant factor, for example 0.01 x z. Non negative values are handled the
same way as with the ReLLU function. The gradient for negative values exists, as a result
the backpropagation can update the weights of the neuron.

OReLU(x) = Mmaz (0, z) (2.4)

40 5
2
(a) ReLU (b) Leaky ReLU

Figure 2.9: For the ReLLU, all negative input values are mapped to zero. As a consequence,
neurons can become inactive, because of the resulting zero gradient. To tackle this
problem, the leaky ReLU multiplies negative input values with a small constant factor.
Therefore, the possibility to recover the weight still exists.

The sigmoid function is defined in Equation 2.5 and shown in Figure 2.10a. The input
is compressed between the values [0, 1]. Therefore, large positive numbers are mapped
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to one, while large negative numbers are mapped to zero. A problem of the sigmoid
function is the vanishing gradient problem. The gradient at the edges is almost zero.
During backpropagation, gradients close to zero are multiplied together, vanishing the
gradient in early layers. The weights are not updated effectively any more. Deep neural
networks with many hidden layers need to take care of this problem.

1

= 2.5
14+e* (25)

0 Sigmoid(z)

The tanh function is defined in Equation 2.6 and shown in Figure 2.10b. The function
can be seen as a scaled sigmoid function. Numbers are compressed in the range of [—1, 1],
with a zero-centred output. The gradient is stronger for tanh than it is for a sigmoid
activation, therefore it is often preferred over the sigmoid function. Nevertheless, the
vanishing gradient problem still exists with the tanh function.

x —X

[
et 4 e %

—e

OTanh(z) = (26)

0.5

-10 -5 a 5 10

(a) Sigmoid (b) Tanh

Figure 2.10: The sigmoid function shifts an input value between zero and one. In contrast
to that, the tanh function shifts inputs between —1 and 1.

The softmax layer is used to generate a probability matrix for the output layer. The
probability to belong to each target class is assigned to every layer element, therefore
each element is scaled between 0 and 1. For example, foreground and background pixel
affiliation can be seen as two different classes in image segmentation. The sum of the class
probabilities for each layer element adds up to one. Equation 2.7/ shows the corresponding
softmax function, where k is the amount of used classes —1. z; is a layer element,
belonging to class 1.

eti .
OSoftmaz(Ti) = 7216 o Jori=0,1,2,...,k (2.7)
n=0
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Loss Function

In supervised machine learning, it is necessary to compare the actual result ( called
ground truth ), with the predicted output [I§]. A loss function is needed to measure
an error between the predicted values and the ground truth labels. In Equation 2.8,
the predicted label of an input image x;, with the according weights W, is compared
with the ground truth label y;. To calculate the average loss over all examples, the
sum of the losses for each example is divided by the amount of examples N. Therefore,
the performance of the network can be connected to the loss function. For accurate
predictions, the calculated error needs to be minimized.

L=y X (S W) (28)

In neural networks, backpropagation computes the gradient in the hidden layers. The
weights of each layer are modified with an optimization function. Figure 2.11| shows the
correlation of the loss function and the optimization. Briefly summarized, the gradient
of the loss function, with respect to the weights and biases of the layers, is calculated.
Until a minimum of the loss function is reached, the weights are modified in the opposite
direction of the gradient of each layer. In this work, the stochastic gradient descent is
used as an optimization function.

In the implementation of the U-Net architecture by O. Ronneberger, P. Fischer and T.
Brox [10] the Cross Entropy Loss is used. To follow the idea of the cross entropy loss, a
short explanation of the entropy and the Kullback-Leibler Divergence is given.

Equation [2.9| shows the calculation of the entropy. The entropy H is defined as the sum
of the probability P of each label i, times the information gain — logy(P(7)) of the label.
The entropy measures the average information content one can expect, if one of the labels
occur. For example, if a coin is tossed and both head and tail have a probability of 50%,
an entropy of 1 will occur. 1 bit is needed to transport the information. If both sides
are head, the entropy will be 0, because no new information is needed to predict the
outcome. It will always be head.

H(P) = =3 P(i)logy(P(i) (2.9)

The Kullback-Leibler Divergence (also called relative entropy), measures how big the
variance between two probability distributions is. Equation [2.10 shows how the Kullback-
Leibler Divergence (KLD) is calculated. The difference between KLD and the entropy,
lies in the additional term of Q(i) in the logarithm. If both distributions are identical,
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A '
initial N
weight gradient

J(w)

Global cost
minimum

W

Figure 2.11: The gradient of a given loss function L with weights W is calculated. By
modifying the weights in the opposite direction of the calculated gradient, a minimum
can be found.

the logarithm term evaluates to zero, hence the function result is zero.
P(i)

0 (2.10)

Dic1(P | Q) = 3 P(i) ogs(

Instead of measuring the average information content one can expect, the KLD measures
the additional content which is needed, if the probability distribution @ is used. If both
distributions are equal, the function can be zero. Therefore, if the predicted output of a
network is seen as a probability, one can use the KLD as a loss function for the neural
network.

When using the cross entropy loss in a neural network, two probability distributions are

needed. First, each predicted label is seen as a probability to belong to the right class.

Therefore, the neural network creates a probability distribution. The other probability
distribution is defined by the ground truth labels. The cross entropy measures the average
information content one can expect, if the probability distribution @ is used, instead of
P. The entropy and the KLD can be used to define the cross entropy, shown in Equation
2.11. The entropy of the ground truth data is added to the KLD.

H(P,Q) = Dkr(P | Q)+ H(P) (2.11)
Inserting Equation 2.9/ and Equation 2.10| into Equation 2.11| results in Equation 2.12.
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Q) =3 P(i) logs j - 2P lora( P(0) (2.12)

With the logarithm quotient rule, Equation [2.12 can be split into three sums, as shown
in Equation 2.13.

Q) = ZP( ) logs (P ZP i) logy (P ZP i)logs(Q(1)) (2.13)

Equation 2.14/ shows the final term of the cross entropy for discrete distributions. P(7)
corresponds to the probability gathered by the ground truth data. Q(7) is the probability
generated by the neural network.

Z P(i)logy(Q(4)) (2.14)

Equation 2.15| shows the calculation of the cross entropy for a single neuron.

Class A prediction = 30% Class A ground truth = 0%
Class B prediction = 70% Class B ground truth = 100% (2.15)
= —(0-1log(0.3) + 1 - log(0.7)) = 0.154

Both the cross entropy and the KLD can be used as a loss function for neural networks.
While KLD can be zero, the cross entropy will be equal to the entropy of the distribution,
if both distributions are equivalent. For gradient optimizations, both methods generate
the same end result in the network and can be equally used.

2.3 Chapter Summary

In this chapter, the progression of CNNs in the last years, which beat human classification,
is discussed. After that, the core concept of a convolution, with the needed parameters
and terms, is explained. These terms and definitions are needed, to fully grasp the
properties of modern CNNs. The most common layers to construct a CNN are explained
thereafter. Besides convolution, pooling and dropout layers, activation and loss functions
are discussed.
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CHAPTER

Related Work

In recent years, CNNs occupy the top places at image processing challenges. For
example, since 2012, the winner of every ImageNet challenge [7] uses a deep neural
network architecture. The first winning deep neural network, which used a fast GPU
implementation of a CNN called AlexNet proposed by A. Krizhevsky, I, Sutskever and
G. E. Hinton, [23], won with a top-5 test set error rate of 16.4%. The architecture is
shown in Figure 3.1. Some layers are split, to train the network on 2 separate GPUs
simultaneously. In comparison, humans score a top-5 error of 5%. In 2013, M. D. Zeiler
and R. Fergus created ZFNet [27], which decreased the error rate to 11.7%. Figure 3.2
displays the tuned AlexNet, which is called ZFNet. Instead of using 11 x 11 filter size
like AlexNet, ZFNet uses 7 x 7 filter sizes in the first layer. Additionally, M. D. Zeiler
and R. Fergus [27] introduce a deconvnet layer for visualization. This new layer is used
to visualize the feature activations of the convnet. Instead of mapping pixels to features,
like in the convnet, the deconvnet maps features to pixels. Therefore, the deconvnet
has no learnable parameters and is attached to an already trained convnet. The idea of
deconvnet layers is used by Ronneberger O. Ronneberger, P. Fischer and T. Brox in their
CNN called U-Net [10]. They extend the deconvnet layers with learnable parameters and
let the network learn a class label for each pixel.

While VGG Net by K. Simonyan and A. Zisserman [28] (7.3%) and GoogleNet by C.
Szegedy et al. [29] (6.7%) failed to beat human classification in 2014, ResNet by K. He
et al. [15] (3.6%) surpassed human classification for the first time, one year later. The
simple architecture and novel approach of VGG Net, with only 19 layers (in comparison
to 152 layers of ResNet), is still used today. Instead of using a large filter, two consecutive
small filters are applied to generate the same receptive field. For example, two 3 x 3
filters have the same receptive field as one 5 x 5 filter. A major benefit of this method
is the reduction of learnable parameters. Instead of 25 weights, only 18 weights are needed.
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Figure 3.1: AlexNet 8 layer architecture. The architecture allows the network to be
trained on 2 separate GPUs. A communication between GPUs is established only at
certain layers. Image from [23].
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Figure 3.2: ZFNet 8 layer architecture. It uses an AlexNet structure, with tweaked
hyper-parameters. Image from [27].

Since the success of neural networks in image classification, as mentioned before, the
approach of CNNs has spread to different areas in segmentation too. The progress in
recent years stems from powerful baseline systems. The baseline of Fast R-CNN by R.
Girshick [30] contributes to the development of Faster R-CNN by S. Ren et al. [3I] and
Mask R-CNN by K. He et al. [32], which are dominant in object detection. The baseline
of the Fully Convolutional Network (FCN) by J. Long, E. Shelhamer and T. Darrell
[33] is found in encoder-decoder architectures like the U-Net [I0] network. Te goal of
semantic segmentation is to assign a class label to each pixel. It is not important to
distinguish objects of the same class, in contrast to instance segmentation. The focus in
instance segmentation is to detect all objects and still label every instance separately.
Instance segmentation can be seen as an adapted semantic segmentation. In this work,
the focus lies on a semantic segmentation.
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3.1. Semantic Segmentation

3.1 Semantic Segmentation

In 2015, J. Long, E. Shelhamer and T. Darrell [33] developed a network named fully
convolutional network (FCN). The basis of their work is a reinterpretation of networks
which are used for image classification. To create a fully convolutional network, they
strip the classification network of its final layer and replace all fully connected layers with
convolutions. As a result, the new network can process inputs of arbitrary size and create
classification maps as output. Typically, networks use two convolutions followed by a
pooling layer multiple times, to downsample the input [28]. After the last convolution,
the image is upsampled with a high stride, to produce an output segmentation map.
Multiple variations are proposed to combine different convolution layers. Depending
on the implemented variation, the output image can contain coarser or fine-grained
information.

H. Chen et al. [34] create a network, which is inspired by the work of J. Long, E.
Shelhamer and T. Darrelll [33]. Before the first two max pooling layers, two convolutions
are used. After the second max-pooling, the structure is adapted. Three convolutions
are followed by a max-pooling layer, which again is followed by three convolutions. After
each pooling operation, the channel size is doubled in the next convolution. Therefore,
the network consists of four levels. In the last layer of the second, third and fourth level,
a transpose convolution is used to upsample the image to its original size with two feature
maps, followed by a 3 x 3 and a 1 x 1 convolution. All six feature maps are summed
together. A softmax classification layer is used to generate a probability map. In this
network, the up-sampling path is necessary to reconstruct fine details of the image.

For the task of biomedical image segmentation, O. Ronneberger, P. Fischer and T. Brox
[10] created a network called U-Net. It contains two different paths. The contracting
path, which is well-known from image classification, contains four levels. Each level
consists of two convolution layers of size 3 x 3, each followed by a rectified linear unit
(ReLU). To down-sample the image, a 2 x 2 max pooling layer is used, with a stride set
to 2. The number of features is doubled at each down-sampling step. The bottom layer
follows the same structure as the previous layers, but instead of using a down-sampling,
an up-sampling operation is used, which halves the feature channels. A 2 x 2 transposed
convolution layer, with stride 2, handles the up-sampling, followed by a ReLU. Instead of
using an up-sampling layer, which does not have learnable weights like the deconvnet in
ZFNet [27], transpose convolutions are introduced. Therefore, the up-sampling operations
is trainable. In the expansive path, a copy of the corresponding image of the contracting
path is added to the feature map. To reduce the combined size of the channels, the first
convolution halves the amount of features again. The final layer adds a 1 x 1 convolution,
which maps the features to the number of defined classes. In contrast to H. Chen et
al. [34], skip connections are introduced. Furthermore, the amount of feature maps
is increased drastically. For biomedical images, it is highlighted, that excessive data
augmentation is needed to train the network, if only few annotated training samples
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are available. U-Net can be seen as a combination of the FCN [33] and ZFNet [27]
architecture. As a result, the U-Net architecture achieves a more precise segmentation
with the decoder path, than the FCN architecture. Additional advantages of the U-
Net are the fast training times and the ability to work with datasets containing few images.

T. M. Quan, D. G. C. Hildebrand and W. Jeong [35] used a U-Net design with added
residual blocks called FusionNet. Between each two convolutions in each layer, a residual
block, which contains 3 convolutions and one skip connection is added. Furthermore,
instead of concatenating the skip connections with feature maps from the same level, a
pixel-wise addition is used to merge the maps together. Further, the dataset is rotated
in 90° and flipped in both directions to generate seven additional versions of each image.
Each epoch, a random field deformation is applied, to avoid overfitting.

J. Chen et al. [I4] introduced two key network parts in their architecture. First, a kU-Net
is explained. k is the amount of U-Net modules which are nested. For the case of k = 2,
U-Net-2 is the first network in the stack. It applies the known U-Net structure on a
downsampled input. U-Net-1 works on the original image. The output of U-Net-2 is
fused in U-Net-1 after the first down-sampling level. The behaviour of human experts
should be simulated, who first look at the whole picture to understand context, and zoom
in to label the boundaries after. The second network component consists a recurrent
neural network (RNN) which consists of Bi-Directional Convolutional Long Short Term
Memory (BDC-LSTM) units. The name is derived from an adaptation of the CLSTM by
S. Xingjian et al. [36]. CLSTM expands the LSTM [37] by replacing the vector multipli-
cation with an convolution operation, therefore allowing images as input. BDC-LSTM is
a stacked CLSTM layer, where the contextual information in two opposite directions is
fused. Additionally, multiple BDC-LSTM layers can be stacked by taking the output
of one layer as input to the next. Six different BDC-LSTM layers are combined with
standard layers in between in a deep architecture. A 5 x5 convolution is following the first,
third, fourth and sixth BDC-LSTM layer. Max-pooling is applied after the second and a
deconvolution after the fifth BDC-LSTM layer. At the final convolution, an additional
1 x 1 convolution is used to generate the output. While the first network captures context
from 2D slices, the second network is used to capture 3D context of the given 2D slices.
Both network components, kU-Net and RNN, can be trained separately or in combination.

S. Chopra et al. [38] presented a Siamese architecture to train a similarity metric for
face verification. The main architecture contains two identical convolutional networks,
which share the same weight. The used energy functions measures the difference between
the output of the two identical networks. Therefore, if an image of the same person is
fed to both networks, the output vectors should be close to each other, resulting in a low
energy function. If both networks get a different person as input, a high energy is the
result. The loss functions needs to be designed in such a way, that the energy function is
decreased or increased, if a pair of faces match.
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3.1. Semantic Segmentation

In May 2012, the first international challenge on 2D segmentation of neuronal processes in
EM images was launched [4]. The goal of the challenge is to create an accurate boundary
map to the given greyscale electron microscopy (EM) images and to attract researchers
to the field of connectomics.

For segmentation, the main characteristics of cells need to be handled properly. Cells
touch and occlude each other, heaps of cells occur and flowing transitions between cell
states and cell functions exist. Furthermore, EM images have low contrast and can
contain noise. The ground truth of the training images is created by a human expert.
Therefore, the ground truth itself can contain errors in comparison to the biological
reality. To reduce the human error, two different specialists separately draw the boundary
maps for the test set, with different software tools. The final labels are created as a
consensus between the two boundary maps. Disagreements ( for example a split or merge
error ) are manually corrected to guarantee the 3D object continuity.

Participants are given a training data set, which contains a set of 30 sequential sec-
tions from a serial section Transmission Electron Microscopy (ssTEM) data set of the
Drosophila first instar larva ventral nerve cord (VNC). The corresponding ground truth
boundary maps of the 30 images is made available too. The boundary maps contain
binary labels. A white pixel label ( with value 1 ) corresponds to a pixel inside a cell,
while a black pixel label ( with value 0 ) corresponds to a boundary pixel.

Each greyscale image from the training and test set has a size of 512 x 512 . The 30 test
images are made available without ground truth and are used as evaluation for the ISBI
challenge [4].

To measure the segmentation accuracy, three different metrics were used. Minimum
splits and mergers warping error, foreground restricted rand error and pixel error. After
evaluating the results of the ISBI 2012 challenge, the authors proposed new measures for
segmentation accuracy. Currently, the metrics used for the leader boards are Foreground-
restricted Rand Scoring and Information Theoretic Scoring.

In 2016, the Densely Annotated Video Segmentation (DAVIS) first started [39], which
created the first dataset specific for video object segmentation. The goal of the authors
was to create a dataset, which combines methods related on image segmentation and
object recognition. For this task, fifty professionally annotated high-resolution Full
HD videos are made available. Each frame is annotated professionally at pixel-level.
Furthermore, each video is annotated with a major problem of the sequence, namely
occlusions, fast-motion, non-linear deformations or motion-blur. As a result, problems
with different aspects of the videos can be easily identified. Fach two to four second
long video sequence, contains a single object, or spatially connected objects. Therefore,
the focus lies on detecting the object with the significant motion. State-of-the-art
algorithms using unsupervised, semi-supervised and supervised approaches are evaluated
and analysed. Region similarity, contour accuracy and temporal stability are used as
metrics for the evaluation.
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3.2 Chapter Summary

In this chapter, the success of CNNs in the ImageNet challenge for image classification is
explained. After that, the focus is shifted to semantic segmentation. The FCN [33] is
explained in detail, which is used as baseline to produce a wide array of similar networks.
Several networks, which use parts of FCN as a baseline are explained in detail. In Chapter
5, these networks are used to compare our adaptation of the U-Net architecture called
SiamU-Net, with the ISBI 2012 challenge results. Then, the ISBI 2012 challenge and the
EM dataset is introduced, which is still open for participants. Finally, the DAVIS 2016
challenge and the containing dataset is discussed.
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CHAPTER

Methodology

In biomedical image processing, only little datasets are receivable or available [10].
Therefore, the architecture of neural networks differs, depending on the task it should be
applied to. O. Ronneberger, P. Fischer and T. Brox [10] describe the U-Net architecture,
which is specifically developed for biomedical image segmentation. Key aspects of the
network are the fast training, the use of data augmentation to enlarge the used datasets
and the concatenation of higher resolution features in the up-sampled path, to enable
precise localization. As mentioned by O. Ronneberger, P. Fischer and T. Brox [10], elastic
image transformations are a key concept, when working with very few annotated images,
like in the ISBI 2012 challenge. We propose a novel method called Elastic Gradient
Transformation (EGT), which introduces image dependent semi randomness, based on
the image gradient. Additionally, to expand the U-Net network, we propose a structure
to learn spatio-temporal information. The new network is called SiamU-Net. As a design
choice, we do not use transfer learning. We avoid the dependency on already trained
models, and make our results comprehensible and reproducible.

4.1 Network Architecture

Parts of the U-Net architecture can be seen in many different networks as stated in Chap-
ter 3. In 2018, an adaptation of the U-Net architecture won the Kaggle 2018 Databowl
challenge for nucleus detection [12]. Despite the success of the U-Net, it lacks the ability
to learn spatio-temporal image information. On little sequential image datasets, like this
ISBI 2012 dataset with 30 images, the use of the temporal image information can have
an important impact on the segmentation result. In this thesis, we want to resolve the
issue of the U-Net, and exploit spatio-temporal image information with the help of a
second encoding path. We call the resulting architecture SiamU-Net.

In the following, a short introduction to the structure of the base U-Net is given. Figure
4.1 shows an illustration of the U-Net architecture. It comprises four contracting levels,
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Figure 4.1: Original U-Net architecture proposed by O. Ronneberger, P. Fischer and T.
Brox [10]. In comparison to Ronneberger et al. this U-Net implementation uses padding
to prevent a tiling of the input image. Image adapted from [10]

one bottom level and four expansive levels. Every level of the contracting path consists
of two convolution layers with a kernel size of 3 x 3, each followed by a rectified linear
unit (ReLU), and a a max-pooling layer with a kernel size of 2 x 2 and a stride of 2.
The idea behind stacked convolutions is derived from K. Simonyan and A. Zisserman
[28]. Instead of only using a large filter, two small filters are used in a row, to create the
same receptive field, as the large filter would have. Furthermore, this method generates a
more discriminative function and the amount of learnable parameters is reduced. Before
each down-sampling step, the output feature maps of the last convolution is additionally
saved for later use. The number of feature channels is doubled after each down-sampling
step in the first following convolution. In comparison to the original implementation of
the U-Net [10], the proposed implementation uses reflection padding at each convolution
layer, to create an output of the same size as the input.

There is a connection between the input image size and the number of used feature maps.
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4.1. Network Architecture

For a 512 x 512 input image, where 64 feature maps are calculated in the first convolution
with a size of 512 x 512, the first convolution in the bottom layer calculates 1024 feature
maps with an output size of 32 x 32. The number of feature maps in the last convolution
in the bottom layer corresponds with the number of neurons in a single feature map of
size 32 x 32. Therefore, in the bottom layer, for each feature, one feature map exists. To
avoid excessive cropping, the size of the feature maps at each down-sampling step has to
be even, to generate a matching up-sampling. For uneven input data, zero padding can
be added to the data.

The bottom layer follows the same structure as in the contracting path, but instead
of using a down-sampling layer, an up-sampling operation is used, which halves the
number of feature channels. A 2 x 2 transposed convolution layer, with a stride of two,
handles the up-sampling, followed by a ReLU. In addition, a dropout layer with 50%
probability is added before the last max-pooling layer and before the first up-sampling
layer. In the expansive path, before each first convolution, the saved feature maps from
the corresponding contracting level are concatenated with the current feature maps,
doubling the number of feature maps. Now, the first convolution halves the amount of
feature maps again, as seen in Figure 4.1 on the expansive path. If no padding is used,
the corresponding feature maps of the contracting layer have to be cropped to match the
size of the feature maps of the expansive path. This skip connections combine low level,
fine-grained feature maps from the expansive path with the semantic, coarse-grained
feature maps from the contraction path.

After the final up-sampling, two convolutions are followed by a final convolution layer,
which uses a kernel size of 1 x 1, to map all features to the number of defined classes.
In total, the network contains 19 convolutions, four transposed convolutions, four max
pooling layers and two dropout layers.

SiamU-Net

In the ISBI 2012 dataset, a spatio-temporal relation between the images exists. To
improve the semantic segmentation, we propose an extension to the U-Net architecture.
Instead of a single greyscale input image x;y1 at time ¢ + 1, the network needs to pro-
cess an additional input x; to calculate the segmentation map of the image x;4+1. The
contracting path is mirrored for the additional input image x4 in a separate encoding
path, without sharing weights. Therefore, eight additional convolutions layers, and four
additional max-pooling layers are added to the network. The two encoders are fused
back together in the latent space. Therefore, each encoding path generates 512 feature
maps after the last pooling layer. Both feature maps are concatenated to form a tensor
of 1024 feature maps. Before the first up-sampling step, two convolution layers are
used to create a dependence between both encoding paths. Instead of concatenating
low-level or mid-level features of the first three contracting levels, we want to associate
high-level features of both images with each other. The reason for this approach is
based on our observation of how human experts label datasets. To label biomedical data,
first the whole image is looked at to capture context, as mentioned by J. Chen et al.
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[14]. After that, the image is zoomed in for precise labelling. Another observation is
that consecutive images change radically locally due to the small sampling size. As a
result, we concatenate the features with the largest receptive field in our network. After
the mentioned concatenation, the baseline U-Net architecture is followed again. In the
expansive path, only skip connections from the contracting path of image ;41 are used
to calculate the segmentation map of input image ;1. Figure 4.2 shows the architecture
of the SiamU-Net. The red rectangle shows the contracting path, which is added to the
U-Net architecture to exploit spatio-temporal image information from the input image
Tt.

t+1 o/ > Xt+1

H I segmentation
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HH H
i»l»g | ————

mirrored encoder  put + . e
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)
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u

Figure 4.2: SiamU-Net architecture proposed in this thesis. The additional branch is
marked with a red rectangle. In comparison to the U-Net by O. Ronneberger, P. Fischer
and T. Brox [I0] an additional mirrored encoder path is used, to exploit spatio-temporal
information of image z;. Image adapted from [10]

The idea to use an additional encoding path without sharing weights is influenced by the
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4.2. Elastic Image Transformation

kU-Net architecture by J. Chen et al. [I4]. Instead of using multiple U-Nets behind each
other, the proposed solution generates a split in the encoding path, resulting in a side by
side path.

In our networks, the weights are initialized as mentioned by O. Ronneberger, P. Fischer
and T. Brox [10]. The weights are drawn from a Gaussian distribution, with a standard

deviation of 4/ ﬁ . N corresponds to the number of incoming channels in the convolution
layer and K is equal to the sum of elements in the kernel. For a 3 x 3 convolution with
128 incoming channels K * IV is equal to 9 x 128 = 1152.

4.2 Elastic Image Transformation

For the task of biomedical image segmentation, publicly available datasets contain only
a limited amount of annotated images [10]. Due to the high costs and time-consuming
task of biomedical image annotation by experts, elastic image deformations are used to
increase the size of datasets artificially. O. Ronneberger, P. Fischer and T. Brox highlight
elastic random transformations as a key concept for the success of the U-Net [10]. Besides
two common methods called random normalized and random scaled transformation, we
propose a novel method called elastic gradient transformation, which introduces image
dependent semi-randomness based on the image gradient. In the following, the steps to
calculate elastic image transformation are explained in detail.

Random Normalized Transformation

First, we need to create a random field for the z and y direction with the same size as the
input image. Each field contains uniform distributed random numbers between —1 and
1. To both random fields, a Gaussian filter is applied. The filter size is calculated with
respect to o as shown in Equation 4.1 . For large values of o, random values are close to
zero in both field directions. The random fields are combined to create a displacement
vector field. After normalizing each displacement vector to a norm of 1, ¢ can be used

to manipulate the field structure. Small values of o create random displacement fields.

Choosing large values for o let the displacement field look constant. Intermediate values
of o can create elastic looking deformations. Figure |4.3| shows vector fields with different
o values. To control the intensity of the displacement, a scaling value « is introduced,
which is multiplied with the scaled displacement vector field [40].

FilterSize =2 -round(3-0) +1 (4.1)
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Figure 4.3: Random Normalized Transformation (RNT) applied to an image of size
512 x 512 with changing o values. Every 25th vector is shown. Low values of o create
random fields, while high values of o generate constant fields. Medium values create
elastic looking displacement fields. For scaling, the field is multiplied with a scaling value
a, after normalizing each displacement vector to length 1.

Random Scaled Transformation

Instead of normalizing each displacement vector to a length of one, like mentioned in the
normalized transformation, the displacement field is multiplied with a scaling value «
directly. The effect can be seen in Figure 4.4. Values, close to zero, do not impact the
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4.2. Elastic Image Transformation

displacement, while long vectors have a high impact on the resulting transformation. To
decrease the impact of outliers, instead of using a uniform distribution, the random values
are generated from a Gaussian distribution. An advantage of the scaled transformation
method is the ability to simulate smooth waves, which avoids hard edges in images.
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Figure 4.4: Random Scaled Transformation(RST) applied to an image of size 512 x 512
with changing o values. Every 25th vector is shown. Low values of ¢ create random fields,
while high values of ¢ generate constant fields. Medium values create elastic looking
displacement fields. For scaling, the field is multiplied with a scaling value a. No vector
normalization is applied.
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To guide an elastic transformation, we propose a novel method called Elastic Gradient
Transformation (EGT). To show noticeable and comprehensible effects of this method,

the image of a microscope, as seen in Chapter 2, is used.

Elastic Gradient Transformation
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4.3. Datasets

As a first step, we calculate the gradient dx and dy of the image. The gradient matrix
values are scaled to be between —1 and 1. Next, a Gaussian filter is applied to the
gradient fields. This step is needed to reduce image noise. Furthermore, a threshold range
for the Gaussian filter needs to be set. Hard edges of the gradient need to be avoided.
For images from the ISBI challenge, a value between 70 and 90 worked best. To emulate
randomness, two scaling factors, which are randomly chosen between two thresholds, are
needed. Scaling factor « is multiplied with the Gaussian filtered dz gradient field, while
scaling factor f is multiplied with the Gaussian filtered dy gradient field. No universal
applicable threshold values exist. The correct values for the thresholds need to be tailored
to the underlying image data. Figure |4.5| shows the elastic gradient fields with @ = 8
and no vector normalization. The effect of different Gaussian filter values can be seen in
Figure 4.5, In this example, the threshold value of o and 3 is equal. When changing the
value of the scaling factors and the Gaussian filter randomly, the direction and intensity
of the vectors can be manipulated.

4.3 Datasets

Two datasets are used to evaluate the performance of the proposed SiamU-Net, in
comparison to an U-Net architecture. For the ISBI 2012 challenge, the dataset contains
a set of sequential sections from a ssTEM. The goal is to find an accurate boundary map,
to distinguish the membrane from non-membrane elements at pixel-level. The second
dataset from the DAVIS 2016 challenge contains fifty professionally annotated videos,
which last between two and four seconds. The first frame of each video is given, and a
segmentation of the following images is needed.

In the following, the needed pre-processing steps to adapt the datasets to our network
and the evaluation metrics are highlighted.

ISBI 2012

For this challenge, three tif files are present. Challenge, ground truth and train files.

Each file contains 30 images of size 512 x 512. It is to note that, no separate validation
images are present. Therefore, the participant has to pick the validation images from the
trainings data on his own choosing. The TrakEM2 plug-in of the FIJI framework [41] was
used for the annotation of the ground truth. More detailed information about the image
data which shows the Drosophila Brain is found in the work of A. Cardona et al. [42].
The ground truth contains two classes. White pixels have a label value of 255 and
correspond to non-membrane elements. Black pixels are labelled with a 0, and have 100%
membrane certainty. Figure |4.6/ shows two example images from the training set with
the corresponding ground truth.

We wrote a custom python script, which helps us to separate the images from the single tif
file. To match temporal corresponding images during training for our SiamU-Net, images
are numbered from 0 to 29 in temporal sequence. We randomly shuffle the images for
training, while still matching corresponding images for the input to our network. For our
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implementation, every third image is used for validation. The SiamU-Net calculates the
segmentation of image z;11, therefore all validation images can be used in the additional
encoder path as input z;. In addition, every image without a predecessor is part of the
validation set (like the first image of the sequence).

To save processing time, data augmentation can be applied as a preprocessing step. In
our setup, rotation, flipping and elastic image transformation is applied at runtime. In
each training iteration, the same data augmentation is applied to both of the input
images. This helps the network to maintain the spatio-temporal image information of
two consecutive images.

(c) train image 9 (d) ground truth 9

Figure 4.6: Two images with corresponding ground truth from the ISBI 2012 challenge
dataset [4]. White pixels in the ground truth belong to segmented objects, while black
pixels correspond mostly to membranes. The ground truth is generated by two experts,
who independently segmented the data, with two different software programs. The final
ground truth was created by a consensus of both expert segmented boundary maps. It is
stated that the ground truth itself contains errors, relative to the underlying biological
reality. Image reproduced from [4]

Some images of the dataset contain visible errors. However, we do not use any pre-
processing to handle those. Figure 4.7 shows an image with multiple white stains and
the corresponding ground truth image. White stains, as can be seen in the bottom and
left part of the Figure |4.7a, are not processed in a special way by out network. It uses
the unaltered images from the official available dataset.
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4.3. Datasets

(b) Ground truth

Figure 4.7: One image from the validation set with the corresponding ground truth.

These images can contain errors. White stains, as can be seen in the bottom and left
side of image (a) are present in multiple images of the trainings dataset.

DAVIS 2016

The dataset is structured into three folders, Annotations, JPEGImages and ImageSets.

Annotations contains a folder for each video, with the ground truth images of each frame
in png format. JPEGImages shares the same structure, but contains RGB images in a
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jpg file format. A partition into train and validation, is already predefined in a txt file in
ImageSets. Each line of the txt file contains the location of an RGB image frame and the
corresponding ground truth in sequential order for the used videos. Image bear/00077.png
in Annotations contains an alpha layer, which is in a different format than the rest of the
ground truth images. The alpha channel is removed as a pre-processing step. Instead of
working with the 1080p images, a cropped version of the 480p images is used to decrease
the trainings time and avoid image cropping. The final size of an image is 400 x 240,
and is converted to grayscale. For real life images, as contained in the DAVIS 2016
dataset, elastic image transformation can not be used to enlarge the image count. An
elastic transformation will change the shape and structure of an object. Contracting or
expanding an image at random positions introduces errors, which reduce the segmentation
quality. Furthermore, the perspective of the images is important. Videos are taken from
popular streaming sites, and therefore do not contain mirrored or upside down videos.
On this account, only horizontal flipping is applied to the training videos. The data for
training contains 2079 images, from 30 videos, while the validation set contains 1376
images from 20 videos.

Three different images from the challenge are shown in Figure|[4.8. The goal of the DAVIS
2016 challenge is to segment the object in significant motion, separating it from the
background. Even if multiple objects of the same type exist, for example other people in
the background, only one objects must be detected.

For the DAVIS 2016 challenge, a semi-supervised approach is used. Therefore, the first
ground truth image of each video is available to the network while training. There are
two ways to incorporate the semi-supervised approach. The first approach would move
the first image and ground truth from each validation video to the trainings data. In
this thesis, a different approach is used. Before inference, we apply another training to
our network, which only trains on the second ground truth image of the corresponding
validation video. This helps the network to specialize on the video. This step is necessary
due to the structure of our SiamU-Net. A predecessor of each image is needed to generate
a segmentation. However, the SiamU-Net still only is allowed to see one image with
corresponding ground truth from the validation. Therefore, our model after training
needs an additional training initialization for each validation video.

Challenge Metrics

The main goal of the ISBI 2012 challenge [4] is to find an accurate boundary map. A
simple measure is the pixel error. This method only classifies, if a given pixel is correctly
detected as a boundary pixel. The inability to detect merge errors, is a drawback of
this method, as mentioned by I. Arganda-Carreras et al. [4]. If a single pixel is missing
between a border, only a small pixel error occurs, but a merge error between two cells
occurs.

In connectomics, defining a meaningful scoring for boundary maps is a non-trivial task. In
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4.3. Datasets

(b) bear GT 0

(d) breakdance-flare GT 0

(e) breakdance 6 (f) breakdance GT 6

Figure 4.8: Three images with the corresponding ground truth (GT) from the DAVIS
2016 challenge dataset [43]. White pixels in the GT belong to segmented objects, while
black pixels correspond to the background. The GT is manually labelled by experts at
pixel-level.

real world applications, experts use boundary detection algorithms as a base segmentation
and correct the missing or wrong parts themselves. The manual labour needed to correct
the segmentation should impact the used metric. Computing such a metric automatically
is difficult. The tools used by the experts and the experts themselves have an impact on
quality of the segmentation. Therefore, in the ISBI 2012 challenge an approximation of
such a metric is proposed. Split errors and merge errors can be detected by a metric.
Both errors need human effort to be corrected. If one neuron is incorrectly split into two
neurons or two neurons are merged into one, an expert needs to correct the boundary
map manually. Therefore, a new metric is introduced in the challenge to accommodate
the special needs in biomedical imaging, which is described in the following.

One can transform a boundary map into a segmentation by finding the connected compo-
nents. First, a rand split score is defined in Equation 4.2. S is the predicted segmentation
and T is the segmentation of the ground truth. p;; can be defined as the probability that
a randomly chosen pixel is part of segment ¢ in S and segment j in T. ¢; = >, p;; is the
probability of a randomly chosen pixel to belong to segment 7 in T. The numerator in
Equation 4.2, is the probability, that two randomly chosen pixels belong to the same
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segment in both S and T. The denominator is the probability that two pixels belong
to the same segment in T. The whole equation can be seen as the probability of two
randomly chosen pixels belonging to the same segment in S, with the condition that they
belong to the same segment in T. A high rand split score, corresponds to fewer split
errors [4].

2

VRand _ 2 Pij
split  — E t2
k “k

The rand merge score is defined in Equation 4.3. S; = >, p;; is the probability of a
randomly chosen pixel to belong to segment ¢ in S. The Equation 4.3/ can be described by
the probability of two randomly chosen pixels belonging to the same segment in T, with
the condition that they belong to the same segment in S. Fewer merge errors increase
the merge score [4].

(4.2)

2
VRand — ZZ.? pU (4 3)
merge Zk 8% :

With the weighted harmonic mean, both scores can be joined, to include both split
and merge errors. If a = 0.5, split and merge errors are weighted equally [4]. The
official ranking metric for the competition is Foreground-restricted Rand Scoring and
seen in Equation 4.4. Borders between cells are often described differently by humans
and algorithms. Therefore, border pixels in the ground truth boundary map are excluded
in the calculation of the scores.

2
yRand _ i 2ij Pij i (4.4)
aYpsp+(1—a)dt;

A script to evaluate the training set is published at the website of the ISBI 2012 challenge
[44]. The script evaluates a given ground truth and the resulting output segmentation
map of the network.

Information Theoretic Scoring is an alternative scoring system which was added later to
the competition. The ranking depends solely on the Foreground-restricted rand scoring
value. The Information Theoretic Scoring values are added for the sake of comparison.
Both methods are explained in detail in the main publication about the competition, by
I. Arganda-Carreras et al. [4].

The DAVIS 2016 challenge uses a different metric to test the segmentation accuracy. For
a resulting segmentation mask M, we want to answer the question of how well it fits
the given ground truth mask G. The Jaccard index J was first introduced in PASCAL
VOC2008 [45]. The Jaccard index J is defined in Equation 4.5 as the intersection
over union. The intersection of |[M N G| calculates the sum of all labels in M, which
overlap with the ground truth G. The union |M U G| produces the sum of all distinct
labelled pixels of both maps. Therefore, the Jaccard index provides an information about
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4.3. Datasets

the similarity of the segmentation to the ground truth and is used in the DAVIS 2016
challenge.

M NG|

j_\MUG\

(4.5)

Network Evaluation Metrics

For both datasets, only two classes exist. Therefore, the output of our networks can be
represented by a probability map. To generate a binary labelling out of it, a threshold
is applied. All probabilities below the defined threshold are mapped to the label zero,
while the rest is mapped to label one. The label one (white pixel) corresponds to class
non-membrane or object. It represents the true output. The label zero ( black pixel)
belongs to the class membrane or background and represents the negative output.

When looking at the ground truth and corresponding network segmentation for the DAVIS
2016 dataset, it is easy for non experts to detect a workable solution. In connectomics, it
is difficult to link the generated segmentation map with a corresponding image. Expert
knowledge in connectomics would be needed to declare, if a segmentation map is useful
or meaningless. Nevertheless, the following metrics can still be used to detect problems
during the learning phase of the CNN. In the following, we use the term positive label for
class label 1 , while a negative label is equal to label 0. TP, TN, FP and FN correspond
to true positive, true negative, false positive and false negative.
In addition to the above mentioned challenge metrics, we are using precision, recall, F1
score, accuracy and the false-positive rate (fpr) to evaluate our network.
Equation 4.6 shows the calculation of Precision. It can be formulated as: of all the
predicted positive labels, how many of them are actual positive labels.

TP

Precision = ———— 4.
recision = s (4.6)

Recall calculates how many of the actual positive labels are predicted as positive labels,

as seen in Equation 4.7.
TP

Recall = ———— 4.7

TP+ FN (4.7)
Equation 4.8| shows the metric of Accuracy. In contrast to recall and precision, which only
compares positive labels, accuracy shows the percentage of correctly classified elements
in the segmentation.

TP+ FP
TP+ FP+TN+FN
The FalsePositiveRate is needed to confirm a high precision value. It calculates how
many of the actual negative labels are predicted as positive labels. This is important if

Accuracy = (4.8)
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there is a high-class imbalance between positive and negative labels. It can be thought
of as the probability of a false alert.

P
FalsePositiveRate = ———— 4.9
alsePositiveRate FPLTN (4.9)
2T P _ precision * recall

F1 — Score =

= 4.10
2P+ FP+ FN  precision + recall ( )

Finally, the F1-Score is shown in Equation [4.10. F1 score is the harmonic mean of
precision and recall, and can be used to set both metrics in context. The importance of
the F1-score results from the ability to work with unbalanced classes.

4.4 Implementation

In CNNs, millions of parameters need to be trained and processed in each training step.
For a fast implementation in frameworks, it is necessary to use GPUs with large memory
bandwidth. In recent work, up to 27,600 Nvidia V100 GPUs are used in distributed
training [46]. In the area of CNNs for image segmentation, CPU clusters are superseded
by the use of GPU clusters. Nvidia plays a leading role to advance CNNs with the
development of Nvidia Cuda and the cuDNN library.

Hardware

A main concern for our hardware setup is research comprehensibility. It is important to
generate results which are testable, for as many researchers as possible. Therefore, the
proposed setup uses consumer grade hardware. As CPU, we use an Intel i7-7700K with
four cores at 4.20 GHz. Our mainboard is equipped with 8 GB DDR4 random access
memory in dual channel, a 128 GB SSD for fast access of applications, and a 1.5 TB
HDD to save the network models and network outputs at different stages. To benefit
from CUDA Toolkit 10 and The Nvidia CUDA Deep Neural Network library (cuDNN)
implementations , we use a KFA2 GeForce GTX 1070 EXOC which has 8 GB GDDR5
memory. It is possible to accumulate gradients and generate huge batch sizes on low end
hardware too. However, current implementations of batch normalization layers are not
compatible with gradient accumulation in PyTorch.

Software and Frameworks

Ubuntu 18.04 LTS Linux distribution is chosen as operating system. It supports Nvidia
drivers and all popular machine learning frameworks. Therefore, we use Nvidia libraries
of CUDA Toolkit 10 and cuDNN v6 to profit from high-performance GPU acceleration.
The original architecture of the U-Net by O. Ronneberger, P. Fischer and T. Brox [10]
is implemented in Caffe [I1]. The development of Caffe stopped, therefore we chose an
alternative machine learning framework. We ported the U-Net architecture to PyTorch
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4.4. Implementation

1.0, which is a framework for machine learning with deep integration into Python. We use
the python package manager conda with Python 3.7 to load and manage our dependencies
for the PyTorch 1.0 Framework. All scripts to process data and to visualize output are
written in Python as well.

To configure, organize and log our experiments, we use the powerful tool called Sacred
by K. Greff et al. [47], which is developed by the Swiss Al Lab IDSTA. The power of
sacred lies in the separation of parameters into a separate file. This configuration file
can be injected into any function with the help of decorators, therefore generating a
predefined place for all hyper parameters. Additionally, the command-line interface has
the possibility to change the predefined parameters on each call. Sacred gives us the
opportunity to log our experiments into an online mongoDB. Therefore, any change of the
experiment hyper parameters and code is documented. All metric variables are defined
in code and are tracked with Sacred. Besides the tracking of parameters, sacred offers

to track the used configuration file, all used source files, console outputs and artefacts.

Artefacts are user defined objects, which can be saved at specific times. For example, we
can save the PyTorch model, every time a best loss is reached. Therefore, it is simple to
organize and structure the experiments.

Implementation details

The implementation of our networks is made available on request and is tested with
Ubuntu only. Our code contains the custom data loader for the ISBI 2012 and DAVIS
2016 datasets. Data augmentation is applied at runtime. Therefore, changes or additions
of augmentations need to be set in the data loaders. The trained models of our networks
are not made available. A single model with all weights and settings needs up to 300 to
400 MB for storage, therefore we omit to send them. Our data augmentation method is
separated into an own python script, making it usable without a neural network.

All needed hyper parameters are pre-set. A change of the most used parameters is done

through the config.json file. For the network, multiple different settings are available :

batch size, learningrate, momentum, weight decay, epochs, class weight and classes can
be changed in the config. Furthermore, we added the possibility to train on the cpu, set
padding for all layers to true or false, resume from a given model, save the segmentation
maps generated while training and changing the location of all saved items. The setting
txtinfo maps the output from the console to a txt file. For inference, the setting evaluate
needs to be set to true. All used evaluation metrics are found in the main file of the
networks.

To calculate the official ISBI 2012 metrics for one train image, a script for ImageJ (
Fiji ) is available. We wrote a separate Python script, which imports ImageJ with the
loaded evaluation script and executes it for all files in a specific path. These file paths
are hardcoded and need to be adjusted depending on the used file structure.
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4.5 Chapter Summary

In this chapter, the methodology of our work is presented. First, two similar methods to
generate an elastic transformation are explained. To show the differences between both
methods, the random fields are visualized with different parameters. Subsequently, our
proposed gradient elastic transformation is presented, and the gradient transformation is
shown on a test image. Afterwards, we describe the base U-Net architecture in detail.
The proposed U-Net adaptation is called SiamU-Net. The SiamU-Net is able to exploit
the spatio-temporal image information between two successive images. An improved
segmentation quality is the result. After that, an overview of the datasets ISBI 2012
and DAVIS 2016 is given. The metrics used for both challenges is explained thereafter.
Finally, a description is given about the used hardware to support research reproducibility.
Furthermore, the used software and frameworks are described. We only use software
which is available without any costs to support our claim of reproducibility. Important
details about our implementation and project structure are described in short.
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CHAPTER

Evaluation and Results

We evaluate the performance of our reimplementation of the U-Net and SiamU-Net to
prove the following hypotheses: first, we show that our novel elastic gradient transfor-
mation (EGT) helps to generalize on small cell datasets, like the ISBI 2012 cell dataset.
Second, we analyse the improvements of our novel EGT method on the U-Net architecture.
Therefore, a comparison is made between two additional elastic image transformation
methods. Third, we analyse the ability of the SiamU-Net architecture to use spatio-
temporal image information. We show the improvements when using the additional
information on two domain different datasets, namely the ISBI 2012 cell dataset, which
contains sequential cell images, and the DAVIS 2016 dataset, which contains multiple
different videos. Our evaluation shows, that for both datasets, the SiamU-Net generates a
higher score than the U-Net architecture. On the ISBI 2012 challenge, the original U-Net
architecture by O. Ronneberger, P. Fischer and T. Brox [10] is placed at rank 61, while
our SiamU-Net places at rank 31 '. On the DAVIS 2016 dataset, the SiamU-Net achieves
a 7.76 point higher Jaccard index than our U-Net implementation, which confirms the
ability of the SiamU-Net to exploit temporal information.

The computational results presented have been achieved [in part] using the Vienna
Scientific Cluster (VSC) 2.

5.1 ISBI 2012

The ISBI 2012 dataset contains 30 challenge images and 30 train images. The ground
truth of the train images is made available at their website, while the ground truth for the
30 challenge images is kept secret. Therefore, to compare our neural network architecture

"nttp://brainiac2.mit.edu/isbi_challenge/leaders-board-new accessed: 26.6.2020
2https://vsc.ac.at/home/
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locally, every third image of the training set is used for validation. To generate a leader
board entry for the ISBI 2012 challenge, the segmentation map of the 30 challenge images
needs to be converted to a single tif file and is then uploaded on the competition’s website.
For our networks, we use the cross entropy as a loss function. The stochastic gradient
descent with a learning rate of 0.001, a momentum of 0.99, a batch size of 1 and class
weights is used for training. To tackle class imbalance, we apply a weighting to the
classes. Class cell is weighted with 1, while the membrane class is weighted with a 5
times higher value. These are experimental values, which are generated by comparing
the amount of white pixels and black pixels in the ground truth. All evaluated networks
are trained for 600 epochs, where each epoch contains 20 training images in a random
order. In our architecture, replacing the ReLLU activation function with sigmoid or tanh
activation functions generated no significant benefit. Therefore, the ReLU activation
is used after every convolution layer, and the results of networks trained with different
activation functions are omitted.

Elastic Image Transformation

Data augmentation can be applied to cell images, because deformations are a common
variation in tissues [10]. Realistic looking deformations can be approximated efficiently
with the elastic image transformations described in Section [4.2l

O. Ronneberger, P. Fischer and T. Brox [10] use an elastic image transformation method
with a random field to morph the cell images. We propose a novel elastic gradient
transformation method, which is dependent on the cell structure. Instead of using a
random field to generate an elastic transformation, the proposed method uses the image
gradient to deform the cell structure, which leads to an improved generalization of the
network.

To evaluate this hypothesis, we train four U-Net networks with different image transfor-
mations. The first network trains without any elastic transformation. Network two, three
and four trains with the Random Normalized Transformation (RNT), the Random Scaled
Transformation (RST) and the Elastic Gradient Transformation (EGT) respectively. The
image transformation method is applied to 90% of the images at runtime. In our setup,
the networks start to overfit before reaching 600 epochs. A sign of overfitting is the
decreasing train loss, while the validation loss keeps increasing.

To evaluate the performance of the elastic image transformation, we train four U-Net
networks, which only use an elastic image transformation method as data augmentation,
and compare the results on the validation images. Table 5.1 shows the challenge metric
(rand score) for the ten validation images of each trained network. The values are
calculated with an official challenge script locally. Our U-Net architecture, with the EGT
method, achieves the highest score in 6 out of 10 validation images. While our network
with the EGT method produces a rand score greater than 0.970 points in eight images,
the network with the RST method reaches a higher value in only seven images. The
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5.1. ISBI 2012

network with the RNT method falls behind the other networks, scoring above 0.970 in
only six images. Despite using no data augmentation in one network, it still produces
high rand scores. On Image 12, it scores the highest rand score, despite having no data
augmentation at all. However, the result is not surprising. Due to the small size of the
available dataset, the validation images need to be selected out of the 30 available train
images. Therefore, the strong similarity of the train and validation cell images, and
the sequential nature of the dataset has a remarkable impact on the validation results.
Furthermore, pixel errors which do not introduce cell merges or splits, have no influence
on the rand score.

no augmentation RST RNT EGT

Image 0 0.962 0.965 0.970 0.971
Image 3 0.966 0.968 0.968 0.970
Image 6 0.978 0.983 0.978 0.982
Image 9 0.985 0.985 0.984 0.986
Image 12 0.994 0.992 0.990 0.992
Image 15 0.992 0.994 0.993 0.995
Image 18 0.871 0.891 0.901 0.898
Image 21 0.967 0.977 0974 0.952
Image 24 0.973 0.974 0.833 0.975
Image 27 0.974 0.971 0.957 0.976

Table 5.1: For evaluation, four different networks are trained. The resulting rand score
is calculated with the official fiji script available from the ISBI 2012 challenge. In six
out of ten images, the U-Net with EGT scores highest. RNT for Random Normalized
Transformation. RST for Random Scaled Transformation. EGT for Elastic Gradient
Transformation.

To validate the impact of the elastic image transformation methods on the ISBI 2012

challenge dataset we train another six U-Nets with different data augmentation settings.

To generate competitive results, class weights, 10° rotations at random at every image
and image flipping is applied. Elastic image transformation is again applied to 90% of
the images at runtime. These basic augmentation settings do not differ between the
networks, besides for Net 1, which utilizes no augmentation at all, and Net 2, which only
uses class weights. Table 5.2 shows the best epoch, train loss, validation loss and the used
data augmentation of the six networks. Net 1 and Net 2 apply no data augmentation
at all. As a result, these networks start to overfit before 200 epochs. As can be seen in
Table 5.2 column Best Epoch, elastic image transformations and rotations, delay the

overfitting. Net 6 trains three times more epochs than Net 1 or Net 2, without overfitting.

The low train and validation score of Net 1 can be explained by the lack of using class
weights. As a result, the five times higher occurrence of white pixels than black pixels in
the ground truth, impacts the loss function.

The best scoring network while training is Net 6, with our novel EGT method. The
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lowest training loss, in combination with the lowest distance between the train and the
validation loss, proves the positive impact of our EGT method on the network.

(g) GT Label (h) GT Volume

Figure 5.1: The images show the probability map of an image from the validation set for
the six trained networks. In the last row, the ground truth (GT) and volume image is
shown.
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5.1. ISBI 2012

Out of the three elastic image transformation methods, EGT scores best, while RNT
performs worst again.

Best Epoch Train Loss Val Loss Augmentation
Net 1 167 0.178 0.193 -
Net 2 148 0.203 0.231 W
Net 3 234 0.201 0.222 W, R, F
Net 4 527 0.223 0.203 W, R, F, RNT
Net 5 336 0.205 0.219 W, R, F, RST
Net 6 438 0.195 0.209 W, R, F, EGT

Table 5.2: Best epoch and best loss values for six U-Net networks with different data
augmentations. After the best epoch is reached, each network starts to overfit. A sign
for the overfitting is the decreasing train loss while the validation loss increases. Symbols
for adjustments: W for class weights. R for image rotation. F for image flipping. RNT
for Random Normalized Transformation. RST for Random Scaled Transformation. EGT
for Elastic Gradient Transformation.

For all six networks, the resulting segmentation map of one validation image is shown in
Figure 5.1 The ground truth and the corresponding volume image is seen in the last
row. In Figure |5.1al |5.1b/ and [5.1c¢, even without elastic image transformations, the heap
of clusters in the middle is detected correctly. A drawback of not using elastic image
transformation is an increase of pixels with a class probability between 40% to 60%. This
results in the increase in cloudy areas seen in Net 1, Net 2 and Net 3. These areas are
from the darker nucleus blobs in the validation image (Figure 5.1h), and impact the
segmentation negatively. With the use of elastic image transformations, the impact of
dark nucleus areas decreases. Despite the best score, Net 6 is unable to detect the black
filled blob on the right side of the ground truth image. The impact of not detecting the
dark blob is low, because the challenge metric does not factor in pixel errors. Wrong cell
merges or splits have a higher impact on the rand score, than the detection of filled dark
blobs.

Currently, 223 participants are registered at the leader board of the ISBI 2012 challenge
3. Table 5.3 shows the achieved rank, the metric score, and the used augmentation

method of the six networks. All networks are trained with the same hyper parameters.

Net 1 uses no data augmentation at all. Net 2 uses class weights only. Net 3 uses class
weights, rotations and image flipping. Net 4 to 6 use class weights, image rotation, image
flipping and elastic image transformations. While applying rotation and elastic image
transformation to the ground truth, non binary labels are produced. All labels below 127
are mapped to 0, while all labels equal or above 127 are mapped to 255. We generate

the challenge segmentation images based on the model with the best validation loss.

Furthermore, no post-processing is applied to our segmentation.
O. Ronneberger, P. Fischer and T. Brox [10] mention elastic image transformations as

3http://brainiac2.mit.edu/isbi_challenge/leaders-board-new accessed: 26.6.2020
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a key concept in their network training. Our evaluation shows that even without any
data augmentation as in Net 1, our implementation produces a rand score of 0.947. The
height value can be explained by the competition metric. The metric does not factor pixel
errors in. The main purpose of the challenge metric is to detect merge and split errors.
Therefore, shrinking, expanding or even translating of boundaries between neurites has
no impact on the metric score, as long as no new merge or split errors are introduced.
The U-Net architecture with our novel data augmentation called Elastic Gradient Trans-
formation (EGT) scores the highest rand score out of the six trained networks and places
at rank 37. The second placed Net 4 uses the RNT method, and is ranked 21 places
behind Net 6, at place 58 [*. The results confirm the importance of our cell tailored EGT
method.

To configure our EGT method, we are using the following values: EGT is applied to 90%
of the training images at runtime. The ¢ integer value is randomly chosen between 70
and 90. The scaling values for  and § are randomly chosen integer values between 2000
and 4000. In addition, each scaling value has a 50% chance to be negative.

Rank Rand Score Thin Augmentation
Net 1 | 140 0.947 -
Net 2 | 110 0.962 W
Net 3| 134 0.952 W, F
Net 4 58 0.973 W, R, F, RNT
Net 5 95 0.966 W, R, F, RST
Net 6 37 0.976 W, R, F, EGF

Table 5.3: Rand score for the tested neural networks with data augmentation. Symbols
for data augmentation: W for class weights. R for image rotation. F for image flipping.
RNT for Random Normalized Transformation. RST for Random Scaled Transformation.
EGT for Elastic Gradient Transformation.

SiamU-Net

The proposed SiamU-Net implementation needs two sequential images as input. To
calculate the segmentation map of image two, the sequential predecessor which is image
one, is needed. Because we use every third image for validation, no predecessor would
exists for several train images. We specify, that our SiamU-Net is allowed to use every
validation image as a predecessor. In this process, the ground truth of the validation
image is never seen by the network, but the temporal information of the validation image
is still exploited. However, validation images are not used by the network in the firsst
encoder path. No segmentation of a validation image is trained. The use of the validation
volume image is restricted to being a predecessor input only.

Image 0 from the validation set has no predecessor. To handle such images, we chose

4http: //brainiac2.mit.edu/isbi_challenge/leaders—board—new accessed: 26.6.2020
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images without a predecessor to be part of the validation set. For such images, our
SiamU-Net uses the same image on both encoder paths. This choice should replicate

the challenge dataset, for which no predecessor for the first image is available either.

Therefore, the impact of image 0 in the validation loss is a desired effect.

The SiamU-Net uses the same parameters as the previous trained U-Net with EGT.

Rotations in random 10° steps are applied at every iteration. Therefore, the possibility
to train with a non rotated image is 1 : 36. Horizontal and vertical flipping is applied
50% of the time, while the EGT is applied for 90% of the images.

o1
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(f) ground truth image

Figure 5.2: The segmentation map of the validation images is generated with SiamU-Net.
These maps contain the class probability.

Our model for U-Net and SiamU-Net needs around 80 minutes to be trained end-to-end.
O. Ronneberger, P. Fischer and T. Brox [10] achieve a training time of 10 hours for their
implementation. The time difference can partially be explained by the different hardware
and software used. Nevertheless, the ability to train our network end-to-end on consumer
grade hardware in less than two hours is worth noting.
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5.2. DAVIS 2016

Figure 5.2 shows the probability maps for three validation images of our highest scoring
SiamU-Net model. All three validation images have a rand score over 0.975 points. For
image 0, which does not have a predecessor, the circle next to the dark blob on the mid
left is not detected correctly. The bottom area of image 0 is detected as black blob, while
there should be a white area. As previously mentioned, pixel errors do not have an impact
on the rand score, as long as no wrong splits or merges are introduced. Therefore, the
wrong black area in the bottom of image 0, does not introduce many splits or merge errors.

In Table 5.4, we show the final ISBI 2012 leader board scores of our implementation of
U-Net and SiamU-Net, in comparison with the U-Net by O. Ronneberger, P. Fischer and
T. Brox [10] and the kU-Net by J. Chen et al. [14].

With our U-Net implementation, and the use of our EGT, we reach a 0.0036 point higher
rand score than the original U-Net [10]. This places our U-Net at rank 36, which results in
a difference of 24 ranks in comparison to the original U-Net. Our U-Net implementation
with the EGT method, without using temporal image information, achieves a 0.0009
point higher result than the computational intensive kU-Net+RNN architecture by J.
Chen et al. [14], which is placed at rank 44. °

With the additional temporal image information, our proposed SiamU-Net architecture
improves the result even further. The difference of the original U-Net and our SiamU-Net
is 0.0045 points and 30 places. To the kU-Net+RNN the difference is 13 places. This
proves our hypothesis, that the additional temporal image information from the second
encoder path, increases the segmentation quality.

‘ Rank Rand Score Thin

U-Net [10] 61 0.9727
kU-Net [14] 44 0.9753

our U-Net 37 0.9762

our SiamU-Net 31 0.9772

Table 5.4: leader board ranking of Networks which use a U-Net architecture and their
score at the ISBI 2012 challenge [4]. Out of 223 participants, our SiamU-Net places at
rank 31. Besides the original U-Net by O. Ronneberger, P. Fischer and T. Brox [10]
placed at rank 61, we compare our implementation of U-Net and SiamU-Net to the
kU-Net by J. Chen et al. [14] placed at rank 44. The challenge is still open for new
contributions without any restrictions.

5.2 DAVIS 2016

To quantify the impact of temporal image information without elastic image transfor-
mation, we train our SiamU-Net on the video dataset DAVIS 2016. Both U-Net and
SiamU-Net use the same hyper parameters. We reduce the size of each image from

Shttp://brainiac2.mit.edu/isbi_challenge/leaders-board-new accessed: 26.6.2020
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854 x 480 to 400 x 240 pixels due to memory limitations. The goal of the DAVIS 2016
challenge is a binary image segmentation. The main object in focus is considered as
foreground, while the rest of the image is considered as background. The dataset is
described in detail in Section 4.3, O. Ronneberger, P. Fischer and T. Brox [10] developed
U-Net for a biomedical use case in mind. The DAVIS 2016 challenge dataset is used to
show the impact temporal image information can have on a U-Net architecture.

To ignore colour information, all images are converted to greyscale before training. As a
result, the network is forced to learn object shapes and ignore object colour.

The Davis 2016 dataset with reduced image size can be trained end-to-end in 3 hours.
The best results are achieved with a learning rate of 0.01, a momentum of 0.9 and no
class weights. The batch size is set to four for both networks, and the last non-full batch
is always discarded. Therefore, each epoch of the U-Net contains 519 batches of size
four, which use about 5597M B of the GPU memory. The SiamU-Net uses two successive
frames as input. With a batch size set to four, each epoch contains 259 batches for the
SiamU-Net. 7641 M B GPU memory is needed while training. At each training iteration,
images are chosen at random without replacement from all available training images. The
DAVIS 2016 challenge allows the first ground truth frame of each validation video to be
used while training. As a design choice, we train our model without the first validation
ground truth frame. However, the finished trained model needs to be initialized with
the first frame of the validation video before inference. Therefore, we train the model
multiple times with the first frame. For each video, four separate models are generated,
where the first frame is trained, 10,25,50 and 100 times. This helps the network to
focus on the given object. Besides the hyper parameter adjustments and the change of
the input image size, the network architectures for the ISBI 2012 and the DAVIS 2016
challenge are identical.

Table 5.5 shows the best scores of U-Net and SiamU-Net after training. Because no
initialization on the first ground truth frame of each validation video is made, we compare
the values on the best training loss. Furthermore, a hard-coded threshold is applied to
generate a segmentation map. Output values above or equal 0.5 map to class foreground,
while values below 0.5 map to class background.

The proposed SiamU-Net scores highest in five out of six metrics. However, the scores do
not differ drastically. The higher recall from our U-Net is balanced out by the higher
precision score of the SiamU-Net. This can be seen by the nearly equal F1 score. Fur-
thermore, both networks have a high accuracy and a low false positive rate.

On unseen video data, the difference between both networks increases. For both networks,
the best scores are achieved with retraining the model 50 times on each first validation
video frame. Table 5.6 shows the mean Jaccard Index of all 20 validation videos for
both networks. Our SiamU-Net scores a 7.76 point higher Jaccard Index than the
U-Net implementation. Therefore, the importance of temporal image information on
the segmentation quality increases significantly on the validation video data. SiamU-Net
scores the highest Jaccard Index in thirteen videos, while U-Net scores highest in only
seven videos. Looking at the scores of the videos where U-Net performs better,on can
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5.2. DAVIS 2016

U-Net train SiamU-Net train
loss 0.0634 0.0393
Jaccard Index 72.34 72.83
F1 score 0.8213 0.8243
recall 0.8083 0.7483
precision 0.8613 0.9380
false positive rate 0.0090 0.0028
accuracy 0.9772 0.9809

Table 5.5: The table shows six different metrics and the resulting loss of the best epoch
while training. SiamU-Net has the better score in five out of six metrics.

see that for five out of seven vdeos, the difference to our SiamU-Net score is less than 4.5
points (see Table 5.6: blackswan, cows, drift-chicane, libby and parkour). On the other
hand, when SiamU-Net performs best, only four out of thirteen videos are within a 4.5
range to the U-Net score (see Table 5.6: car-shadow, dog, kite-surf and motocross-jump).
In the remaining nine videos where SiamU-Net scores highest, the gap between both
networks is more than 9 points each time.

In the video drift-chicane both Networks perform poorly. The object in motion is a car,
which changes the size drastically, from the beginning of the video to the end, due to
perspective. Therefore, the initialization of the first ground truth frame has a negligible
influence on the later prediction. In addition, the video contains smoke, which blurs the
frames. Besides the video drift-chicane, on which both networks perform poorly, the
lowest Jaccard Index for U-Net is 11.56 at the video dance-twirl, while SiamU-Net has a
nearly three times higher score of 30.69 for the same video. For SiamU-Net, the lowest
score is a Jaccard index of 26.36 points on the video bma-trees, where the difference to
the U-Net reaches 11.04 points. Looking at the lowest values for both networks, U-Net
reached a Jaccard Index of below 30 in five videos (without the statistical outlier of
video drift-chicane). The U-Net fails on videos with fast motions like video breakdance,
dance-twirl and scooter-black. This results in a Jaccard index of below 18 points. In these
videos, the object in motion moves around in the whole scene. The U-Net is not designed
to use the available temporal image information. In comparison, the SiamU-Net scores

a Jaccard Index of 40.53, 30.69 and 46.60 for breakdance, dance-twirl and scooter-black.

The improvement on motion rich videos confirms our hypothesis, that the SiamU-Net
learns temporal image information.

The two lowest scoring videos for SiamU-Net, besides drift-chicane, are bma-trees with
26.36 points and libby with 27.20 points. In these two videos, the object in motion is
sometimes occluded by trees and other objects. The U-Net architecture ignores temporal
information, as a result, occlusion of the object in motion has no major impact. U-Net is
scoring 37.40 points on bmz-trees and 31.83 points on libby. Occluding foreground objects
do not impair the segmentation quality for the U-Net. For the SiamU-Net, an occlusion
has a negative impact on the correct segmentation. The SiamU-Net predicts an object to

move, based on the temporal information, while in the following frame it gets occluded.
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5. EVALUATION AND RESULTS
Without an occlusion, the object position would be predicted correctly. As a result, the
proposed SiamU-Net has a better performance on videos with high frame motion and no
object occlusions, like the videos breakdance, car-roundabout, dance-twirl, drift-straight,
goat, horsejump-high, scotter-black and soapbox. On videos with static motion, where
the object in motion is not moving through the whole frame, both networks perform
equally. This can be seen in the videos blackswan, car-shadow, cows, kite-surf and parkour.
Video | U-Net SiamU-Net
blackswan | 80.84 79.58
bmx-trees | 37.40 26.36
breakdance | 15.56 40.53
camel | 65.68 75.50
car-roundabout | 42.99 61.72
car-shadow | 68.45 70.77
cows | 85.27 81.24
dance-twirl | 11.56 30.69
dog | 71.73 73.26
drift-chicane 3.87 3.15
drift-straight | 24.04 35.83
goat | 50.57 73.90
horsejump-high | 31.11 59.84
kite-surf | 47.46 47.81
libby | 31.83 27.20
motocross-jump | 50.60 54.12
paragliding-launch | 63.05 53.72
parkour | 34.57 32.93
scooter-black | 17.27 46.60
soapbox | 29.36 43.37
Mean Jaccard Index | 43.67 51.43
Table 5.6: Jaccard Index of each validation video for U-Net and SiamU-Net. The SiamU-
Net reaches a higher Jaccard Index than the U-Net in 13 out of 20 videos, resulting in a
7.76
When looking at the segmentation quality, a good example is the video camel. Figure
5.3/ shows the segmentation maps of the camel video frames 2, 15 and 60. The first row
shows the original image. The second row shows the ground truth frames. The third
row shows the segmentation maps for the U-Net model. The segmentation maps for
SiamU-Net are shown in row four. The final row uses the segmentation maps from the
challenge winning entry FCP by F. Perazzi et al. [48]. FCP is working with the full sized
images, while our implementation use a reduced image size.
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5.2. DAVIS 2016

frame 2 frame 15 frame 60

our U-Net

']
our SiamU-Net
s
; m m “

Figure 5.3: Qualitative results of the proposed SiamU-Net and U-Net. First row shows
the camel frames 2, 15 and 60. Second row shows the corresponding ground truth. Third
row shows the segmentation map of our U-Net implementation with a mean Jaccard
Index score of 65.68 points. The forth row shows the segmentation map of our SiamU-Net,
which reaches a mean score of 75.50. The last row shows the segmentation of the DAVIS
2016 winning entry FCP with a score of 73.4. U-Net and SiamU-Net use a reduced image
size of 400 x 240 while training. FCP trains with 854 x 480 sized images.

While FCP [48] is able to correctly detect the single camel in focus, both U-Net and
SiamU-Net detect the second visible camel in the left top, as seen in the last segmentation
frame. However, FCP [48] detects a big blob in the last frame, where the shape of the
camel is lost completely. U-Net and SiamU-Net both keep the basic form of the camel,
where the four feet can be detected. The decreasing segmentation quality of the U-Net is
noticeable in the last frame, where the segmentation of the camel shrinks. The SiamU-Net
manages to use the temporal information to correctly segment the thin feet of the camel
in early and late frames, while the FCP network fails to segment the thin feet even in
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the first frame. Even though our network train on a reduced image size of 400 x 240,
both camel humps can be detected in the shown segmentation maps of the SiamU-Net.

A possible higher score of the proposed SiamU-Net is prevented by the wrong detection
of the second camel, which is not marked in the ground truth. While the SiamU-Net can
maintain a camel silhouette throughout each frame, the FCP [48] segmentation transforms
the shape of the camel to a blob. Despite, having frame 0 of the video as ground truth,
FCP starts to chop the shape of the camel starting with frame 2. SiamU-Net is able
to use the temporal information to maintain the shape of the camel in early and later
frames.

The mean metrics for U-Net and SiamU-Net for the validation videos is shown in Table
5.7, SiamU-Net scores a 7.76 point higher Jaccard Index, than our U-Net implementation.

U-Net SiamU-Net
Jaccard Index | 43.67 51.43
F1 score | 0.5527 0.6390
recall | 0.4778 0.7103
precision | 0.8199 0.6544
false positive rate | 0.0087 0.0361
accuracy | 0.9487 0.9424

Table 5.7: Mean values of each metric for the whole validation video set.

The difference between the recall values between U-Net and SiamU-Net, corresponds to
the proper use of the additional temporal image information. The SiamU-Net has a recall
value of 0.7103 points, while the U-Net reaches 0.4778 points. Due to the use of temporal
frame information, the SiamU-Net is able to detect less false negatives than the U-Net
does. An explanation for the lower precision value of 0.65446 is the impact of occlusion
on our segmentation for the SiamU-Net. Due to object occlusion, the temporal movement
of the object does not correspond to a new predicted segmentation map. Furthermore,
the segmentation of objects which are not in motion (as seen in Figure 5.3), influence
the precision too. Therefore, more false positives get detected. The high precision value
of 0.8199 from our U-Net, is tarnished by the low recall score of 0.4778. Due to no
use of temporal information in the U-Net, more false negatives are detected, while false
positives are avoided. The high precision and low recall of the U-Net can be seen in
the F'1 score, where a score of 0.5527 points is reached. The precision and recall for
the SiamU-Net is more balanced, resulting in a F1 score of 0.6390. Both networks have
a low false positive rate and a high accuracy. In summary, using the temporal frame
information in our SiamU-Net improves the segmentation quality. The problems with
occlusion are outweigh by the segmentation improvements in high motion videos.

Last, as seen in Table|5.8, both U-Net and SiamU-Net are behind the top scoring approach
of the DAVIS 2016 challenge. As mentioned before, due to the development of the U-
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5.3. Chapter Summary

Net architecture for biological image segmentation, a competitive score is not expected.
Furthermore, the reduced image size due to memory limitations has an impact on the
resulting score. To increase the Jaccard Index on the dataset, a further adaptations to
the network layout is needed. However, the DAVIS 2016 dataset can be used to highlight
the impact of the temporal image information in a U-Net architecture.

‘ U-Net SiamU-Net FCP
Jaccard Index | 0.4367 0.5142 0.631

Table 5.8: Comparison of the Jaccard Index of the best semi-supervised approach FCP
for the original DAVIS 2016 challenge and our implementations of U-Net and SiamU-Net.

5.3 Chapter Summary

This chapter introduces the evaluation and achieved results of our work. First, we
compared two elastic image transformation methods to our novel elastic gradient trans-
formation method. We used our implementation of the U-Net architecture and compared
the reached score at the ISBI 2012 challenge. The proposed data augmentation method
is tailored to cell images, where realistic looking deformations can be used to increase the
dataset size. Results showed the advantages of using our elastic gradient transformations
in comparison to random elastic image transformations.

In the second section, we compared our proposed SiamU-Net architecture with our U-Net
implementation on the ISBI 2012 challenge. The addition of a mirrored encoder path,
which exploits temporal image information, is a significant improvement to the network
architecture.

The third section contains a comparison of the U-Net and SiamU-Net on a video seg-
mentation dataset called DAVIS 2016. The evaluation confirmed the benefits of using
temporal image information in a U-Net architecture.
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CHAPTER

Conclusion

To summarize, we first explained the basic terminology needed for CNNs. Afterwards we
described the needed layers to create the U-Net architecture. In Chapter 3|, several neural
networks are discussed, from which the U-Net derived. In addition, adaptation, like the
kU-Net are explained. Following, the methodology of the thesis is presented. Besides an
explanation of the base U-Net architecture, the proposed adaptation to exploit temporal
image information called SiamU-Net is discussed. For the SiamU-Net, a second encoding
path is introduced, which is fused back to the U-Net at the latent space. Afterwards,
we introduce three elastic image transformation methods, which can be used with the
ISBI 2012 dataset. Our novel Elastic Gradient Transformation method is tailored to
cell datasets, and is used to generate plausible looking deformations. Furthermore,
both the ISBI 2012 and the DAVIS 2016 dataset are explained. After that, the needed
evaluation metrics for both challenges are discussed. Moreover, to support our claim of
reproducibility, our hardware and software frameworks are explained.

In Chapter 5 we evaluated our proposed novel elastic gradient transformation method on
the ISBI 2012 dataset. Results show that, our implementation of the U-Net with the novel
EGT method place at rank 37, while the original U-Net by O. Ronneberger, P. Fischer
and T. Brox [10] only place at rank 61. Our SiamU-Net with the EGT method increase
placement to rank 31 'L Our best result is reached without any pre- or post-processing.
Finally, we showed the importance of using temporal image information in our SiamU-Net,
in comparison to a U-Net architecture. With the use of the temporal image information,
SiamU-Net generated a 7.76 point higher Jaccard Index than the U-Net.

6.1 Discussion

Our contributions can be split into three parts. First, we create a novel elastic gradient
transformation (EGT) method which is used to expand the small ISBI 2012 dataset. Our

"http://brainiac2.mit.edu/isbi_challenge/leaders-board-new accessed: 26.6.2020
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results show that the choice of the elastic image transformation has a major impact on the
segmentation quality. While our U-Net implementation with the RST method places at
rank 95, using the RNT method achieves a better result than the U-Net implementation
by O. Ronneberger, P. Fischer and T. Brox [I0], placing at rank 58. Our results show
that random elastic image transformations are unable to improve the result significantly.
However, the EGT method, which uses the image gradient to create plausible looking cell
deformations, reaches rank 37 at the challenge. This indicates that a data augmentation
which is tailored to the used dataset should always be preferred.

Second, The highest achieved rank at the ISBI 2012 challenge is place 31 by our SiamU-
Net. We showed that the addition of the second encoder path is used by the network to
learn spatio-temporal information. Due to the small size of the dataset, the improvements
are not as high as expected. Another possibility to improve the results would be the use
of fewer validation images. Instead of discarding a third of our images for validation, we
could inspect the train set, and only add simple cell images to the validation set. This
would help the network to learn more difficult cell variations. Another possibility to
improve the segmentation, is the introduction of a third class label and a corresponding
class weight. Due to image rotation and image transformation, ambiguous cell labels
exists, which are currently only mapped to 0 or 1, depending on a threshold.

Third, we use a domain different video dataset for training, which shows the ability of
the SiamU-Net to extract temporal image information from the second encoder path.
Our SiamU-Net achieves a 7.76 point higher mean Jaccard Index than our U-Net. This
indicates the importance of the temporal frame information. The SiamU-Net reaches
a recall value of 0.71035 points, while the U-Net only reaches 0.4778 points. Due to
the additional temporal image information, the SiamU-Net is able to detect less false
negatives. The temporal information helps to predict the position in the following frame.
The lower precision score of 0.5644, in comparison to the recall, stems from the impact
of occlusion and the wrong detection of objects in main focus. In comparison, our U-Net
has a precision value of 0.8199 and a low recall score of 0.4778. A reason for the high
precision is the low false positive rate of the U-Net. No temporal information is learned,
which can predict the object position wrong. However, not all parts of the object are
detected correctly. The more balanced precision and recall for the SiamU-Net can be
seen in the F1 score. While SiamU-Net has a F1 score of 0.6390, the U-net reaches a
F1 score of 0.5527. The advantages, in high motion videos, outweigh the drawbacks, on
videos with occlusion, at the DAVIS 2016 dataset.

Our results show that a competitive result is not reached on the DAVIS 2016 dataset.
Foreground objects are not differentiated by their object type. Therefore, no distinction is
made between animals, humans or cars. The U-Net architecture achieves state-of-the-art
results on datasets with similar looking objects. This leads us to believe that splitting
the dataset into three clusters: animals, persons and cars, and training a separate U-Net
on each of the datasets will have a positive impact on the Jaccard Index.
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6.2. Future Work

6.2 Future Work

A popular approach to improve the segmentation results, is the use of transfer learning.
Using a different model as a backbone can have a positive impact on the segmentation
results. As a drawback, comprehensibility of the data model gets lost. Therefore, a
comparison of different models for using transfer learning would be beneficial. This could
improve the results for the ISBI 2012 and the DAVIS 2016 dataset.

An exhaustive hyper parameter tuning would be a next step to boost performance. Besides
the learning rate and momentum, a weight decay can be introduced. Furthermore, the
layer parameters: filter size, dropout percentage and the use of batch normalization can
be discussed. In addition, the convolution filter sizes can be adapted.

When performing elastic image transformation on the ISBI 2012 dataset, a third class
can be introduced. All ground truth labels, which are ambiguous due to rotation and
elastic transformation, can be assigned to an additional class, instead of applying a
hard threshold. A separate weighting value for the new third class can improve the
segmentation quality.

The idea to exploit temporal image information in a second encoder path can be applied
to other architectures as well. The kU-Net [14] architecture is an example where the
additional encoder path can be beneficial. However, the hardware requirements increase
drastically for such a deep and wide network.

In addition to the SiamU-Net using a second encoding path, the decoding path can be
expanded too. Therefore, the network could learn the segmentation of 2 images at the
same time. Currently, the memory size is a limiting factor. A separation of the network
at the latent space would allow a split of network parts to multiple GPUs. The feasibility
of such a step needs to be evaluated.

Finally, the use of pre- and post-processing methods have a strong impact on the
segmentation quality. For both datasets, especially the DAVIS 2016 dataset, calculating a
better segmentation threshold for each image, and pruning small connected components,
can increase the segmentation quality.
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