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Kurzfassung

In dieser Arbeit werden Absorber hinsichtlich ihrer akustischen Eigenschaften charakte-
risiert. Akustische Absorber werden zur Reduktion von Lärm eingesetzt. Solche akusti-
schen Absorber können durch eine Vielzahl von Konzepten realisiert werden. Einerseits
existieren aktive Maßnahmen, um Lärm mit Hilfe von elektro–akustischen Methoden zu
reduzieren. Auf der anderen Seite stellen passive und damit energieautarke Absorber ei-
ne meist kostengünstigere und robustere Alternative zu aktiven Absorbern dar. Passive
Absorber können durch resonante Strukturen, beispielsweise ausgeführt als Helmholtz–
Resonator, realisiert werden. Alternativ dazu können sie auch aus porösem Material
bestehen. Herkömmliche poröse Absorber werden hauptsächlich zur Vermeidung von
Lärm im Bereich ab ungefähr 1 kHz verwendet. Hierbei wird die akustische Energie mit-
tels Reibung in Wärme umgesetzt.

Ein wichtiges Werkzeug zur akustischen Charakterisierung stellen Intensitätssonden dar.
Durch Intensitätssonden kann mit Hilfe eines Schalldruckmikrofons und einem 3D-Schall-
schnellesensor der akustische Energiefluss bestimmt werden. In dieser Arbeit wird auf
diese Weise das Einfügungsdämmmaß von akustischen Absorbern untersucht. Weiterhin
wird eine neuartige, simulationsgestützte Kalibrierungsmethode entwickelt, um alle drei
Komponenten des Schallschnellesensors simultan mit Hilfe eines Referenzschallfeldes zu
kalibrieren. Dieses Referenzschallfeld wird von einem schwingendem Kolben erzeugt und
mittels numerischer Methoden analysiert. Die entstandene Kalibrierungsmethode wird
charakterisiert und eine Validierung der Methode präsentiert.

Von äußerster Wichtigkeit ist die Bestimmung des Absorptionsverhaltens von passiven
Absorbern als Funktion des Schalleinfallswinkels. Hierzu werden zwei bestehende Me-
thoden implementiert und entsprechend weiterentwickelt. Das erste Verfahren ist eine
Subtraktionsmethode im Zeitbereich. Hier werden die Materialeigenschaften durch die
Trennung eines einfallenden und reflektierenden Impulses berechnet. Der zweiten Me-
thode liegt die örtliche Fourier Transformation zu Grunde. Im Zuge dessen werden die
akustischen Materialeigenschaften durch die Zerlegung des Schallfelds in ebene Wellen-
komponenten auf verschiedenen Messebenen bestimmt. Beide Verfahren werden unter-
sucht und Verbesserungen der Methoden vorgestellt. Passive akustische Absorber werden
hinsichtlich ihrer akustischen Eigenschaften unter schrägem Schalleinfall charakterisiert
und Aussagen über das Absorptionsverhalten abgeleitet. Diese Materialcharakterisie-
rungen stellen einen wichtigen Baustein dar, um ein Verständnis dafür zu entwickeln,
an welcher Stelle Absorber platziert werden müssen, um akustische Energie effizient ab-
sorbieren zu können. Darüber hinaus können die Materialdaten als Randbedingung für
präzise Simulationen realistischer Schallfelder verwendet werden.

Abschließend wird die Entwicklung und Charakterisierung eines akustischen Absorbers
für niedrige Frequenzen präsentiert. Durch Anwendung einer massebeladenen Membran
kann akustische Energie schmalbandig in mechanische Energie umgewandelt werden,
wobei die jeweilige Schwingungsform des Systems einen akustischen Kurzschluss zur
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Folge hat. Daraus ergibt sich eine ineffiziente Schallabstrahlung dieser mechanischen
Energie einhergehend mit einem hohen Durchgangsdämmmaß des Absorbers. Der passive
mechanische Absorber wird charakterisiert und eine Anwendung als Absorberarray zur
Absorption schmalbandigen Lärms im Frequenzbereich unter 300 Hz besprochen.
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Abstract

The focus of this thesis is the characterization of acoustic absorbers. Acoustic absorbers
are employed to reduce noise and can be realized by means of numerous concepts. Active
strategies aim to reduce noise by employing electro–acoustical approaches while passive
absorbers present a more cost–efficient and robust alternative. Passive absorbers can be
realized by either using resonant structures such as Helmholtz resonators or can be made
from porous materials. Traditional porous absorbers are most commonly used for the
reduction of noise with frequency components higher than 1 kHz. In porous absorbers,
the acoustic energy is transformed into thermal energy by means of friction.

Acoustic intensity probes are crucial tools for acoustic characterization. They consist of
a sound pressure microphone and a 3D particle velocity sensor and enable determining
the acoustic energy flow. In this thesis, the sound insertion loss of acoustic absorbers
is analyzed by means of an acoustic intensity probe. Furthermore, a novel simulation
aided calibration method is developed to calibrate all three components of the particle
velocity sensor simultaneously by means of a reference sound field. The reference sound
field, produced by a moving piston, is investigated by applying numerical calculation
methods. The calibration method is then characterized and a validation of the method
presented.

In addition to this, two existing measurement methods for characterizing passive acoustic
absorber materials under oblique angle of sound incidence are implemented and further
improved. The first approach employs subtraction in the time domain, which allows
for calculating the properties by separating an incoming and a reflecting impulse. The
second method is based on a spatial Fourier transform. Here, the acoustic properties
are calculated by decomposition of a sound field into plane wave components on sev-
eral measurement planes. Both methods are characterized and subsequently improved.
A characterization of passive acoustic absorbers in terms of the acoustic properties at
oblique angles of sound incidence is performed and the absorption capability of the ab-
sorbers identified. The characterization is essential to gain the necessary understanding
of where to place which absorber to achieve the optimum absorption of acoustic energy.
Moreover, the material data can be used as boundary conditions for a precise simulation
of realistic acoustic fields.

Finally, development and characterization of an acoustic absorber for low frequencies is
discussed. By applying a mass loaded membrane, acoustic energy can be transformed
narrow–bandedly into mechanical energy, which produces an acoustic short circuit. As
a consequence, the mechanical energy is not emitted efficiently in the free field, which
results in a high sound transmission loss. The passive mechanical absorber is character-
ized and its application as an absorber array for absorbing narrow band acoustic energy
in a frequency range below 300 Hz presented.
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Notations and Symbols

In this thesis, scalars are represented by normal letters (x) and vectors are set bold (x).
In general, time–dependent values are denoted with a lowercase, whereas time Fourier
transformed variables are indicated with capital letters.

∇ differential operator
∂/∂t partial derivation in respect to time
∗ symbol for convolution
⋆ symbol for cross correlation
Im(�) imaginary part of �
Re(�) real part of �
arg(�) argument of �
�

T transpose of �
�

∗ complex conjugate of �
�̃ spatial Fourier transform of �
||�|| vector norm of vector �

n unit normal vector
�0 constant part of �
�a alternating (acoustic) part of �
�n component of � in direction of n
�RMS root mean square value of �

a length of square A
a vector of measured acceleration
c speed of sound
d thickness
g vector of the local gravity field
f frequency
f0 design frequency
fs sample frequency
h impulse response
i running index
k wave number
k0 wave number of air
ks stiffness
k wave vector
ki wave vector of incoming wave
kt wave vector of transmitted wave
kr wave vector of reflected wave
m complex mass ratio
m� mass of element � per unit area
n order of MLS
nmax phase shifting factor
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nov oversampling factor
p pressure
pa acoustic pressure
q volume velocity (strength of sound source)
rd distance sound source–observer/direct sound path
rref reflected sound path
t time
u mechanical displacement
v velocity
va acoustic particle velocity

A area
C amplitude correction factor
E overall mean error
H transfer function
I active intensity
Ia acoustic intensity
J reactive intensity
J� Bessel function of first kind and �th order
L length of MLS
M total mass per unit area
N number of evaluated frequencies
P acoustic power
Pa time Fourier transformed acoustic pressure
Pab absorbed acoustic energy
Pi incoming acoustic energy
Q volume velocity (strength of a sound source)
R sound pressure reflection coefficient
RK sound pressure reflection coefficient obtained by using the Ko-

matsu model
RSFT sound pressure reflection coefficient obtained by SFT
RF reduction factor
S sensitivity (of the particle velocity sensor)
ST L sound transmission loss
T time period
T transfer matrix
Va time Fourier transformed acoustic particle velocity
Vdis displaced volume
Vs voltage output of the particle velocity sensor amplifier
Z specific acoustic impedance
Z0 characteristic field impedance
ZC characteristic impedance
ZW surface/wall impedance

x



α sound absorption coefficient
α′ attenuation coefficient
Γ arbitrary surface
δ−� dirac delta function with maximum at �

η damping parameter
θi angle of sound incidence
θt angle of transmitted wave
ϑ radiation angle
λ acoustic wavelength
ρ density
ρW density of a wall
σ flow resistivity
τ time shift
ω angular frequency
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1. Introduction

1.1. Motivation

The human auditory system is an astonishing organ of perception. Beating all artificial
audio systems, it provides the human body with an outstanding sensor. The human
ear is a particularly sensitive sensor which in healthy individuals can typically perceive
sound over a wide frequency range (16 Hz to 16 kHz) as well as over a wide acoustic
pressure (level) range (0 dB to 120 dB, or 20 µPa to 20 Pa respectively). However, this
renders it and consequently us humans particularly sensitive to noise. This disturbing
influence on human life can even result in health effects, such as tinnitus and agrypnia
[102].
In order to reduce such disturbances, a lot of time and effort is dedicated to finding a
suitable silencer for each product, regardless of whether it is for a premium or a budget
product. In the design process, the characterization of acoustic absorbers is obligatory
in order to gain an understanding of how to best absorb the acoustic energy. In addition
to the design of an acoustic absorber, finding the optimum location for where to place
the component is also vital for reducing noise efficiently.
While the process of manufacturing materials to absorb acoustic energy at high frequen-
cies is well known and a standard procedure, the sound insulation for sources emitting
low frequency noise is still an open topic. For instance, power transformers radiate,
due to electromagnetic forces and magnetostriction, noise at very low frequencies in the
100 Hz region. Here, the acoustic wavelength is too large and traditional porous ab-
sorbers only have a little effect, if any. The conventional way to overcome this problem
is to encapsulate the whole noise source in heavy material to quieten it by means of
the mass effect. At these low frequencies what is referred to as metamaterials can be
beneficial, as they show more efficiency in terms of absorbing acoustic energy and are
lightweight structures. This thesis deals with the characterization of acoustic absorbers,
standard porous absorbers for high frequencies and mechanical absorbers for low fre-
quencies. The characterization of absorbers for high frequencies is done by means of a
pressure microphone, which is calibrated by the manufacturer. Absorbers for low fre-
quencies are characterized with an intensity probe containing a particle velocity sensor,
which is calibrated by means of a novel simulation aided calibration method in this
thesis.
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1. Introduction

1.2. State of the art

1.2.1. Calibration of particle velocity sensors in intensity probes

A sensor for determining the particle velocity is a very efficient tool for the character-
ization of acoustic devices. The easiest and most common way to analyze an acoustic
particle velocity field in an acoustic intensity measurement is the pp–measurement prin-
ciple [40] [42]. This method, based on two microphones placed in close proximity to each
other is applied to determine the acoustic intensity by means of pressure measurements.
Often, condenser microphones are used in the pp–probe which makes the calibration of
the probe straightforward since the calibration of microphones, e.g. by means of the
reciprocity method [128] is well known. Furthermore, such pressure microphones can
be produced inexpensively and are very stable towards environmental influences [129].
However, the particle velocity in the direction of the axis through the two microphones
is approximated by means of obtaining the pressure gradient with the two microphones.
As mentioned in [40], the accuracy of the sound intensity measurement system strongly
depends on the sound field under study. The most relevant error sources [41] in the pp–
principle are finite–difference approximation [111], scattering and diffraction [52], and
phase mismatch of the microphones [108].
Another principle to determine the acoustic intensity is the pv–measurement principle
[53]. Here, as opposed to the pp–principle where two identically sensors are used, two
fundamentally different transducers are employed. In the pv–measurement principle, the
acoustic particle velocity is determined directly by means of a particle velocity sensor.
The most relevant source of errors for determining the acoustic intensity in this setup is
a phase mismatch between the two different sensors. As shown in [40] and in particular
reactive sound fields, e.g. in the near field of a sound source, this mismatch is critical.
Another problem in measuring the sound intensity with the pv–measurement principle
is airflow. Distinguishing between the acoustic particle velocity and the velocity of the
airflow can be problematic; in order to minimize this effect, windscreens made of foam
are used.
The Microflown, which is a Micro–Electro–Mechanical–System (MEMS) device, is a
sensor for directly measuring the acoustic particle velocity. A commercial probe (a Mi-
croflown sensor in combination with a MEMS pressure microphone) is available [37].
By using an ultimate sound probe (USP), a 3D intensity probe [36] consisting of three
components of a 3D particle velocity sensor positioned orthogonally and a pressure micro-
phone, the spatial intensity vector can be obtained. The Microflown sensor itself consists
of two tiny strips that are heated by electrical current to an operational temperature of
about 300 ◦C [35]. The resistance of these platinum strips varies with their temperature
and the temperature changes if a particle velocity signal affects on them, one wire will
be cooler than the other. As a consequence, there is a temperature difference between
the wires which alters with the acoustic particle velocity.
However, the calibration of the particle velocity sensor is crucial [54]. Calibration by
comparison is not possible as no standard sensor to compare with exists. There is a full
bandwidth calibration procedure proposed in [21]. For calibrations at frequencies above
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Figure 1.1.: Measurement setup for the piston on a sphere calibrator for low frequencies
(left) and high frequencies (right) including its dimensions.

400 Hz the particle velocity sensor is placed in front of a specially designed loudspeaker at
nearly the same position as a calibrated reference microphone. The measurement setup
for the calibration at low and high frequencies is shown in 1.1. The calibration setup for
high frequencies is displayed on the right side of fig. 1.1. This loudspeaker is assumed
to be a vibrating circular piston on a rigid spherical baffle where its acoustic radiation
impedance can be approximated [127]. This method is extended to low frequencies (20 Hz
to 400 Hz, see left side of fig. 1.1) by measuring the acoustic pressure inside the spherical
source and placing the sensor directly in front of the moving membrane. The velocity
of this membrane is known since at low frequencies it is proportional to the acoustic
pressure inside the sphere. This calibration idea is presented as piston on a sphere
calibrator (POS) provided by Microflown Technologies. Another method to calibrate
a particle velocity sensor by means of a known relation between acoustic pressure and
particle velocity is the use of standing wave tubes [68] [112]. These approaches are
always limited because of the tube’s cut–off frequency. In [56], the sensitivity of a
particle velocity sensor is determined by means of near field acoustic holography (NAH)
in a frequency range from 400 Hz to 3 kHz with a good congruence to the manufacturer
calibration data. Optical techniques are also employed in the calibration process. In [31],
photon correlation spectroscopy is used to calibrate the particle velocity sensor. Here,
the magnitude of the sensitivity has been calibrated but not the phase information. A
calibration method based on a moving rigid enclosure can be found in [32]. Again, only
the magnitude response of a particle velocity sensor is investigated.

1.2.2. Characterization of acoustic absorbers for high frequencies

In order to obtain precise data for an acoustic field by simulation, the acoustic wave
equation with accurate boundary conditions has to be solved. Such an acoustic boundary
condition can be the acoustic impedance at the boundary surface or the sound pressure
reflection coefficient.

3



1. Introduction

Based on Sabine’s formula [110], measurements of the absorbing and scattering proper-
ties of a sample in diffuse sound fields can be conducted [6] [7] [8]. However, since the
sound absorption coefficient is linked to the absolute value of the sound pressure reflection
coefficient, information about the acoustic boundary obtained with such standardized
methods in a reverberation room is insufficient. In order to measure the complex acous-
tic surface properties, several standardized methods can be utilized. By measuring the
standing wave ratio [3] as well as the transfer function between the signals of the two
microphones in the impedance tube [4], these acoustic properties can be obtained for
sound incidence perpendicular to a plane surface. Applying the transfer matrix method
described in [9], the transfer matrix of a sample under test can be identified. Here, the
sound pressure at four positions (two on the upstream and two on the downstream side
of the sample) in a rigid tube needs to be measured. Following these standardized mea-
surement methods, however, only allows for investigating the acoustic properties with
perpendicular or random sound incidence. Furthermore, the tube methods assume an
excitation by a plane wave. A real sound excitation will never be a perfect plane wave
and the cutting process, if at all possible, may change the acoustic behavior.
For all reasons listed above, an in situ method for determining the acoustic properties of
a sample, installed in real life situations, can be beneficial. In addition to the methods
described in Sec. 4.1.1 and 4.1.2, a large number of investigations can be found in
literature. For a detailed overview, the reader is referred to [33]. A two microphone
method for obtaining acoustic surface properties at perpendicular [19] and oblique sound
incidence [16] [17] [86] exists. Here, two microphones are placed above the sample and
problems at frequencies lower than 500 Hz, due to the finite–difference approximation of
the particle velocity with the sound pressure measured at the two positions are described.
The method is extended [18] by abandoning the plane wave assumption and instead
employing the theory proposed in [99] to overcome the problems at low frequencies. The
results show good agreement with the theoretical values of a model for frequencies above
300 Hz and an angle of sound incidence of up to 75◦. The two microphone method was
applied in [71] by using Maximum Length Sequences (MLS) for excitation and a single
microphone to measure the sound pressure at two locations above the sample.
A technique based on the equivalent source method (ESM) [135], using a pv–probe
is proposed in [105]. In this the sound pressure and the acoustic particle velocity are
measured on a single plane in order to obtain the acoustic surface properties of a sample.
However, these results can only be obtained for locally reacting materials and thus, the
material cannot be investigated as to how the acoustic surface properties change with
sound incidence under an oblique angles of incidence. In [103], the finite sample size
is taken into account. Here, the results are compared to the ones obtained with the
subtraction method (see Sec. 4.1.1) and the statistically optimized near field acoustic
holography (SONAH) [45]. It is shown that for small absorber samples and large angles of
sound incidence, the finite absorber dimensions are substantial. A method for obtaining
acoustic surface properties based on spatial filtering to separate incoming and reflecting
sound by using spherical harmonics [89] in combination with two hemispheres is reported
in [90].
With the local specular plane wave method (LSPW), the acoustic surface properties are
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determined by assuming that the acoustic field can be approximated by a set of two
plane waves that represent local specular reflection [63].
Applying not only a sound pressure transducer but also a particle velocity sensor, several
pv methods were investigated. In [69], a Microflown pv–probe is used to measure the
acoustic field impedance in the free field and above a sample under study. A study
is presented in [88] where the uncertainty factors, such as sound source, sensor and
geometry of absorber are examined. In this paper it was pointed out that the geometry
of the sensor as well as the finite sample size lead to errors in determining the acoustic
surface properties. In [38] an analysis of existing methods is undertaken. A literature
overview can be found in [29]. The reader is referred to this overview for more detailed
information on the listed techniques.

1.2.3. Acoustic Absorbers for low frequencies

Since the sound absorption of traditional porous materials drops towards the low fre-
quency range, acoustic waves at low frequencies have to be insulated by other materials.
The most common way to achieve quieting at low frequencies is to encapsulate the sound
source with heavy materials, such as concrete walls. Here, the sound transmission loss
(STL) and the insertion loss (IL) are of importance and are mainly governed by the
mass law [23]. This law gives the upper limit of a single wall’s STL. Thereby, the STL
increases with mass, frequency and thickness of the material. Thus, in particular for
sound insulation at low frequencies, a high mass is necessary which can lead to problems
if a product is bound by a mass limit. One idea to increase STL in a light–weight manner
can be found in [64], where a STL–model of a mass loaded plate (a light plate attached
with a regular grating of masses) at normal and diffuse sound incidence is presented.
Here, the assumption is that the mass loaded plate acts as a normal wall, meaning the
damping is defined by the mass law, at frequencies below and above a particular value.
At this characteristic frequency, the phase shift between the plate and masses is 180◦

and the spatial average of the surface velocity in normal direction is zero which results
in theory in infinite STL. It is obvious that this approach can only be applied where a
pure tone has to be shielded. An STL over a wide frequency range cannot be achieved
with a regular grid of equal masses. With a random distribution of masses, an increase
of STL in respect to the mass law below 400 Hz is realized [64]. The idea of a regular
mass loaded plate was researched in [47] and additional tension [46] was given to the
plate to vary the stiffness and therefore the characteristic frequency of the mechanical
system. In [27] [122] [123], a panel consisting of multiple cells produced by a membrane
on a grid frame is presented. It is shown that the peak of the STL can be tuned by
varying the density and the thickness of the membrane and the frame.
Over the last years, a variety of research into materials which absorb acoustic energy
more than predicted by the mass law at low frequencies has been conducted; these
materials are called metamaterials. Most commonly, the idea of a mass loaded plate
is modified and a membrane with an attached mass is built as an unit cell, tuned to a
special frequency, and partly arranged to a panel. An overview of these metamaterials
can be found in [50]. In [132], measurements and simulations on a metamaterial unit
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cell consisting of a mass attached on a membrane are presented. It is found that the
STL as a function of frequency shows one peak between two dips (the authors of the
paper speak of two peaks and one dip in the transmitted energy). The frequency of
the first dip and peak can be shifted, when the attached mass changes. The second
dip is not affected by a change in the attached mass. The presented approach, named
locally resonant acoustic metamaterials (LRAMs), is extended to an array of cells and
stacked arrays are used for a broadband sound reduction [131]. In fig. 1.2, the curve
of STL as a function of frequency can be seen for two similar LRAMs (sample 2 and
sample 3) and a combination of both. The STL can nearly be doubled at a characteristic
design frequency. Furthermore, a broadband STL can be found for a multi–layer panel
of different LRAMs.

Figure 1.2.: STL of two different LRAM samples and a combination of the two LRAMs
along with the STL as a function of frequency of stacked LRAMs [131].

The same approach also can be found as dark acoustic metamaterial [79] or acoustic
metasurface [75]. A slightly different method called membrane–constrained acoustic
metamaterial [126] uses a stick to constrain the center of a membrane. Some approaches,
like the metasurface, use sealed gas or even apply additional pressure [67] to increase
the frequency of the STL’s peak.
A circular fabricated unit cell is introduced and further mass variations and additional
tensions are applied on the membrane and investigated. An increased tension on the
membrane has been found to increase the frequency of the dips and the peak in the STL.
Moreover, the higher the tension applied to the membrane, the higher the magnitude
of the peak [95]. In order to increase the bandwidth of the peak in STL, the mass
application on the membrane can be varied. It is shown in [96] that multiple coaxial ring
masses on circular membranes gain a broadband sound insulation and a large number of
peaks in the STL. In fig. 1.3, an exemplary setup and STL curves of such elements are
shown. In contrast to the circular cells, rectangular cells with different masses on the
same membrane are investigated in [98]. Here, the STL was found to be multi–peaked
because of the different masses applied. By stacking multiple panels of LRAM, the STL
was found to be increased not only at the frequency of the peak but also broadband [97].
A circular metamaterial with two membranes attached with circular plates in the center
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and connected by an acrylic ring can be found in [130]. Here, three peaks in STL caused
by resonances can be observed.

Figure 1.3.: Measurement and simulation of the Sound Transmission Loss of circular
membranes with multiple ring masses [96].

The idea was developed to not only insulate the sound at low frequencies, but also to
harvest energy with these membrane type metamaterials [106], e.g. by applying a flexible
piezoelectric patch on the metamaterials [72].
Many analytical models can be found in literature. Among these are an analytical model
for a circular membrane LRAM [30], a model for LRAM with single mass [136], a model
for circular and rectangular LRAM [25] with arbitrarily shaped masses [66] and a model
for a circular membrane with ring–shaped mass [117].

1.3. Aim of the thesis

The introduction has shown that the characterization of acoustic absorbers, especially
at oblique angles of sound incidence is of great interest for efficient noise reduction. In
this thesis, two methods to achieve the characteristic material data of acoustic absorbers
for high frequencies are characterized and substantially improved. Furthermore, a me-
chanical system to absorb acoustic energy at low frequencies is designed. Subsequently,
a novel method to calibrate 3D particle velocity sensors is developed to characterize this
mechanical absorber.
In Chap. 2, the theoretical background of the thesis is explained. A brief introduction
into the topic of sound propagation is given. Furthermore, the absorption of sound is
discussed and the definition of parameters describing the acoustic behavior of surfaces
can be found. Chapters 3 to 5 describe tools for the characterization of the acoustic
absorption behavior. Chapter 3 deals with the particle velocity sensor and reviews the
calibration of such a sensor. In Chap. 4, the characterization of absorbers for high
frequencies can be found while Chap. 5 addresses the same for low frequencies. Both
chapters are mostly concerned with the measurement setups for the characterization.
The focus for the characterization of absorbers for high frequencies is determining the
dependency between the acoustic surface properties and the angle of sound incidence
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whereas the absorbers for low frequencies on the other hand are investigated in terms
of the sound transmission and insertion loss. Finally, Chap. 5 will present an absorber
that has been developed for sound insulation for frequencies below 300 Hz.
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2. Fundamentals

In this chapter, the basic definitions following [10] and equations will be provided. Fur-
thermore, the basic methods to understand the calculations in the further sections will
be given.

2.1. Sound propagation

The propagation of sound waves can be described by the time and spatial variation of the
density ρ, the pressure p and the velocity v. Each of these quantities consists of a mean
(static) and alternating part, whereas the order of magnitude of the alternating (acoustic)
parts are assumed to be much lower than the static ones. The acoustic quantities in
this thesis will be denoted with an subscript a. Hence, the acoustic quantities are the
acoustic density ρa, the acoustic pressure pa and the acoustic particle velocity va. With
the continuity equation, given here in the differential form

∇ · (ρv) = −∂ρ

∂t
, (2.1)

the conservation of mass is ensured. ∂/∂t denotes the partial derivation with respect
to time and ∇ is the differential operator, e.g. in the Cartesian coordinate system

∇ =
(

∂
∂x , ∂

∂y , ∂
∂z

)T
. The conservation of momentum for a non–viscous fluid reads as

ρ

(
∂v

∂t
+ (v · ∇) v

)

= −∇p . (2.2)

For linear acoustic wave propagation and since the quantities can be decomposed in their
mean and alternating part and additionally assume a quiescent and non–viscous media
with density ρ0, both basic equations (2.1) and (2.2) read as

∂ρa

∂t
+ ρ0∇ · va = 0 , (2.3)

ρ0
∂va

∂t
+ ∇pa = 0 . (2.4)

Applying a time derivative to (2.3), a space derivative to (2.4), combining the two equa-
tions and using the linearized pressure–density relation (an adiabatic state is considered
and c is the speed of sound)

pa

ρa
= c2 , (2.5)

9



2. Fundamentals

the wave equation

∆pa =
1

c2

∂2pa

∂t2
. (2.6)

is obtained. A detailed derivation of (2.1) – (2.5) can be found in [58] and [65]. Assuming
harmonic excitation with frequency f(angular frequency ω = 2πf), the wave equation
results in the Helmholtz equation

∆Pa + k2Pa = 0 . (2.7)

In (2.7), Pa is the time Fourier transformed of the acoustic pressure and k = |k| is the
wave number, being the angular frequency divided by the speed of sound. The wave
vector is denoted with k, e.g. in Cartesian coordinate system k = (kx, ky, kz)T.

2.1.1. Propagation of plane waves

If the acoustic pressure only depends on one spatial coordinate, one speaks of a plane
wave. This is the most simple model for propagating waves. Here, the acoustic variables
only vary along the direction of propagation x. In 1D the expression

pa(x, t) = Re
(

p̂ej(ωt−kx)
)

(2.8)

solves the wave equation (2.6) and models a propagating plane wave in +x–direction
with amplitude p̂. Since, the total acoustic pressure is a superposition of a propagating
wave in +x– and −x–direction, the acoustic pressure can be expressed by

pa(x, t) = Re
(

p̂+ej(ωt−kx)
)

+ Re
(

p̂−ej(ωt+kx)
)

. (2.9)

In (2.9), p̂+ is the amplitude of the wave propagating in +x and p̂− the one propagating
in −x–direction. The concept of a plane wave is of theoretical nature. In reality, only
waves in a tube show approximately the form of plane waves. Strictly speaking, plane
waves do not have a source and origin, they easily exist with no reduction of level over
the propagation distance, because they are a solution of (2.7), where no source term can
be found on the right hand side. By using (2.4), the acoustic particle velocity computes
to

va = − 1

ρ0

∫
∂

∂x
padt (2.10)

= Re
(

p̂

ρ0c
ej(ωt−kx)

)

. (2.11)

The specific acoustic impedance defines the ratio of the complex quantities acoustic
pressure and acoustic particle velocity. In case of a plane wave propagating in free space
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one speaks of the characteristic impedance ZC, which is equal to the characteristic field
impedance of the propagation medium

ZC = Z0 = ρ0c . (2.12)

The characteristic field impedance of air at 20◦C is 413 kg/(m2s). The relation in (2.12)
shows that the acoustic particle velocity and the acoustic pressure are always in phase,
if the propagation medium is not lossy. In case of a lossy medium, the density and speed
of sound can be modeled as a complex quantity. Furthermore it can be seen that this
relationship is a constant with respect to the frequency of the plane wave.

2.1.2. Propagation of spherical waves

We assume a spherically symmetric wave spreading out radially from a source into a
free space. This assumption implies that the acoustic quantities only depend one spatial
variable, the radius from the source r and time. In this case the spherical coordinate
system seems to be preferable and therefore the Laplacian reduces to [40]

∆pa =
1

r

∂2(rpa)

∂r2
. (2.13)

Applying (2.13) to the wave equation (2.6), the resulting equation can be solved by

pa(r, t) =
g1(r − ct)

r
+

g2(r + ct)

r
, (2.14)

with arbitrary functions g1 and g2, determined by boundary and initial conditions. In
(2.14) g1 corresponds to a propagation in +r– and g2 in −r–direction. In case of a point

source, characterized by its volume velocity q(t) = Re
(

Q̂ejωt
)

located at the origin of

the coordinate system, (2.14) gets

pa(r, t) = Re

(

jωρ0Q̂

4πr
ej(ωt−kr)

)

=
ωρ0Q̂

4πr
sin (kr − ωt) . (2.15)

A detailed derivation can be found in [65]. Again by using (2.10) the acoustic particle
velocity in radial direction computes to

Va,r =
Pa

ρ0c

(
1 + jkr

jkr

)

. (2.16)

Hence, the specific acoustic impedance of a spherical wave is

Z|spherical wave = Z0
jkr

1 + jkr
. (2.17)
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Taking (2.15) and (2.16) into account it can be observed that the acoustic pressure and
the particle velocity are, in contrast to the plane wave propagation, not in phase. For
very small distances the phases differ by nearly 90◦. In fig. 2.1 the phase shift between
the acoustic pressure and the acoustic particle velocity as a function of frequency and
distance to the source can be seen. It can be observed that the phase shift gets smaller,
the larger the distance to the sound source is. This effect is enhanced by increasing the
frequency. If kr ≫ 1, this is at distances, which are large in comparison to the acoustic
wavelength λ, this phase shift gets 0◦ and (2.17) gets the characteristic field impedance
of the propagation medium Z0. This means that at these distances, where the phase shift
is nearly 0◦ and the specific acoustic impedance gets the characteristic field impedance
of the propagation medium, the wave can be treated as a plane wave. This region is
called the far field of a sound source, whereas the near field is the region, where the
phase shift between the acoustic field quantities has to be taken into account. However,
for kr = 5 the magnitude of the specific acoustic impedance is 98.06% of Z0 and the
phase shift between the acoustic pressure and acoustic particle velocity is 11.31◦.

phase (°)

distance (cm)r

fr
eq

u
en

cy
(k

H
z)

f

1

2
5

10

20

50

kr

Figure 2.1.: Phase shift between acoustic pressure and acoustic particle velocity in case
of a point source as function of frequency and distance to the source with
iso–lines, where kr is constant.

2.2. Acoustic intensity and power

The instantaneous acoustic intensity is the product of the acoustic sound pressure and
the acoustic particle velocity

Ia(t) = pa(t)va(t) . (2.18)
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For the case of stationary sound fields, the time–averaged sound intensity 〈Ia(t)〉t
1 is the

quantity of interest. Moreover, since the sound field is harmonic, the complex represen-
tation of the acoustic quantities can be used, which leads to [78]

Ia = I + jJ =
1

2
(PaV∗

a) , (2.19)

where V∗
a denotes the complex conjugate of Va. In (2.19), the complex acoustic intensity

is calculated, which consists of the active intensity I and the reactive intensity J. The
reactive intensity describes the non propagating energy flux [51]. It is characteristic of a
sound field in which the acoustic pressure and the acoustic particle velocity are present
with a phase shift of 90◦. This can be found in the near field of a small source, as can be
seen in fig. 2.1 or at standing waves, e.g. in a tube excited at one end by a loudspeaker
and terminated on the other end by a rigid wall. However, the reactive intensity has no
contribution to the radiated power from the sound source into the free field. The acoustic
power of a steady sound source spreading sound into the free field can be determined by

P =
∮

Γ

I · dΓ =
∮

Γ

I · n
︸︷︷︸

In

dΓ . (2.20)

In (2.20) Γ is a surface, which encloses the sound source and n is the normal vector of this
surface Γ. It can be seen that In, the active intensity normal to a surface surrounding a
sound source, is applied to calculate the radiated acoustic power. The sound transmission
loss

ST L = 10 log
(

Pi

Pt

)

(2.21)

describes the logarithmic ratio of incoming and transmitted acoustic energy through a
certain area. If the incoming and outgoing area are equal and the intensity across these
areas is constant, (2.21) can be calculated via the incoming and transmitted intensity
normal to these areas with

ST L = 10 log

(

In,i

In,t

)

. (2.22)

The insertion loss

IL = LP,w − LP,0 (2.23)

denotes the reduction of the sound power level LP (LP,w/LP,0: with/without device)
at a given location due to the placement of a device in the sound path between the

1〈Ia(t)〉 = 1
T

T∫

0

Ia(t)dt, with the time–period T = 1/f
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sound source and that location. In case of a propagating plane wave, the active acoustic
intensity in direction of propagation(there is only an active part of the intensity and the
reactive part vanishes here) can be calculated by

I|plane wave =
〈p2

a(t)〉t

Z0
=

p2
a,RMS

Z0
. (2.24)

In (2.24) pa,RMS is the root mean square (RMS) of the acoustic pressure. In general, the
active intensity and therefore the acoustic power is related to the RMS of the acoustic
pressure. Hence, the acoustic power of a sound source can be determined by measuring
the acoustic pressure in the far field. This builds the basis of the sound power deter-
mination in practice, where the acoustic pressure is measured at a number of positions
located on a sphere that encloses the sound source. This measurement can be done in
an anechoic room [14], over a reflecting plane [11] [12] or in a reverberant environment
[13]. Besides the methods measuring the sound pressure applying a far field assump-
tion, the direct measurement of the acoustic pressure and acoustic particle velocity can
be beneficial. The determination of acoustic power involving an intensity probe (pp–
and pv–probes can be used) are described for discrete measurement points [1] and by
scanning the surface [2].

2.3. Absorption and acoustic surface properties

In the wave equation (2.6) it is assumed that no losses of acoustic energy occurs. In a
more realistic point of view, losses have to be considered. Following [59], there are two
essential sources for attenuation. On the one hand, a reduction of the acoustic energy
will take place because of medium intrinsic reasons and on the other hand because of
reasons associated with the boundary of the medium.

2.3.1. Attenuation mechanism

Attenuation caused by the medium itself can be viscous losses (occur, when there is a
relative motion between adjacent parts of the medium), heat conduction losses (caused
by the conduction of thermal energy due to a temperature gradient) and losses brought
by molecular processes (absorption of energy through conversion of the kinetic energy
in stored potential, rotational, heat and vibrational energy). The attenuation in the
propagation process is taken into account by introducing a complex wave number

k =
ω

c
− jα′ , (2.25)

with the attenuation coefficient α′, which can be applied to (2.8) and (2.15).
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2.3.2. Interaction at an interface

At an interface between two media (and therefore on the boundary of one medium),
there can occur several effects. First, there can be reflection, second, the not reflected
part of the acoustic wave is absorbed at medium behind the interface, third a part is
transmitted through the interface and fourth, a part can be dissipated (acoustic energy
conversion to heat energy). The interface between two media can be described via the
surface impedance (or wall impedance)

ZW =
Pa

Va · n

∣
∣
∣
∣
surface

, (2.26)

the complex ratio of acoustic pressure and acoustic particle velocity normal to the in-
terface. This definition of impedance in (2.26) is defined in the frequency domain.
The following considerations about plane wave interaction with an interface in this sec-
tion is mainly based on the Book of Allard and Atalla [15]. In the following, we assume
a planar interface between two fluids (fluid 1 and fluid 2). Furthermore, the interface
is large in comparison to the acoustic wavelength and no diffraction at the edge is con-
sidered. A schematic of this issue can be seen in fig. 2.2. Additionally, we assume a

0 x

θi θr

θt

ki
kr

kt

nz

z

y

fluid 2

k, ZCinterface

k ,‘ ZC‘

fluid 1

Figure 2.2.: Reflection and refraction at an interface between two fluids with different
acoustic properties.

plane wave traveling in fluid 1 in direction of its wave vector ki = (kix , kiy, kiz)T. The
wave number in fluid 1 is k, whereas the wave number in fluid 2 is k′. The incoming
wave is reflected (kr = (krx , kry , krz)T) at the interface (z = 0) and additionally refracted
and transmitted (kt = (ktx , kty , ktz )T) since fluid 1 and fluid 2 have different acoustic
properties (characteristic field impedances ZC and Z ′

C). The wave vectors are in the
same plane (y = 0) and therefore the y component of the vectors vanishes. The wave
vector of the incoming wave can be determined with

ki =






k sin θi

0
k cos θi




 =






k sin θi

0
k
√

1 − sin2 θi




 , (2.27)

where θi is the angle of sound incidence at the interface. The angles of the incoming and
reflected wave are equal, whereby these angles in the upper half plane are related to the
angle of transmission θt by the law of refraction (Snell’s law)
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k sin θi = k′ sin θt . (2.28)

The wave vectors of the reflected and transmitted waves by using (2.28) and |kt| = k′

are given by

kr =






k sin θi

0
−k cos θi




 kt =






k sin θi

0
√

k′2 − k2 sin2 θi




 . (2.29)

The surface impedance [15] following (2.26) with n = nz can be computed with

ZW = Z(z = 0) =
Z ′

Ck′

ktz

[

Z ′
C

k′

ktz

− jZ(z1) cot(ktzz1)

Z(z1) − jZ ′
C

k′

ktz

cot(ktzz1)

]

. (2.30)

Thereby the impedance at z = z1 is known and denoted by Z(z1).

Wall impedance of an infinite fluid

Following (2.30) it can be seen that at a perpendicular sound incidence θi = 0◦ at an
infinite fluid 2 ( k′

ktz

= 1, Z(z1) = Z ′
C; ∀z1 > 0), the wall impedance is equal to the

characteristic field impedance of fluid 2

ZW|θi=0◦ = Z ′
C . (2.31)

The wall impedance for an oblique angle of sound incidence can be calculated by

ZW(θi) =
Z ′

C

cos θt
. (2.32)

By using (2.28), the wall impedance in (2.32) gets

ZW(θi) =
Z ′

C
√

1 −
(

k
k′

)2
sin2 θi

. (2.33)

Wall impedance of a hard backed fluid with thickness d

In reality, absorbers are mostly backed by a rigid wall, so fluid 2 is assumed to be backed
by an impervious rigid wall at z1 = d. This corresponds to a flat hard backed absorber
with thickness d. Therefore, the specific acoustic impedance at z1 is infinity and the wall
impedance by using (2.30) computes to
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ZW = −jZ ′
C

k′

ktz
cot(ktzd) . (2.34)

Again for a perpendicular sound incidence (2.34) gets

ZW|θi=0◦ = −jZ ′
C cot(k′d) . (2.35)

The wall impedance for oblique angles of sound incidence can be derived by inserting
(2.29) into (2.34) and thus the wall impedance at oblique sound incidence of a hard
backed fluid reads as

ZW(θi) = −jZ ′
C

1
√

1 −
(

k
k′

)2
sin2 θi

cot



k′d

√

1 −
(

k

k′

)2

sin2 θi



 . (2.36)

2.3.3. Reflection factor and absorption coefficient

A more concrete quantity than the surface impedance is the sound pressure reflection
coefficient defined as the ratio of the reflected and incoming amplitude of the acoustic
pressure. The sound pressure reflection coefficient at the interface in fig. 2.2 computes
to [15]

R =
ZW cos θi − ZC

ZW cos θi + ZC
. (2.37)

A quantity carrying less information as the wall impedance or the sound pressure reflec-
tion coefficient is the sound absorption coefficient

α =
Pab

Pi
= 1 − |R|2 , (2.38)

defined as the ratio of absorbed acoustic power Pab and power of the incoming acoustic
wave Pi. In the calculation of the absorption coefficient the phase of R is removed.
However, there are the following theoretical cases in which the incoming acoustic power
is totally reflected or absorbed.

1. In case of a sound hard interface, the acoustic particle velocity normal to the
interface vanishes. ZW → ∞, R = 1 and α = 0.

2. A sound soft interface describes an interface, where the acoustic pressure is zero.
ZW = 0, R = −1 and α = 0.
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3. At a totally absorbing interface, the reflecting wave vanishes and all energy is
absorbed in the medium behind the interface. ZW = ZC, R = 0 and α = 1.

Since the wall impedance can be split into a real part Re(ZW) and imaginary part
Im(ZW) and insert (2.37) into (2.38) some important conditions for the sound absorption
coefficient

α =
4ZCRe(ZW) cos θi

(Re(ZW) cos θi + ZC)2 + (Im(ZW) cos θi)2
(2.39)

can be derived. The passivity condition has to be fulfilled and therefore, the sound
absorption coefficient cannot be negative

α ≥ 0 ⇒ Re(ZW) ∈ R
≥0 . (2.40)

Thus, the real part has to be a positive real number for angles of sound incidence of
0 ≤ θi ≤ 90◦. Furthermore, the sound absorption coefficient has to be smaller or equal
to 1, and therefore the following condition has to be fulfilled

α ≤ 1 ⇒ (Re(ZW) cos θi + ZC)2 + (Im(ZW) cos θi)
2 ≥ 0 ⇒ Im(ZW) ∈ R . (2.41)

Hence, the argument of the wall impedance only can be in a range between −π/2 and
π/2.

2.3.4. Modeling of the characteristic field impedance

We assume fluid 1 now to be air with a real valued characteristic field impedance ZC = Z0

and wave number k = k0 = ω
c . Fluid 2 is an absorber with thickness d and sound hard

termination at z = d. To calculate the wall impedance at the interface with (2.36) the
characteristic field impedance Z ′

C and the wave number in the absorber k′ have to be
known. Such characteristics can be modeled by using the Delany–Bazley model [39],
Miki model [85] or the Komatsu model [61]. The description of the models can be found
in the appendix A.1. These empiric models only use the flow resistivity as input and are
later used to validate measurement results.
In fig. 2.3 the magnitude and phase of the wall impedance calculated with the different
models are displayed. It can be seen that the Delany & Bazley and the Miki models
give similar results. The Komatsu model differs a little from both. Furthermore, the
surface impedance of an air layer of the same thickness is shown. At low frequencies a
similar behavior of all curves can be observed (all curves show spring like behavior) until
the first resonance is reached. The surface impedance shows resonant behavior because
of the rigid termination at the back. These resonance peaks of the curve representing
the material behavior are lower of course and shifted in frequency because of the higher
speed of sound in the medium in comparison to the air layer. If ktz is close to k′ for a
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Figure 2.3.: Magnitude and phase of the surface impedance at perpendicular sound inci-
dence to the interface between fluid 1 and fluid 2 calculated with (2.35) using
the different approaches to model the fluid 2 with (A.1) – (A.4) (d = 40 mm,
σ = 8 kPas/m2) in comparison to the surface impedance calculated of the same
layer of air (Z ′

C = Z0, k′ = k0).

large range of angles θi the wall impedance given by (2.36) is close to (2.35) and weakly
depends on the angle of sound incidence. Fluid 2 then is called a locally reacting medium.
This means that the response (acoustic particle velocity) at the surface of the medium
only depends on the pressure at the surface and not on the angle of sound incidence
[137]. Beyond that, the response of a certain point on the surface is independent of the
response of other points. As a consequence, the surface impedance is no more a function
of the angle of sound incidence and can be seen as constant for all angles of incidence
(calculated with (2.35)), since the speed of sound inside the medium is lower than the
one in air. This results in a wave propagation in the medium perpendicular to the
surface. The simplification to tread a medium as a locally reacting one is valid in case
of small angles of sound incidence and thin porous materials [15]. It falls short, if the
flow resistivity is low or the angles of sound incidence are large [60] [62]. However, if the
surface behaves locally reacting, the measurement of its acoustic absorption properties
is very easy. The surface impedance has to be only measured at perpendicular sound
incidence as described in the first part of Sec. 1.2.2 and the acoustic behavior can be
predicted for oblique angles of sound incidence.
In fig. 2.4 the real and imaginary part of the sound pressure reflection coefficient for
different angles of sound incidence are shown. The solid lines represent locally reacting
behavior of the surface, whereas the dashed lines are calculated don’t making this sim-
plification and using (2.36) for the wall impedance. It can be clearly seen that for the
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Figure 2.4.: Sound pressure reflection coefficient as a function of frequency for different
angles of sound incidence θi calculated with (2.37). The solid lines represents
a locally reacting material using (2.35) and the dashed lines are calculated
with (2.36) by applying the Komatsu model employing (A.3) and (A.4) with
d = 40 mm and flow resistivity 8 kPas/m2.

angle of sound incidence 15◦ there is slightly no difference in the sound pressure reflec-
tion coefficient by using the simplification of a locally reacting behavior. In contrast,
the difference grows with higher angles of sound incidence.
There is no consistent convention in literature how to name the behavior of a surface,
which is not locally reacting. Allard and Attala [15] introduced the non–locally reacting
behavior. In [62] this behavior was split to be able to distinguish between surfaces
who scatter sound (non–locally reacting) and who do not (extensively reacting). The
extensively reacting surface is characterized, that the wall impedance is a function of the
angle of sound incidence, whereas the wall impedance of a non–locally reacting surface is
additionally a function of the spatial vector. An example for such a behavior is a periodic
diffuser, which can be found in [62]. Furthermore the extensively reacting behavior can
be found as bulk reacting [24] or laterally reacting surfaces [20]. In this thesis only
locally and non–locally reacting behavior without scattering (called extensively reacting
behavior in [62]) are considered.

2.4. Spatial Fourier transformation (Fourier acoustics)

The measurement technique presented in Sec. 4.1.2 is based on the spatial Fourier
transformation of an acoustic pressure field above an acoustic surface. Therefore, the
Fourier transformation has to be introduced. For a detailed introduction the reader is
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referred to [127]. The well known concept of a Fourier transform not only can be applied
on a time–signal but also can be used to calculate the spatial Fourier transform in 1D

F̃ (kx) =

∞∫

−∞

F (x)e−jkxxdx (2.42)

of a spatial function F (x). The spatial function F (x) is denoted with a capital letter
here, since it is assumed as a time Fourier transformed signal. The inverse Fourier
transformation is defined as

F (x) =
1

2π

∞∫

−∞

F̃ (kx)ejkxxdkx . (2.43)

Assuming a z–plane with a spatial distribution F (x, y) and performing a spatial Fourier
transformation in 2D (2.42) has to be done in two dimensions x and y. Thus, the spatial
Fourier transformation gets

F̃ (kx, ky) =

∞∫

−∞

∞∫

−∞

F (x, y)e−j(kxx+kyy)dxdy . (2.44)

Now a radial symmetric distribution on the z–plane is assumed, such as the function
F (r) only depends on the radial variable r. Such a distribution plays an important role
in acoustics particularly since most of the sound fields above an acoustic surface show
a radial symmetric distribution of the acoustic pressure (if the wall impedance is not
a function of the spatial vector). The spatial Fourier transform in polar coordinates
computes to

F̃ (kr) = 2π

∞∫

0

F (r)J0(krr)rdr , (2.45)

whereas the inverse Fourier transformation is defined as

F (r) =
1

2π

∞∫

0

F̃ (kr)J0(krr)krdkr . (2.46)

In (2.45) and (2.46) J0 is the Bessel function of first kind and 0th order. The derivation of
the simplification in (2.45) is known as the Fourier–Bessel transform and can be found in
[44]. For a more practical aspect the spatial Fourier transform of a pressure distribution
in space can be seen as a decomposition into plane wave components, and is used to
calculate the acoustic sound field near a source by means of acoustic holography [49].
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The idea of near field acoustic holography is to extrapolate fields from a measured spatial
distribution of acoustic pressure in a plane to another. The extrapolation of a known
spatial Fourier transformed function F̃ (kx, ky, z0) at the plane z0 can be expressed by
[127]

F̃ (kx, ky, z) = F̃ (kx, ky, z0)e−jkz(z−z0) . (2.47)

2.5. Sound field above an acoustic interface

Now, the sound field above an acoustic interface (see Sec. 2.3.2) excited by a sound
source (e.g. a spherical sound source, see Sec. 2.1.2) can be described. In this section, the
sound field above an acoustic interface is computed using the spatial Fourier transform
presented in Sec. 2.4. First, the sound field caused by a monopole and second caused by
a dipole is considered. The sound field is assumed to show a symmetry in the xy–plane,
so the sound field only depends on r =

√

x2 + y2 and z. In fig. 2.5 the schematic for the
following calculations can be seen. The sound field is excited by a sound source located
at xs = (zs, rs)T. The direct distance to the observer xo = (zo, ro)T is denoted with

rd = ‖xo − xs‖ =
√

(zo − zs)2 + (ro − rs)2 . (2.48)

Furthermore, there are the following relations between the spatial Fourier transformed
acoustic pressure at the observer and at the origin with P̃a,dir being the direct wave and
P̃a,r the reflected one

P̃a,dir(0) = P̃a,dir(z)e−jkzz (2.49)

P̃a,r(z) = P̃a,r(0)e−jkzz (2.50)

The sound reflecting plane will be at z = 0 and therefore, the direct and reflected sound
pressure are linked by the sound pressure reflection coefficient R̃

P̃a,r(0) = P̃a,dir(0)R̃ . (2.51)

2.5.1. Monopole

In case of a free radiation the time Fourier transformed acoustic pressure can be com-
puted from (2.15) by

Pa =
jωρ0Q̂

4πrd
e−jkrd . (2.52)
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Figure 2.5.: Schematic for the calculation of the sound field above an acoustic interface.

If the sound source is located at rs = 0, the spatial Fourier transform of (2.52) is [104]

P̃a,dir = jωρ0Q̂

(

j

2
√

k2 − k2
r

ej
√

k2−k2
r |zo−zs|

)∗

. (2.53)

A derivation of (2.53) can be found in the appendix A.2.1. It can be seen in (2.53) that
the spatial spectrum has a pole at kr = k. The time Fourier transform of the acoustic
pressure above an acoustic surface at z = 0 (the sound pressure reflection coefficient of
the interface is R̃) can be calculated by inserting (2.52) and (2.53) in (A.16)

Pa =
jωρ0Q̂

4πrd
e−jkrd +

ωρ0Q̂

2π

∞∫

0

1

2
√

k2 − k2
r

e−j
√

k2−k2
r(zs+zo)krR̃(kr)J0(rkr)dkr . (2.54)

2.5.2. Dipole

Since a dipole consists of two monopoles Q1 and Q2 located at xs1 = (zs1, rs1)T and
xs2 = (zs2, rs2)T with equal strength Q̂ (and different sign), separated by the distance d,
the acoustic pressure can be computed by [65]

Pa = jωρ0Q̂

(
1

4πr1
e−jkr1 − 1

4πr2
e−jkr2

)

, (2.55)

with the distance between sound source and observer r1/2.
We assume Q1 and Q2 located on the z–axis as can be seen in fig. 2.6. In this special
case, the expression in the brackets in (2.55) can be replaced by the derivation of the
Green’s functions of both monopoles with respect to zs and a multiplication with d and
therefore, the acoustic pressure can be computed by [104]

Pa = jωρ0Q̂d
∂

∂zs

(
1

4πrd
e−jkrd

)

(2.56)

=
jωρ0Q̂d(jkrd + 1)(zo − zs)

4πr3
d

e−jkrd . (2.57)
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Figure 2.6.: Sketch of dipole consisting of two monopoles.

By introducing the radiation angle ϑ (cos ϑ = (zo − zs)/rd), the acoustic pressure reads
as

Pa =
jωρ0Q̂d(jkrd + 1)

4πr2
d

cos ϑe−jkrd . (2.58)

Again, the time Fourier transform of the acoustic pressure above the interface can be
calculated by using (A.16) with (2.57) and (A.12)

Pa =
jωρ0Q̂d(jkrd + 1)(zo − zs)

4πr3
d

e−jkrd

− jωρ0Q̂d

4π

∞∫

0

R̃e−j
√

k2−k2
r(zs+zo)J0(rkr)krdkr . (2.59)

2.6. Impulse response and transfer function of a LTI–system

H(ω)

h(t)x (t)i

X ( )i ω X ( )o ω

x (t)o

LTI-system

Figure 2.7.: LTI–system with impulse response h(t) and transfer function H(ω).

Since the measurement techniques described in Chap. 4 are mainly based on determin-
ing the impulse response (IR), a short introduction in the topic is given. For a detailed
introduction the reader is referred to [48]. We consider a linear and time–invariant (LTI)
system (see fig. 2.7). The LTI system is described by its impulse response h(t) and the
corresponding complex transfer function (TF) H(ω). Both represent the same informa-
tion content since the IR can be transformed into the TF with the Fourier transform
and vice versa the IR can be calculated from the TF with the inverse Fourier trans-
form. However, the system’s output xo(t) (in frequency domain Xo(ω)) in time domain
is a convolution (denoted with ∗) of the input signal xi(t) and the IR and in frequency
domain a simple multiplication of the Fourier transformed input signal Xi(ω) and the
TF
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xo(t) = (xi ∗ h) (t) =

∞∫

−∞

xi(τ)h(t − τ)dτ (2.60)

Xo(ω) = Xi(ω)H(ω) . (2.61)

The IR and TF can be determined by deconvolution and divison with

h(t) = xo(t) ∗ x−1
i (t) (2.62)

H(ω) =
Xo(ω)

Xi(ω)
. (2.63)

In (2.62), x−1
i (t) is the signal with the spectrum 1/Xi and is called matched filter. When

the power spectral density of Xi(ω) is constant [94], the following relation holds

1

Xi(ω)
= const. X∗

i (ω) (2.64)

x−1
i (t) ≡ xi(−.)(t) . (2.65)

By using the relation in (2.65) the IR in (2.62) can be computed with

h(t) = (xo ∗ xi(−.)) (t) =

∞∫

−∞

xo(τ)xi(t + τ)dτ , (2.66)

which is the cross correlation

h(t) = (xo ⋆ xi) (t) . (2.67)

Hence, the IR can be obtained with an arbitrary input signal and a cross correlation with
the output signal, when the power spectral density of the input signal is constant. The
benefit of using a MLS as input signal is that there is a very efficient cross–correlation
algorithm available. The MLS [76] [125] are special classes of binary sequences. The
deterministic MLS sequence of length L = 2n −1 with the order of the sequence n shows
a constant frequency spectrum and is produced by a binary shift register. The brilliant
characteristic of a MLS is the fact that the auto correlation shows a dirac–delta impulse
and (2.66) in case of an excitation with a MLS xi,MLS(t) as input results in [94]

(xi,MLS ∗ h
︸ ︷︷ ︸

xo

⋆xi,MLS)(t) ≈ (δi ∗ h)(t) . (2.68)

In (2.68) δi is the dirac delta function shifted by i times the length of the MLS–sequence
with i = 0, ±1, ±2, . . . the order of the dirac delta series. The outcome is the wanted IR
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convolved with a series of dirac delta pulses. To be able to separate the IR from (2.68),
the IR has to be decayed within the time period L∆t (∆t is the sample time of the
data aquisition). Therefore, the length L of the MLS has to be chosen sufficient long.
Calculating (2.68) with an conventional algorithm, (2n −1)2 multiplications are required,
whereas using the fast Hadamard transformation (FHT) [28] only n2n summations and
subtractions are needed. Therefore, the FHT is an efficient tool to determine the IR of
a LTI system excited by a MLS–signal.
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3. Calibration of particle velocity sensors

This chapter deals with the calibration of particle velocity sensors. The calibration, in
particular the phase calibration is very important in measuring the sound intensity. For
demonstration a phase mismatch between the sensor for acoustic pressure and acoustic
particle velocity ϕpv is considered. According to (2.19), the active intensity with a phase
mismatch computes to

İ =
1

2
Re
(

PaV∗
ae−jϕpv

)

≈ I + ϕpvJ . (3.1)

In (3.1) it can clearly be seen that the active intensity and hence the acoustic power
with a phase mismatch using (2.20)

Ṗ ≈ P + ϕpv

∫

Γ

J · dΓ (3.2)

strongly depends on the sound field under test, since there will be a remaining not
compensated phase mismatch in every case, even with a good calibration. For a detailed
derivation of (3.1) the reader is referred to [40]. However, if J ≫ I, there can be expected
a significant error by determining the acoustic power with pv–probes even if the phase
mismatch is small. This results in errors, if measurements are carried out in the near
field of a source but it can be stated that the phase calibration is not critical if the
measurements are done in the far–field. Since the measurements presented in Sec. 5.2.1
are carried out with a Microflown USP in an reactive sound field in the near field of a
sound source, the calibration of the particle velocity sensor is crucial. The sensitivity
of a Microflown sensor, which measures the acoustic particle velocity depends on the
frequency. The sensor shows the highest sensitivity at frequencies around 200 Hz. The
sensitivity drops to lower frequencies due to the thermal layer on the wires. At higher
frequencies, the sensitivity decreases due to thermal diffusion (it takes time for heat
to travel from one wire to the other) and the thermal mass (temperature of the wires
cannot vary at infinite speed)[121]. This frequency behavior of the sensitivity can be
modeled by an electric circuit [36] [113], which can be seen in the left part of fig. 3.1.
The magnitude of the complex Sensitivity S can be approximated with

|S| =
S0

√

1 +
(

f1

f

)2
√

1 +
(

f
f2

)2
√

1 +
(

f
f3

)2
√

1 +
(

f4

f

)2
. (3.3)
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In (3.3) f1, f2, f3 and f4 are the characteristic magnitude corner frequencies associated
to the high pass (R1 & C1, R4 & C4) and low pass filters (R2 & C2, R3 & C3) and
S0 is an amplitude constant (given in V/(m/s)). The approximation of the sensitivity’s
phase computes to

arg (S) = arctan
(

c1

f

)

− arctan
(

f

c2

)

− arctan
(

f

c3

)

+ arctan
(

c4

f

)

, (3.4)

where c1, c2, c3 and c4 are phase corner frequencies being approximately the same corner
frequencies of (3.3). An exemplary magnitude and phase response of the sensitivity can
be seen in the right part of fig. 3.1.
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Figure 3.1.: Model of the Microflown sensor’s sensitivity. Left: electric circuit. Right:
exemplary magnitude and phase response as a function of frequency (cal-
culated with (3.3) and (3.4) using f1 = 66 Hz, f2 = 487 Hz, f3 = 4987 Hz,
f4 = 190 Hz, c1 = 50 Hz, c2 = 402 Hz, c3 = 14599 Hz, c4 = 190 Hz).

There are some drawbacks in the conventional calibration technique with the POS.
First, the acoustic particle velocity affecting the sensor has to be calculated from the
measured acoustic pressure and the estimated impedance of the loudspeaker, where
measurement and estimation errors can occur. Second, the calibration cannot be done
over the whole frequency range of interest at once and third, the calibration of all
three components of the particle velocity sensor has to be accomplished sequentially.
Furthermore, the manufacturer of the USP only gives the correction curves by default in
form of a calibration report containing the corner frequencies f1, f2, f3, f4, c1, c2, c3 and
c4 and the amplitude constant S0, which are results of the calibration using the POS and
a model–fit. The correction curves produced by the model only estimates the frequency
behavior of the particle velocity sensor. Thus an own calibration of the particle velocity
sensor is surely preferred.

3.1. Simultaneous calibration method for 3D particle velocity
sensors

In contrast to the calibration method employing the POS, the method described in
this section is first a simultaneous calibration technique, providing the sensitivities of

28



3. Calibration of particle velocity sensors

all three components of the particle velocity sensor, second does not need any anechoic
conditions and third is not restricted to a specific frequency range. The simulation aided
calibration method uses a acoustic particle velocity field in front of a moving circular
plane as a reference sound field to obtain the sensitivity of each component.

3.1.1. Sensitivity of a sensor’s component

To calibrate one of the three components of a particle velocity sensor (dir = 1,2,3),
the output of the sensor’s component Vs,dir has to be compared to the acting acoustic
particle velocity on the component Va · ndir in direction of the sensor’s component ndir.
If the acting acoustic particle velocity is known, the sensitivity of the component can be
computed with

Sdir = Sr,dir + jSi,dir =
Vs,dir

Va · ndir
, (3.5)

where the sensitivity can be split into the real Sr,dir and imaginary part Si,dir. Thus, the
sensitivities of all three components can be determined simultaneously, if additionally to
the acoustic particle velocity at the location of calibration (LOC) the orientation of the
particle velocity sensor with respect to the orientation of the acoustic particle velocity
vector is known. In the simultaneous calibration method, the acoustic particle velocity
vector Va is obtained by using finite element (FE) simulation data of a reference sound
field and the orientation ndir of the sensor is measured by means of a 3D acceleration
sensor [81].

3.1.2. Analysis of the reference sound field

To obtain the acoustic particle velocity vector (orientation and value) in the reference
sound field acting on a component of a particle velocity sensor during the calibration
process, a study of the sound field is obligatory. This study can be found in [83] and was
done by using the multiphysics software of CFS++ based on the FE method [58] [120].
The axially symmetric simulation setup for the calculation of the reference sound field
can be seen in fig. 3.2. This simulation setup consists of an excitation line with length
rp, which represents the excitation via a moving circular plane and a propagation region,
which models the air in front of the plane. The propagation region is surrounded by a
perfectly matched layer (PML) [57] for modeling free radiation. Moreover, an observation
point 10 mm in front of the excitation line at the line of symmetry can be seen. This
will be the LOC, where the particle velocity sensor is being calibrated, see Sec. 3.2. In
the implementation of the simultaneous calibration method described in Sec. 3.1.4, a
piston is used to produce the reference sound field. Hence, to take diffraction on the
edge of the piston into account, a part of the piston is modeled, which can be seen as a
rigid boundary condition (sound hard) on the edge of the circular plane. The analysis of
the acoustic particle velocity field above the circular plane is done by the investigation
of the acoustic particle velocity relative to the velocity Vp · z of the excitation since the
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Figure 3.2.: Axially symmetric simulation setup for the calculation of the reference sound
field in front of a moving circular plane with radius rp.

problem is linear and does not depend on the amplitude of excitation. z is the unit
vector in z–direction. This relative acoustic particle velocity computes to

vrel =
Va · ndir

Vp · z
, (3.6)

where n denotes the direction of the acoustic particle velocity.

20 k

100 100

rp = 15 mm rp = 25 mm rp = 40 mm

100
0

2

1

50 50 500 0 0

2 k

fr
eq

u
en

cy
 o

f 
ex

ci
ta

ti
o

n
 (

H
z)

distance to the center of the circular plane z (mm)

200

20

Figure 3.3.: Amplitude of the relative acoustic particle velocity |vrel| calculated with (3.6)
as a function of frequency of excitation and the distance to the circular plane.
The dashed line is the near field length of a piston in an infinite wall with
the same radii.

The acoustic particle velocity on the axis of symmetry only shows a z–component, since
this is a symmetry condition. This relative acoustic particle velocity on the symmetry
axis for different radii of the circular plane calculated with (3.6) is shown in fig. 3.3.
Moreover, the near field length (NFL) of a moving piston in an infinite plane wall
calculated following [70] is displayed. This only can be an estimation of the NFL here,
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since the moving plane is not located in an infinite plane baffle, but is surrounded with
air, but it should be used here for a better understanding. The higher the frequency
of excitation, the larger is the NFL. The larger the radius of the moving plane, the
larger is the NFL at the same frequency. It can be observed that the amplitude of the
relative acoustic particle velocity in front of the plane can be higher than 1 due to near
field effects (interference), which means that the acoustic particle velocity is larger than
the surface velocity of the excitation. During the calibration process, location errors in
placing the sensor can occur. Therefore, the best distance to calibrate the probe can be
found, where the gradient of the reference field is a minimum. An indicator might be
the sum over all frequencies of interest of the absolute gradient of the relative velocity
amplitude on the axis of symmetry

G1 =
1

N |Vp · z|
N∑

i=1

∣
∣
∣
∣

∂

∂z
|Va(fi) · z|

∣
∣
∣
∣ , (3.7)

where N is the number of evaluated frequencies (fi, i = 1, . . . N) and V(fi) the acoustic
particle velocity at frequency fi. In fig. 3.4 G1 is shown for different radii of the plane.
The factor G1 decreases with increasing distance to the plane for all radii. At distances
smaller than 20 mm, G1(rp = 40 mm) shows the smallest values in comparison to both
other curves. For a larger distance G1(rp = 40 mm) is higher than the others and
G1(rp = 15 mm), the curve for the smallest radius can be found to be the one with the
smallest values. All in all the distance to the circular plane has to be chosen as large
as possible to reduce problems caused by inaccurate placing the sensor in the reference
sound field. In case of small calibration distances, the sound field generated with the
largest radius is advantageous.
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Figure 3.4.: Sum of absolute gradient of the relative acoustic particle velocity G1 calcu-
lated with (3.7) and N = 500, f1 = 20 Hz and fN = 20 kHz.

A second indicator, where the best LOC is, might be the summation of the acoustic
particle velocity amplitudes
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G2 =
1

N |Vp · z|
N∑

i=1

|Va(fi) · z| . (3.8)

The higher the amplitude of the acoustic particle velocity at the LOC, the better is the
signal to noise ratio (SNR). In fig. 3.5 G2 as a function of the distance to the center
of the plane is shown. It can be seen that G2 decreases with growing distance to the
plane with all radii of the excitation plane. Furthermore, G2 is higher for a larger plane
radius, because of interference in the near field and, therefore higher amplitudes in front
of the plane. To conclude, the analysis of the reference sound field shows that there is
no perfect location to place the sensor since there is at any LOC a trade off by a smaller
gradient of the amplitude with larger distances to the center of the plane, to avoid errors
in the determined sensitivity as a result of an inaccurate position and a smaller SNR
with growing distances to the plane.
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Figure 3.5.: Sum of the relative acoustic particle velocity G2 calculated with (3.8) and
N = 500, f1 = 20 Hz and fN = 20 kHz.

Nevertheless, a reference sound field generated by a larger excitation surface seems to
be more beneficial for the calibration process in a distance up to 20 mm in front of the
plane, since the sound field shows the lowest value G1 and the highest G2. However, the
highest gradients in the acoustic particle velocity amplitude at higher frequencies can be
observed in the sound field with the excitation radius of 40 mm. Therefore, it seems to be
reasonable to perform the calibration with different sound fields and merge the obtained
sensitivities by averaging the results of each measurement setup. In our implementation
presented in Sec. 3.1.4, the LOC will be at a distance of 10 mm in front of the circular
plane’s center. In fig. 3.6 the real and imaginary part of the relative acoustic particle
velocity as a function of the excitation frequency can be seen. At frequencies below
2 kHz the imaginary part of the acoustic particle velocity is nearly zero and therefore
the acoustic particle velocity is dominated by its real part. It can be observed that the
amplitude is higher below 2 kHz for larger radii of the excitation. At higher frequencies
above 2 kHz the acoustic particle velocity at the LOC is very sensitive regarding changes
in the frequency of excitation.
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Figure 3.6.: Real and imaginary part of the relative acoustic particle velocity vrel at the
LOC 10 mm in front of the plane.

Additional to the frequency dependency of the magnitude of the acoustic particle veloc-
ity due to the nature of the reference sound field, the surface velocity to generate the
reference sound field in the implementation of the calibration method is provided by a
moving piston mounted on a vibration exciter (see Sec.3.1.4). Furthermore, two different
piston materials will be used, so the frequency response when the surface velocity is not
being controlled to be constant over frequency will depend on the material and geometry
of the mounted piston, as can be seen in fig. 3.8.

3.1.3. Orientation analysis
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Figure 3.7.: Left: 3D particle velocity sensor (PV) equipped with a 3D acceleration
sensor (ACC). Right: Microflown USP equipped with an Analog Devices
ADXL330.

To calculate the sensitivities of the sensor’s components with (3.5), the orientation of the
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sensor with respect to the particle velocity sensor has to be known. Since the LOC is on
the axis of symmetry z, the acoustic particle velocity points in the same direction as the
surface velocity on the circular plane. To identify the orientation of the sensor in relation
to the acoustic particle velocity at the LOC, the orientation of the sensor in relation to
the surface velocity has to be found. In the following investigations a homogeneous
local gravity field g acting in z–direction is assumed. Moreover, we assume the particle
velocity sensor equipped with a 3D–acceleration sensor, whereas the three components of
the acceleration sensor and the particle velocity sensor are equally orientated as depicted
in the left part of fig. 3.7. With the 3D–acceleration sensor, the acceleration vector a
can be obtained. Thus, the acting acoustic particle velocity on each component of the
sensor can be determined with [82]

Va · nPV
dir =

−a · nACC
dir

g · z
Va · z . (3.9)

3.1.4. Implementation of the simultaneous calibration method
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Figure 3.8.: Measured magnitude of the surface velocity with a constant excitation volt-
age as a function of the excitation frequency (dashed curves; PLA–50; solid
curves: Aluminium pistons).

The calibration method proposed in the preceding section is implemented by means of
a Microflown USP as a 3D particle velocity sensor and an Analog devices ADXL330 as
a 3D acceleration sensor. The calibration was done in an ordinary room without any
anechoic conditions. The resulting measurement system can be seen in the right part of
fig. 3.7. The reference sound field is generated by means of a moving piston. Pistons
made of aluminum and PLA–50 with different radii (rp = [15 mm, 25 mm, 40 mm]) and
height 100 mm are mounted on an electrodynamic vibration exciter BK4809 driven by a
Power Amplifier BK2718. In total there are six different pistons and hence, six different
calibration setups with different mechanical resonance frequencies available. The excita-
tion of the vibration exciter can either be done with a sine sweep or in a harmonic way
with a sine signal of a single frequency. The surface velocity is measured on the moving
front side at a point 5 mm out of center by means of a laser vibrometer and is assumed
to be constant over the surface, perpendicular to the moving surface and orientated
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anti–parallel to the local gravity field. The magnitude of the surface velocity measured
on top of the six pistons with a constant excitation voltage in form of a sweep signal
[83] applied to the vibration exciter as a function of the excitation frequency can be seen
in fig. 3.8. The frequency range up to 5 kHz can be found without resonances in all
configurations. The system with the aluminum piston (solid line) shows one resonance
frequency in the frequency range of interest, whereas three resonance frequencies can be
found at the system with the plastic piston (dashed line). The first resonance peak of
the plastic pistons can be found to be at first at the piston with smaller radius, while
the second and third resonance appear at first at the piston with the largest radius. The
resonance peaks of the system with the aluminum piston can all be found in a frequency
range around 10 kHz. However, it can be observed that the magnitude of the plastic
pistons is higher due to the lower density of PLA–50 in comparison to aluminum (and
hence, a lower mass with the same dimensions). Additional to the possibility exciting
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Figure 3.9.: Measured magnitude of the surface velocity with a variable excitation volt-
age to control the magnitude as a function of the excitation frequency.

the shaker with a constant voltage amplitude, the surface velocity can be controlled
to show a constant magnitude over the excitation frequency [81]. Here, the magnitude
response of the system is reversed and furthermore, the magnitude was readjusted with
a simple P–controller. The resulting magnitude of the systems with the plastic pistons
can be seen in fig. 3.9. Here the magnitude can be determined to be constant over the
frequency. Small deviations can be detected at the resonance frequencies of the system.

Calibration of the 3D acceleration sensor

For determining the sensitivity of the 3D acceleration sensor ADXL330, the system of
linear equations






V11 V21 V31
...

...
...

V1n V2n V3n






︸ ︷︷ ︸

[V ]

=






a11 a21 a31 1
...

...
...

...
a1n a2n a3n 1






︸ ︷︷ ︸

[a]

·








S1 0 0
0 S2 0
0 0 S3

S10 S20 S30








︸ ︷︷ ︸

[S]

(3.10)
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has to be solved. In (3.10) [V ] is the matrix of voltages measured at the acceleration
sensor, [a] the matrix of accelerations and [S] the system matrix containing the sensi-
tivities (S1, S2, S3) of the three components including the offsets (S10, S20, S30), where
n is the number of performed measurements. With n ≥ 2 one can solve for the system
matrix by using the least square method

[S] =
(

[a]T [a]
)−1

[a]T [V ] (3.11)

and hence determine the sensitivities of each component of the acceleration sensor. The
previous described calibration of the acceleration sensor was done by using n = 6 mea-
surements with

[a] =












1 0 0 1
0 1 0 1
0 0 1 1

−1 0 0 1
0 −1 0 1
0 0 −1 1












9.81 m/s2 . (3.12)

The obtained sensitivities of the acceleration sensor by using (3.11) and (3.12) can be
found in tab. 3.1.

Table 3.1.: Sensitivities of the acceleration sensor ADXL330 determined using (3.11) and
(3.12) with g = 9.81 m/s2.

Component dir 1 2 3

Sensitivity Sdir (V/g) 0.325 0.335 0.320
Offset Sdir 0 (V/g) 1.625 1.643 1.613

Spatial orientation of the moving piston

To identify the orientation of the surface velocity in relation to the local gravity field, the
acceleration sensor is mounted on the surface of the piston. The measured acceleration
signal when moving the piston shows a constant ac and alternating aa part. The constant
part caused by the local gravity field and the alternating part caused by the motion of
the piston. The angle between both acceleration vectors computes to

αdev = arccos
(

ac · aa

||ac|| ||aa||

)

(3.13)

and was found to be in the range of 180◦ ± 1◦ and therefore the surface velocity can be
assumed to be anti–parallel in respect to the local gravity field.

36



3. Calibration of particle velocity sensors

angle of

angle of

rotation

rotation

angle of
rotation

acceleration-
signal amplitude

particle velocity

particle velocity

signal amplitude

signal phase

360°

360°

360°

90°

90°
0

0

0

180°

180°

270°

270°
+π/2

-π/2

g

Va

PV

ACC

n
PV

1

n
PV

2

n
AC

1

n
AC

2

90° 180° 270°
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orange: component 2). The phase of the particle velocity sensor’s signal
differs by π, when the acoustic particle velocity signal switches from a
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Spatial orientation of the sensors

To analyze the spatial orientation of both sensor’s component to each other and to verify
the assumption that the axes of both sensors are equally orientated (nPV

dir = nACC
dir = ndir

∀dir = 1, 2, 3), the USP equipped with the ADXL330 is rotated around each pair of axes
in the reference field. In case of an ideal reference field for both sensors and a perfect
anti–parallelism between both fields, a perfect orthogonality between the single sensor’s
components and a perfect parallelism between the pairs of axes, the expected signals as
a function of the rotation angle have to be sine signals and shifted to each other. As an
example, the measurement system depicted in fig. 3.7 is turned around the axes marked
with n3. The expected sensor signals as a function of rotation angle can be seen in fig.
3.10. Since the acceleration sensor measures a constant quantity, only the amplitude
can be analyzed. In theory, the acceleration sensor’s signal follows a sine function and
there is a shift of 90◦ between the two components’ signal of the acceleration sensor (e.g.
component 1 (blue) and component 2 (red) as displayed in fig. 3.10). The amplitude of
the particle velocity sensor’s signal follows an absolute value of a sine function, whereby
a phase shift of π can be expected, where the acoustic particle velocity switches from a
positive to a negative value. The orientation analysis has been performed three times,
so the measurement system was turned around the axes 1, 2 and 3. Each measurement
was repeated ten times with an angle resolution of 0.5◦ and the result in case of an angle
between two axes are given as a mean value of the ten identified angles and with the
confidence limits of 99%. The measurements to obtain the spatial orientation of the
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sensors have been performed during the work for a bachelor thesis [55] and have been
reported in [80].
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Figure 3.11.: Measured amplitude of the acceleration sensor’s signal (component 1 (blue)
and component 2 (red)) while turning the measurement system around n3

as sketched in 3.10. The yellow line represents the sine fit of the signals.

3D Acceleration sensor The analysis of the acceleration signal can easily be done by
means of a sine–fit. Thereby, the phase shift between the amplitude of two signals as a
function of frequency is determined. In fig. 3.11 the acceleration signal’s amplitude of
component 1 (blue) and component 2 (red) at a rotation of 190◦ around n3 as sketched
in fig. 3.10 can be seen. The sine–fitting process works well, since the local gravity
field can be assumed to be homogeneous in a small operation range used here for the
orientation analysis. The sine functions show nearly no deviation to the measured data.
As expected, the amplitude as a function of the rotation angle shows the behavior
displayed in fig. 3.10. Since the starting angle of the rotation can be chosen arbitrarily,
the function might be shifted. For instance, the acceleration signal is zero at component
1 at an angle of rotation of about 0◦ since the local gravity field is perpendicular to
the component’s axis nACC

1 , whereas the amplitude is maximum when nACC
1 and g are

orientated parallel. This is at an rotation angle of about 90◦.

Table 3.2.: Angles between the components of the ADXL330.
Angles between nACC

i and nACC
j Angle (deg)

i = 1, j = 2 90.238 ± 0.032
i = 2, j = 3 90.053 ± 0.049
i = 3, j = 1 89.872 ± 0.051

Since the signals of the acceleration sensor are fitted with a sine signal, the angle between
two components can be determined more precisely than the angle resolution of 0.5◦. The
identified angles between the components of the acceleration sensor can be found in tab.
3.2. The deviation of the ADXL330 from perfect orthogonality is very small and at most
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3D particle velocity sensor The implementation of the analysis of the orientation of
the sensor’s component does not perfectly turn around the axis of each component. For
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Figure 3.13.: Scenario 1–3 to find out the angles between component 2 and 3 (scenario
1), 3 and 1 (scenario 2) and 1 and 2 (scenario 3).

the analysis of the orientation of the particle velocity sensor a sound field above the
moving piston excited with 500 Hz is used. The reference field is not homogeneous and
additionally, the components cannot be turned around a point since the components
of the particle velocity sensor are not located at the same position. This makes the
orientation analysis of the particle velocity sensor more complicated than the analysis in
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case of the acceleration sensor, since the amplitude as a function of the rotation angle is
not a sine signal or an absolute value of a sine signal. In fig. 3.12 the velocity distribution
in case of the amplitude of the relative velocity in front of the moving piston with radius
40 mm at 500 Hz is shown. It can be seen that the reference sound field near the moving
piston is flat and it gets more and more spherical with growing distance to the surface
of the piston. Furthermore, the amplitude of the relative velocity as a function of the
rotation angle at a circle with center 4.5 mm and 2.25 cm above the center of the moving
piston is shown. Since a single component of the particle velocity sensor will move on
a circle, when the measurement system depicted in fig. 3.12 is turned in the reference
sound field, the relative velocity on this circle is of interest. The more the distance to
the surface of the moving piston, the more inhomogeneous is the reference sound field,
which can be seen in fig. 3.12, where the amplitude of the relative velocity as a function
of rotation angle is more constant for the circle being nearer to the surface. The analysis
of the spatial orientation of the particle velocity sensor is performed as near as possible
to the surface of the moving piston at a distance of 4.5 mm above the center. In fig. 3.13
a sketch of the three measurement scenarios is shown. In scenario 1 the components 2
and 3 move on a circle with the same radius but in different layers (component 3 moves
on a circle behind 2). If the particle velocity sensor is placed above the center of the
moving piston the velocity on component 2 and 3 is the same, because of the reference
field’s symmetry. There are two distinctive positions along the rotation process. The
signal of component 2 is minimum, when component 3 is maximum and vice versa. To
analyze the orientation of both components to each other, the signal’s minimum of one
component has to be compared with the signal’s maximum of the other component.
The angle between the distinctive positions is 0◦ if both components are orientated
orthogonal to each other. In scenario 2, the components move on circles with different
radius in different layers (component 3 moves on a circle on a layer behind component 1)
of the reference field, so there is no distinctive position, where the same acoustic particle
velocity acts on the components. The nearest combination of two distinctive positions
is the signal’s minimum of component 1 and the signal’s maximum of component 3.
The desired angle between the remarkable positions is 0◦. Since component 1 and 2
move on the same circle in scenario 3, the angle, where both signals are minimum can be
compared. In theory, the angle difference should be 90◦. In the inhomogeneous reference
field in fig. 3.12, a component of the sensor moves on a circle as can be seen in the figure.
Moreover, in the plot, the velocity on the circle, on which the component 1 and 2 are
moving when the particle velocity sensor is turned around component 3, can be seen.
Hence, the amplitude of the sensor’s signal is not a perfect absolute value of a sine signal,
but weighted with a function similar to the one shown in fig. 3.12. In case of the rotation
around the axis of component 3, there are no limitations, but the rotation around both
other axes are limited to ≈ 195◦. The start– and end–scenario of the rotation around
these axes can be seen in fig. 3.14. There is no possibility to enlarge this limit, because
of the sensor’s dimension. As mentioned before, it has to be evaluated either the signal’s
minimum or maximum. The orientation analysis is performed with an angle resolution
of 0.5◦. To be able to find out the signals’ minimum and not being restricted to the angle
resolution of the measurement, the signal is locally interpolated with cubic splines. The
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Figure 3.14.: Left: start–scenario. Right: end–scenario, when the USP and the
ADXL330 are turned around the axes of component 2 and 3.

interpolation is performed only at a certain range of angles around the minimum of the
signal. A signal’s maximum can be found in between two signal’s minima. Therefore,
in a first step, both signal minima are identified in the approach described above. The
signal between the two minima is now fitted with a polynomial function to estimate the
angle, where the acoustic particle velocity is a maximum. The identified angles between
the components of the USP are listed in tab. 3.3. The deviation from 90◦ is determined
to be at the maximum 1.107◦. It can be observed that the variance is larger, the greater
the deviation is. In case of the determination of the angle between components 1 and 2
the conditions in the measurement setup are the best, since the components distinctive
positions can be evaluated at exactly the same position. The analysis here gives the
smallest deviation from orthogonality of both components with the smallest deviation
in the ten measurements. However, the orthogonality of the USP is nearly given.

Table 3.3.: Angles between the components of the USP.
Angles between nPV

i and nPV
j Angle (deg)

i = 1, j = 2 90.271 ± 0.037
i = 2, j = 3 89.391 ± 0.080
i = 3, j = 1 88.893 ± 0.117

Spatial orientation between both sensors The angles between the equally oriented
assumed components, thus component 1 of the acceleration sensor and component 1
of the particle velocity sensor and also of components 2 and 3, are listed in tab. 3.4.
The orientation indeed is nearly equally. The largest deviation can be found between
the components 3 with an angle of 1.2◦. Nevertheless, the deviation from an equally
orientation are small and therefore negligible during the calibration process.

Table 3.4.: Angles between the equally orientated components of both sensors.
Angles between nPV

i and nACC
i Angle (deg)

i = 1 0.7921 ± 0.067
i = 2 0.701 ± 0.031
i = 3 1.207 ± 0.076
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3.2. Calibration results

S
r,
1

(V
/(

m
/s

))
i,
1

S
(V

/(
m

/s
))

-10

0

10

20

30

40

-20

-10

0

10

20

20k2k20020
f(Hz)

Figure 3.15.: Sensitivity of component 1. The averaged sensitivity of the ten calibration
measurements obtained with the six measurement setups is shown as grey
line, the overall averaged sensitivity in black and the nominal sensitivity
curve (manufacturer) as a dashed line.
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Figure 3.16.: Sensitivity of component 2. The averaged sensitivity of the ten calibration
measurements obtained with the six measurement setups is shown as grey
line, the overall averaged sensitivity in black and the nnominal sensitivity
curve (manufacturer) as a dashed line.

The calibration was done by exciting the shaker with a 1 s linear increasing sine–sweep
between 20 Hz and 20 kHz. Furthermore, the pistons with three different radii made
of aluminum and PLA–50 are used. In total, there are six different measurement se-
tups for the calibration process available. The calibration was done ten times with each
calibration setup, whereas the sensitivities of each measurement setup were linear av-
eraged. In fig. 3.15 to 3.17 the calibration results in form of the sensor component’s
sensitivities (real and imaginary part) obtained by the simultaneous calibration method
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Figure 3.17.: Sensitivity of component 3. The averaged sensitivity of the ten calibration
measurements obtained with the six measurement setups is shown as grey
line, the overall averaged sensitivity in black and the nominal sensitivity
curve (manufacturer) as a dashed line.

are shown. The averaged sensitivities can be seen as grey lines and the overall average
of all six calibration setups are displayed as black curve. Moreover, the sensitivities of
the particle velocity sensor given by the manufacturer in form of the sensitivity model
can be seen as a dashed line. It can be stated that the obtained sensitivities differ from
the ones given by the manufacturer in all components at frequencies below 2 kHz. At
higher frequencies the sensitivities show good agreement to the sensitivities provided
by the manufacturer. The particle velocity sensor can be a useful sensor in the mid
frequency domain since the sensor shows an appropriate sensitivity between 100 Hz and
2 kHz. Below 100 Hz and above 2 kHz the sensitivity is very poor because of the reasons
explained at the beginning of this chapter. In the sensitivity’s real part of component
1 and 3, there can be seen that the sensitivity obtained by the simultaneous calibration
method is lower than the nominal sensitivity curves in the mid frequency range. In
contrast, the obtained sensitivity’s real part of component 2 is found to be higher than
the sensitivity given by the manufacturer. However, the calibration method produces
reliable sensitivities for each component in a wide frequency range even up to 16 kHz.
There are major deviations between each sensitivities found with the six measurement
setups at frequencies above 16 kHz since the excitation amplitude and the sensitivity of
each component gets very low and hence, the SNR of the calibration is very poor. Of
course, there can be errors in placing the particle velocity sensor in the reference sound
field. Since the three components of the sensor are not located at the same position, the
position of each component is slightly outside the center of the vibrating piston. Par-
ticularly at high frequencies, those location errors can have an effect on the calibration
result.
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3.3. Validation of the calibration method

For validation purposes, a known acoustic particle velocity field is required, where the
measured acoustic particle velocities on the one hand calculated with the sensitivities
given by the manufacturer and on the other hand calculated by means of the sensitivities
found out with the simultaneous approach can be compared to a reference acoustic
particle velocity computed by means of a FE simulation. Furthermore, it seems to be
reasonable, to validate the calibration in a frequency range, where the sensitivity is
high, thus in the range between 100 Hz and 2 kHz. In the following, the acoustic particle
velocity field in front of a moving plate is investigated.

3.3.1. Measurement setup for validation measurements
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Figure 3.18.: Measurement setup for validation measurements.

The plate is made of acrylic glass with diameter 23.5 cm and thickness 4.7 mm. It
is excited with an electrodynamic vibration exciter in the center. In fig. 3.18 the
measurement setup for the validation of the calibration approach is shown. Thereby, the
acoustic particle velocity is measured at 13 points (distance between each measurement
point: 2 cm) on a measurement line 3.2 cm in front of the moving plate. The plate shows
a mechanical bending mode at a frequency range around 300 Hz. The simulated and
measured magnitude of the mechanical impedance (ratio of force and velocity) is shown
in fig. 3.19. In the simulation, the mechanical properties of the plate have been tuned to
fit the mechanical impedance at the excitation point in the center of the moving plate,
whereas the properties were chosen that the impedance fits best at the two validation
frequencies 300 Hz being in the resonance and 400 Hz above the first resonance frequency.
In the following, the acoustic particle velocity in y– and z–direction is investigated and
the x–component is omitted because this amplitude is very small. The acoustic particle
velocity measured with component 2 is the out of plane and measured with component
3 is the in plane acoustic particle velocity.
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Figure 3.19.: Measured and simulated magnitude of the mechanical impedance on the
excitation in the center of the moving acrylic plate.

3.3.2. Acoustic particle velocity measurements above a vibrating plane

In fig. 3.20 the comparison of the measured and simulated acoustic particle velocity at
300 Hz nearby the first resonance and in fig. 3.21 those for 400 Hz is displayed. The
acoustic particle velocities computed with the sensitivities determined by the simultane-
ous calibration method described in the previous section is shown as grey solid line. The
mean value of these lines can be seen as black solid line. In comparison, the acoustic
particle velocities calculated with the manufacturer sensitivities are displayed as dashed
line, whereas the acoustic particle velocity calculated with the FE simulation is shown as
reference in red. As expected, the acoustic particle velocities at 300 Hz nearby the eigen
frequency are much higher than the ones at 400 Hz. Moreover, acoustic particle velocity
out of plane (component 2) can be determined to be higher at 300 Hz than the acoustic
particle velocity in plane (component 3). Near the resonance, the real part and at 400 Hz
the imaginary part is dominant. However, the acoustic particle velocities computed with
the sensitivities of the simultaneous calibration show better agreement to the simulated
data compared to the acoustic particle velocities computed with the manufacturers sen-
sitivities. Moreover, the determined acoustic particle velocity fits better, the higher the
quantity is, since the SNR is assumed to be better and therefore, the measurement gives
better results. The comparison of the sensitivities found out by means of the simul-
taneous calibration method and the manufacturer calibration data show that there is
a significant difference between both in the mid frequency range. Taking into account
that the particle velocity sensor is used to characterize absorbers for low frequencies this
difference can make a great disparity in the determined properties.
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Figure 3.20.: Acoustic particle velocity at 300 Hz on the measurement line 3.2 cm in front
of the moving plate. Measurement results using the sensitivities in com-
parison to the acoustic particle velocity data obtained by a FE simulation
of the sound field.
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Figure 3.21.: Acoustic particle velocity at 400 Hz on the measurement line 3.2 cm in front
of the moving plate. Measurement results using the sensitivities in com-
parison to the acoustic particle velocity data obtained by a FE simulation
of the sound field.
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4. Characterization of absorbers for high
frequencies

In this chapter the characterization of materials absorbing acoustic energy at high fre-
quencies is presented. For the two characterization methods used in this thesis only a
single pressure microphone is used to determine the acoustic surface properties at an
interface between the absorber and the surrounding air. The theory of the two methods
is described in detail, the characterization of the implemented methods is shown and
improvements on the implementation are reviewed. Measurement results at oblique an-
gles of sound incidence in comparison to the theoretical values obtained by the models
presented in Sec. 2.3.4 are discussed. Furthermore, the measurement results obtained
at perpendicular sound incidence are compared with acoustic properties measured with
the impedance tube following ISO 10534–2 [4].

4.1. Characterization of acoustic surface properties

In this section, two methods are presented to determine the acoustic properties on an
interface by means of a single microphone and a sound source. The first method is
a subtraction method in time domain, by which the properties can be calculated by
means of a separation of an incoming and a reflecting impulse. The second method is
based on a spatial Fourier transform. Here, the acoustic properties are calculated by a
decomposition of a sound field into plane waves on several measurement planes.

4.1.1. Subtraction method (Time domain)

The basic idea for the measurement of acoustic surface properties at an interface by
means of a separation of an incoming and reflecting impulse can be found in [93] and
[134]. This is the most common approach to separate direct and reflected sound to obtain
reflection coefficients [34]. An application of the subtraction method can be found in [107]
using a single microphone to record acoustic pressure data on two spheres. A further
application of the subtraction method in combination with a microphone array can be
found in [91], where the acoustic pressure is measured with 24 microphones arranged in
two rotatable half circles providing measurement points at two hemispheres in order to
measure the surface reflection properties for many angles of sound incidence with only
using a single source position [92]. In [73] the performance of the subtraction technique
using acoustic particle velocity measurements is investigated. It is shown to be more
robust regarding disturbing reflections than the method using the acoustic pressure. The
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4. Characterization of absorbers for high frequencies

implementation of the subtraction method used in this thesis was developed during the
work for a bachelor thesis [118] and is reported in [84].

Theory of the subtraction method

In fig. 4.1 the schematic of the subtraction method is shown. A loudspeaker is positioned
at a certain distance hy in front of a sample under consideration. Moreover a microphone
is placed at ry above the sample. The angle between the loudspeaker and the microphone
in respective to the normal of the surface is θi. Since the acoustic properties of the
surface are different to the ones of the surrounding medium, there will be reflection at
the interface at the point of reflection (POR). This is taken into account by introducing
an image source. The loudspeaker is excited by an input signal xin(t) and the pressure at
a distance of rd is recorded by means of a microphone. The measured acoustic pressure
above the sample

pm(t) = (xin ∗ hm)(t) = pm,d(t) + pm,r(t) + pm,p(t) (4.1)

is a superposition of the direct pm,d, reflected pm,r and parasitic pm,p components.
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Figure 4.1.: Left: schematic of the measurement system with a sample under test. Right:
expected signal of the IR measured with the microphone above the sample.

Removing the sample (see fig. 4.2) and recording the pressure in the same way, the
measured pressure in the free field measurement

pff(t) = (xin ∗ hff)(t) = pff,d(t) + pff,p(t) (4.2)

only shows the direct and parasitic part. The acoustic pressure in (4.1) and (4.2) are
a result of a convolution of the input signal and the IRs (hm and hff , respectively) of
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4. Characterization of absorbers for high frequencies

the measurement systems with the sample. The IRs can be calculated using (2.66) and
compute to

hm(t) = (pm ∗ xin(−.))(t)

= ((hm,d + hm,r + hm,p) ∗ δ)(t)

= Cm,d(s ∗ δ−τ1
)(t) + Cm,r(s ∗ hr ∗ δ−τ2

)(t)

+ Cm,p(s ∗ fp ∗ δ−τ3
)(t) (4.3)

hff(t) = (pff ∗ xin(−.))(t)

= ((hff,d + hff,p) ∗ δ)(t)

= Cff,d(s ∗ δ−τ1
)(t) + Cff,p(s ∗ fp ∗ δ−τ3

)(t), (4.4)

where fp is the parasitic component of the IR, s is the IR of the measurement system
and hr the IR of the sample’s surface. The coefficients Cm,d, Cm,r, Cm,p, Cff,d and Cff,p

compensate the amplitude and τ1,2,3 the time shift of a traveling spherical wave. The
IR of each measurement system is a superposition of the direct (d), reflected (r) and
parasitic (p) part of the IR, which are excited at different times (τ1 < τ2 < τ3). In the
right part of fig. 4.1 and 4.2 the IRs can be seen. The direct and parasitic part can
be seen in blue and red, whereas the green reflected part only appears in the IR of the
measurement system above the sample.
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Figure 4.2.: Left: schematic of the measurement system in the free field with an obstacle.
Right: expected signal of the IR measured with the microphone above the
sample.

The parasitic part in (4.3) and (4.4) can be canceled out using a time window (hm,p =
hff,p = 0). With a time window, the IRs can be weighted and damped to be zero at
a time beginning with τ3, where only parasitic effects can be found in the IR. The IR
of the sample is assumed to be decayed at this time. To separate the reflected impulse
response, the time windowed IRs in (4.3) and (4.4) are subtracted in time domain. With
the assumption that the direct IRs in both measurements are equal (hm,d = hff,d), the
subtraction results in
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4. Characterization of absorbers for high frequencies

hsub(t) = (hm − hff)(t) = Cm,r(s ∗ hr ∗ δ−τ2
)(t) . (4.5)

In fig. 4.3 a sketch of the subtraction process is displayed including the time windows
for canceling the parasitic components out of the IRs. Moreover, the influence of varying
environmental conditions between the two measurements resultung in a time (∆τ) and
amplitude (∆C) shift is illustrated in fig. 4.3. In case of ∆τ = 0 and ∆C = 0, the
subtraction result in (4.5) only consists of the reflected green peak. Since hm includes
the information of the incoming and reflecting wave, the separation of the reflecting part
by a subtraction in (4.5) is not mandatory. It is also possible to only separate the direct
and reflected part of hm in (4.4) by a time window. This can only be done, if τ2 is
sufficiently lager than τ1 and therefore the direct IR is decayed before the reflected IR
starts. In case of a small distance between microphone and sample, a sufficiently large
time interval between τ1 and τ2 is obviously not given.
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Figure 4.3.: Sketch of the subtraction used in (4.5) including the influence of varying
environmental conditions between the two measurements and the time win-
dows for canceling the parasitic components out of the IRs.

In frequency domain, the time windowed IR in (4.4) and (4.5) get the transfer functions
and compute to

Hff(ω) = Cff,dS(ω)e−jωτ1 (4.6)

Hsub(ω) = Cm,rS(ω)R(ω)e−jωτ2 . (4.7)

Dividing (4.7) and (4.6), replacing the coefficients Cff,d = 1/rd and Cm,r = 1/rref and the
time delays τ1 = rd/c and τ2 = rref/c, the sound pressure reflection coefficient computes
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4. Characterization of absorbers for high frequencies

to

R(ω) =
Hsub(ω)

Hff(ω)

rref

rd
ejk(rref−rd) . (4.8)

The distance rref can be computed with

rref = r1 + r2 (4.9)

and results at perpendicular sound incidence in

rref |θi=0◦ = rd + 2ry . (4.10)

Improvements on the subtraction method

Since both IRs are not measured at the same time, the direct components of the IRs in
the free field and above the sample can differ. This is taken into account by introducing
a time delay ∆τ and an amplitude shift ∆C in fig. 4.3. To quantify the effectiveness of
the subtraction result, the reduction factor proposed in [109]

RF = 10 log









τ1+∆t∫

τ1−∆t

h2
ffdt

τ1+∆t∫

τ1−∆t

h2
subdt









(4.11)

is used. In (4.11), the square of the impulse responses (and thus the sound energy) in
case of the free field measurement and the subtraction result from ∆t before and ∆t
after the time of the direct peak τ1 are compared. In case of a perfect subtraction, the
subtracted IR hsub is zero and RF → ∞. The signal, that is remaining in case of an
incomplete subtraction can cause massive errors in the determination of the acoustic
surface properties. Especially at high frequencies comb filter effects can occur [87].

Time–windowing For canceling out the parasitic part of the IRs hsub and hff a time
window is used. In [5] an Adrienne window is proposed. However, the Blackmann–
Harris window is a symmetric time window and its peak is placed at the peak of the
IR as can be seen in the right part of fig. 4.4. Furthermore, the Adrienne time window
consists of a Blackmann–Harris time window on the left and on the right side (in the
shown example the left part increases faster than the right part decreases, which means
that on the left side an other Blackmann–Harris window is used than on the right side)
and in between the window is of a constant value 1. The curve of the obtained sound
absorption coefficient is shown in the left part of fig. 4.4. The curve determined with
the Blackmann–Harris window seems to be more smooth, even though the frequency
resolution using the Adrienne window is coarser. The most important information of
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4. Characterization of absorbers for high frequencies

the sample’s IR is located in the peak of the IR and there are more and more disturbances
like reflections at the time after this peak. Hence, in the following, all calculations are
done using the Blackmann–Harris time window.
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Figure 4.4.: Left: sound absorption coefficient of a 40 mm rock wool sample at perpen-
dicular sound incidence using a Blackmann–Harris and an Adrienne time
window. Right: Both windows along an impulse at 4.2 ms.

The length of the time window plays an important role in the subtraction method, since
it influences the frequency resolution of the acoustic properties and additionally it has
an effect on the quality of the measurement result. The length has to be chosen long
enough to capture the whole IR of the material and has to be chosen short enough to
cancel out the reflection caused by obstacles. The first obstacle beside the measurement
setup is the edge of the sample, which has to be taken into account. The derivation of
the geometric aspects can be found in [118]. The IR component carrying the information
of the edge reflection will appear and therefore the maximum length of the time window
at sound incidence of θi is

twin,max =
1

c

√

(r1 sin θi + re,min)2 + (r1 cos θi)
2

+
1

c

√

h2
y +

(

re,min − rd sin
(

sin−1

(
r1

rd
sin 2θi

)

+ θi

)

+ r1 sin θi

)2

. (4.12)

In (4.12) re,min is the distance from the POR (see fig. 4.1) to the nearest edge of the
sample.

Oversampling and time shifting Due to a change of the environmental conditions,
e.g. temperature, the speed of sound at the measurements can change, which results
in a time shift ∆τ of the direct component (see fig. 4.3). Furthermore, an inaccurate
determination of the source and receiver position and phase calibration errors can lead
to a time shift of the direct component. To compensate these time shift, the free field
measurement can be shifted in time by −∆τ . Since the signal exist as time discrete
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4. Characterization of absorbers for high frequencies

values, one is limited to the sample time (inverse value of the sample rate fs) as the
smallest value for a time shifting process. If ∆τ is smaller than the sample time, the
time delay cannot be compensated. In [109] an oversampling by an oversampling factor
nov of the IR is proposed to be able to shift the IR in time in a better way. In this paper,
the oversampling factor is increased iteratively. In this thesis, the acoustic pressure is
recorded with a sample rate nov times higher than the required one to increase the
reduction factor. In this oversampling optimization, a set of nov IRs is available to apply
(4.5), whereas the best result in respect to (4.11) is used.

Phase shifting in frequency domain Another possibility to shift the IRs in time by a
delay nmax times smaller than the sample rate is proposed in [5]. The shifting delay can
be computed in time domain with

∆T =
1

nmaxfs
. (4.13)

The IR is transformed into the frequency domain (hff(t) → Hff(ω)) and a phase shift on
the signal is applied. The new IR of the free field measurement computes by

H ′
n,ff(ω) = Hff(ω)e−j2πf n

nmaxfs . (4.14)

By using (4.14) and n = 1 . . . nmax, nmax phase shifted transfer functions can be gener-
ated. Transforming back into time domain, the phase shift results in a time shift and
the subtraction can be performed nmax times, whereas the best result regarding the
reduction factor can be used for calculations.

Combined optimization In this thesis a combination of the oversampling in time do-
main and a phase shifting in frequency domain is used. Furthermore, the amplitudes
of both IRs before subtracting are adjusted that the peaks of both IRs are equal. This
covers the problem of an amplitude shift ∆C as displayed in fig. 4.3. The pressure signal
is sampled with an oversampling factor of 20, which means that there are ten sets of
IR available, which can be combined. Furthermore, an additional phase shifting with
nmax = 50 is applied to reach a better reduction factor.
In the left part of fig. 4.5 the result of the subtraction using (4.5) can be seen for
different optimized subtraction techniques. The IRs’ amplitude are normalized to the
peak of hff . Thereby, hsub,4, hsub,5 and hsub,6, which do not differ much, show small
values in comparison to the other curves and are displayed in a zoomed plot in the right
part of the figure. The IRs to be subtracted are shown in black and for evaluating the
reduction factor with (4.11) ∆t of 0.3 ms is used. Here, hsub,1 is the subtraction result
without using any optimization of the subtraction and results in a reduction factor of
10.73 dB. It can be seen that the peak of hff is higher than the one of hm. Therefore
a subtraction with an amplitude adjusted hff is done. This subtraction result can be
seen as hsub,2 and gives a slightly smaller reduction factor of 10.37 dB. In the amplitude
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Figure 4.5.: The measured IRs and subtraction results using optimized subtraction
technique.

adjustment only the peak of each IR is adjusted. If the peaks of the direct component
occurs at different times, e.g. due to environmental influences, the amplitude adjustment
can cause a worse subtraction result in terms of a smaller reduction factor. Furthermore,
hsub,3 can be seen as the subtraction result after time–shifting hff , which doesn’t make
a difference here and results in the same reduction factor as hsub,1, since no time shift
of hff gives better results than the original subtraction. As can be seen in the plot, the
subtraction result still leaves artifacts. This artifacts can be canceled, by using a time
shift with an nov of 20 or a phase shift with nmax of 50. The subtraction results using
both shift methods can be seen as hsub,4 and hsub,5, whereas the reduction factor with
both methods increases to 40.91 dB and 40.77 dB respectively. Combining both methods,
applying an oversampling with nov of 20 and additionally a phase shifting with nmax of
50, the reduction factor can be further increased to 41.14 dB. The subtraction result is
shown as hsub,6. In tab. 4.1 the evaluated reduction factors by using the optimization
techniques described above can be seen. The combined phase and time shift method
seems to be the best regarding the reduction factor, but is of course the one with the
most effort.

Table 4.1.: Reduction factor of the subtraction using optimized subtraction technique
Method reduction factor (dB)

simple subtraction 10.73
adjusted amplitude 10.37
time shifted 10.73
time shifted + oversampling in time domain(nov = 20) 40.91
phase shifted in frequency domain(nmax = 50) 40.77
combined phase & time shift 41.14

55



4. Characterization of absorbers for high frequencies

Implementation of the subtraction method
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Figure 4.6.: Typical measurement setup in a stairwell at the TU Wien with a loudspeaker
and microphone above a 4 m2 rock wool sample.

The measurement setup for the subtraction method can be seen in fig. 4.6. The dis-
tance rd between loudspeaker and microphone is chosen to be 1 m and the microphone
is placed at ry = 0.15 m. Therefore, in case of perpendicular sound incidence, the direct
and reflected peak in hm will be at τ1 ≈ 2.92 ms and τ2 ≈ 3.79 ms. The distances are
a trade–off between the time, the IR of the sample hr can be evaluated before the first
reflections are in hsub (the evaluation time is between τ2 and τ3) and the fact that there is
no overlapping of the direct and reflected part in this evaluated time slot. The measure-
ments using the subtraction method are performed in a normal room with hard walls in
distance of more than 2 m away from the measurement setup, so the first reflections in
hm caused by the walls will be expected at τ3 ≈ 11.66 ms. Hence, the measurements are
performed without any special anechoic conditions. The acoustic pressure is recorded
approximately 20 s with 500,000 samples/s and a MLS with length 220 +1 is used for ex-
citation. The loudspeaker used for the measurements is mounted in a spherical enclosure
to avoid diffraction at any edges of the boxing. The directivity of the loudspeaker is not
taken into account and is assumed to be of spherical nature. This can cause measure-
ment errors especially at higher frequencies, where the directional characteristic of the
loudspeaker develops. Furthermore, the distance between microphone and loudspeaker
is not calibrated, which also maybe induce deviations at higher frequencies.

4.1.2. Spatial Fourier transform method (Wavenumber domain)

The idea, to obtain the acoustic surface properties at an interface by means of a spatial
Fourier transform can be found in [43]. Here, the theory for measuring the sound pres-
sure reflection coefficient at oblique angles of sound incidence is presented. Numerical
investigations showed that the error due to the spatial sampling of the acoustic pressure
field can be reduced by using a dipole sound source instead of a monopole [115]. The
experimental verifications of the method using a single mobile microphone, to obtain the
acoustic pressure at 200 measurement points along 1 m, presented in [116] show good
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4. Characterization of absorbers for high frequencies

agreement with the theoretical values. Several implementations of this method can be
found [26] [133]. In [101] a linear microphone array with 28 microphones arranged in a
total length of 1.08 m is used to speed up the measurement time. With this measurement
setup the reflection coefficients can be retrieved up to an sound incidence angle of 45 ◦.
This setup was improved and presented in [100]. Here, 32 microphones are used and an
edge diffraction correction is included in the post processing. In [103] a finite surface
method, based on the spatial Fourier transform method, to improve the measurement
results of small samples and large angles of sound incidence is presented. In [22] and [74]
the performance of the method using particle velocity instead of the acoustic pressure is
investigated. The usage of the particle velocity is more beneficial the larger the flow re-
sistivity of the material under test and the higher the frequency is. The implementation
of the spatial Fourier transform method used in this thesis was developed in a master
thesis [119].

Theory of the spatial Fourier transform method

y

x
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sample

z
loudspeaker

zs

z2

z1

measurement
planes

Figure 4.7.: Schematic of the measurement system for the spatial Fourier transform
method with a loudspeaker at height zs and two measurement planes z1

and z2.

In fig. 4.7 the schematic of the spatial Fourier transform method is shown. A loudspeaker
is positioned at a certain distance zs in front of a sample. The pressure distribution on
a plane in wave number domain using (2.44) computes to

P̃a(kx, ky) =

∞∫

−∞

∞∫

−∞

Pa(x, y)e−j(kxx+kyy)dxdy . (4.15)

In (4.15) Pa(x, y) is the time Fourier transformed pressure distribution on the plane and
kx and ky are the components of the wave vector

k =

(

kx

ky

)

(4.16)
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with k, the wave number in the propagation medium. The inverse Fourier transform

Pa(x, y) =
1

2π

∞∫

−∞

∞∫

−∞

P̃a(kx, ky)ej(kxx+kyy)dkxdky (4.17)

can be interpreted in such way that the pressure distribution on a plane can be rep-
resented by a sum of an infinite number of harmonic components. Any kind of wave
can be decomposed into plane wave components by using the spatial Fourier transform
[77]. In the following, we assume a spatial distribution on a xy–plane. We assume the
sample to be homogeneous, which means the acoustic surface properties do not change
with the coordinates x and y (non–locally reacting). In the planes under consideration,
the acoustic pressure only is nonzero if xmin ≤ x ≤ xmax and ymin ≤ y ≤ ymax, so that
(4.15) gets

P̃ (kx, ky) =

ymax∫

ymin

xmax∫

xmin

Pe−j(kxx+kyy)dxdy . (4.18)

For a better readability, the dependency of the variables in the brackets and the subscript
a for acoustic quantities is omitted partially. However, since the spatial distribution on
the two measurement plane is a superposition of an incoming and a reflected wave, the
spatial Fourier transform of the acoustic pressure on these planes can be decomposed

P̃ (z1/2) = P̃i(z1/2) + P̃r(z1/2) (4.19)

into an incoming P̃i(z1/2) and reflected part P̃r(z1/2). The same decomposition can be
done with the spatial Fourier transform of the acoustic pressure at the interface between
sample and surrounding air

P̃ (0) = P̃i(0) + R̃P̃i(0) (4.20)

with R̃, the spatial transform of the acoustic pressure reflection factor defined in (2.37).
The incident and reflected component in (4.19) can be replaced as follows

P̃i(z1/2) = P̃i(0)ejkzz1/2 (4.21)

P̃r(z1/2) = R̃P̃i(0)e−jkzz1/2 . (4.22)

Hence, the spatial Fourier transform of the acoustic pressure on the two measurement
planes computes to

P̃ (z1/2) = P̃i(0)ejkzz1/2 + R̃P̃i(0)e−jkzz1/2 . (4.23)
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Now both equations for z = z1 and z = z2 in (4.23) may be written as a system of linear
equations

[

ejkzz1 e−jkzz1

ejkzz2 e−jkzz2

] [

P̃i(0)
R̃P̃i(0)

]

=

[

P̃ (z1)
P̃ (z2)

]

(4.24)

is obtained. Solving (4.24) the sound pressure reflection factor can be determined with

R̃(kx, ky) =
P̃ (z2)ejkzz1 − P̃ (z1)ejkzz2

P̃ (z1)e−jkzz2 − P̃ (z2)e−jkzz1
. (4.25)

If a symmetry in the z–plane can be assumed it is not necessary to perform a 2D spatial
Fourier transform. Instead a 1D transform introduced in (2.45) can be used. In analogy
to (4.18), only the Fourier integral in (2.45) up to rmax has to be computed

P̃ (kr) = 2π

rmax∫

0

PJ0(krr)dr , (4.26)

if the acoustic pressure for r > rmax is zero. The wave vector computes by

k =

(

kr

kz

)

=

(

k sin θi

k cos θi

)

. (4.27)

A schematic for such a measurement system can be seen in fig. 4.8. In this case, the
measurement of the spatial distribution has to be conducted in two measurement lines.
A homogeneous sample with no change of the acoustic properties with the r–coordinate
is assumed.

r
sample
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rs-rs

z1

measurement
lines rmax

0

z

z2 measurement
points Δr

loudspeaker

Figure 4.8.: Schematic of the measurement system for the spatial Fourier transform
method in 2D.

The sound pressure reflection factor computes by
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R̃(kr) =
P̃ (z2)ej

√
k2−k2

rz1 − P̃ (z1)ej
√

k2−k2
rz2

P̃ (z1)e−j
√

k2−k2
rz2 − P̃ (z2)e−j

√
k2−k2

rz1

. (4.28)

The angle of sound incidence can be calculated by the radial wave number kr =
√

k2
x + k2

y

using the relation

θi = arcsin
(

kr

k

)

. (4.29)

Accuracy of the spatial Fourier transform method

In this section, a modification of measurement parameters is done to investigate the
accuracy of the spatial Fourier transform method. Here, the acoustic pressure above an
interface at z = 0 is calculated using (2.54) and (2.59). The sound pressure reflection
coefficient at the interface is calculated by using (2.36) and (2.37) applying the Komatsu
model (see appendix A.1) to describe the sound absorbing material with σ = 9.5 kPa
and d = 41 mm backed by a rigid baffle. Calculating the acoustic pressure field above
an interface excited with a monopole (2.54) and a dipole (2.59) an integral has to be
solved with the upper integration limit for kr towards infinity. In general, the reflection
coefficient is calculated and measured for real angles of sound incidence up to 90◦, which
corresponds to kr = k. In case of a further integration towards infinity, the angle of
sound incidence gets a complex number

θi = π/2 − jκ , (4.30)

with the imaginary part of the angle κ > 0 [43]. The relation with kr computes to

κ = cosh−1
(

kr

k

)

. (4.31)

There can be found a condition for geometries of the setup in literature [43], where
the integration up to kr = k is sufficient. However, most modern numerical integration
routines have an approximation for limits towards infinity, so the integration is evalu-
ated nearly exact. The integration can be done by using the adaptive Gauß–Kronrod
quadrature. In fig. 4.9, the acoustic pressure at a line 20 mm in front of a fully reflecting
interface with a length of 1 m and 1000 subdivisions can be seen calculated for 1 kHz
and 8 kHz. Here, the acoustic pressure is calculated in case of a monopole and a dipole
excitation integrating to kr = k (κ = 0) and integrating towards infinity. The sound
source is placed at zs = 100 mm above the interface and the curves are compared to the
exact solution using a mirror source. A sketch of the test case used here is depicted in
fig. 4.8. It can be observed that the exact solution does not differ from the calculations
using the complex valued angles of sound incidence. Furthermore, the imaginary part
is equal for any cases. It can be seen that the upper limit corresponding to the angle
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of sound incidence of 90◦ is not sufficient for the calculation, since there can be found
main deviations from the exact solution. These deviations get smaller, the higher the
frequency and the distance to the sound source are.
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Figure 4.9.: Acoustic pressure relative to the maximum of the acoustic pressure of the
direct wave calculated by using (2.54) and (2.59) for real and complex valued
angles of sound incidence in comparison with the exact solution.

For a converged solution of the integral in (2.54) and (2.59), the sound pressure reflection
coefficient has to converge with angles of sound incidence towards infinity. In fig. 4.10
the complex sound pressure reflection coefficient as a function of the complex angle of
sound incidence is shown. For real valued angles of sound incidence, the real part as well
as the imaginary part of the reflection coefficient are bounded by -1 and 1. For complex
angles of sound incidence, both parts raise with higher angle of sound incidence above
1. Nonetheless, the sound pressure reflection coefficient shows convergence. The value
of the converged reflection coefficient is higher, the higher the frequency of excitation is.
The calculated acoustic pressure is used for obtaining the sound pressure reflection co-
efficient by using the spatial Fourier transform method (4.28) by evaluating the acoustic
pressure on two lines. This calculated reflection coefficient RSFT is compared to the one,
used for the calculation of the sound field RK by using the Komatsu model. That way,
the inherent error of the method can be determined. The calculations are performed in
a frequency range between 1 kHz and 10 kHz and in a range of angles of sound incidence
between 0◦ and 70◦.
To characterize the accuracy of the method, the overall absolute error relative to the
frequency and angle range under consideration

E =
1

(70◦ − 0◦)(10 kHz − 1 kHz)

10 kHz∫

1 kHz

70◦

∫

0◦

|RSFT − RK| dθidf (4.32)

is calculated. Furthermore, the error as a function of frequency

Eθ =
1

(70◦ − 0◦)

70◦

∫

0◦

|RSFT − RK| dθi (4.33)
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Figure 4.10.: Sound pressure reflection coefficient calculated with σ = 9.5 kPa and d =
41 mm backed by a rigid baffle as a function of the complex angle of sound
incidence.

and as a function of angle of sound incidence

Ef =
1

(10 kHz − 1 kHz)

10 kHz∫

1 kHz

|RSFT − RK| df (4.34)

is calculated, to identify, at which frequencies and at which angles of sound incidence
the parameter variation cause the largest error. If it is not mentioned otherwise, the
parameters listed in tab. 4.2 are used.

Table 4.2.: Parameters to study the errors of the spatial Fourier transform method.
parameter(description) value
sound source dipole
height of sound source zs 100 mm
height of measurement line at z1 20 mm
distance between measurement lines z2 − z1 5 mm
radial discretizazion ∆r 10 mm
length of measurement lines zmax 1 m

Sound source The spatial Fourier transform method does not need a special sound
source. Even measurements by using ambient noise [114] are possible. It is obvious
that the sound source used for the spatial Fourier transform method should have a large
decay in r–direction to obtain a sufficient small rmax in (4.26). In fig. 4.9, the acoustic
pressure along a measurement line is displayed. The decay of the dipole can found to be
larger than the one of the monopole. Hence, the usage of a dipole sound source in the
measurement will reduce errors due to the finite length of the measurement line. In fig.
4.11, the calculated sound pressure reflection coefficient using a monopole and a dipole
in comparison to the reference values are shown. In the upper plot, the sound pressure

62



4. Characterization of absorbers for high frequencies

Table 4.3.: Errors of the calculated sound pressure reflection coefficient (4.32) using a
monopole and dipole sound source.

Sound source monopole dipole
E 4.19% 0.76%

reflection coefficient is shown as a function of the angle of sound incidence. The sound
pressure reflection coefficients in case of an excitation by means of a monopole sound
source show ripples caused by the spatial Fourier transform of the finite measurement
lines. These deviations depend on the frequency of excitation. The higher the frequency,
the smaller the period of the ripples. However, the ripples can be reduced by using the
dipole sound source. In the lower plot, the reflection coefficient can be seen as a function
of frequency at perpendicular sound incidence. There can be observed main deviations
inherent in the method from the reference values, when using a monopole sound source.
The error calculated using (4.32) can be found in tab. 4.3. Here, the mean error by
using a dipole sound source appears to be more than five times lower than the error by
using the monopole sound source. Hence, the usage of a loudspeaker with a dipole polar
pattern is essential in the implementation of the method.
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Figure 4.11.: Calculated sound pressure reflection coefficient at 3 kHz RSFT as a function
of the angle of sound incidence and as a function of frequency for perpen-
dicular sound incidence using different sound sources in comparison to the
reference value RK.
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Length of measurement lines Since the length of the measurement line cannot be
infinite, the influence of the length of the measurement line on the result of the sound
pressure reflection coefficient has to be clarified. Especially, if a sound source with a low
decay of acoustic pressure in r–direction is used, this is crucial, since the energy of the
acoustic wave has to be fully recorded. The smaller the length of the measurement line,
the more energy cannot be recorded in the measurement and the higher should be the
error by using the spatial Fourier transform. The error as a function of angle of sound
incidence and as a function of frequency can be seen in fig. 4.12. Here, the previous
described phenomena can be observed. The shorter the measurement line, the higher is
the error. The error seems to converge in some kind since the difference in the error by
using 1 m and 1.5 m length of the measurement line is small. This is obvious, if the total
error by using the different length of the measurement lines is compared, see tab. 4.4.
Here, the overall error is reduced by a factor of three if the length is increased from 0.5 m
to 1 m but only by 1.3, if the length is enlarged one more half of a meter. Moreover in
fig. 4.12 one can see that the error inherent in the measurement method increases in all
cases at the angle of sound incidence towards 0◦ and from 75◦ to 90◦. Consequential,
a length of the measurement of 1 m should be sufficient in the implementation of the
method.

E
f
(%

)
E

θ
(%

)

1 2 3 4 5 6 7 8 9 10

frequency (kHz)

0

5

10

0 15 30 45 60 75 90

angle of sound incidence (deg)

0

5

10

rmax = 0.5 m rmax = 1 m rmax = 1.5 m

Figure 4.12.: Error Ef as a function of the angle of sound incidence and Eθ as a function
of frequency when using different length of measurement lines.

Table 4.4.: Error of the calculated reflection coefficient (4.32) using different length of
the measurement line.

rmax 0.5 m 1 m 1.5 m
E 2.39% 0.76% 0.57%

Distance between sound source and sample To use the directivity pattern of the
dipole sound source efficiently in terms of amplitude decay, it is intuitive to place the
sound source as near as possible in front of the sample. In the implementation of the
method, the distance has to be large enough for two measurement lines between the
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sample and the sound source. Furthermore, the microphone will have a certain diameter,
thus, the sound source has to be placed at a certain distance in front of the sample. In
fig. 4.13 the influence of different distances between sound source and sample can be
seen. The larger the distance, the larger the error gets. The overall error decreases
with smaller distance, which can be seen in tab. 4.5. The decrease of the distance from
300 mm to 200 mm gives a benefit of 63% whereas a further decrease to 100 mm gives
72% better results. In conclusion, the distance between loudspeaker and sample has to
be chosen as small as possible.
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Figure 4.13.: Error Ef as a function of the angle of sound incidence and Eθ as a func-
tion of frequency when using different distances between sound source and
sample.

Table 4.5.: Error of the calculated reflection coefficient (4.32) using different distances
between sound source and sample.

zs 0.1 m 0.2 m 0.3 m 0.5 m
E 0.62% 1.07% 1.74% 3.29%

Distance between the measurement lines and the sample In fig. 4.14 the error as
a function of frequency and angle of sound incidence for different distances between
the measurement lines and the sample is shown. It roughly can be seen that the error
can be reduced with smaller distances between the sample and the measurement lines.
Especially at higher angles of sound incidence from 75◦ to 90◦ the error increases strongly
with higher distances. The overall error also shows that a smaller error will occur, the
smaller the distance is, see tab. 4.6. In the implementation of the measurement method,
the distance cannot be chosen infinite small due to the diameter of the microphone.
Hence, for the implementation of the method it is recommended that the measurement
lines will be placed as near as possible to the sample.

Radial discretization The influence of the distance between the measurement lines and
the radial discretization is of similar character. Increasing both parameters will result
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Figure 4.14.: Error Ef as a function of the angle of sound incidence and Eθ as a function
of frequency when using different distances between the measurement lines
and sample.

Table 4.6.: Error of the calculated reflection coefficient (4.32) using different distances
between the measurement lines and sample.

z1 10 mm 20 mm 30 mm 40 mm
E 0.62% 0.76% 0.92% 1.13%

in errors due to spatial aliasing, if the acoustic wavelength cannot be resolved for higher
frequencies. In fig. 4.15 the errors as a function of angle of sound incidence and frequency
using different radial discretization increments are displayed. The error is significant at
large angles of sound incidence from 45◦. At lower angles of sound incidence, the error
is smaller, the smaller the discretization is. In the error as a function of frequency the
influence of spatial aliasing can be seen, since the error rises at the radial discretization
of 20 mm at frequencies above 8.8 kHz. However, the error is lower at all frequencies
when the discretization is chosen smaller. The influence of the radial discretization can
also be observed in the overall error, see tab. 4.7. The smaller the ∆r, the smaller
the error. Changing the radial distance between two measurement points from 15 mm to
10 mm gives a benefit of 56% in error. A further reduction of the ∆r to 5 mm doubles the
measurement time but only decreases the error with 15%. Thus, a radial discretization
of 10 mm should be sufficient.

Table 4.7.: Error of the calculated reflection coefficient (4.32) using different radial
discretization.

∆r 5 mm 10 mm 15 mm 20 mm
E 0.66% 0.76% 1.19% 2.76%

Distance between the measurement lines In fig. 4.16, the error as function of angles
of sound incidence using different distances between the measurement lines can be seen.
The error is always higher with increasing distance between the measurement lines except
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Figure 4.15.: Error Ef as a function of the angle of sound incidence and Eθ as a function
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at certain angles at 68◦, 75◦ and above 85◦. It has to be remarked that the main influence
of a larger distance between the measurement lines can be detected at small angles of
sound incidence and at higher frequencies. Here it is assumed that spatial aliasing
occurs. The overall error (tab. 4.8) shows that the smaller the distance between the
measurement lines is, the smaller is the expected error. A small distance between the
two measurement lines can be disadvantageous due to a smaller gradient of the acoustic
pressure between two measurement points. This can lead to errors especially at low
frequencies and corresponding long acoustic wave lengths, since the resolution of the
measurement system to record the acoustic pressure is finite.
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Table 4.8.: Error of the calculated reflection coefficient (4.32) using different distances
between the measurement lines.

z2 − z1 5 mm 10 mm 15 mm 20 mm
E 0.62% 0.68% 0.86% 2.03%
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Implementation of the spatial Fourier transform method

For a homogeneous sample, it is sufficient to perform a 1D spatial Fourier transform.
Therefore, the BK 4187 1/4” microphone in the measurement is mounted on a 2D
gantry by means of a tube with length 105 cm. The gantry allows to scan the sound
field above the sample produced with a sound source in a range of 195 cm x 20 cm. The
sound source shows a dipole like polar pattern, whereas the axis of the sound source
is arranged perpendicular to the surface of the planar sample. In the left part of fig.
4.17 the measurement setup can be seen. Here, the setup is shown during measurements
above a rock wool sample. Furthermore, in the right part of fig. 4.17, the schematic
of the measurement setup is displayed. Here, the power amplifier for the excitation of
the loudspeaker and the data acquisition along with the PC are shown. The evaluation
of the recorded acoustic pressure is done by means of the calculation of the impulse
response, similar to the procedure described in Sec. 2.6 using a time window with a
constant length. This can result in errors at low frequencies due to a slower decay of
the impulse response. The measurements are performed in an ordinary room, where the
nearest object is more than 1.05 m away. Thus, the first parasitic part of the impulse
response can be expected at 6.12 ms, which justifies the chosen time window with length
of 6 ms. The excitation signal is a MLS–signal with length 219 + 1 and the measurement
time will be approximately 10 s with 50,000 samples/s.

loudspeaker

rock wool sample

microphone

2D - gantry
microphone

loudspeaker
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2d-gantry

sample

DAQ

mic-amplifier

power amplifier
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Figure 4.17.: Measurement setup. Left: 2D–gantry with mounted microphone arranged
with a sound source above a 4 m2 rock wool sample. Right: Schematic of
the measurement setup.

Characterization of the measurement setup

The characterization of the measurement setup is done in a similar way as the previous
characterization of the method’s accuracy presented in Sec. 4.1.2. The determination
of the sound pressure reflection coefficient is on the one hand conducted using a perfect
absorber plane. This means, the measurements were done on an air–air interface with no
absorption, where the sound pressure reflection coefficient is zero. On the other hand, the
measurement setup is characterized by the determination of the sound pressure reflection
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coefficient of an air–absorber interface, whereas the absorber consists of a rock wool
sample with thickness of 40 mm. The determined sound pressure reflection coefficient
in both test cases is compared to the reference, in case of a perfect absorber plane with
zero and in case of the rock wool sample with the calculated sound pressure reflection
coefficient by using the Komatsu model. Furthermore, the overall errors Eperf in case
of a perfect absorbing plane and Erock in case of the rock wool sample are computed by
using (4.32).

Sound source The first parameter under investigation is the sound source used in the
measurement setup. The sound source consists of two Visaton BF45 in a spherical
containment made of wood. These two loudspeakers are driven inverse to each other
and the resulting polar pattern at different frequencies can be seen in the left part of fig.
4.18. The sound pressure level is shown relative to the maximum of each frequency. It
can be observed that the polar pattern shows a figure of eight up to 5 kHz. The higher
the frequency of excitation, the more side loops can be detected. However, the sound
pressure level is minimum at 90◦ and 270◦ in all frequencies of excitation. Additionally,
at 5 kHz, the sound pressure level at 0◦ is lower than the one at 180◦. Nevertheless, the
sound source can be assumed to show a dipole behavior at low frequencies. Moreover,
the sound pressure level as a function of frequency at the angles 0◦, 90◦, 180◦ and 270◦

is shown in the right part of fig. 4.18. Due to the difference in level at the four angles,
the sound pressure level is shown relative to the highest level along the rotation angle
at 0◦ and 2.3 kHz. It can be seen that the difference between maximum and minimum
at nearly all frequencies is higher than 20 dB. This difference is a measure for the dipole
behavior of the sound source and crucial for a proper determination of the sound pressure
reflection coefficient by means of the spatial Fourier transform method.
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Figure 4.18.: Characterization of the sound source. Left: polar pattern at different fre-
quencies. Right: sound pressure level as a function of frequency at various
angles.

In fig. 4.19 the absolute error in the obtained sound pressure reflection coefficient of
measurements on a perfect absorber plane (free field measurement) is displayed. In this
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test case, the sound pressure reflection coefficient should be zero for all angles of sound
incidence and all frequencies. It can be seen that in particular at perpendicular sound
incidence (0◦ angle of sound incidence), the method produces errors in determining the
sound pressure reflection coefficient. Furthermore, a major error can be found at higher
angles of sound incidence due to the limited length of the measurement lines with 1 m.
Moreover, a number of peaks in the error in a small frequency range around 5.2 kHz at
angles of sound incidence between 15◦ and 45◦ and between 7 kHz and 8 kHz at small
angles of sound incidence below 15◦ can be observed. In the frequency range around
5.2 kHz, the first side lobes occur in the polar pattern of the sound source, which can
cause the error due to a small signal amplitude between the main lobe and a side lobe.
In the frequency range between 7 kHz and 8 kHz the problem is of same nature, since at
8 kHz the level of the first side lobe is higher than the main lobe, which can be seen in
the left part of fig. 4.18. However, the error in the frequency range of 1 kHz to 10 kHz
and at the angles of sound incidence between 1◦ and 70◦ can be found to be below 10 %
and with an average of 3.18 %.
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Figure 4.19.: Absolute values of the error in the sound pressure reflection coefficient of
measurements (z1 = 35 mm and z2 = 40 mm) on a perfectly absorbing
plane |RSFT − 0| as a function of angle of sound incidence and excitation
frequency.

Length of measurement lines As can be seen in the previous numerical investigation,
the length of the measurement lines has an influence on the upper bound of the angle
of sound incidence. In fig. 4.20 the error in the measurements with different lengths
of measurement lines using a perfect absorber plane and a rock wool absorber can be
seen. In good agreement to tab. 4.4, a convergence of the error can be found. In tab.
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4.9 the overall errors in both test cases are displayed, whereby the stronger convergence
of the error in case of a measurement of a rock wool absorber is obvious. Whereas the
increasing of the length from 0.3 m to 0.5 m reduces the total error with 39%, a further
increasing is scarce. Thus, for the characterization of absorbers for high frequencies a
length of the measurement lines of 1 m is used.

1 2 3 4 5 6 7 8 9 10

0 15 30 45 60 75 90

1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

0 15 30 45 60 75 90
0

5

10

15

20

E
f
(%

)
E

θ
(%

)

angle of sound incidence (deg) angle of sound incidence (deg)

frequency (kHz)frequency (kHz)

rmax = 0..3 m

rmax = 0..5 m

rmax = 0..7 m

rmax = 1..0 m

Figure 4.20.: Error Ef as a function of the angle of sound incidence and Eθ as a func-
tion of frequency when using different length of measurement lines. Left:
Measurement using a perfectly absorbing plane. Right: Measurement of a
rock wool absorber.

Table 4.9.: Error of the calculated reflection coefficient using different length of the mea-
surement lines.

rmax 0.3 m 0.5 m 0.7 mm 1.0 m
Eperf 6.58% 3.95% 3.31% 2.89%
Erock 13.0% 7.90% 7.05% 6.87%

Distance between sound source and sample The numerical characterization of the
spatial Fourier transform method suggests the assumption to place the sound source
as near as possible to the sample under test for the whole frequency range of interest.
In fig. 4.21 the error in case of a perfect absorber plane and in a measurement at an
absorber using different distances between the sound source an sample can be seen. In
exactly the same way as in fig. 4.13, the measurements using larger distance between
sound source and sample shows higher errors except at angles of sound incidence above
75◦ in case of a perfect absorber plane. In tab. 4.10 the overall error in both test cases
is listed. Here, the error in case of the perfect absorber plane is smaller than the one
in case of measurements at the rock wool sample, too. Furthermore, here the overall
error supports the assumption that the nearer the sound source is placed to the sample,
the smaller gets the inherent error of the measurement method. Placing the sound
source 200 mm instead of 100 mm above the sample will increase the overall error by
48% (perfect absorber plane) and 30% (rock wool absorber). Additionally in both cases
the weakness of the sound source in the frequency range around 5.2 kHz can be noticed.
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Figure 4.21.: Error Ef as a function of the angle of sound incidence and Eθ as a func-
tion of frequency when using different distances between sound source and
sample. Left: Measurement using a perfectly absorbing plane. Right:
Measurement of a rock wool absorber.

Table 4.10.: Error of the calculated reflection coefficient using different distances between
sound source and sample.

zs 100 mm 200 mm
Eperf 2.89% 4.29%
Erock 6.87% 8.96%

The previous statements are valid in a frequency range above 1.5 kHz. At lower fre-
quencies in case of measurements at the absorber (see right part of fig. 4.21), the error
by using a larger distance between the sound source and the sample is lower than by
using a smaller distance. This is obvious, since the decay of acoustic pressure along the
measurement lines gets larger the lower the frequency of excitation is. This means that
the sample is excited in a smaller region, which will cause errors especially at higher
angles of sound incidence. If the angles of interest are large and the frequency under
investigation is low, the sound source has to be placed at a larger distance to the sample,
than in a case, were the frequencies of interest are higher than 1.5 kHz. However, in the
following measurements, a distance between the sample and the sound source is chosen
with 100 mm to obtain small errors in the determination of the sound pressure reflection
coefficient at frequencies above 1.5 kHz.

Distance between the measurement lines and the sample By means of tab. 4.6, the
recommendation has been derived, to place the measurement lines as near as possible to
the sample. Nevertheless the influence of the distance between the measurement lines
and the sample has found to be less important than the other parameter variations. In
fig. 4.22 the errors as a function of angle of sound incidence and frequency by using
different distances between the measurement lines and the sample are displayed. In case
of the measurements of the rock wool sample, the errors show similar behavior as can be
observed in fig. 4.14. The main influence of the distance between the measurement lines
and the sample can be observed at angles of sound incidence above 60◦. At angles of
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sound incidence larger than 60◦ the error is smaller, the smaller the distance between the
measurement lines and the sample is. The overall error in case of the measurements of the
rock wool sample, listed in tab. 4.11 support this suggestion. In case of measurements
of a perfect absorber this considerations cannot be confirmed. Basically, a smaller error
with smaller distances between measurement lines and sample can be expected due to
the amplitude decay of the reflected wave. However, the measurements of a perfect
absorbing plane are not obvious concerning this matter. However, the distance between
the measurement lines and the sample is chosen to be 20 mm in the further measurements.
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Figure 4.22.: Error Ef as a function of the angle of sound incidence and Eθ as a function
of frequency when using different distances between the measurement lines
and the sample. Left: Measurement using a perfectly absorbing plane.
Right: Measurement of a rock wool absorber.

Table 4.11.: Error of the calculated reflection coefficient using different distances between
the measurement lines and the sample.

z1 20 mm 25 mm 30 mm 35 mm
Eperf 4.04% 2.77% 4.28% 2.89%
Erock 6.87% 6.78% 7.42% 7.62%

Radial discretization In fig. 4.15 errors due to spatial aliasing caused by a large radial
discretization increment and a large distance between the measurement lines has been
observed. In fig. 4.23 the errors as a function of angle of sound incidence and frequency
using different radial discratization of the measurement lines can be seen. The error rises
at larger angles of sound incidence and higher frequencies with coarser radial discretiza-
tion. It can be observed that the spatial aliasing in case of a perfect absorber occurs
at frequencies above 7 kHz and in case of measurements of an absorber at frequencies
higher than 9 kHz. Furthermore, in case of a perfect absorber the effect occurs at lower
angles of sound incidence. Here, the error rises at angles larger than 34◦ whereas the
error rises in case of an absorber at angles above 46◦ due to a coarse radial discretization.
It can be ascertained that in measurements in a frequency range up to 10 kHz a spatial
discretization of 10 mm is sufficient. The influence of the radial discretization also can
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4. Characterization of absorbers for high frequencies

be noticed in the overall error, listed in tab. 4.12. Here, it is obvious that the reduction
of a radial increment from 20 mm to 15 mm or 10 mm gives much better results. A fur-
ther reduction is not useful since the measurement effort rises and the error converges.
Therefore, the radial discretization increment used in the measurements is chosen to be
10 mm.
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Figure 4.23.: Error Ef as a function of the angle of sound incidence and Eθ as a function
of frequency when using different radial discretization. Left: Measurement
using a perfectly absorbing plane. Right: Measurement of a rock wool
absorber.

Table 4.12.: Error of the calculated reflection coefficient using different radial
discretization.

∆r 5 mm 10 mm 15 mm 20 mm
Eperf 2.87% 2.89% 3.03% 4.61%
Erock 6.94% 6.87% 6.77% 7.76%

Distance between the measurement lines The error as a function of the angle of
sound incidence and frequency of both test cases using different distances between the
measurement lines can be seen in fig. 4.24. Here, the spatial aliasing can be observed
at small angles of incidence and high frequencies with coincidence to the findings in the
numerical investigation. However, the error rises for a distance between the measurement
lines of 25 mm for angles of sound incidence smaller than 45◦ and frequencies higher
than 6.8 kHz for both cases. Furthermore, the spatial aliasing effect can be seen in the
measurement of the rock wool sample using a distance between the measurement lines of
15 mm at frequencies higher than 8.7 kHz. In tab. 4.13 the overall errors are listed. Here,
the assumption can be derived that for measurements in a frequency range up to 10 kHz
the distance between the measurement lines should be 10 mm. Larger distances will effect
spatial aliasing at high frequencies but a smaller distance will reduce the quality of the
measurement result due to a smaller pressure gradient between the two measurement
lines. Hence, in the following measurements a distance between both measurement lines
of 10 mm is used.
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Figure 4.24.: Error Ef as a function of the angle of sound incidence and Eθ as a function
of frequency when using different distances between the measurement lines.
Left: Measurement using a perfectly absorbing plane. Right: Measurement
of a rock wool absorber.

Table 4.13.: Error of the calculated reflection coefficient using different distances between
the measurement lines.

z2 − z1 5 mm 10 mm 15 mm 20 mm
Eperf 2.89% 2.96% 3.25% 8.28%
Erock 6.87% 6.82% 7.29% 15.0%

Conclusion/Recommendations In the previous characterization presented in Sec. 4.1.2
it is shown that the arrangement of the measurement setup can have a major influence
on the errors caused by the method itself. Applying a sound source with dipole like di-
rectivity pattern is essential particularly in connection with a finite length of the sample
under test and finite lengths of the measurement lines rmax. A larger rmax implicates
more accurate results but also increases the measurement time. For measurements using
the sound source consisting of two Visaton BF45, a length of the measurement lines of
1 m seems to be sufficient. The error inherent in the method appears to be sensitive
to the distance between sample and sound source zs. It has been shown that a small
zs is beneficial. Hence, the loudspeaker will be placed 100 mm in front of the sample
to utilize the directivity pattern of the sound source. Furthermore, the distance of the
measurement lines and the sample z1 is important for accurate determining the acoustic
surface properties. A smaller distance z1 ensures a better measurement result. Since
the distance is limited by the dimensions of the microphone, z1 is chosen to be 20 mm
in the following measurements. A coarse radial discretization can cause errors at higher
frequencies. Thus, a smaller discretization increment ∆r gains a benefit in terms of small
errors but increases the measurement time. Hence, for a frequency range up to 10 kHz
a ∆r of 10 mm is adequate. Additionally, the distance between the measurement lines
can lead to inaccurate results at high frequencies due to spatial aliasing, if the distance
is chosen too large. For a precise identification of the acoustic surface properties at
high frequencies, a small distance is advantageous. Nevertheless, with small distances
between the measurement lines the pressure gradient at low frequencies cannot be re-
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4. Characterization of absorbers for high frequencies

solved, which yields to inexact measurement results. A reasonable compromise can be a
distance between the measurement lines of 10 mm.

4.2. Acoustic surface properties of absorbers for high

frequencies

In this section the measurement results obtained by the optimized implementations of the
subtraction method (Sec. 4.1.1) and the spatial Fourier transform method (Sec. 4.1.2)
are presented. The measurement setup for the subtraction method can be found in Sec.
4.1.1. For the spatial Fourier transform method the sound source showing dipole polar
pattern is used and placed 100 mm in front of the sample. Furthermore, the measurement
lines are placed 20 mm in front of the sample with a distance of 10 mm to each other.
The measurement lines are recorded at a total length of 1 m with a radial discretization
increment of 10 mm. The samples under test consist of Sonorock rock wool samples with
different thicknesses. The samples are hard backed, in case of the in situ measurements by
a rigid concrete floor. During the tube measurement following ISO 10534–2, the samples
are backed by means of a rigid steel panel, whereas the measurements with the transfer
matrix method (ASTM E2611–09) are conducted without backing. Here, the influence
of a hard backing can be added in the post processing. The characterization of the air–
absorber interface is done at perpendicular and at oblique angles of sound incidence. In
both measurements, in case of the subtraction method and the spatial Fourier transform
method, the result is the angle– and frequency dependent sound pressure reflection
coefficient of the interface. These measurement results are compared with the theoretical
values calculated by means of the Komatsu model using an equivalent fluid with a flow
resistivity of 9.5 kPa/m2.

4.2.1. Perpendicular sound incidence

The results of the determined sound pressure reflection coefficients at perpendicular
sound incidence by means of the methods described in Sec. 4.1 can be compared with
the standardized measurement methods following ISO 10534–2 [4] and ASTM E2611–
09 [9]. In fig. 4.25, the absolute value of the sound pressure reflection coefficient at
an air–absorber interface for a 40 mm rock wool sample as a function of the excitation
frequency is displayed. It has to be mentioned that the standardized measurement
methods give unreliable results for frequencies above 6.4 kHz, the frequency of the first
transverse mode of the tube. Hence, this measurement results are just shown up to
6.4 kHz. In the following, the absolute value of the sound pressure reflection coefficient
is investigated, since the physical interpretation of the complex value in case of the real
and imaginary part is difficult and not intuitive. It is obvious that the absolute values
of the sound pressure reflection coefficient decrease with higher frequency of excitation,
since more acoustic energy is absorbed by friction in the absorber material. The results
of the two standard measurement methods differ from each other and furthermore, both
differ from the sound pressure reflection coefficient calculated by means of the Komatsu
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4. Characterization of absorbers for high frequencies

model. The result of the ISO seems to be shifted to higher frequencies in comparison to
the theoretical value using the Komatsu model. Furthermore, the measurement result
by using the transfer matrix method shows more ripples. The reduction factor in the
subtraction method can be determined with 33.07 dB. According to [5], a reduction
factor more than 10 dB is sufficient. However, the result of the subtraction method
seems to match the theoretical values in the mid frequency range between 2.5 kHz and
5 kHz quite well and shows main deviations above 5 kHz. The results using the spatial
Fourier transform methods shows a large error, which suggests the assumption, that
this method is not suitable for the characterization under perpendicular angle of sound
incidence.
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Figure 4.25.: Absolute value of the sound pressure reflection coefficient of a 40 mm rock
wool sample measured with the spatial Fourier transform (SFT) method,
the subtraction method and the two standard techniques by means of the
absorption tube (ISO 10534-2) and the transmission loss tube (AST E2611-
09) in comparison to the theoretical values calculated by means of the
Komatsu model as a function of frequency and perpendicular angle of sound
incidence.

4.2.2. Oblique angles of sound incidence

On the other hand the characterization of the air–absorber interface under obliques
angle of sound incidence is object of interest. In fig. 4.26, the absolute value of the
sound pressure reflection coefficients as a function of frequency of a 40 mm rock wool
sample measured with the subtraction method and spatial Fourier transform method at
the angles of sound incidence 15◦, 30◦, 45◦ and 60◦ are shown. The reduction factor
of the subtraction process can be determined at each angle of sound incidence with
approximately 30 dB. The absorption in the material increases with higher angles of
sound incidence since the path of the traveling wave raises. Especially in the frequency
range between 5 kHz and 10 kHz and below 2 kHz this increase is evident. Below the
excitation frequency of 3 kHz it is clearly recognizable that the results of the spatial
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4. Characterization of absorbers for high frequencies

Fourier transform method matches better to the reference than the one of the subtraction
method. The results of the subtraction method furthermore shows an unreliable peak
at 6 kHz probably caused by resonance effects in the rock wool sample.
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Figure 4.26.: Absolute value of the sound pressure reflection coefficient of a 40 mm rock
wool sample measured with the spatial Fourier transform (SFT) method
and the subtraction method in comparison to the theoretical values calcu-
lated by means of the Komatsu model as a function of frequency at different
angle of sound incidence.
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Figure 4.27.: Sound pressure reflection coefficient of a 40 mm rock wool sample mea-
sured with the spatial Fourier transform (SFT) method and the subtrac-
tion method in comparison to the theoretical values calculated by means of
the Komatsu model as a function of frequency at different angles of sound
incidence.

However, for an efficient evaluation of a complex value like the sound pressure reflection
coefficient, the investigation of the absolute value is not sufficient. Therefore, the real and
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4. Characterization of absorbers for high frequencies

imaginary part of the sound pressure reflection coefficient measured with both methods
in comparison to the reference values calculated by means of the Komatsu model as
a function of frequency are displayed in fig. 4.27. Here, again the characterization is
done under several angles of sound incidence. Moreover, the same values are shown
as a function of angles of sound incidence at the frequencies 1 kHz, 3 kHz, 5 kHz and
8 kHz in fig. 4.28. In both representations of the measurement results the advantage of
the spatial Fourier transform method is evident. In general, the results of the spatial
Fourier transform method seems to match much more better with the theoretical values.
Moreover, the measurement by using the subtraction method only can determine the
acoustic properties at one angle of incidence at once, which makes the measurement
process very time costly and demanding, since, the implementation in this thesis is not
automated. Of course, a motion unit for a data set for a large range of angles of sound
incidence would be useful in this case, but is not considered in the implementation of the
method in this thesis. However, in fig. 4.27 it can be observed that the main deviations
of the subtraction method from the theoretical values of the sound pressure reflection
coefficient can be found at frequencies smaller than 3 kHz. The deviation seems to get
smaller the higher the frequency of excitation is. Furthermore, the results matches the
reference better, the smaller the angle of sound incidence is. This is obvious, since in this
method the assumption on the interface under investigation is done that the incoming
and the outgoing acoustic pressure wave is of spherical nature. Hence, for a perpendicular
angle of sound incidence, this assumption can be done without limitation, but the larger
the angle of sound incidence, the more the assumption is inaccurate. Nevertheless, in
the measurement results using the spatial Fourier transform method some deviations
from the reference can be seen. Especially at 5.2 kHz, where the sound source show
large side lobes in the polar pattern, particularly in the imaginary part at the angle of
sound incidence of 15◦, 30◦ and 45◦ main deviations can be noticed. In addition, the real
part in case of small angles of sound incidence at higher frequencies from 4 kHz shows
a rough curve whereas the reference is smooth. On top of this, the deviation in case of
the spatial Fourier transform method are larger, the higher the frequency of excitation
is. At frequencies smaller than 2.5 kHz almost no difference to the reference values can
be detected.
In fig. 4.28, the sound pressure reflection coefficient of the 40 mm rock wool sample
represented as real and imaginary part as a function of angle of sound incidence can be
seen for four frequencies of excitation. Here, the measurement results of both methods
in comparison to the reference values are displayed. Moreover, the theoretical values,
calculated by means of an ideal dipole for excitation are shown. It can clearly been
seen that the real part of the sound pressure reflection coefficient decreases with higher
angles of sound incidence and gets -1 towards 90◦. Here again, it can be seen that the
deviations from the reference values in case of the spatial Fourier transform method
are much smaller than the one of the subtraction result. The deviations using the
subtraction method can found to be smaller, for smaller angles of sound incidence and
higher frequencies of excitation. At the excitation frequency of 1 kHz, the imaginary
part and at 3 kHz the real part of the spatial Fourier transform results show smaller
deviations from the reference values than the calculated theoretical result. Additionally,
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Figure 4.28.: Sound pressure reflection coefficient of a 40 mm rock wool sample mea-
sured with the spatial Fourier transform (SFT) method and the subtraction
method in comparison to the theoretical values calculated by means of the
Komatsu model as a function of the angle of sound incidence at different
frequencies of excitation.

it can be observed that the deviation from the reference can be mainly found at high
angles of sound incidence above 75◦. Furthermore, the weakness of the spatial Fourier
transform method for very small angles of sound incidence towards 0◦ can be seen.
This disadvantage emerges, the higher the excitation frequency is. Nevertheless, the
measurement results of the spatial Fourier transform method can be evaluated to be
within an outstanding congruence with the reference values provided by the Komatsu
model in a wide frequency spectrum between 1 kHz and 9 kHz and a large range of angles
of sound incidence up to 75◦ with a weakness at perpendicular sound incidence and in a
small frequency range around 5.2 kHz.
As a last point, the absorption coefficient of rock wool samples with different thicknesses
between 50 mm and 100 mm as a function of frequency at an angle of sound incidence
of 15◦ is shown in fig. 4.29. Here, the measurement results obtained by the spatial
Fourier transform in comparison to the reference values can be seen. The absorption
coefficient is the higher, the higher the frequency of excitation is. Furthermore, the
absorption in the material increases with a larger thickness of the absorber especially
at lower frequencies. Moreover, the measurement results show less deviations from the
reference value obtained by the Komatsu model, the higher the absorption coefficient
is. This circumstance suggests the assumption that a measurement of an high reflecting
interface such as a rigid wall lead to unavoidable measurement uncertainties. Problems
like these are also reported in literature [87].
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5. Absorbers for low frequencies

Porous absorbers have a major disadvantage at low frequencies, because there is a drop
down in the absorption coefficient. In fig. 5.1, the sound absorption coefficient of
such a traditional hard backed layer of absorber can be seen. It is obvious that the
frequency, where the absorption coefficient drops down can be shifted to lower frequencies
by increasing the thickness of the absorber. The decrease can be found, where the
thickness is about a quarter of the acoustic wavelength in air. This means that an
acoustic absorber has to be designed with a depth of nearly one meter to absorb efficiently
at e.g. 100 Hz and thus is not feasible in practice.
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Figure 5.1.: Sound absorption coefficient at perpendicular sound incidence of a hard
backed porous absorber with differrent thicknesses calculated by using (A.3)
and (A.4) with σ = 6 kPas/m2 in combination with (2.36), (2.37) and (2.38).

The mass law [23] [124]

ST Lmax = 20 log
(

πfρwd

ρ0c

)

− 10 log
(

0.23 · 20 log
(

πfρwd

ρ0c

))

(5.1)

calculates the highest achievable ST L at a special frequency f of an infinite wall with
thickness d and density ρw surrounded by air and excited by a diffuse sound field. It can
be seen that ST Lmax increases with higher frequency of excitation, thickness and density
of the wall. This means that an efficient sound insulation at low frequencies only can be
achieved with a very thick and/or heavy wall. Figure 5.2 displays the calculated ST Lmax

at an exemplary chosen frequency below 300 Hz by using (5.1) as a function of the wall’s

82



5. Absorbers for low frequencies

density. The upper limit of the sound transmission loss increases with increasing density
and thickness.

1000 1500 2000 2500 3000

density ρw (kg/m )
3

20

22

24

26

28

30

32

34

S
T

L
m

a
x
(d

B
)

d = 30 mm d = 40 mm

d = 50 mm d = 60 mm

Figure 5.2.: ST Lmax at an exemplary chosen frequency below 300 Hz calculated with
(5.1) using different thicknesses of the wall as a function of its density.

However, it is well known that the encapsulation of a sound source emitting at low
frequencies cannot be done in a traditional way by a light weight approach. In this
chapter a mechanical narrow band acoustic absorber is introduced and the working
principle is discussed. Furthermore, a characterization of a unit cell absorber is done
including the characterization of an absorber array equipped with 120 absorber unit
cells.

5.1. Working principle of the mechanical absorber

The mechanical absorber presented in this thesis is a passive absorber, which is indepen-
dent of an external energy source and therefore very robust. In this section the working
principle of the mechanical absorber is explained.

5.1.1. Theory of a mass loaded plate

m1

dd
ks/4

x
yz

m2

a

a

Figure 5.3.: Sketch of a mass loaded plate.
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The idea is based on a mass loaded plate, which can be found in [64]. Here, the ST L is
increased above the mass law limit given by (5.1) at a narrow frequency range around
a design frequency. In the following theoretical study, the mass loaded plate is assumed
to be a checkerboard like array of two types of elements with equal size and top surface
A = a2 but different masses per unit area m1 and m2 (m1 > m2). A sketch of this
mass loaded plate can be seen in fig. 5.3. The elements are coupled in z–direction to
each other with springs of thickness d = 0 and stiffness per unit area ks/4 only acting
in x–direction perpendicular to the surface of the plates. The acoustic impedance (per
Area A) of the mass loaded plate can be calculated with [64]

Z =
ks

jω + jωm

1 − ks

ω2M

. (5.2)

In (5.2)

m =
2m1m2

m1 + m2
(5.3)

is the advanced mass ratio calculated by means of the masses m1 and m2. Furthermore,

M =
1

2
(m1 + m2) (5.4)

denotes the average mass per unit area A. The angular eigen frequency of the resulting
system computes by

ω0 =
√

ks/M . (5.5)

An additionally damping can be introduced via a complex stiffness of the springs (damp-
ing parameter η). The resulting increase of ST L over the one given by the mass law can
be determined with

∆ST L = 20 log
∣
∣
∣
∣

Z

jωM

∣
∣
∣
∣ = 10 log






(
m
M

ω2

ω2
0

− 1
)2

+ η2

(
ω2

ω2
0

− 1
)2

+ η2




 . (5.6)

A detailed derivation of (5.6) can be found in [64]. In fig. 5.4 the additional ST L gained
by means of the mass loaded plate is shown as a function of frequency by using different
mass ratios with and without damping. A maximum can be found in the undamped case
at the eigen frequency ω = ω0. In case of damping, the maximum is lower than in the
undamped case and the maxima and minima are shifted in frequency. It can be seen that
the frequency of the maximum is independent of the ratio m/M . It only depends on the
stiffness and total mass of the plate as can be easily seen in (5.5). Moreover, a minimum
can be found at frequencies ω > ω0. The frequency, where the minimum can be found in
the undamped case is ω0

√

M/m. This minimum occurs at lower frequencies, the higher
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m/M is and therefore, the lower m1/m2 is. At frequencies higher than ω0

√

2/( m
M + 1),

the ∆ST L can be found to be smaller than zero and therefore, the mass loaded plate
works worse than a normal plate with the same mass. It can be observed that the peak
of ∆ST L at the eigen frequency can be found lower, the lower the mass ratio m1/m2

is. Furthermore, a lower ratio of masses m1/m2 results in a higher ∆ST L at frequencies

larger than ω0

√

2/( m
M + 1). In consequence, the higher the peak of ∆ST L at the eigen

frequency, the lower the ∆ST L at higher frequencies.
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Figure 5.4.: Additional ST L over ST Lmax given by the mass law with and without
damping and different mass ratios m/M = 0.1(m1/m2 ≈ 38), m/M =
0.2(m1/m2 ≈ 13.44), m/M = 0.3(m1/m2 ≈ 11.2).

From this simple model of the mass loaded plate, some design rules for a mechanical
absorber can be derived. The peak of ∆ST L can be tuned by varying the stiffness and
the total mass of the plate. In the implementation of the theory, a membrane is used
as a stiffness and a steel plate is applied. Hence, the membrane represents ks, m2 and η
whereas the steel plate can be modeled with m1. The peak can be shifted in frequency
without changing the zero crossing and the minimum of the curve by the application of
an additional tension on the membrane. In many applications it is preferable to obtain
a wide frequency range with a high ST L. The zero crossing, where (5.6) gets negative,
can be shifted to higher frequencies by decreasing the mass ratio m/M . In fig. 5.5 the
frequency of the zero crossing as a function of the ratio m1/m2 is shown. It can be
seen that the frequency of zero crossing increases with higher ratio of masses m1/m2.
The frequency of zero crossing is bounded by the minimum, when m1 = m2 and by the
maximum of

√
2ω0. Hence, for a broad increasing of the ST L over the mass law, a large

m1 and a small m2 is necessary. The reverse of the medal is that a large m1 and a small
m2 will result in a small peak in ∆ST L and furthermore will cause a lower ∆ST L at
higher frequencies.
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5.2. Unit cell absorber

As shown in the previous section, an additional ST L can be gained in a frequency range
around a design frequency f0 by applying the theory of the mass loaded plate. The
mechanical absorber used in this thesis consists of a membrane and a steel plate with
rectangular surface.

m1
m2

membrane

steel plate

Figure 5.6.: Sketch of the mass loaded membrane made of a membrane and a steel plate
with mass m1 and m2.

In fig. 5.6 a sketch of the mechanical absorber is displayed. It consists of a rectangular
membrane and a steel plate. Therefore, the absorber consists of two masses (m1, m2)
connected by an stiffness provided by the membrane. Hence, it can roughly be modeled
with a two degree of freedom (DOF) system. This is a major difference to the model of the
mass loaded plate, since the characteristic frequency (peak of additional ST L) is modeled
with the stiffness and the total mass of the mechanical system. Furthermore, the model
of the mass loaded plate only represents the opposite displacement of the membrane
and the mass at a certain frequency. In 2 DOF systems, two resonance frequencies can
be found, where the amplitudes of one DOF are maximal. Between the two resonance
frequencies, there occurs an anti resonance along with a minimum of amplitude of one
degree of freedom and a large phase shift between the two degree of freedoms. In
acoustics, small amplitudes result in a small sound radiation and additionally a phase
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shift will produce an acoustic short circuit with minimal acoustic energy radiation. Thus,
the concept of a mass loaded membrane appears to be suitable to be a good absorber.
In fig. 5.7 different designs of such previous described mass loaded membranes can be
seen. The steel frame is 4 mm thick and 10 mm deep. The thickness of the steel plate
and the ethylene propylene diene monomer (EPDM) membrane is 4 mm, whereas the
dimensions of the membranes, attached on the steel frames, are 108 mm x 108 mm (I and
II) and 100 mm x 100 mm (III). The steel plate is 35.5 mm x 35.5 mm. In I and II the
membrane is fixed on top of the steel frame, while the membrane in III is mounted in
the steel frame. In all cases the free oscillating membrane is 100 mm x 100 mm, whereas
III should show a higher resonance frequency since the mechanical fixation is stiffer.

I II III

Figure 5.7.: Front and back side of different mass loaded membranes designs. I: Mem-
brane mounted on the steel frame, steel plate on front side. II: Membrane
mounted on the steel frame, steel plate on backside. III: Membrane mounted
in the steel frame, steel plate on front side.

5.2.1. Measurement setups for characterization

In the following section the measurement setups for the characterization of the mass
loaded membrane are described. The measurement setups are discussed for studying the
working principle by means of an acoustic tube characterization and by investigation of
the surface displacement using a laser scanning vibrometer.

Transmission loss tube

For the characterization of the mass loaded membrane, a transmission loss tube for
square samples is developed. The measurement setup is based on the transfer matrix
method described in [9]. With this method the transfer matrix and thus several acoustic
properties, e.g. the ST L of a sample can be determined. In fig. 5.8 the measurement
setup can be seen. The transmission loss tube is a set of two tubes that can be con-
nected to either end of a sample. The tubes are made of aluminum with a cross section
of 100 mm x 100 mm. A loudspeaker is mounted on the one end of a tube. In this mea-
surement setup, a Visaton FX10 is used as a sound source and excited by a broadband
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acoustic signal, e.g. white noise, whereas the acoustic pressure is recorded by using 1/4”
condenser microphones BK 4187. The measurement tube allows plane wave propagation
up to the tube’s cut off frequency of 1725 Hz.

loud-
speaker mass loaded

membrane

microphones

1 32 4

Figure 5.8.: Transmission loss tube for rectangular samples.

The acoustic pressure inside the tube is measured at four positions, as can be seen in fig.
5.9. Two microphones (1,2) are placed at x1 and x2 between the sound source and the
sample. The sample with thickness d is located in the origin. Downstream the sample,
there are two further microphones (3,4) at x3 and x4. The acoustic pressure upstream
and downstream of the sample is a superposition of a positive– and negative–directed
plane wave A, B and C, D, respectively.

A C

DB

1 2 3 4

terminationsound source sample

xx x x xd1 2 3 40

T11

T21

T12

T22

Figure 5.9.: Schematic of the transmission loss tube.

If two measurements (superscript (a) and (b)) with two acoustic terminations are per-
formed, the system of equations

[

p(a) p(b)

v(a) v(b)

]

x=0

=

[

T11 T12

T21 T22

] [

p(a) p(b)

v(a) v(b)

]

x=d

(5.7)

can be solved for the transfer matrix

[

T11 T12

T21 T22

]

=
1

p
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x=dv

(b)
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(b)
x=dv

(a)
x=d

[
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(a)
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(b)
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(b)
x=0v

(a)
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(a)
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(b)
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(a)
x=0 + p

(a)
x=dv

(b)
x=0

]

.

(5.8)
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In (5.7) and (5.8) p(a/b) is the acoustic pressure and v(a/b) is the particle velocity from
both measurements. Since the acoustic pressure and acoustic particle velocity are only
measured at x1...4, the quantities at x = d and in the origin has to be computed by using
the plane wave theory. For a detailed derivation, the reader is referred to [9]. The sound
transmission loss computes from the four entries of the transfer matrix by

ST L = 10 log
(

1

4
|T11 + T12/(ρc) + ρcT21T22|2

)

. (5.9)

Surface displacement measurement setup

loudspeaker

microphone

mass loaded
membrane

scanning
head

mass loaded
membrane

vibration control platform

PSV-500

vib.

ref.

signalgen.

Figure 5.10.: Measurement setup to identify the surface displacement of the mass loaded
membrane. Left: Tube consisting of a loudspeaker, a sound pressure mi-
crophone with an exemplary mass loaded membrane. Right: Schematic of
the measurement setup.

For studying the working principle, additionally the surface displacement of the mem-
brane is measured with a laser scanning vibrometer Polytec PSV–500. For this purpose,
the measurement setup depicted in fig. 5.10 is used and the surface velocity measured
by means of the vibrometer is integrated over time to obtain the displacement. In this
measurement setup the mass loaded membrane is excited by plane waves produced by
a Visaton FX10 using the sweep function of the signal generator. The measurement
setup is mounted on top of a vibration controlled platform to avoid disturbances due to
environmental vibrations. The acoustic pressure inside the tube is measured by means
of a BK 4187 as can be seen in fig. 5.11 and is used as a reference signal. Up to 300 Hz,
there can be noticed a nearly constant behavior of the sound pressure level as a function
of frequency and a sound pressure level between 67 dB and 72 dB. The acoustic pressure
is minimum, when the first longitudinal mode occurs in the tube. This can be observed
at frequencies around 600 Hz, whereby the curve is shifted to higher frequencies the less
the distance between loudspeaker and membrane is. However, this acoustic pressure is
used as a reference and is in the same order of magnitude in the frequency of interest
below 300 Hz, since the mechanical absorber is designed to absorb acoustic energy in a
narrow band frequency range below 300 Hz.
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Figure 5.11.: Measured sound pressure level (rel. to 20 µPa) in the tube depicted in the
left part of fig. 5.10 equipped with different samples shown in fig. 5.7.

5.2.2. Characterization of the unit cell absorber

In this section, the mechanical absorber is characterized. Hereby, the characterization is
done regarding the application source emitting a mono frequent noise by means of the
measurement setups presented in the previous section.
The determination of the surface displacement distribution of the membranes mounted
in the tube is realized at 441 measurement points on a regular grid with a 4.8 mm dis-
cretization increment. In fig. 5.12 the averaged amplitudes of the displacement relative
to the pressure amplitude in the tube is shown. The curves all show a peak at f0+500 Hz
due to the longitudinal mode in the tube and the associated minimum in the pressure
amplitude. Furthermore, two peaks in the curves can be observed at nearly f0 − 60 Hz
and f0 + 100 Hz. This indicates resonant behavior. Between the two maxima, there
can be found a frequency range with minimum of amplitude, which suggests an anti
resonance here.
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Figure 5.12.: Average of the amplitudes of the displacement at the 441 measurement

points relative to the sound pressure in the tube 1/441
441∑

i=1
|ui| / |p|.

The displaced volume of air above the mass loaded membrane’s surface Γ computes to
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Vdis =
∫

u · Γ . (5.10)

In (5.10) u is the displacement vector. In case of an acoustic short circuit, the displaced
volume is minimum. The complex average of the displacement is a measure for the
displaced volume of air above the membrane. In fig. 5.13 the complex average of the
displacement relative to the excitation pressure is shown. Again, the peak at f0 +500 Hz
due to the longitudinal mode in the tube can be observed. Moreover, the curve shows
maximums again at f0−60 Hz and f0+500 Hz. An obvious minimum can be found at the
frequency of anti resonance. In this frequency range the displacement of the membrane
and additional weight is phase shifted. This means that the mass loaded membrane
produces an acoustic short circuit in front of the absorber.
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Figure 5.13.: Complex average of the displacement at the 441 measurement points rela-

tive to the sound pressure in the tube 1/441

∣
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∣
∣

441∑

i=1
ui/p

∣
∣
∣
∣. The letters denote

distinctive frequencies. a) f0 − 60 Hz, b) f0, c) f0 + 89 Hz, d) f0 + 185 Hz,
e) f0 + 242 Hz, f) f0 + 382 Hz.

In fig. 5.14, the displacement distribution of the surface of mass loaded membrane II
relative to the sound pressure in the tube can be seen. In the top row, the amplitude
normalized by the maximum of the surface‘s displacement amplitude at the six distinctive
frequencies, shown in fig. 5.13 a) – f), can be seen. The bottom row shows the phase of
the displacement. It can be observed that the displacement distribution at f0 − 60 Hz
and f0 is dominated by displacement of the steel plate, whereas the mass nearly does
not move at higher frequencies. At f0 − 60 Hz, the mass loaded membrane is in phase
across the cross surface. At f0 and f0 + 89 Hz, the steel plate and the surrounding
membrane are out of phase, whereby the phase shift is 180◦ (f0) and 160◦ (f0 + 89 Hz).
In case of this both distinctive frequencies, the amplitude in the corner of the membrane
is dominant. At higher frequencies higher order of vibration modes can be found. At
f0 +185 Hz and f0 +382 Hz the membrane shows eight peaks across the surface, whereas
the displacement peaks at f0 +382 Hz are in phase and at f0 +185 Hz there can be found
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a phase shift of 90◦. Finally a loop structure of the vibration mode can be found at
f0 + 242 Hz.
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Figure 5.14.: Distribution of the displacement amplitude and phase of mass loaded mem-
brane II relative to the pressure in the tube at distinctive frequencies shown
in fig. 5.13. The amplitude is shown relative to the maximum on the
surface.

f0 f0+100 Hz f0+300 Hz f0+700 Hz

frequency

c
o
m

p
p
le

x
 m

e
a
n
 x

/
(m

/P
a
)

p

10

20

30

40

S
T

L
(d

B
)

10
-9

10
-8

10
-7

10
-6

10
-5

Figure 5.15.: Complex average of the displacement according to fig. 5.13 and sound
transmission loss of the mass loaded membrane II measured with the trans-
mission loss tube as a function of frequency.

The resulting sound transmission loss of mass loaded membrane II measured by means
of the transmission loss tube can be seen in fig. 5.15. The curve of ST L is compared
to the complex averaged displacement amplitude from the previous plots. It can be
observed that the ST L increases with larger frequencies and reaches the maximum value
at f0 − 0.5 Hz with 43.84 dB. With further increase of frequency, the ST L drops and
shows a minimum at f0 + 88.5 Hz. As predicted, the peak in ST L corresponds to the
dip in the complex average of the displacement amplitude. This means that the mass
loaded membrane produces an acoustic short circuit, which results in a minimal acoustic
energy radiation. Moreover, the dip in ST L can be found, where the complex averaged
displacement amplitude shows a maximum and the membrane moves like a loudspeaker
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with a displacement over the cross section in phase, see fig. 5.14. A small peak in ST L
can be found at frequencies around f0 + 185 Hz, where the steel plate is at rest, but the
membrane shows eight displacement hot spots, whereby the neighbor hot spots are out of
phase with a phase shift of approximately 90◦. In the frequency range about f0 +382 Hz
an additional minor drop in the ST L can be observed due to the displacement of the
membrane, showing eight in phase hot spots of displacement.

5.3. Array absorber

The absorber array is composed of 120 mass loaded membranes. These are arranged in
20 rows consisting of six mass loaded membranes mounted on a rigid steel frame. The
steel frame with dimensions 648 mm x 2104 mm is 4 mm thick and 80 mm deep. The
difference in the structure in comparison to the mass loaded membrane described in Sec.
5.2 is only the depth of the steel frame. In fig. 5.16 the absorber array can be seen.
The array is clamped into the measurement setup at 20 locations, four in every edge of
the array and two in the center of the long sides each. Moreover, the 10 mm wide gap
between the array and the measurement setup can be sealed with silicone. If so, it was
made sure that the depth of the sealing is approximately 10 mm.

Figure 5.16.: Aborber array consisting of 120 mass loaded membranes on a 80 mm deep
rigid steel frame.
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5.3.1. Measuement setup for array characterization

To characterize an array of mass loaded membranes, a special measurement setup is
needed. Hence, for the identification of the IL of an array of mass loaded membranes,
the substitution principle is applied. This means, the acoustic power is determined in a
measurement setup with and without the array by using (2.23). With the assumption
that the acoustic energy emitted by the source is the same in both configurations, the
difference in acoustic power can be identified as the IL of the array.

absorberarray

axis 1

axis 2

pv-probe

shaker

aluminum
plate

steel
frame

Figure 5.17.: Measurement setup for the characterization of the array of mass loaded
membranes. Left: Frontside with 2D scanning gantry and a pv–probe.
Right: Backside with excitation plate made of aluminum in a steel frame
driven by an electrodynamic vibration exciter.

In fig. 5.17 the measurement setup to characterize the array of mass loaded membranes
is shown. The measurement setup is excited by means of a vibrating aluminum plate
with thickness 4 mm and dimensions 654 mm x 2112 mm. The plate again is excited at a
chosen frequency f0 by an external mechanical source (electrodynamic shaker BK 4809)
on an antinode of vibration at a position 216.4 mm from the lower edge. In a possible
application of the array, we assume a mono frequent noise source with an excitation being
not homogeneous across the profile, but is dominated by the mode of oscillation showing 5
vertical antinodes. Thus, the aluminum plate for the excitation of the measurement setup
is adjusted to show the 1–5 mode nearby the excitation frequency f0. This adjustment
is done via FEM–modal analysis and can be found at f0 + 3.73 Hz in the simulation
and at f0 + 0.5 Hz in the experimental modal analysis. However, the aluminum plate
is excited in an antinode, whereas the mechanical energy flow is measured by means
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of an impedance head BK 8001. The resulting surface displacement distribution of the
vibrating plate, measured with the laser scanning vibrometer PSV–500, can be seen in
fig. 5.18. Here, the real part of the surface displacement is shown qualitatively in the
left part. Furthermore, the displacement amplitude and phase relative to the excitation
force is displayed in the right part. It clearly can be detected that the vibration shape is
dominated by the 1–5 mode with five antinodes having the same amplitude and a phase
shift of 180◦. Additionally, the six nodes can be observed.

-180

phase in °

180900-90

0 50

amplitude in µm/N

100

Figure 5.18.: Displacement distribution of the aluminum plate by means of an excitation
at a chosen frequency. Left: real part of the surface displacement. Right:
amplitude and phase relative to the excitation force.

In the measurement setup, there is the possibility to mount a sample with dimensions up
to 648 mm x 2104 mm. On the front side of the measurement setup, where the absorber
array is mounted, a pv–probe Microflown USP is installed on a 2D scanning gantry. In
this way, the acoustic power can be determined on a reference plane by using (2.19) and
(2.20). In the following, the reference plane will be located 27 mm in front of the array or
142 mm in front of the excitation plate, respectively. Assuming that the acoustic power
emitted from the excitation plate is always constant, no matter, if a device under test
is mounted in the measurement setup, the insertion loss of the array can be derived.
Furthermore, we assume the acoustic energy leaving the measurement setup through
the lateral gap of 27 mm to be the same in both measurements and additionally small
enough to be neglected.

5.3.2. Characterization of the absorber array

In the following, the results of the intensity measurements on the reference plane 27 mm
in front of the array are presented. The determination of the acoustic sound power was
done with a spatial resolution of 6.5 mm in each of the two directions by means of nearly
30,000 measurement points employing the Microflown USP. The pv–probe is calibrated
by applying the calibration method described in Sec. 3 to avoid errors obtaining the
acoustic intensity due to phase mismatch according to (3.1). The identified acoustic
intensity at each of the measurement points is recorded in relation to the square of the
acceleration amplitude at the excitation to take a possible fluctuation in the excitation
amplitude into account. In tab. 5.1 the determined acoustic power in relation to the
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Table 5.1.: Acoustic power at 100 Hz measured at the reference plane relative to the
excitation acceleration in nW/(m2/s4) with the confidence limits of 95%.

Measurement Reference (without array) Array with air gap Array with silicone
1 1187.27 193.21 -1.02
2 1185.55 184.72 1.19
3 1236.41 191.89 -0.34

Average 1203, 08 ± 58.48 189.97 ± 9.25 −0.06 ± 2.29

excitation acceleration amplitude is listed. Here, the mean value of the measurement
results with the confidence limits of 95% show that the acoustic power can be reduced
due to the application of the absorber array. By means of the array with a surrounding
air gap of 10 mm the IL can be identified to be 8.02 dB. Obviously, the acoustic energy
flows in the air gap and results in an IL of the array, which does not exploit the full
potential of the mass loaded membrane. In case of a sealed air gap, the acoustic power on
the measurement plane is so small that the confidence level is larger than the measured
value, since the acoustic energy transmitted through the array is tiny. However, taking
the lower and upper confidence bounds of the measurement with the array sealed with
silicone for the calculation of the IL with (2.23), the IL of the sealed array of absorber
can be determined with at least 27.24 dB.
In fig. 5.19, the surface velocity distribution of the array of the 120 mass loaded mem-
branes is shown. It can be seen that the array is only excited efficiently at eleven rows
out of 20. The highest amplitude of surface velocity can be observed in the four top
lines, two in the center and five on the bottom. The surface velocity of one mass loaded
membrane was cutted out, since there the steel plate disappeared, which causes high
amplitudes in this region of the array. However, nine out of 20 rows of mass loaded
membranes show a very low velocity amplitude. Hence, the difference between a single
mass loaded membrane with almost 45 dB and an array with 27.24 dB in terms of ST L
and IL, respectively, can be explained.
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Figure 5.19.: Surface velocity (amplitude and phase) of the array of mass loaded mem-
branes sealed with silicone relative to the excitation acceleration.
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The objective of this thesis is the characterization of acoustic absorbers to provide real-
istic boundary conditions for the simulation of a real sound field. If the surface under
investigation is locally reactive, the measurement of the acoustic surface properties is
an easy task since the quantities do not depend on the angle of sound incidence. Thus,
at perpendicular sound incidence these acoustic surface properties can be obtained by
applying standard methods. The characterization of the acoustic properties in case of a
non–locally reactive surface requires more effort during the measurement process. Here,
the acoustic surface properties have to be determined not only as a function of the fre-
quency of excitation but also as a function of the angle of sound incidence. In this thesis
two measurement methods to obtain the acoustic surface properties at oblique angles
of sound incidence are implemented and characterized. Through accurate identification
and characterization of advantages and disadvantages of both methods, the measuring
of the acoustic surface properties was profoundly improved. For validation purposes,
the measurement results in terms of the sound pressure reflection coefficient are com-
pared with two different methods. On the one side, results were compared by means
of standard test methods for perpendicular sound incidence and on the other side by
means of theoretical values. The reference values are calculated by modeling the acoustic
absorbers with a fluid by using effective material parameters. In particular the imple-
mented spatial Fourier transform method, using a sound source showing a directional
polar pattern, turned out to be a very robust tool for the characterization of a surface
in terms of its acoustic properties at oblique angles of incidence. An inherent weak-
ness of this method can be noticed at perpendicular sound incidence. This weakness
can either be overcome by using the standard test methods for perpendicular angle of
sound incidence or by applying a method based on an equivalent source [135] that can
be derived by utilizing the recorded data at the two measurement lines. In conclusion it
can be said that while the subtraction method also allows for the precise investigation of
the acoustic properties of a surface, it remains the inferior method in the implemented
state. Further improvements regarding an automated measurement process for a great
number of angles of sound incidence are recommended here. However, the measurement
results of both implementations overall match the reference values, if the properties are
compared in terms of absolute values. Only the result obtained by the spatial Fourier
transform method shows prominent congruence to the reference. The results coincide in
terms of the real and imaginary part of the sound pressure reflection coefficient over a
wide frequency bandwidth and a large range of angles of sound incidence. However, these
obtained acoustic surface properties can now be used as realistic boundary conditions in
the simulation of real sound fields.
Traditional absorber materials such as porous or fibrous materials show a drop in the

98



6. Conclusion

absorption capability towards low frequencies. To adress this shortcoming, a mechanical
absorber for low frequencies below 300 Hz, using a mass attached on a membrane, was
developed and fully characterized in this thesis. The mass loaded membrane can be
applied to efficiently absorb acoustic energy in a narrow frequency band and does so
significantly better than predicted by the mass law. In the characterization it has been
shown that the developed mechanical absorber produces an acoustic short circuit which
results in a high sound transmission loss of the mass loaded membrane. Hence, by using
this kind of absorber at the low frequency range, where traditional absorber materials
do not absorb acoustic energy efficiently, a robust and passive approach has been found.
Even the application of the mass loaded membrane in an absorber array has been shown
to provide an insertion loss higher than the conventional method of insulating sound
sources emitting noise at low frequencies with a heavy mass. The developed absorber
array provides not only a higher insertion loss but is also better in terms of lightweight
design.
For the characterization of the mass loaded membrane, a particle velocity sensor was used
during acoustic intensity measurements. Since the sound field produced by the developed
absorber is dominated by a reactive part of the intensity in the near field, the calibration
of the intensity probe and thus of the particle velocity sensor is of great importance. In
this thesis a direct calibration method is developed by employing a reference sound field
produced with a vibrating piston and fully characterized by calculating the acoustic field
using the finite element method. Since the orientation of the sensor can be determined
by means of the local gravity field, the three components of the 3D particle velocity
sensor can be calibrated simultaneously. The novel calibration method is implemented
and fully characterized by measurements and simulations. Furthermore, the calibration
of the 3D particle velocity sensor was conducted, in order to reduce the error due to
phase mismatch during the intensity measurements in the characterization of the mass
loaded membrane. The obtained sensitivities show a clear discrepancy in comparison to
the sensitivities given by the manufacturer, in particular in the frequency range between
100 Hz and 1 kHz. The identified results of the calibration were confirmed by a validation
measurement setup to represent the real sensitivities of the particle velocity sensor.
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A.1. Modeling of the characteristic field impedance

The characteristic field impedance of a fluid with a flow resistivity σ

Z ′
C = Z0 [1 + a1(f/σ)a2 − ja3(f/σ)a4 ] (A.1)

and the wave number

k′ =
ω

c
[1 + a7 (f/σ)a8 − ja5 (f/σ)a6 ] (A.2)

can be modeled by using the Delany–Bazley model [39] or the Miki model [85]. The
coefficients in the different models can be found in tab. A.1.

Table A.1.: Coefficients in the empirical models [61].
Coefficient Delany–Bazley Miki

a1 0.0497 0.0699
a2 -0.754 -0.632
a3 0.0758 0.107
a4 -0.732 -0.632
a5 0.169 0.160
a6 -0.595 -0.618
a7 0.0858 0.109
a8 -0.700 -0.618

Employing the Komatsu–model, the characteristic field impedance is obtained with

Z ′
C = Z0

[

1 + 0.00027(2 − log(f/σ))6.2 − j0.0047(2 − log(f/σ))4.1)
]

, (A.3)

whereas the wave number is calculated with

k′ =
ω

c

[

1 + 0.0004(2 − log(f/σ))6.2 − j0.0069(2 − log(f/σ))4.1
]

. (A.4)

A.2. Derivation of Spatial Fourier transform formulations

A.2.1. Monopole

In [104], the free field Green’s function of a monopole is given by

H+
MP =

1

4πrd
ejkrd =

j

4π

∞∫

0

J0(rµ)ej
√

k2−µ2|zo−zs| µ
√

k2 − µ2
dµ , (A.5)
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with an arbitrary variable µ and rd =
√

r2 + (zo − zs)2. Using

µ = kr ,
√

k2 − k2
r = kz ,

yields

1

4πrd
ejkrd =

j

4π

∞∫

0

J0(rkr)ejkz |zo−zs| kr

kz
dkr . (A.6)

In comparison to the inverse Fourier transform in (2.46), the spatial Fourier transformed
Green’s function computes by

H̃+
MP(kr) =

j

2kz
ejkz|zo−zs| . (A.7)

The conjugate complex of (A.6) can be rewritten with

(H+
MP)∗ = H−

MP =
1

4πrd
e−jkrd

=




j

4π

∞∫

0

J0(rkr)ejkz|zo−zs| kr

kz
dkr





∗

(A.8)

and therefore the spatial Fourier transformed Green’s function of H−
MP can be calculated

by

H̃−
MP(kr) =

(
j

2kz
ejkz|zo−zs|

)∗

. (A.9)

It is obvious that the derivation of (A.9) requires a real–valued J0(rkr). This is ensured,
since the argument rkr of the Bessel function is real–valued.

A.2.2. Dipole

The acoustic pressure field excited by a dipole sound source can be calculated by [104]

Pa = jωρ0Q̂d
∂

∂zs

(
1

4πrd
e−jkrd

)

= jωρ0Q̂d
∂

∂zs

(

H−
MP

)

. (A.10)

Applying a derivative in respect to zs to (A.8), the spatial Fourier transform of the
acoustic pressure field excited by a dipole computes to

P̃a = jωρ0Q̂d
∂

∂zs

[(
j

2kz
ejkz|zo−zs|

)∗]

. (A.11)

With an observer satisfying zo ≤ zs, the pressure field in (A.11) can be expressed with

P̃a =
jωρ0Q̂d

2
[j sin (kz(zs − zo)) − cos (kz(zs − zo))] . (A.12)

101



A. Appendix

A.3. Derivation of the sound field above an acoustic interface

The acoustic pressure at an observer x0 in a sound field excited by a sound source placed
at xs can be split up into a direct and a reflected part

Pa(zo) = Pa,dir(zo) + Pa,r(zo) (A.13)

= Pa,dir(zo) +
1

2π

∞∫

0

P̃a,r(zo)J0(rkr)krdkr , (A.14)

whereas the reflected part can be calculated via the inverse spatial Fourier transform.
The spatial Fourier transformed reflected part in (A.14) can be expressed by

P̃a,r(zo) = P̃a,r(0)e−jkzzo

= P̃a,dir(0)R̃e−jkzzo

= P̃a,dir(zs)R̃e−jkzzoe−jkzzs

= P̃a,dir(zs)R̃e−jkz(zs+zo) . (A.15)

Inserting (A.15) into (A.14) yields

Pa(zo) = Pa,dir(zo) +
1

2π

∞∫

0

P̃a,dir(zs)R̃e−jkz(zs+zo)J0(rkr)krdkr (A.16)
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