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1

Introduction

Photonics — the science of generation, detection, transmission, modulation, switching, and am-
plification of light, and the interaction of light with matter1 — has grown from its infancy in the
1960’s to one of the key technologies for the 21st century. The term ’photonics’ has been coined
in reminiscence of the term ’electronics’ to indicate that in photonics one studies and exploits the
properties of photons (instead of electrons). Photonics, thus, deals with the properties and ap-
plications of light and light-particles (photons), and their interaction with matter. In terms of the
considered portion of the electromagnetic spectrum it is nowadays usual to understand photonics
in a broad sense and to define that the realm of photonics ranges from the THz and far-infrared re-
gion (frequency about 1012 Hz) throughout the visible spectral region (frequency about 1015 Hz) to
the hard X-ray regime, corresponding to photon energies that range from about 10 meV to 10 keV
and even beyond. During the last decades, the field of photonics has not only developed into one
of the most important areas of technology and a huge business, but also into a very diverse and
vivid research field consisting of numerous sub-fields that each specialize on certain aspects of
photonics. The different sub-fields may be characterized by the properties of the light that is used,
the considered application, the type of interaction, or through the type of matter that the light in-
teracts with. Naturally, the boundaries between these different sub-fields are not sharply defined.
Well-known examples of sub-fields are biophotonics2, nanophotonics3, quantum optics4, optical
telecommunication, etc.

Since its advent, many sub-fields of photonics have grown into large independent fields of sci-
ence and technology such that it is no longer possible to be an expert in all fields of photonics and
specialization has become inevitable. A common key aspect of most areas of photonics is, however,
the interaction of light with matter. Of particular importance for the study of processes that take
place during the interaction of light waves with different types of matter on a fundamental level
is to obtain a thorough understanding of the underlying dynamics. Depending on the considered
material, the size of the object, the type of the interaction, and the considered process, these dy-
namics may take place on time-scales ranging from nano- (10−9 s) and possibly even microseconds
(10−6 s) down to attoseconds (10−18 s), see Fig. 1.1(a). Examples of dynamical processes that are of
scientific interest are chemical processes such as the breakage of a molecular bond, the transfer of
energy between two biological entities, the transport and recombination dynamics of electrons in
different solids, the formation and propagation of plasmonic waves in metals, etc. Of particular
relevance for many important processes in nature and technology is the time domain from pico-
(10−12 s) to attoseconds. The study of processes on these time scales and the invention and con-
struction of suitable methods and devices for this research, is the content of Ultrafast Photonics5.
The scientific journal NATURE defines Ultrafast Photonics as follows:6
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ULTRAFAST PHOTONICS IS THE STUDY OF LIGHT AND ITS INTERACTION
WITH MATTER ON SHORT TIMESCALES, TYPICALLY LESS THAN A PICOSEC-
OND. THIS INCLUDES INVESTIGATING PROCESSES THAT OCCUR IN ATOMS
AND MOLECULES, SUCH AS THE DYNAMICS AND CORRELATIONS BETWEEN
ELECTRONS DURING IONIZATION, AND OFTEN EMPLOYS ULTRAFAST LASERS
OR MODE-LOCKED LASERS.

This thesis will provide an overview over the such defined field of Ultrafast Photonics. The main
topic is the interaction of laser fields with atoms and molecules on femto- (10−15 s) to attosecond
time scales with a focus on methods that allow experimentally studying the dynamical processes
underlying this interaction.

Studying processes on short time scales requires, in general, clocking them with a suitable ref-
erence process that is shorter or at least equally short as the process under study itself. As sketched
in Fig. 1.1(a), the oscillations of an electronic oscillator can serve as such a reference process for dy-
namics slower than roughly 10 ps, which is about the intrinsic speed-limit of electronic devices. To
resolve faster dynamics taking place in the pico- and femtosecond range, a different reference pro-
cess must be used. An ideal reference process for these time-scales are bursts of light with femtosec-
ond duration produced using lasers. Such laser pulses can be applied for the implementation of
pump-probe spectroscopy with femtosecond resolution that has been pioneered by Ahmed Zewail
in the field of Femtochemistry, i.e., the study of the dynamics of atoms in molecules7. The temporal
resolution achieved by pump-probe spectroscopy is roughly given by the cross-correlation of the
laser pulses used for starting (pump) and stopping (probe) the dynamics of interest, see Fig. 1.1(b).
Because the fundamental limit for the duration of a laser pulse is given by the oscillation period
of the light used for the pulses (which is roughly 1 fs in the near UV), processes taking place on
time-scales faster than about 1 fs cannot be studied by pump-probe spectroscopy with conven-
tional laser pulses carried at near-UV or longer wavelengths. Thus, to study processes taking place
on attosecond time-scales fundamentally different approaches are needed8. As will be shown in
this thesis, strong electric fields provided by state-of-the-art laser sources constitute both a unique
temporal reference and driving force that allows measuring and also controlling dynamical (and,
as will be described, also structural) properties of matter in the attosecond time-domain.

The physical reason for this opportunity is the fact that the properties of matter are ultimately
determined by its electronic structure. A suitable perturbation of the electrons’ distribution from its
equilibrium configuration in a system such as an atom, a molecule, or a solid, can therefore initiate
certain dynamical processes. Intense and ultrashort light pulses are ideal tools for that purpose as
their electric fields couple directly to the electrons. Therefore they are not only able to distort the
equilibrium electron distribution but, moreover, even allow driving a system on sub-femtosecond
time-scales with the light’s Petahertz field-oscillations9 , see the sketch in Fig. 1.1(c).

This has been realized first in experiments that studied atoms in strong laser fields some 25
years ago. These experiments revealed a wealth of fundamentally important phenomena that are
strictly timed to the laser-field oscillations such as the release of electrons by tunneling through
the field-distorted Coulomb binding potential10–13, or field-driven (re-)collisions of the released
electrons with the atomic ion14–17. The latter, in turn, led to the discovery of a range of essen-
tial secondary processes such as the generation of very high orders of harmonics of the driving
light18,19 with photon energies that can extend into the X-ray range20.

Since then, thanks to a true revolution in laser technology, tremendous progress has been made
in this research field also known as Attosecond and Strong-Field Science21,22. Laser technology has
now reached a level of perfection where it is possible to produce intense light pulses with durations
down to a single oscillation cycle and with virtually arbitrary evolution of the electric field in
a wide range of frequencies23–29. The availability of such field transients enabled a number of
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Figure 1.1: (a) Examples of dynamical processes. Depending on the considered material, the size
of the object, the type of the interaction, and the considered process, dynamics may take place on
time-scales ranging from nano- (10−9 s) to attoseconds (10−18 s). (b) Dynamics in the pico- and
femtosecond range can be studied using the pump-probe scheme with ultrashort laser pulses. (c)
In the attosecond regime the light oscillations of strong laser fields can be used as a temporal
reference and a driving force.

exciting possibilities, such as control over the breakage of certain chemical bonds in molecules by
directly driving the molecular valence electrons that actually form the bond, or the production
of coherent attosecond pulses in the soft X-ray wavelength range that can be used for probing or
initiating dynamics on time-intervals during which the electronic distribution in the system under
study stays essentially frozen.

The recent years have seen a particularly vivid progress in the research of using ultrashort
intense light pulses for controlling and probing ultrafast dynamics. On the one hand a number of
groups have extended the research field to systems with a much increased complexity and have
studied and controlled field-induced dynamics in large polyatomic molecules, cluster complexes,
bio-matter, nanoparticles and crystals, and also in condensed phase systems such as solid surfaces,
nanostructures and bulk solids. On the other hand the availability of new, coherent light sources
in both the very short (X-rays) and very long (mid-infrared) wavelength ranges have allowed for
the production and application of short and intense pulses in previously unexplored regimes.

Although the interaction of an intense laser pulse with a molecule or solid entails dynamics
on very different timescales that may extend into the pico- or even nanosecond regimes, such as
rotational and vibrational motion or phonon dynamics, these dynamics originate from electronic
dynamics and processes that result from an essentially instantaneous distortion of the system’s
equilibrium electronic structure by an intense light pulse. And it is this electronic dynamics that
can be initiated and driven with enormous precision and flexibility by gaining control over the
electric field evolution of the light pulse.
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Measurements of the light-induced structural dynamical evolution on the time-scale of attosec-
onds with strong laser fields can be performed by recording the systems’ response with suitable
detection schemes. Control over the structural dynamics is achieved by the use of tailored field
evolutions for driving the electronic sub-system in a reproducible way. This opens up fascinat-
ing possibilities for field-control over a range of entailing processes such as the generation of sec-
ondary radiation in both the very high (XUV/X-ray) and low (THz) frequency regime, the creation
and localization of Rydberg states, the dynamical correlation within the electronic cloud or of the
electronic sub-system with the nuclei, or even bond-breaking events in molecules, which are a
key process in any chemical reaction. This thesis provides a broad overview over existing meth-
ods and most important results obtained in the fields of Ultrafast Photonics and Attosecond and
Strong-Field Science. Further information can be found in various review articles21,30–34 and the
recently published book Ref. [22].

Outline of thesis The structure of the thesis is as follows. It starts with an overview over Ultra-
fast Photonics by listing the most important quantum systems that are studied in this field and de-
scribing the key research questions that motivate the research for each system, thereby putting the
research on atoms and molecules into a greater perspective (Section 2.1). After that, the basic pro-
cesses that take place during the interaction of laser fields with matter are described (Section 2.2).
Subsequently, different types of tailored laser waveforms and their specific properties (Chapter 3)
as well as their application for the generation of secondary sources of radiation (Chapter 4) are
reviewed. This is followed by a short description of detection techniques (Chapter 5). Chapters 6,
7 and 8 will then discuss in detail the most important methods and results in the measurement
and control of atomic and molecular processes using strong laser fields. Papers that constitute the
scientific basis of this thesis are listed in the Appendix and will be highlighted in the text as Paper
1 to Paper 18. References to these and all other papers of the author are marked in red color.
This also applies to the corresponding citations in the Bibliography.
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2

Fundamental processes and
research scope

Although electric fields couple only to the electrons in a physical system such as an atom, molecule
or solid, the opportunity to drive the electronic sub-system at the pace of the field-evolutions opens
up fascinating possibilities for controlling the dynamical and structural properties of matter on at-
tosecond timescales. In principle, laser fields can drive electronic dynamics in any physical system
of arbitrary complexity. Most studies so far, however, were performed, following a bottom-up
approach, on isolated gas-phase atoms and molecules. This is, on the one hand, because of the
natural desire to study fundamental processes as much as possible isolated from each other35. On
the other hand, this approach is motivated by the high practical importance of molecular processes
in the chemical, environmental and biological sciences. Still, the interaction of intense laser pulses
with more complex physical systems such as clusters36, dense gases (e.g. air at ambient pres-
sure)37, nanoobjects of various geometry38, surfaces39 and bulk solids40–48 has been increasingly
considered over the recent years.

2.1 Studied systems and key research questions

The absolute majority of works in the field of Attosecond and Strong-Field Science deals with the
interaction of strong laser fields with atoms or molecules, which also constitutes the topic of this
thesis. We will discuss in detail key concepts and insights that have emerged from this research
below. The recent years have seen a considerable increase in the number of works that have tried
to push the research towards systems of higher complexity, such as nanoobjects, surfaces or bulk
solids. This research was largely driven by the availability of new light sources and detection and
target preparation technologies. Here we want to briefly discuss a few of these new and exciting
research directions and the questions that are tried to be answered by them.

If we proceed along the direction of increasing characteristic system size and complexity, then
the next more complicated system after atoms and small molecules would be isolated clusters in
the gas phase. A good review of processes observed in the interaction of strong laser fields with
different clusters is provided by Fennel et al.36. The interesting property of clusters is that they
can be produced of almost arbitrary size – from dimers and few-monomer clusters49–55 up to very
large clusters consisting of many thousands of monomers – and with a large variety of composition
– from noble gas atoms over metal atoms to molecules and mixtures of atoms and molecules56–66.
The basic idea of using clusters is that by increasing the size of the clusters and their composi-
tion, model systems with different response, from the one dominantly resembling that of isolated
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2.1 Studied systems and key research questions

atoms to that of condensed phase systems and anything in between, can be imitated and grad-
ually adjusted. Important processes investigated in the work on clusters are for example how
the ionization dynamics is altered when the system size increases, what influence the surround-
ing monomers have on the ionization and electron acceleration dynamics, how the energy from
the laser light is absorbed, how the cluster disintegrates during and after the laser interaction, and
whether a possibly enhanced energy absorption mechanism can lead to energetic ions and/or elec-
trons or even to the production of energetic particles such as neutrons67, and whether clusters can
be advantageously used for production of XUV or X-ray radiation68–72.

So far, when talking about atoms, molecules and clusters, we have implicitly assumed that they
are situated isolated from each other in a vacuum chamber and that they interact with the laser
field each of them separately. That is, we explicitly excluded collective effects that can take place
when a laser pulse propagates through dense and extended gas media. However, the study of the
interaction of moderately intense light pulses with such media is in fact a very interesting research
route by itself. A key process in this research is filamentation73, i.e., the propagation of a beam
of light through a medium without diffraction within a channel of small diameter over extended
distances. The underlying mechanism for this type of propagation of a laser beam in a filament is a
dynamic equilibrium between diffraction and self-focusing due to Kerr-type nonlinearity. Because
the diameter of the filament is small, the intensity of the light pulse stays high during propagation.
Therefore, during propagation, the pulse can experience a range of nonlinear transformations such
as self- and cross-phase modulation, frequency conversion, pulse-splitting, etc. The important
point is that during its propagation and interaction with the atoms and molecules inside the dense
gas medium many of the processes observed with isolated atoms and molecules, as for example
ionization, electron recollision, impact ionization, etc., still take place37. This makes filamentation
a very attractive research platform of strong-field science at a distance. Consequently, currently
major research efforts are undertaken to harness filamentation for molecule-specific atmospheric
stand-off sensing74–77, or to measure (and possibly control) atmospheric properties such as humid-
ity78 or aerosol concentration79.

For higher laser intensity and increasing gas density the number of generated electrons and
ions becomes so high that the laser pulse may likely generate a plasma. Plasma generation with
intense laser pulses, propagation of the pulses through a plasma and the study of relativistic effects
are a highly interesting and vast research field by itself80,81, with a plethora of applications such
as particle acceleration and X-ray generation82,83. However, the laser intensities necessary for this
kind of research are beyond the laser parameters considered in this thesis.

Moving further in the direction of increasing system complexity we arrive at a highly fascinat-
ing field that has emerged only within the last decade: the interaction of ultrashort, intense and
also tailored laser fields with nanoparticles and nanostructures, see, e.g., Refs. [38, 84–86] for re-
views of this research field. We note that a cluster, isolated in vacuum, as considered above, may
consist of several tens of thousands of monomers87,88 and as such is also a nanoparticle. It is com-
mon in the literature, however, to distinguish between nanoscale clusters consisting of separate
atoms and molecules, and nanoparticles consisting of solid material, e.g. of SiO2 as used for ex-
ample in Refs. [89, 90]. The main research thrust in this field is anyway devoted to the study of
nanostructured solids. While on the one hand this type of research is interesting from a fundamen-
tal point of view as it investigates the interaction of light and matter in completely new regimes
of parameters where collective effects, material parameters, and system geometries start to play a
role, this research also comprises considerable potential for applications in that it could be used
for, e.g., fabrication of devices for information transmission or fast switching84,91. Key points that
render the interaction of strong light fields with nanoscale systems very interesting is their capabil-
ity of locally enhancing the laser fields, and to confine optical fields to sub-wavelength structures.
The former property can be tuned by the geometry of the nanoscale objects and can be exploited
for driving strong-field dynamical processes such as electron emission89,90,92–98 or high-harmonic
generation99–103 at a certain location defined with nanometer precision. The latter property is due
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Fundamental processes and research scope

to collective surface electron oscillations, called a surface plasmon polariton, whose propagation
along a nanostructure can be influenced by geometry and material properties, and which can elec-
tronically transport energy (and information) across nanoscale distances86,104. This is fundamen-
tally different from the case of isolated gas-phase atoms and molecules where the spatial extension
of the system under study can be completely neglected. Currently, major research effort is put into
transferring attosecond technology to nanoscale systems for generating, manipulating and mea-
suring electron pulses to enable, e.g., exploitation of their special properties for imaging dynamics
on nanoscale spatial and attosecond temporal scales105,106.

Finally, we discuss the current status of the research on the interaction of strong laser fields with
bulk solids and solid surfaces. Although, owing to the complexity of solid state materials, a wealth
of processes can take place during such interaction, it has been found for bulk dielectrics that one
of the dominant processes is field-ionization during laser-sub-cycle intervals from the valence to
the conduction band40,42,43,48,84,107–112 (dynamical Franz-Keldysh effect). The observed sub-cycle
dynamics hold promise for applications in future signal processing in that it could be used for, e.g.,
Peta-Hertz (PHz) switching based on laser-sub-cycle currents or transient metallization84. These
dynamics are reminiscent of the case of gas-phase systems (atoms, molecules and clusters), with
the difference that in gas-phase systems tunneling occurs dominantly from valence states directly
into the continuum. Very recent experiments have shown that such sub-cycle electron transitions
from valence to conduction band also take place in semi-conductors that exhibit a much smaller
bandgap than dielectrics47,113. Surprisingly, not only the ionization step in solids shows strong
parallels to that in atoms and molecules, but a number of experiments and simulations on thin
samples of bulk solids have shown that also the subsequent field-driven dynamics of the emitted
electrons bears a notable resemblance to the dynamics in gas-phase systems which manifests itself
in the emission of high-harmonic radiation in the XUV photon energy range41,45,46,114–121. Initially,
it was debated whether the emitted high-frequency radiation originates from intra- or inter-band
electron dynamics45,109,116,117. Experiments indicate, however, that both dynamics play a role in the
XUV emission and that their relative importance depends on the material and laser parameters45.
Given the possible applications that might emerge from the research on the interaction of strong
laser-fields with bulk solids it is likely that this type of research will become still more important
in the future.

Similarly, given the high practical importance of processes taking place on surfaces, such as
catalysis, also the research on dynamics taking place on solid-gas interfaces is expected to become
increasingly important in the future. Currently, several groups are in the position to perform the
technically challenging experiments that investigate very fast electron dynamics happening close
to such an interface. For example, one class of experiments investigates the very fast emission dy-
namics of electrons originating from different bands and energy levels triggered by the impinge-
ment of attosecond XUV pulses, with the aim of obtaining knowledge on electron dynamics and
scattering mechanisms within solids and also on the solids’ structure and its reaction to distortions
on extreme time-scales122–130. It is foreseeable that in the future also dynamical processes involved
in the interaction of atoms and molecules with surfaces131,132, as they might be of relevance for
catalysis, such as charge-transfer processes, will increasingly be investigated. For completeness,
we would also like to mention that the interaction of laser light with surfaces is also studied with
pulses of substantially higher intensity39,133–141. A key goal of this research is to generate intense
XUV and X-ray radiation by controllably driving plasma dynamics on the surface using the intense
laser field.

2.2 Basic processes of strong field-matter interaction

Early experiments on gas-phase atoms have shown that a fruitful way of describing the complex,
nonlinear problem of the interaction of a strong light field with matter is to separate the different
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2.2 Basic processes of strong field-matter interaction
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Figure 2.1: Graphical representation of the three-step model. See text for details.

phases of the interaction into steps. This approach has led to a simple model that unites the key
processes that take place during the interaction of an intense laser pulse with matter14–17. In this
picture the different phases of the laser-matter interaction are broken down into three consecutive
steps, which is why this picture is commonly referred to as the three-step model of strong-field physics.
Although the three-step model may not be applicable to all systems equally strictly, the key pro-
cesses taking place during the three steps can be identified in the one or other form for almost
all systems. Thus, it is a very convenient approach for providing an introduction to the most im-
portant processes in the interaction of strong fields with matter to proceed along the steps of the
three-step model, and we will adopt this approach during Sections 2.2.1–2.2.5. Here, we start with
a brief description of the three steps. A graphical representation of the three-step model is given in
Fig. 2.1.

(i) Ionization The first and foremost process taking place during the interaction of strong fields
with matter is the removal of electrons. Although this process is in detail very complex, one can
loosely identify two different main regimes of ionization. One is a photon-dominated regime,
where electrons are removed by absorption of different numbers of photons (multi-photon ioniza-
tion). The other is a field-mediated regime of ionization (field-ionization) where removal of elec-
trons takes place via tunneling of bound electrons through the combined potential well of the
binding potential and the laser electric field. Field-ionization is exponentially sensitive to the
electric field and therefore strictly linked to its evolutions with pronounced maxima at the max-
ima of the electric field. It is the dominant process in atoms and molecules when the so-called
Keldysh parameter (discussed below) fulfils γ � 1142–144. In solids an equivalent process is ob-
served40,42,43,107,108,110,111 and electrons can tunnel from the valence to the conduction band (dy-
namical Franz-Keldysh effect145).

(ii) Propagation in the laser field After removal of an electron by ionization the electron is
driven by the strong laser field146–148 and instantaneously follows its evolutions on trajectories
that can be determined almost at free will by shaping the laser field. The fact that both field-
ionization and propagation of the emitted electron can be strictly linked to the evolution of the
laser electric field constitutes a crucial opportunity that is at the heart of many common techniques
in Attosecond Physics149. Deviations from a purely field-driven dynamics arise due to the presence
of the parent ion’s Coulomb field150,151,152 and – in solids, near surfaces, as well as in dense gases
and clusters – also due to the presence of the surrounding matter. Remarkably, however, a strong
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resemblance to the purely field-driven dynamics is identified also in the more complex matter, even
in solids in the generation of extreme ultraviolet (XUV) radiation from dielectrics45,119. Therefore,
in many cases, in particular for gas-phase systems driven by intense enough laser pulses, the force
of the laser field is dominating. Depending on the electron’s field-driven trajectory it may return
to the parent ion with considerable energy (recolliding electrons), or it may leave the laser focus
without further interaction (direct electrons).

(iii) Recollision Upon re-encounter with its parent ion four basic processes are possible: The
electron may scatter elastically, thereby obtaining further momentum from the laser field153–156; it
may scatter inelastically and knock out additional electrons from the parent ion157; it may excite the
parent ion to an energetically higher state158,159; it can interfere with the bound state wavefunction
and induce a fast oscillating dipole that gives rise to the emission of high-energy photons18,19,160;
it may be trapped in the ion’s Coulomb potential in a Rydberg state50,54,161,162,163–165 . In solids121,
near surfaces39,166 and also in clusters these process may take place in more complicated ways and
also additional processes may arise.

Summarizing, the key message of the three-step model is that the interaction of strong laser
light with matter can in many cases be decomposed into separate steps and, even more impor-
tantly, that each of the three steps may proceed strictly linked to the instantaneous laser electric
field oscillations. Since any process that can be timed against the evolution of the laser electric
field oscillations varying on the few- and sub-femtosecond timescale (which is the case even for
long wavelenghts in the mid-infrared range), this finding constitues the foundation of Attosec-
ond Science21,30,31,146,149,167. The fact that the trajectories of electrons emitted from a system (atom,
molecule, solid,...) during laser-sub-cycle times can be controlled by a tailored strong laser field
on sub-femtosecond and Ångström scales has a range of important consequences and can be ap-
plied, e.g., to the generation of isolated attosecond pulses in the XUV or X-ray photon energy
range8,168,169, for self-probing of atoms and molecules during the electron recollision step170 and
for many more important processes, a selection of which we will discuss below. Let us now discuss
the three steps of the interaction of a strong laser field with matter in greater detail. For this discus-
sion, for simplicity, we will restrict ourselves to the case of isolated gas-phase atoms or molecules.

2.2.1 Ionization

The way a strong laser field removes one or several electrons from an atom or molecules strongly
depends, on the one hand, on the peak intensity and wavelength of the laser pulse and, on the other
hand, on the ionization potential, electronic structure and geometry of the atom or molecule. While
laser-ionization of atoms is now reasonably well understood144,171–178, for molecules this process
is much more complex and still under intense investigation. Because of this complexity caused
by the structure, multi-electron character and dynamical electron-nuclear coupling of molecules,
it takes large efforts to develop analytical theoretical descriptions of the ionization process, see
for example Refs. [173, 177, 179], and mostly sophisticated numerical methods are applied. Pop-
ular numerical methods are multi-configuration time-dependent Hartree-Fock (MCTDHF)180–183

or time-dependent density functional theory (TDDFT)184–188 . In some cases multi-electron ion-
ization can even be described by classical trajectory methods such as classical trajectory Monte
Carlo (CTMC), where the different, randomly selected trajectories sample the initial state phase-
space189–191,192,193. We will discuss ionization and other processes taking place during the interac-
tion of strong laser fields with molecules in detail in Chapter 8. Here and in the following Sections
we shall provide an overview over basic concepts in the understanding of the interaction of strong
laser-fields with atoms and molecules.

To obtain a basic understanding of strong-field ionization, let us consider a very simple system:
an atom or molecule with one electron bound by an energy −Ip in a potential V0(r). To describe the
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Figure 2.2: Ionization by a strong laser field. (a) A strong laser fields distorts the binding
potential of atoms and molecules and enables an electron from a binding state (depicted by
the green dashed line) to tunnel through the bent Coulomb potential into the continuum (tun-
nel or field ionization). Shown is a cut along the x-coordinate through the model-potential
V(x) = −1/

�
(x − d/2)2 + a − 1/

�
(x + d/2)2 + a of a diatomic molecule with internuclear dis-

tance d = 3.6 a.u. with a shielding parameter a = 0.4 for the field-free case (gray line) and at
different laser intensities given in the figure (in units of W/cm2). (b) The probability for tunneling
is exponentially sensitive to the laser field strength, cf. (2.2). Thus, the tunneling rate depends
on the instantaneous value of the laser field. Different laser waveforms (depicted in blue and red,
characterized by their CE-phase) therefore lead to different ionization timing (lower sketch).

interaction of this system with an ultrashort laser pulse that exhibits an intensity in a usual range
– which is to be defined below – and to write the corresponding Hamiltonian, some approxima-
tions are often justified. The first is that the laser field is weak enough such that relativistic effects
can be excluded. Then, the interaction can be described using the time-dependent Schrödinger
equation (TDSE) by neglecting the magnetic field of the laser light. The second one is the dipole
approximation, justified when the interaction takes place in a volume small enough such that the
dependence of the electric field of the laser pulse on the spatial coordinate r can be neglected and
the field only depends on time, i.e. E(r, t) ≈ E(t). Here, we will only consider processes where
both approximations stay valid throughout. Note, however, that in specific cases at least one of
these approximations needs to be given up. Such cases are discussed in Section 2.1 and would,
for example, be the study of the interaction of ultrashort laser pulses with extended objects such
as nanoparticles, nanostructures or large clusters, or the study of the effects of very intense pulses
impinging on surfaces, or also the application of pulses with a very long wavelength for which
the electron is driven far away from the parent ion such that the magnetic component of the laser
light has noticeable influence on the electron’s trajectory. If both approximations can be made, the
combined potential of the laser light and the atom/molecule in the length gauge reads‡

V(r, t) = V0(r)− E(t) · r, (2.1)

where r is the position of the electron.

For linearly polarized light, (2.1) describes a binding potential that is periodically distorted by
the oscillating laser electric field. For strong laser fields the potential is bent down around the

‡The Atomic System of Units194 is used throughout, unless otherwise noted. Conversion factors between Atomic Units
and the SI System of Units are provided in the Appendix, see Chapter Atomic Units. Atomic units are indicated by a.u.;
arbitrary units are abbreviated with arb.u.
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maxima of the electric field oscillations such that the electron can escape by tunneling through the
created potential barrier. This is visualized in Fig. 2.2(a) for different peak field strengths. For very
high field strength the potential is bent down so strongly that the binding energy −Ip is above
the crest of the distorted potential. This regime is called above barrier ionization or also barrier-
suppression195. For a purely Coulombic potential shape, V0(r) = −1/|r|, the field strength above
which barrier-suppression starts, can be derived as Ebs = I2

p/4. For too weak fields no pronounced
barrier is formed. In the intermediate regime the tunnel ionization probability takes the form196,197

Γ = Γ0 exp(−2(2Ip)
3/2/(3|E0|)), (2.2)

where E0 is the laser field strength and the pre-factor Γ0 depends on the structure of the bound
state. For atoms the pre-factor has been calculated by Ammosov, Delone and Krainov198 and the re-
sulting rate is commonly called the ADK-rate. In the above-barrier (or barrier-suppression) regime
an empirical correction factor can be introduced199.

For molecules Γ0 depends on their atomic and electronic structure, and on the orientation of
the molecule with respect to the laser polarization direction. Obtaining analytical expressions for
Γ0 is difficult but possible within certain limits, see for example Refs. [200–203]. In general, strong-
field ionization of molecules will be strongly affected by molecular dynamics and in most cases
complex numerical modelling is required184,186,187 . For obtaining a qualitative understanding of
strong-field ionization of atoms, molecules and even of some more complicated systems (clusters,
nanotips, etc.) it is in many cases sufficient to consider that the ionization rate depends exponen-
tially on the field-strength E0 and on the binding energy Ip, see (2.2) and Fig. 2.2(b).

The tunneling rate given by (2.2) is valid strictly only in the quasi-static limit, i.e., for suffi-
ciently slowly varying fields. A parameter that is frequently used to determine whether a field is
sufficiently slowly varying is the so-called Keldysh parameter, introduced by Leonid Keldysh in
1964196,

γ =
ωo

�
2Ip

E0
. (2.3)

The Keldysh parameter compares half of the laser oscillation period, ∝ 1/ωo, where ωo is the laser
oscillation frequency, to the time τT that the electron needed to transit the potential barrier if this
motion would be classically allowed. If this hypothetical transit time

τT =
�

Ip/2/E0 (2.4)

is much shorter than the laser half-cycle, i.e., for γ � 1, then the electric field does not change
significantly during the tunneling process and it can be considered quasi-static; E0 in (2.2) can
then be replaced by E(t). As the tunnel ionization rate (2.2), due to its exponential dependence on
E(t), peaks only within short intervals around the maxima of the laser oscillations, ionization takes
place in very short bursts and results in the production of a sub-cycle electron wavepacket (EWP)
every laser half-cycle. In the opposite case, γ � 1, which is reached for high laser frequency ωo
or weak laser fields (small E0), ionization can no longer be considered quasi-static and should be
understood as a multi-photon process that proceeds via the absorption of several photons. In this
case the strict sub-cycle timing of the electron emission dynamics is lost.

Although the Keldysh parameter can be a useful quantity to obtain a rough idea about the
dominant ionization mechanism, it should not be used too strictly. Ionization of atoms, molecules
or even more complex types of matter in an oscillating strong laser field is in detail a complicated
process and can in many cases not be characterized by a single parameter only. Its usefulness
is also questioned204,205. Certainly the Keldysh parameter becomes meaningless when the pho-
ton energy ωo ≥ Ip or in the barrier-suppression regime (even though γ might be small in this
case). In practice, many experiments that rely on the emission of sub-cycle EWPs are performed
in a regime where γ ≈ 1 or even slightly larger. Let’s consider a system with an Ip of 16 eV
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(comparable to that of, e.g., an argon atom or a nitrogen molecule). For this system interacting
with fields generated by the widely used Titanium-Sapphire laser (wavelength 800 nm), γ ≤ 1
is reached for intensities above roughly 1.3 × 1014 W/cm2. However, barrier-suppression starts
already at 2.6 × 1014 W/cm2. Thus, to avoid this regime, γ is indeed limited to values around
1 or only slightly below. The situation is still more severe for polyatomic molecules which usu-
ally exhibit still smaller Ip. For a typical value of Ip = 10 eV and a laser wavelength of 800 nm,
γ = 1 is reached for an intensity of 8.4 × 1013 W/cm2; well above the barrier-suppression intensity
of 4 × 1013 W/cm2. Therefore, many experiments are performed in the regime 1 � γ � 2 − 3.
However, it has been shown that even for γ ≈ 1 the ionization rate peaks strongly around the
maxima of the electric field oscillations, although the dependence is somewhat less nonlinear than
the ADK-rate142,144.

A small Keldysh parameter, indicating that ionization takes place deeply in the tunneling
regime, can therefore in general not be obtained by simply increasing E0 in (2.3). In contrast, de-
creasing ωo, or equivalent increasing the wavelength λo = 2πc/ωo of the laser field (c is the speed
of light), is a viable possibility. It has been shown that longer wavelengths in the mid-infrared
regime with 2 µm � λo � 10 µm not only lead to better applicability of tunneling theories but also
lead to better agreement with quasi-classical models for describing the laser-driven electron mo-
tion156. In addition to this, long-wavelength laser fields have a number of crucial advantages, for
example for schemes that exploit electron recollision, see Sections 2.2.2 and 2.2.3. Consequently,
currently in most labs large efforts are undertaken to generate ultrashort intense laser pulses in the
mid-infrared wavelength range206,207.

So far we have only considered the most simplest case of one electron ionizing from an atom or
molecule. Thus, we have tacitly assumed that only one electron interacts with the laser field and the
rest of the electron cloud stays frozen and does not influence the ionization (and the subsequent
electron motion). This is the so-called single active electron-approximation (SAE) that is one of the
corner-stones in most theories describing the interaction of strong laser fields with matter. How-
ever, in reality, atoms (with the exception of the hydrogen atom) and molecules, matter in general,
are multi-electron systems. Therefore this approximation seems quite unrealistic. Interestingly,
though, the SAE often leads to satisfying agreement between theory and experiment, in particular
for atoms13,208,209. Still, even for atoms its applicability should be critically checked210. However,
it is very difficult to incorporate multi-electron effects into analytical theories173,177,179,211,212 such
that in many cases, in particular for polyatomic molecules, only extensive numerical modelling
is available184,186 . Due to the interaction of the electrons with each other and their higher mobil-
ity as compared to that of atoms, the complicated energy level structure, the motion of the nuclei
that might occur concomitantly with the ionization process, etc., ionization of molecules, even of
small ones, can be a very complex process such that providing even a crude overview is well be-
yond the scope of this introductory account. We will discuss molecular ionization in more detail
in Section 8.1.

As a consequence of the multi-electron character of matter, not only one but also several elec-
trons can in principle be removed during a laser pulse. One possibility how this could happen is
by sequential ionization. This means that the electrons are removed successively, one electron after
another, without interaction between them. Within the SAE, this can be described by (2.2) when
during each ionization step of some species An+ to A(n+1)+ the parameters of the pre-factor Γ0
and Ip are adapted to those of An+, and at the same time depletion of the ionic state An+ is prop-
erly accounted for. The latter condition takes into account that during ionization the number of
An+ within the laser focus volume decreases as they are further ionized to A(n+1)+, whose num-
ber increases accordingly. The specimen A(n+1)+ may themselves be further ionized to A(n+2)+

and so on. As the Ip increases with every charge state, the ionization rate (2.2) decreases accord-
ingly and the ionization process terminates. For very intense and very short pulses, for which the
electric field strength rises quickly, a certain species, e.g., A0, can become depleted within a single
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laser-cycle. This can for example be exploited for the production of isolated attosecond pulses213

or for obtaining insight into the sub-cycle dynamics of electron emission190 . In addition to se-
quential ionization, multiple electrons can also be removed non-sequentially. This vague term is
used for historic reasons and originally indicated an initially unknown ionization dynamics un-
derlying measured double-ionization yields157,209,214 that were significantly higher than predicted
by (2.2) for sequential removal of two electrons. Because the ionization dynamics was not in ac-
cord with a sequential scenario, it was called non-sequential double ionization (NSDI). Later it was
confirmed that electron-recollision is behind the observed enhancement of the double-ionization
yield215. This type of ionization is now mostly called recollision-ionization. The term NSDI was,
however, kept and today is usually used to summarize all double-ionization phenomena that do
not happen sequentially, e.g., recollision-ionization and recollision-induced excitation and sub-
sequent field ionization (RESI)158,159. Double and multiple ionization phenomena in atoms and
molecules will be discussed in detail in Chapters 6 and 8.

2.2.2 Electron dynamics in the laser field

When electron wavepackets (EWPs) are set free by tunneling through the bent-down potential
barrier, as discussed in Section 2.2.1, their motion is governed by the combined forces of the strong
laser electric field and the ionic Coulomb field. During their motion a number of processes can
take place, such as scattering off the parent ion which in turn might spawn further processes. After
the laser pulse has passed, the field-driven EWPs might interfere at the detector giving rise to
complicated interference structures—depending on their relative phases. The different processes
induced by the scattering of EWPs off the parent ion and interferences of EWPs will be discussed in
detail in Chapters 4 to 8. Here we would like to provide an overview over the dynamics of EWPs
in the laser-field and ion’s Coulomb potential.

It is not straightforward at all, though, to incorporate the influence of the Coulomb field on,
e.g., electron momentum spectra179,216–219. Therefore, a key ingredient in many theoretical de-
scriptions is the so-called strong-field approximation (SFA)196,220,221. Within the SFA the influence of
the Coulomb potential on the trajectory of an ionizing electron is considered only a weak distortion
as compared to the force exerted by the strong laser field. As a consequence, the influence of the
Coulomb field on the receding or recolliding wavepacket is completely neglected and it is possible
to obtain instructive analytical solutions. In many cases SFA-based theoretical descriptions lead
to an at least qualitatively acceptable agreement with experiments, although the influence of the
Coulomb potential on, for example, electron momentum spectra has been demonstrated in numer-
ous experiments, e.g. in Refs. [150, 151]. We will review the SFA and SFA-based descriptions for
measurable observables resulting from the field-driven motion of EWPs and their interaction with
the parent ion in Section 2.2.5.

A simple but instructive description of the field-driven dynamics of a tunneling electron can be
obtained with the semi-classical variant of the SFA, the so-called simple man’s model (SMM)15–17,222.
In the SMM the trajectory of an ionizing electron is calculated purely classically. It is assumed
that an electron after tunneling at some ionization time ti is ”born” at the position of the parent
ion, which we can choose without loss of generality at r(ti) = 0. We furthermore assume that the
electron appears with zero velocity, ṙ(ti) = 0. In reality, the EWP after tunneling exhibits some
initial velocity distribution, but the center value is zero223, justifying the assumption of zero initial
velocity. As the influence of the Coulomb potential is neglected, the electron’s trajectory is only
determined by the force due to the strong laser field.

In this case the trajectory of a field-driven electron can be calculated purely classically simply
by solving Newton’s equation,

r̈ = −E(t). (2.5)
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The momentum of the electron at some time t > ti is obtained by integration of (2.5) with ṙ(ti) = 0
as

p(t, ti) = ṙ(t, ti) = −
� t

ti

E(t�)dt�, (2.6)

where we explicitly denoted the ionization time ti of the electron. Introducing the laser vector
potential, A(t) =

� t
−∞ E(t�)dt�, or equivalently, E(t) = −dA(t)/dt, we can write (2.6) as

p(t, ti) = −
� t

ti

E(t�)dt� =
� t

ti

dA(t�)
dt� dt� = A(t)− A(ti). (2.7)

Considering that the laser pulse exhibits some envelope such that the laser field vanishes for t →
±∞, i.e., A(t → ±∞) → 0, we arrive at the important result

p(t → ∞, ti) = A(t → ∞)− A(ti) = −A(ti), (2.8)

which states that the electron’s momentum long after the laser pulse is given by the negative value
of the vector potential at its release time. Fig. 2.3(a) visualizes the relation between the release
time ti and the momentum of the electron after the laser pulse. From the momentum (2.7) we can
calculate the electron’s position as

r(t, ti) =
� t

ti

A(t�)dt� − A(ti)(t − ti), (2.9)

where we have made use of r(ti) = 0. So far the results are independent of the polarization state
of the laser field and the relations for the electron’s momentum and position can be exploited in
experiments by any convenient evolution of the laser field, which builds the basis for a number of
mapping techniques discussed below.

The most common polarization state is linear and a range of important facts crucial for appli-
cations can be obtained by considering linearly polarized laser fields. We therefore now consider
a field of the form E(t) = E0 cos(ωot)ez which we, without the loss of generality, assume to be
polarized along z. For simplicity we here assume a monochromatic laser field. This is a good
description for not too short pulses. For very short pulses exhibiting only a few laser oscillation
cycles (few-cycle laser pulses), additional terms from the derivative of the pulse’s envelope function
will appear. With the vector potential A(t) = −E0/ωo sin(ωot)ez, (2.9) can be written as

z(t, ti) = ao [cos(ωot)− cos(ωoti)] + aoωo sin(ωoti)(t − ti) (2.10)
x(t, ti) = y(t, ti) = 0,

where we have defined the oscillation amplitude ao = E0/ω2
o of the electron. We can see from (2.10)

that the trajectory of the electron along the laser polarization direction consists of an oscillatory
term that instantaneously follows the laser field oscillations, and a drift term that depends linearly
on time and whose gradient is determined by the ionization time ti. The oscillatory term describes
field-driven oscillations of the electron around the ion position with an amplitude ao. Thus, the
electron may (multiply) scatter off the ion two times a laser cycle. These scattering events are
usually called recollisions and will be discussed in more detail below. For now let us focus on the
electron’s momentum and energy. The momentum given by (2.7) also consists of an oscillatory
term żo that follows the field oscillations and a drift term żD that depends on the time ti of the
ionization

pz(t, ti) = żo + żD = −aoωo[sin(ωot)− sin(ωoti)]. (2.11)

After the laser pulse has faded, only the drift term remains (for not too short laser pulses). For
electrons that do not recollide with the ion core, the so-called direct electrons, the final kinetic energy
after the pulse, E∞

K , is thus given by this drift term that can be recast into

E∞
K =

ż2
D
2

=
a2

oω2
o

2
sin2(ωoti) = 2Up sin2(ωoti), (2.12)
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Figure 2.3: (a) The momentum and energy of an electron is determined by its release time ti. In a
linearly polarized laser field the momentum after the laser pulse is given by (2.8); it’s maximum
value pmax = 2

�
Up is reached for ti = 0, see (2.12). The green and orange arrows visualize

this dependence and the resulting electron momentum (top left) and energy distributions (top
right). (b) Electron trajectories in a circularly polarized laser field for 5 different release times
within ±0.1To around the peak of the laser field, where To denotes the laser oscillation period. (c)
Measured momentum distribution of electrons in the laser polarization plane released from helium
atoms, adapted from Ref. [190]. As predicted by (2.16) the distribution resembles an ellipse (donut).

where we have introduced the ponderomotive potential Up =
E2

0
4ω2

o
. The ponderomotive potential is

the average kinetic energy of the electron due to the oscillatory term of the velocity, żo, as can be
seen by calculating the cycle-averaged electron energy

ĒK =
1
T

� T

0

ż2(t�)
2

dt� = Up(1 + 2 sin2(ωoti)) = Up + E∞
K , (2.13)

where T = 2π/ωo is the duration of one laser cycle. The final electron kinetic energy E∞
K thus cru-

cially depends on the ionization time and its maximum is 2Up. This maximum energy, also called
cut-off energy, is reached by electrons for which ωoti = π/2, i.e., for electrons where the electric
field E0 cos(ωoπ/(2ωo)) = 0 and therewith the ionization rate, as given by (2.2), is infinitely small.
For electrons emitted at the peak of the electric field, i.e., at ωoti = 0, where the ionization rate is
maximum, the final kinetic energy of the electron is zero, E∞

K = 2Up sin2(π/2) = 0. Thus, the ki-
netic energy distribution of the direct electrons shows maximum intensity at zero energy, and due
to the exponential dependence of (2.2) on the field strength, the intensity exponentially decreases
towards the cut-off value of 2Up. This is visualized in Fig. 2.3(a). Electron energies beyond the
cut-off of 2Up are still possible when the electron recollides with the ion core, as will be discussed
below. The energy of these electrons can be quite large.

But also the energy of the direct electrons can be significant and typically exceeds the photon
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energy by far. For a laser peak intensity of 1 × 1014 W/cm2 and a laser wavelength of 800 nm (cor-
responding to a photon energy of 1.55 eV) 2Up ≈ 12 eV. If in a photon picture an electron during
ionization absorbs only the minimum number of photons necessary to overcome the ionization
potential Ip, than its kinetic energy should at maximum only be one photon energy. In 1979 Agos-
tini et al. observed electrons with an energy higher than one photon energy153, i.e., with an energy
above the ionization threshold. Subsequently this phenomenon was dubbed above threshold ioniza-
tion (ATI) and was investigated extensively17,155,171,224,225. The electron energy spectra following
from ATI exhibit clearly visible peaks spaced by the photon energy ωo. Within the classical picture
these peaks can be understood as interferences of EWPs released with a delay of one laser cycle
T = 2π/ωo

226,227–229. We will come back to the topic of interferences of EWPs in Section 6.2.

The dynamics of an electron driven by circularly/elliptically polarized fields is quite different
from that in a linearly polarized field. A monochromatic laser field, elliptically polarized in the
xz-plane, has the form E(t) = E0Cζ [cos(ωot)ez + ζ sin(ωot)ex], where ζ denotes the ellipticity and
Cζ = 1/

�
1 + ζ2 is an ellipticity-dependent normalization factor of the field amplitudes. It ensures

comparability of the field amplitudes with that of the linearly field from which the circular field is
derived and is introduced during generation of an elliptical field with a waveplate, as during this
process a linearly polarized field of amplitude E0 is split into two orthogonal components along
ez and ex. For circular light the two components are equally large and amount to E0 cos(π/4) =
E0/

√
2; for arbitrary ellipticity ζ the amplitudes are E0Cζ and E0ζCζ , respectively. The vector

potential of a such defined circular field reads A(t) = −E0Cζ/ωo[sin(ωot)ez − ζ cos(ωot)ex]. In-
serting this expression for A(t) into (2.7) leads to the momentum of the electron,

pz(t, ti) = −aoωoCζ [sin(ωot)− sin(ωoti)], (2.14)

px(t, ti) = aoωoζCζ [cos(ωot)− cos(ωoti)],

from which the electron’s trajectory can be obtained by integration as

z(t, ti) = aoCζ [cos(ωot)− cos(ωoti) + ωo sin(ωoti)(t − ti)], (2.15)

x(t, ti) = aoζCζ [sin(ωot)− sin(ωoti)− ωo cos(ωoti)(t − ti)].

The kinetic energy of an electron after an elliptically polarized pulse (i.e., for t → ∞) is

E∞
K =

(p2
z + p2

x)

2
= 2UpC2

ζ [1 − cos2(ωoti)(1 − ζ2)]. (2.16)

From (2.15) we learn that an electron emitted in an elliptically polarized field is driven away from
the parent ion on trajectories as depicted in Fig. 2.3(b) for different release times ti. Equ. (2.14)
shows that the momentum distribution of electrons (pz, px) after the laser pulse resembles an el-
lipse, cf. the measured example momentum distribution in Fig. 2.3(c). There are no electrons with
zero momentum (for large enough ellipticity ζ). For circular light (ζ = 1), their energy is inde-
pendent of the ionization time and has the well defined value 2Up/2 = Up, cf. (2.16), where the
factor 1/2 is due to the 1/

√
2 times smaller field amplitudes of a circular field as compared to

the linear field from which it is derived (cf. explanation above). In reality, the electron energy
distribution created with circular light does not resemble a narrow circular shape but shows some
width around the value Up determined by the tunneling momentum distribution223 and the spatial
intensity distribution in the focus of the laser beam230.

2.2.3 Electron recollision

In Section 2.2.2 we have seen that for linearly polarized light an electron after ionization will oscil-
late in the field of the laser and may be driven back to the parent ion situated at z = 0 where it can
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Figure 2.4: Recolliding electron trajectories. Depicted are the recollision energy (a) and propaga-
tion in space (c) of electrons emitted and driven by a strong laser field shown in (b). The relation
between the times of ionization ti and the times of recollision tr are visualized in (b) using a graph-
ical solution of the recollision condition given by (2.19), see text for details. The colors in (c) encode
the recollision energy from lowest to highest in dark red to dark blue. Trajectories with the highest
recollision energy (cut-off trajectories) recollide around the zero-crossing of the laser field during
the next laser half-cycle. The two types of trajectories (long and short) are indicated in (a). The
amplitude and frequency of the laser field in (b) correspond to a peak intensity of 2 × 1014 W/cm2

and wavelength of 800 nm, respectively.

recollide with it. For elliptically polarized light, in contrast, the electron will never return to the
parent ion. Thus, all processes that build on this recollision process, which we will discuss below,
are turned off with elliptical light. In reality, due to the EWP’s finite momentum distribution (and
the force exerted by the parent ion’s binding potential on the emitted electron), parts of the EWP
will still recollide for small values of the ellipticity. But for already quite small values of ζ ≈ 0.2
most processes induced by recollision are turned off231.

Thus, to drive the electron back to the ion, linearly polarized light has to be used‡. From (2.10)
the times t = tr at which the electron recollides in a linearly polarized field for a given ti can be

‡Alternatively to linearly polarized light more complicated two-dimensional waveforms can be used232,233,234–237 . Such
waveforms and their applications will be discussed below starting with Chapter 3.
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calculated by numerically solving

z(tr, ti) = 0 = ao [cos(ωotr)− cos(ωoti)] + aoωo sin(ωoti)(tr − ti) (2.17)

for tr = tr(ti). For a given ti there may be zero, one or more times tr at which the electron returns
to the parent ion. If it is neglected that the shape of the EWP might be modified by its re-encounter
with the parent ion, e.g., by the Coulomb binding potential, then the overlap with the bound state
of the ion decreases for every return due to the lateral spreading of the emitted EWP caused by its
initial transversal velocity distribution. Thus, the first return is in many cases the most important
one. A very descriptive solution of tr = tr(ti) can be obtained using a graphical method. For this
we start from (2.17) and write it in the form

cos(ωotr)− cos(ωoti) = −ωo sin(ωoti)(tr − ti) (2.18)

by using the condition z(tr) = 0. Equ. (2.18) can be recast into

cos(ωotr)− cos(ωoti) =
d

d(ωot)
cos(ωot)

����
t=ti

(ωotr − ωoti). (2.19)

By identifying G(ti) = d
d(ωot) cos(ωot)

���
t=ti

as the gradient of the electric field at the electron’s

release time, ti, the right-hand-side of (2.19) describes a tangent to the electric field starting at ti.
The corresponding tr(ti) is found where the tangent crosses the electric field again. Fig. 2.4(b)
visualizes the described procedure for finding the relation tr = tr(ti). From the figure it becomes
clear that for 0 < ωoti < 2π only for 0 < ωoti < π/2 and π < ωoti < 3π/2 solutions of (2.19)
exist and thus only electrons that are emitted within these limits can recollide. Consequently these
are called the recolliding electrons or, if one wants to refer to the trajectories of these electrons, they
are called the recolliding trajectories. In contrast, electrons born outside these ranges of ti will not
be driven back to the parent ion but leave the interaction zone on direct trajectories towards the
detector.

The graphical solution of (2.17), depicted in Fig. 2.4, visualizes the strict sub-cycle mapping
between ionization and recollision time. Moreover, the figure shows that the instants of the recolli-
sions tr = tr(ti) vary substantially even for small changes of ti, and that for emission times close to
zero the travel-time of the electron, τ = tr − ti, is significantly larger than for later emission times.
This fact becomes apparent in Fig. 2.4(a) where the electron recollision energy p2(tr)/2 is plotted
as a function of the recollision times tr = tr(ti), found by numerical solution of (2.19). It can be
seen that the maximum recollision energy, roughly 3.17Up, is reached for electrons emitted at the
phase ωoti ≈ 17◦ after the laser field maximum. This value is called the classical cut-off. Later or
earlier emission times lead to lower recollision energy, but the same recollision energy is reached
by two different trajectories with large and small τ, respectively. Consequently, these two classes
of trajectories are called the long and short trajectories, respectively. Fig. 2.4(c) depicts the two classes
of recolliding trajectories and visualizes their recollision energies using a color scale. The cut-off
recollision energy (blue) is reached for electrons recolliding around the zero-crossing of the laser
field in the next laser half-cycle.

The maximum recollision energy Er,max ≈ 3.17Up ∝ E2
0λ2

o scales linearly with the laser intensity
I = E2

0 and quadratically with the laser wavelength λo = 2πc/ωo (c is the speed of light), and can
easily reach into the several 100’s of eV or even into the keV range. For a laser wavelength of 800 nm
and an intensity of 8 × 1014 W/cm2 Er,max ≈ 151 eV. For the same intensity but a wavelength of
3 µm Er,max ≈ 2130 eV, i.e., in the keV range. Long laser wavelengths are thus advantageous for
reaching high recollision energies; and a high recollision energy Er,max ∝ E2

0λ2
o is useful for most of

the processes that are induced by electron-recollision.

From the dependence of the recollision energy on laser-sub-cycle time, shown in Fig. 2.4, it
becomes clear that a recolliding EWP passes the ion within a fraction of a laser-half-cycle. This
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is in particular true for those portions of the EWP that exhibit high recollision energy. Thus, rec-
olliding EWPs can be used for probing dynamics in the parent ion with laser-sub-cycle resolu-
tion146–149,170,238,239. Beneficial for a high temporal resolution in such a scheme is furthermore the
fact that the energy of the recolliding electron, p2(tr, ti)/2, exhibits a well characterized chirp, as
the recollision energy sweeps from zero to 3.17Up within the ultrashort EWP, clearly visible as the
slope of the recollision energy over time in Fig. 2.4(a). This energy sweep is called the attochirp. It
establishes a mapping of time to recollision energy on laser-sub-cycle times and can be exploited
for measurements, in particular using extreme ultraviolet or soft X-ray radiation emitted during
the recollision via the process of high-harmonic generation170,240,241.

In addition to the high temporal resolution provided by the recollision process, the recolliding
EWPs can also probe the parent ion in space with Ångström resolution; a property that is most use-
ful when applied to probing of molecular structure. The important property that allows probing of
molecular structure with Ångström resolution is the small de Broglie wavelength λe(t) = 2π/p(tr)
of the recolliding EWP at the instant of its recollision in the range of a few Å, which is facilitated
by the high maximum recollision energy 3.17Up and the correspondingly high electron momen-
tum. Obtaining such high spatial resolution by light diffraction requires a photon energy in the
keV range. This is because of the unfortunate dispersion relation of photons, λ = 2πc/E, with E
their photon energy and c the speed of light. Additionally, such energetic photons mainly interact
with the core electronic states rather than the valence shells. But it are the latter ones that are rel-
evant for the molecular structure. Both, the short duration, chirp and the resulting high temporal
resolution, as well as the small de Broglie wavelength and associated high spatial resolution of the
recolliding EWPs establish the field of recollision probing, also referred to as Attosecond-Ångström
science147,149,170,238.

2.2.4 Basic processes induced by electron recollision

Section 2.2.3 discussed the possible electron trajectories and the properties of electron wavepackets
that are driven back to the parent ion. It became clear that the recolliding EWP has a number of
interesting properties in terms of its duration, energy composition and chirp which become impor-
tant when considering the interaction of such EWPs with matter. Four basic processes induced by
the recollision of an EWP can be distinguished:

Elastic electron scattering We have derived above that the direct electrons can acquire a max-
imum energy from the laser field of 2Up, and we have mentioned that for multi-cycle laser pulses
the photoelectron energy distribution features prominent peaks spaced by the laser photon en-
ergy. For historic reasons these are called the ATI peaks (see explanation above). It is common to
use the term ATI electrons for all photoelectrons resulting from direct ionization, and to refer to
the corresponding portion of the photoelectron energy distribution as the ATI spectrum. Experi-
ments have revealed that the photoelectron distribution does in fact not show a cut-off at 2Up but
features a plateau beyond this energy value224,242. It was found that this plateau extends up to
a maximum energy of 10Up. Within the SMM this plateau can be explained by elastic scattering
of a recolliding electron off the parent ion171,172 as follows. After the electron has returned to the
parent ion at tr with a momentum p(tr, ti) it is further accelerated by the laser field and acquires
additional energy beyond 2Up, depending on tr (and therewith on the ionization time ti), and on
the scattering angle. The highest energies can be reached for a scattering angle of 180◦, i.e. for
backwards-scattering against the recollision direction, such that the electron momentum after the
scattering event reverses its sign. Then the final electron momentum after the laser pulse is given
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by

p(t → ∞, ti) = −p(t → ∞, tr) + p(tr, ti)

= −[A(t → ∞)− A(tr)] + [A(tr)− A(ti)]

= 2A(tr)− A(ti). (2.20)

From the maximum momentum after the laser pulse,

pmax = max(ti) |2A(tr)− A(ti)| , (2.21)

where tr and ti are connected by (2.17), the maximum electron energy can be numerically obtained
as

Emax =
p2

max
2

≈ 10Up. (2.22)

The result is exactly 10Up up to several digits after the comma.

Because the high-energy part of the ATI spectrum (HATI) is due to electron recollision, it sensi-
tively depends on the times of ionization, ti, and recollision, tr, and therewith also on the evolution
of the laser electric field which establishes the connection tr = tr(ti). It has thus been shown by
experiments using tailored fields that the ATI spectrum is a very fine measure of the field evolu-
tion155,243–246. This can be exploited for measurement of the so-called carrier-envelope offset phase
of few-cycle laser pulses247–250. We will come back to this point in Section 3.1.3.

In addition to the ATI peaks in the photoelectron spectrum with spacing of the laser photon
energy, the electron momentum distribution after the laser pulse comprises also more complicated
interference structures that originate in the interference of different portions of the emitted and
recolliding EWPs226,227,228,251. These interference structures can be exploited for obtaining insight
into the laser-driven electron dynamics on sub-femtosecond time-scales; we will come back to this
point in Section 6.2.

A particularly interesting type of interference structure is the diffraction pattern created by the
scattering of an EWP off a molecule, a process called laser-induced electron diffraction (LIED). It
has been shown that this interference structure can be exploited for resolving molecular structure
with Ångström resolution on few- to sub-femtosecond time-scales252–255 facilitated by the short
de Broglie wavelength and the short duration of the recolliding EWPs as described above. Thus,
LIED is a method with a number of favourable properties. Unfortunately it is difficult to disentan-
gle the different contributions to the measured data, see Section 6.1 for more detailed information.

Inelastic electron scattering The recolliding electron cannot only scatter elastically off the par-
ent ion but also inelastically, thereby depositing part of its energy into the parent ion. As a result,
one or more additional electrons might be emitted upon electron impact. This ionization mech-
anism is known under non-sequential double/multiple ionization (NSDI/NSMI). The term non-
sequential distinguishes it from field-ionization via (2.2), where multiple electrons can be emitted
one after another, i.e., sequentially. As in this case Ip increases with every ionization step, the ion-
ization rate usually strongly decreases for every charge state. NSDI was discovered as a strong
enhancement of the double ionization probability for low laser intensities as compared to that pre-
dicted by (2.2) in a sequential emission scenario157,209,214. Later it was confirmed by measuring
the momentum of both emitted electrons in coincidence that this enhancement is due to impact
ionization upon electron recollision215. In addition to direct impact double or multiple ionization
promptly after the recollision event, usually called recollision ionization or impact ionization, the
parent ion can also be excited upon electron impact, leaving an electron in a more loosely bound
state from which it can ionize more easily during the next field maximum. This process is called
recollision-induced excitation and subsequent field ionization (RESI)158,159.
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As the electron impact only takes a small fraction of a laser-half-cycle, NSDI (and NSMI) can
serve as a testbed for the study of electron-electron correlation at ultrashort time-scales175,256–261.
Moreover, since NSDI/NSMI is based on electron recollision, it shows a similar strong dependence
on the laser field shape as the high-energy part of the ATI spectrum. Control over this process by
tailoring the shape of the laser-field-cycle is thus possible262,263, which permits detailed insight
into and control over electron-electron correlation on attosecond time-scales189 , and also allows
for control over molecular ionization-fragmentation processes using light fields264 .

High-harmonic generation (HHG)18,19,160 In HHG the recolliding EWP interferes with the
bound state of the parent ion according to its de Broglie wavelength λe(t) = 2π/p(tr) at the
instant of its recollision and by that induces dipole oscillations. These dipole oscillations lead
to emission of radiation at ω(tr) ≈ p2(tr)/2 + Ip, with Ip the ionization potential of the parent
atom/molecule265. Often, the generation process of this radiation is alternatively described as the
radiative recombination of an electron into the original bound state at time tr, whereby the kinetic
energy of the electron, p2(tr)/2, plus the binding energy of the atom/molecule, Ip, that is gained
during recombination, are converted into a photon which, due to energy conservation, must have
the photon energy ω(tr), see Fig. 2.1. The maximum generated frequency is proportional to the
maximum recollision energy 3.17Up and typically is in the extreme ultraviolet (XUV) or soft X-ray
photon energy range, and may even extend into the keV regime. As for multi-cycle laser pulses
the same frequency ω is generated twice per laser cycle (assuming HHG by only either the long
or short trajectory class, as can be achieved by phase-matching160,266–268), the resulting spectrum
is a comb of odd high-harmonics of the laser frequency, where the term ’high’ means higher than
the low order harmonics generated by perturbative nonlinear processes. This is what the name of
this process refers to. The generated momentary frequency ω(tr) is dictated by the strict relation
tr = tr(ti) described above, cf. Fig. 2.4, and thus sweeps on a laser-sub-cycle time-scale. This by
itself can be used for obtaining sub-cycle temporal resolution, see Section 7.1.2 for details. More-
over, the trajectory of the recolliding EWP and thus p(tr) can be influenced by shaping the laser
field cycle, as we will discuss below. Therefore, the temporal emission pattern of the generated
high-harmonic (HH) radiation can be controlled using tailored strong laser fields.

Non-radiative electron recapture Although it seems counter-intuitive, but there exists also
notable probability that during the interaction of a strong laser field with an atom or molecule
electrons are trapped in weakly bound Rydberg states that survive the high field of the laser pulse
such that they can be detected after the pulse. Population of Rydberg states during strong field
interaction has been predicted already roughly 30 years ago269 and was experimentally confirmed
by numerous experiments161,270–274. Recent measurements have shown that the population of
Rydberg states in intense laser pulses can happen via a process dubbed frustrated field ionization
(FFI)49,50,162,275,276,163–165 . FFI applies to a substantial fraction of all field-ionizing electrons, and
it has been shown that even more than one electron can be re-captured on an atom, molecule, or
cluster51,165 . In the FFI process, an electron, emitted by field ionization, does not gain enough drift
energy from the laser pulse after ionization to overcome the Coulomb attraction of the nucleus
and will eventually be recaptured by the Coulomb field of the ion. In order to get trapped after
the pulse has faded, the electron has to be in the vicinity of the nucleus at the end of the pulse
to ensure that the Coulomb potential energy is able to compensate the gained drift kinetic energy.
Because the energy of the electron after the laser interaction should be very small, FFI can only
be observed with (close to) linearly polarized light164 (or with tailored waveforms that can drive
the electron back to the nucleus with very low energy163). This is because, as explained in Sec-
tion 2.2.2, elliptically polarized fields produce electrons with non-zero final energy, cf. (2.16). From
(2.12) we infer that in linearly polarized fields negligible drift energy is imparted to those electrons
that field-ionize close to the field maxima in each oscillation period, and thus it should be these
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electrons that are recaptured. This has been recently confirmed experimentally using the known
field of few-cycle laser pulses as a sub-cycle driving force and temporal reference165 .

2.2.5 Semi-classical descriptions of important strong-field processes

So far we have restricted ourselves to a purely classical and phenomenological description of the
various fundamental processes observed in the interaction of strong laser fields with atoms and
molecules. Combined with the sub-cycle ionization dynamics in strong laser fields, Section 2.2.1,
the classical trajectories obtained through solution of Newton’s equations, Sections 2.2.2 and 2.2.3,
can already provide a qualitative understanding of the most important phenomena taking place
in strong laser fields such as ATI, HHG, NSDI, etc. that we described in Section 2.2.4. However,
for interpretation of measured electron momentum distributions and high-harmonic spectra such
a description is still insufficient. The most important shortcoming of the purely classical picture
is that the phases of the EWPs and their evolution along their trajectories are neglected. Thus,
interference phenomena are not captured by such a description which is, however, necessary for a
quantitative understanding of essentially all abovementioned processes and applications of them.

Therefore, we will now sketch how the interaction of atoms and molecules with a strong laser
field can be described quantum-mechanically, thereby providing the theoretical foundations for
our discussions on the production of XUV/X-ray fields by HHG (Chapter 4), exploitation of EWP
interferences in electron momentum spectra by holography, LIED and sub-cycle interferometry
(Chapter 6), and retrieval of sub-cycle dynamical information from HH spectra (Chapter 7), etc.
The key point that we want to highlight with this discussion is that from a thorough quantum-
mechanical treatment, by making certain approximations, the classical trajectory picture described
in the Sections above can be recovered and all conclusions that we made based on these trajectories
stay qualitatively valid. As we will see, in the quantum picture the purely classical description
given in the Sections above is amended by essentially two points, though: The electron trajectories
(i) are weighted by amplitudes determined by the ionization probability at the ionization time; (ii)
carry a phase that evolves due to the forces of the laser field and binding potential of the parent
ion.

We start our discussion by considering the probability amplitude Mp for detecting an electron
with drift momentum p that is emitted by irradiation of a system (atom, molecule) with a laser
field E(t). The electron shall be in a certain state, e.g., in its ground state |ψ0� = |ψ0(r)�eiIpt, with
−Ip the energy of the ground state. This probability amplitude can be written in general and exact
form as171,277

Mp = lim
t→∞,t�→∞

�ψp(t)|U(t, t�)|ψ0(t�)�, (2.23)

where U(t, t�) is the time-evolution operator (propagator) of the Hamiltonian. Here we apply
for the sake of simplicity the single active electron (SAE) approximation introduced above and
consider the one-electron Hamiltonian (in length gauge)

H(t) = −1
2
∇2 + r · E(t) + V0(r) (2.24)

with the binding potential of the system V0(r). For convenience, we introduce the field-
Hamiltonian that neglects the binding potential

H f (t) = −1
2
∇2 + r · E(t) (2.25)

and the Hamiltonian describing the interaction with the laser field only

HI(t) = r · E(t). (2.26)
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With the latter, the equation for Mp (2.23) can be recast into

Mp(t f ) = −i
� t f

t�
dτ�ψp(t)|U(t, τ)HI(τ)|ψ0(τ)�, (2.27)

where t f denotes some final time after the laser pulse. The propagator U(t, t�) in (2.27) can be
formally decomposed as

U(t, t�) = U f (t, t�)− i
� t

t�
dτU f (t, τ)V(r)U(τ, t�). (2.28)

The expression (2.27) for Mp(t f ), which is still exact, can now be simplified by applying the strong-
field approximation (SFA)196,220,221. To do so we replace the exact scattering states with the so-called
Volkov states, |ψp� → |ψV

p �, and the full propagator by that corresponding to H f (t) describing
evolution in the laser field only, i.e., U(t, t�) → U f (t, t�). The Volkov states |ψV

p � are eigenstates of
the time-dependent Schrödinger equation that only considers the laser field but not the binding
potential,

i
∂

∂t
|ψV

p �H f (t) = H f |ψV
p �. (2.29)

In length gauge, the Volkov states read

|ψV
p (t)� = |p + A(t)�e−iSp(t), (2.30)

where |p + A(t)� denote plane wave states �r|p + A� = (2π)−3/2 exp [i(p + A) · r] and

Sp(t) =
1
2

� t

t�
dτ[p + A(τ)]2 (2.31)

is the phase of the Volkov states, where A(t) = − � t
−∞ E(t�)dt� is the vector potential of the laser

field. By replacing in (2.27) the exact scattering states with the Volkov states and the full propagator
with that of the field-only Hamiltonian, the influence of the Coulomb potential on the emitted
EWPs is neglected and we obtain the SFA probability amplitudes

MSFA,(d)
p (t f ) = −i

� t f

t�
dt0�ψV

p (t0)|HI(t0)|ψ0(t0)�, (2.32)

which are also known as Keldysh-Faisal-Reiss (KFR) amplitudes196,220,221. The physical content of
expression (2.32) can be easily identified from its structure. Reading (2.32) from right to left we can
interpret it as follows: Electrons are promoted into the continuum at times t0 by the interaction
with the laser field via HI(t) = r · E(t). Then, from t0 on, they no longer feel the binding potential
and propagate as free electrons in the laser field until at time t f the laser field is over. The inte-
gration runs over all ionization times t0 at which electrons can be promoted into the continuum
and ensures that their separate contributions are added up in the momentum distribution. The
transition matrix element (2.32) corresponds to the direct electrons that we introduced in the Sec-
tions above, denoted by the index (d) in MSFA,(d)

p . A description of also the recolliding electrons
necessitates that the additional term in (2.28) describing interactions with the binding potential is
preserved. We will discuss this case below. Before, we would like to further simplify the KFR
amplitudes and discuss some of their properties.

By explicitly inserting the expressions for the Volkov states and the Hamiltonian into (2.32) we
obtain the SFA transition matrix element in its full form171,277

MSFA,(d)
p (t f ) = −i

� t f

t�
dτ�p + A(τ)|r · E(τ)|ψ0(r)�

exp
�� τ

t�
1
2
[p + A(t��)]2 + Ipdt��

�
.

(2.33)
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Connection with the trajectory picture discussed in the Sections above can now be made by apply-
ing the stationary-phase method∗ to the integral in (2.33). By this procedure the full integral can
be approximated as a sum over all stationary points s171,277

MSFA,(d)
p ≈ ∑

s
a(p, ts)eiSs(p,ts) (2.34)

with amplitudes a(p, ts) and phase Ss(p, ts) =
� ts

t�
1
2 [p + A(τ)]2 + Ipdτ. For a given electron mo-

mentum and a given field-shape A(t) there exists a certain number of stationary points ts = ts(p)
that correspond to those times in (2.33), where the phase in the integral changes slowly. These
points are those where the derivative of the phase is zero,

d
dts [Sp(ts)] = Ip +

1
2
[p + A(ts)]2 = 0. (2.35)

The amplitudes a(p, ts) in (2.34) are proportional to the matrix element �p + A(τ)|r · E(τ)|ψ0(r)�,
i.e., to the amplitude of a field-mediated transition of the ground state into a Volkov state with
momentum p, which corresponds to the ionization probability. Obviously, the stationary points in
(2.35) are complex for Ip > 0, i.e., for a binding potential. By applying the approximation Ip = 0
made in the simple man’s model (SMM)15–17,222 that we have mentioned above, we can make con-
nection with the classical trajectory picture. Setting Ip = 0, we obtain from (2.35) p = −A(ts).
Integration of this expression recovers the classical electron trajectory (2.9). This shows that (2.35)
describes the quantum analog of the classical electron trajectories, usually called quantum trajec-
tories or quantum orbits. Expression (2.34) thus shows that the electron momentum spectrum at
each point p can be constructed as the interference of quantum trajectories that have a weight
a(p, ts) determined by the ionization probability at their release time. The trajectories are close
to the purely field-driven classical trajectories whose properties we have discussed in detail in the
Sections above. The interference of the quantum trajectories is determined by their phase, Ss(p, ts),
that evolves during the field-driven motion.

We now extend the description also to the recolliding electrons which are not considered in the
electron momentum distribution described by the transition matrix element (2.34). To consider also
recollisions the second term in (2.28) needs to be preserved171,277. This term is lost when replacing
in (2.27) the full propagator, U(t, t�), with the one that only considers the interaction of the emitted
EWPs with the laser field, U f (t, t�). By also considering this term one obtains the full SFA transition
amplitude,

MSFA
p = MSFA,(d)

p + MSFA,(r)
p , (2.36)

with MSFA,(d)
p given by (2.32) and

MSFA,(r)
p (t f ) = −

� t f

−∞
dt0

� t f

t0

dt1�ψV
p (t1)|V(r)U f (t1, t0)HI(t0)|ψ0(t0)�. (2.37)

This expression constitutes a very comprehensible description of electrons recolliding with the
parent ion and can again be easily interpreted analogously to (2.32) by reading it from right to left:
At times t0 electrons are promoted into the continuum by the interaction of the ground state |ψ0�
with the laser field via HI(t0). Upon emission at t0, the electron is propagated in the continuum by

∗The stationary-phase method, also known as method of steepest descent or saddle-point method, is a method for approximat-
ing an integral that contains oscillating terms, see Ref. [278] for a short overview. The overall idea is that the dominant
contributions to the integral comes from these points, where the oscillations of the integrand are slowest. Then, the integral
can be approximated by a sum over the integrand evaluated at these most relevant points. In the literature on attosecond
and strong-field science both stationary-phase method and saddle-point method are used equally. The relevant points and their
defining equations are then called stationary-phase points and stationary-phase equations respectively saddle-points and saddle-
point equations. Here and throughout this thesis we will use the terms stationary-phase method, stationary-phase points and
stationary-phase equations.
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the laser field until time t1. This is described by the propagator U f (t1, t0). At times t1 the electron
encounters the parent ion’s potential V(r) and is elastically scattered into a Volkov state. From t1
on it no longer interacts with the potential but is still moving in the laser field and can acquire
additional energy. The integrals running over all emission times t0 and all scattering times t1 add
up the contributions of all recolliding and scattering electrons. Expression (2.37) thus constitutes a
quantum formulation of the three-step model and electrons that are described by it are observed as
high-energy part of the ATI electron distribution with energies from 2Up to 10Up. Application of
the stationary-phase method to (2.37) leads to three equations for the stationary points ps, ts

0 and ts
1	

ps + A(ts
0)
�2

2
+ Ip = 0

(ts
1 − ts

0)ps =
� ts

0

ts
1

A(τ)dτ (2.38)	
ps + A(ts

0)
�2

2
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ps + A(ts

1)
�2

2
.

The first condition enforces energy conservation at the time of ionization t0. The second condition
is nothing but expression (2.9) for the electron’s position and enforces that at time t1 the electron
returns to the parent ion’s position r = 0, i.e., it enforces r(t1, t0) = 0. The third condition expresses
that the electron, upon returning to the parent ion, scatters elastically. Thus, once again the classical
description given in the Sections above can be recovered from the quantum description.

By extension of (2.37) to the two-electron case, described, e.g., in Refs. [175, 256, 257, 259], also
double ionization by inelastic scattering (NSDI) can be described within the SFA by a transition
matrix element of similar structure. It reads175

MSFA
p1,p2

= −
� ∞

−∞
dt1

� t1

−∞
dt0�ψV

p1,p2
(t1)|V12U(1)

f (t1, t0)⊗ VU(2)
f (t1, t0)|ψ0(t0)�, (2.39)

where p1 and p2 are the momenta of the two electrons released by NSDI. The potential V is, as be-
fore, the binding potential of the system, and V12 is the electron-electron interaction through which
the second electron is freed upon impact of the first. While expression (2.39) constitutes a quite for-
mal solution for the transition matrix element, as in detail the two-electron momentum spectrum
strongly depends on the exact shape of V12, the different terms of this expression can be straight-
forwardly connected to the different phases of the three-step-model: Initially, the system is in the
ground state |ψ0(t0)�, which is a two-electron state approximated by |ψ(1)

0 (t0)� ⊗ |ψ(2)
0 (t0)�. At

time t0 the first electron is released by the laser field, whereas the second electron remains bound.
Subsequently, in between t0 and t1, the first electron propagates in the continuum as described by
the propagator U(1)

f (t1, t0), thereby gaining energy from the field. At time t1 it undergoes an in-
elastic collision with its parent ion and interacts with the second electron via V12, thereby knocking
out the second electron. The integrals in the matrix element (2.39) can again be approximated by
application of the stationary-phase method, which now leads to three equations for the stationary
times of the release of the first electron ts

0 and the second electron ts
1, and for the momentum of the

first electron in between ionization and recollision, ks. These equations read	
ks + A(ts

0)
�2

2
+ I(1)p = 0

2

∑
n=1

[pn + A(ts
1)]

2 = [ks + A(ts
1)]

2 − 2|I(2)p | (2.40)

� ts
1

ts
0

[ks + A(τ)]dτ = 0
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2.2.5 Semi-classical descriptions

The first and second equation express energy conservation at the times of ionization, t0, and rescat-
tering, t1, respectively. The third equation determines the momentum of the first (recolliding) elec-
tron, k, such that it returns to the ion at time ts

1. By determining the three values ts
0, ts

1, and ks from
a certain set of momenta (p1, p2), the matrix element (2.39) can be written as a sum of the form

MSFA
p1,p2

≈ ∑
s

aseiSs
, (2.41)

with the amplitudes as and the phase Ss, where the sum runs over all stationary points s.

Finally we turn to obtaining a semi-classical description of the process of high-harmonic gen-
eration (HHG). The standard description for this process is the so-called Lewenstein model265.
Although this model describes the emission of photons, its results can still be recovered by using
an approach as above for the description of electron momentum distributions. We start by recalling
that by the laws of classical electrodynamics the observation of the emission of photons from a sys-
tem, such as an atom or a molecule, is determined by the dipole acceleration. As described above,
in HHG an oscillating dipole is induced by the interference of the ground state wave function with
the wave function of the recolliding EWP. To describe this we start from the dipole expectation
value of the system,

d(t) = −�ψ(t)|r̂|ψ(t)�, (2.42)

with r̂ the dipole operator and the minus sign due to the electron’s charge q = −1. The harmonic
field �(t) that is emitted via the dipole acceleration then reads

�(t) = − d2

dt2 �ψ(t)|r̂|ψ(t)�, (2.43)

from which the harmonic spectrum can be obtained by Fourier transformation of (2.43),

�(ω) = −
�

dte−iωt d2

dt2 �ψ(t)|r̂|ψ(t)� = ω2
�

dte−iωt�ψ(t)|r̂|ψ(t)�. (2.44)

With the time-evolution operator U(t, t�) the dipole d(t) from (2.42) can be written as

d(t) = −�ψ0(ti)|U(ti, t)r̂U(t, ti)|ψ0(ti)�, (2.45)

where we have assumed that at time ti the electron starts in the state |ψ(ti)� = |ψ0�. Within the
SFA, i.e., by making the replacement U(t, t�) → U f (t, t�), expression (2.45) can be approximated as

d(t) = −i
� t

ti

dt��ψ0(t�)|HI(t�)U f (t�, t)r̂|ψ0(t)�+ c.c., (2.46)

with U f (t�, t) the field-only propagator, HI(t) the Hamiltonian of the laser interaction from (2.26),
and c.c. denoting the complex conjugated expression. Expression (2.46), which is the result of the
Lewenstein model265, describes ionization in the field at time t� (term HI(t�)), propagation in the
laser field in between t� and t (term U f (t�, t)), and recombination, i.e., the emission of harmonic
radiation, at time t (denoted by the dipole operator r̂). To obtain a description in terms of quantum
trajectories we expand (2.46) as

d(t) = −i
� t

ti

dt�
�

d3 p �ψ0(t�)|r̂ · E(t�)|p + A(t�)��p + A(t)|r̂|ψ0(t)�eiS(p,ti ,t) + c.c., (2.47)

with

S(p, ti, t) =
� t

ti

1
2
[p + A(t�)]2 + Ipdt� (2.48)

the semi-classical action as above. In the representation (2.47) the dipole matrix elements for ion-
ization

dion(p, t�) = �ψ0(t�)|r̂ · E(t�)|p + A(t�)� (2.49)
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and recombination
drec(p, t) = �p + A(t)|r̂|ψ0(t)� (2.50)

are easily identified. With that, the harmonic spectrum can be written as

�(ω) = −iω2
�

dt
� t

ti

dt�
�

d3 p dion(p, t�)drec(p, t)eiS(p,ti ,t)−iωt + c.c. (2.51)

To solve (2.51) the stationary-phase method is applied to the phase

S̃(p, ti, t) = S(p, ti, t)− ωt =
� t

ti

1
2
[p + A(t�)]2 + Ip dt� − ωt, (2.52)

which leads to three equations that correspond to the derivative of S̃ with respect to the three
variables p, t� = ti, and t = tr, where we have introduced the indices i for ionization and r for
recombination. These three equations read� ts

r

ts
i

ps + A(τ)dτ = 0	
ps + A(ts

i )
�2

2
+ Ip = 0 (2.53)

[ps + A(ts
r)]

2

2
+ Ip = ω,

and reflect the three conditions for the emission of a photon by HHG. The first equation dictates
that the electron returns to the ion, and the second and third ones express the conservation of en-
ergy at the times of ionization and recombination. Solving these three equations yields triplets
(ps, ts

i , ts
r) that define the semi-classical analog of the classical trajectories that we discussed in Sec-

tion 2.2.3.

For each frequency ω of the harmonic spectrum there exists a certain number of trajectories
defined by the stationary-phase equations (2.53). These quantum paths or quantum orbits con-
tribute to the dipole emission at these frequency. The exact number of quantum paths respectively
stationary points depends on the shape of the laser field respectively its vector potential A(t).
In Section 2.2.3 we have discussed the recollision process within a purely classical treatment for
a sinusoidal field evolution. This leads to the expression (2.18) for tr = tr(ti). Solution of the
stationary-phase equations (2.53) leads to a somewhat modified but conceptually similar corre-
spondence between the ionization and recollision times of each quantum trajectory. In detail one
needs to consider that they are complex because of the classically forbidden process of tunneling at
time ti. The different solutions s of the stationary-phase equations can be ordered by the real part of
the time that the electron spends in the continuum between ionization and recollision, τs = ts

r − ts
i .

The first two trajectories s = {1, 2} are then identified as the short and long trajectories that we
have found in Section 2.2.3. Trajectories with larger s correspond to multiple returns of the electron
to the parent ion. Having said this we can now write the harmonic spectrum as a sum over the
discrete quantum trajectories s, which yields

�(ω) = −iω2 ∑
s

1
(ts

r − ts
i )

3/2

	
det(S̃��)

�−1/2 ds
ion(ps, ts

i )d
s
rec(ps, ts

r)e
iS(ps ,ts

i ,ts
r)−iωts

r . (2.54)

In most cases it is sufficient to only evaluate the first two members of this sum, i.e., the short
and long trajectories, respectively. The first term in expression (2.54) accounts for the decrease of
the intensity of the electron wavepacket during the time ts

r − ts
i because of the spreading of the

wavepacket. Because of the reduction of the wavepacket intensity with excursion time, the contri-
bution of trajectories that spend longer time in the continuum decreases. The second term is the
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2.2.5 Semi-classical descriptions

determinant of the 2 × 2 matrix of the second derivative of S̃ with respect to the variables ti and
tr evaluated at the stationary points. The other terms are the ionization and recombination dipole
matrix elements and the phase factor that accounts for quantum interferences of the different tra-
jectories.

Summing up this Section, we found that the processes that were described above only phe-
nomenologically (ATI, NSDI, HHG), based on classical electron trajectories, can be put onto a
quantum mechanical footing. Although the semi-classical relations that we have discussed here
provide a very useful and simple theoretical framework for the interpretation of measured spec-
tra, one should not forget that they heavily rely on approximations. Quantitative agreement with
measured data should therefore not be expected in general. The most important approximations
that we made are the SAE (single active electron) approximation and the SFA. Currently, large ef-
forts are made to add corrections to the semi-classical solutions that include the influence of the
Coulomb potential179,216–219 and many-body effects173,177,179.
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3

Tailored strong laser fields

The pronounced sensitivity of both the electron emission step and the subsequent field-driven elec-
tron motion that were discussed in Section 2.2 opens up the possibility to control the response of
an atom, molecule and to a certain degree also other physical systems mentioned above, such as
clusters, nanostructures and solids, on attosecond timescales by tailoring the sub-cycle evolution of
the laser electric field. Examples of how this possibility can be exploited for research and applica-
tions will be discussed below. In this Chapter we will discuss different approaches for tailoring the
electric field of ultrashort intense laser pulses. Historically, the first experiments that used tailored
strong waveforms for studying the response of atoms232,279–281 and molecules282 to strong fields
on laser-sub-cycle timescales applied the concept two-color waveform synthesis. We will discuss
two- and also multi-color waveform synthesis in Section 3.2. Before, we will discuss in Section 3.1
concepts for gaining control over the field of broadband few-cycle laser pulses, although they were
successfully implemented much later than two-color field-shaping. As we will see, these concepts
are of crucial importance also for combining two- and multiple colors, though.

3.1 Reproducible strong few-cycle waveforms

For very short laser pulses whose duration approach the limit of only a few times the laser oscilla-
tion period To = 2π/ωo (so-called few-cycle pulses), with ωo the oscillation angular frequency of the
laser pulse corresponding to the center wavelength of the laser spectrum, field-ionization and also
the field-driven dynamics of the emitted electrons become strongly dependent on the shape of the
laser-oscillations under the laser pulse envelope21,149, see Figs. 2.2-2.4 and corresponding explana-
tions. A correct description of the shape of a few-cycle laser field thus needs to reflect the relative
positions of the field maxima with respect to the pulse peak. These are determined by the so called
carrier-envelope phase (CEP), ϕCE. With that, the electric field of a laser pulse can be written as

E(t) = F(t) cos(ωot + ϕCE)ez, (3.1)

where we have assumed linear polarization along z. F(t) is a pulse envelope function, for example
a Gaussian, for which F(t) = E0e−2 ln(2)(t/τ)2

with τ the full width at half maxium (FWHM) pulse
duration and E0 the pulse’s peak electric field strength. This is a suitable description even for close
to single-cycle laser pulses283.

Although the variations of the electric field oscillations with ϕCE are relatively small even for
near-single-cycle pulses [Fig. 2.2], their impact is huge and has numerous fundamental and prac-
tial consequences, e.g., in ionization284 or XUV pulse generation285. The reasons for this strong
dependence of various processes on the CEP are, on the one hand, that field-ionization depends
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3.1.1 The carrier-envelope offset frequency

exponentially on the field strength and, on the other hand, that the recollision energy depends
strongly on the CEP. Chapters 6 to 8 will discuss numerous examples of CEP-related effects in the
interaction of strong laser fields with atoms and molecules.

3.1.1 The carrier-envelope offset frequency

The value of the CEP ϕCE,0 of a certain few-cycle laser pulse within the train of pulses emitted
from a mode-locked laser cavity can, in principle, be measured using the information contained in
photoelectron spectra generated by this pulse247–250,286,287. We will describe this method in greater
detail below. However, due to the different values of the group, vg, and phase, vp, velocities in the
optical components such as the laser crystal, dispersion compensation optics, etc., that are passed
by the laser beam within a laser cavity, the CEP changes from one pulse to the next pulse by a value

ΔϕCE = ωo ∑
i

�
1

vg,i
− 1

vp,i

�
Li, (3.2)

where we labelled the different components by i and denoted the respective beam propagation
lengths inside them by Li. Denoting the cavity round trip time with Tr, which equals the time
between the pulses in the pulse train, the pulse repetition rate becomes ωr = 2π/Tr. The rate
at which the CEP changes from pulse to pulse is then given by ωCE = ΔϕCE/Tr. It is easy to
show that in the frequency domain ωCE < ωr appears as an offset frequency of the pulse train’s
frequency comb spectrum. To see that we write the field of the pulse train in the time domain and
subsequently calculate its spectrum by applying Fourier transformation. In the time domain the
field evolution of one pulse within the pulse train is in complex notation

E(t) = F(t) exp(iωot + iϕCE,0), (3.3)

from which the scalar electric field of (3.1) can be recovered by taking its real part. With (3.3) the
complex electric field of the whole laser pulse train can be conveniently written as

�(t) =
+∞

∑
j=−∞

F(t − jTr)ei[ωo(t−jTr)+jΔϕCE+ϕCE,0]. (3.4)

To obtain the spectrum of the laser pulse train we apply Fourier transformation to (3.4) and obtain

�(ω) = eiϕCE,0
+∞

∑
j=−∞

ei[jΔϕCE−jωoTr ]
�

F(t − jTr)e−i(ω−ωo)tdt. (3.5)

By using the relation ∑∞
k=−∞ eikx = 2π ∑∞

q=−∞ δ(x − 2πq), x ∈ R, for the Dirac delta function we
can, together with the Fourier transform of the pulse envelope F̃(ω − ωo) =

�
F(t)e−i(ω−ωo)tdt,

write (3.5) as

�(ω) = 2πeiϕCE,0 F̃(ω − ωo)
+∞

∑
q=−∞

δ(ωTr − ΔϕCE − 2πq). (3.6)

This is the well known comb spectrum of a mode-locked laser that consists of a series of teeth q
spaced by the repetition rate ωr = 2π/Tr under the spectral envelope F̃(ω − ωo). The important
moment is that the whole comb spectrum is offset from zero by ωCE = ΔϕCE/Tr. To see this we
explicitly write the frequencies ωq of the comb teeth determined by the zero-values of the Dirac
delta function,

ωq = 2πq
1
Tr

+
ΔϕCE

Tr
= qωr + ωCE. (3.7)
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Figure 3.1: Measurement and stabilization of the carrier-envelope offset phase (CEP). (a) To deter-
mine the carrier-envelope offset frequency of a laser oscillator the f-to-2f or 0-to-f methods can be
used. In these methods the beating of the wings of an octave-broad spectrum with the spectrum
obtained via second-harmonic generation (SHG) or difference frequency generation (DFG), respec-
tively, is analyzed. (b) Pulse trains with a constant carrier-envelope offset phase can be obtained
by passive CEP stabilization during optical parametric amplification. WLG and OPA denote white
light-generation and optical parametric amplification, respectively. Active CEP stabilization of an
oscillator is possible by a feed-back (c) or feed-forward (d) approach. AOM denotes an acousto
optical modulator. See text for further details.

31



3.1.2 CEP-stabilization for oscillators

3.1.2 CEP-stabilization for oscillators

From (3.7) it becomes apparent that the frequency comb spectrum of a mode-locked laser oscillator
can be used as an optical frequency standard for high-precision measurements, provided the pulse
repetition rate ωr and the carrier-envelope (CE) offset frequency ωCE can be controlled288,289. Con-
trolling involves measuring and actively stabilizing these quantities. For achieving high precision,
active stabilization is, in general, necessary due to fluctuations and drifts of the cavity mechanical
setup caused by, e.g., temperature fluctuations and mechanical vibrations. The pulse repetition
rate ωr = 2π/Tr can be easily measured using, e.g., a photodiode. Stabilization of this quantity
amounts to stabilization of the round-trip time Tr of the pulses in the cavity and therewith neces-
sitates stabilization of the cavity length. For driving electronic dynamics with strong laser fields
it is, however, not necessary to stabilize the pulse repetition rate ωr = 2π/Tr, because usually all
interesting processes take place on a time-scale much smaller than Tr and each laser pulse starts the
process under investigation anew. A jitter of the arrival time between the pulses, Tr, is therefore
irrelevant. In contrast, precise control over ωCE is of crucial importance. Methods for this will be
explained in the following and are also visualized in Fig. 3.1.

CEP-stabilization with a feed-back loop Measurement (and therewith stabilization) of ωCE
is significantly more difficult than measurement of ωr. Still, around the year 2000 several groups
have achieved this crucial step using a technique that has been called f-to-2f CEP detection
[Fig. 3.1(a)] and feedback control [Fig. 3.1(c)]290–293. In this technique the spectrum F(ω) of a laser
pulse train is broadened to more than one octave, e.g., by self-phase modulation in a nonlinear
fiber. Subsequently the low-frequency (red) part of the spectrum is frequency-doubled in a nonlin-
ear crystal and re-combined with the high-frequency (blue) part of the fundamental spectrum. If
the spectrum covers a full octave this generates a beat frequency between the frequency-doubled
red modes, 2(qωr + ωCE), and the fundamental blue modes, 2qωr + ωCE, exactly at the carrier-
envelope offset frequency:

ωCE = 2(qωr + ωCE)− (2qωr + ωCE). (3.8)

As ωCE < ωr this beat frequency is for typical mode-locked laser oscillators within the radio-
frequency range and therewith can be easily measured using standard electronics. The such gener-
ated electronic signal can then be used as a feed-back signal for stabilizing ΔϕCE via control of the
difference between phase- and group velocity during a cavity round trip based on (3.2). This can
for example by achieved by fine-scale rotations of mirrors, prisms or gratings inside the cavity292

or via nonlinear modulation of the refractive index of the laser crystal via the pump intensity25,294.

Note, that the actual value of the CEP cannot be determined by the f-to-2f method, only the rate
at which the CEP changes from pulse to pulse. If, however, the CE offset frequency ωCE is locked to
the pulse repetition rate ωr with a certain ratio, n, such that n = ωr/ωCE, then every n-th pulse of
the pulse train exhibits the same CEP ϕCE. This can be seen from ωCE = ΔϕCE/Tr = ΔϕCEωr/(2π),
and thus the CEP slippage from pulse to pulse is ΔϕCE = 2πωCE/ωr = 2π/n. With this method,
the CEP can therefore be fixed for every n-th pulse up to a constant, which is the value of the CEP
of the initial pulse where the stabilization started. A typical value is n = 423,25.

Alternatively to the f-to-2f method, the carrier-envelope offset frequency ωCE can also be mea-
sured using difference frequency generation (DFG)295–297. In this scheme ωCE is generated as a
beat signal between the low-frequency modes of the octave-spanning fundamental laser spec-
trum and the high-frequency modes of a spectrum generated by difference-frequency mixing
of the high- and low-frequency wings of the laser spectrum, see Fig. 3.1(a). An interesting as-
pect in this scheme is that the spectrum generated by DFG between the high-frequency modes,
qhighωr + ωCE, and the low-frequency modes, qlowωr + ωCE, is independent of the CE offset fre-
quency: qDFG = (qhighωr + ωCE) − (qlowωr + ωCE) = (qhigh − qlow)ωr. In principle the DFG-
beam could thus be directly used for seeding a laser amplifier for generating intense CEP-stabilized
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pulses295. Beating of the modes qDFG = qωr with those of of the laser spectrum, qωr + ωCE, gen-
erates ωCE as the beat-frequency: qωr + ωCE − qωr = ωCE. Because the DFG-generated reference
spectrum is independent of the CE offset frequency, this method is called 0-to-f method295–297. The
such generated ωCE-signal is equivalent to the one generated by the f-to-2f method and can also be
used as a feed-back signal for CEP stabilization as described above.

Feed-forward approach for CEP-stabilization The CE offset frequency can, however, not
only be stabilized by feedback of the measured ωCE-signal but, conversely, also by a method that
has been called the feed-forward approach298–300, see Fig. 3.1(d). In that approach the cavity of
a mode-locked oscillator is not locked to a certain signal but is kept freely running. Instead, the
instantaneous, measured ωCE is fed into an acousto-optical modulator (AOM) device, where it is
subtracted from the spectrum of the pulse train via DFG between the optical signal and the acoustic
signal. It has been shown that this method can very precisely stabilize ωCE

298,299, in particular if it
is combined with the feed-back method described above301. An interesting feature of this approach
is that ωCE can also be locked to 0 or 2π, such that every pulse in the pulse train exhibits the same
value of the CEP.

3.1.3 CEP-stabilized intense laser pulse trains

Active CEP stabilization For producing intense CEP-stabilized laser pulses, the weak pulses
from a mode-locked laser oscillator need to be amplified in a laser amplifier system to typically the
milli-Joule (mJ) energy level per pulse. Generation of a train of amplified pulses with a constant
CEP throughout the pulse train over an extended time in the minute-range was first demonstrated
at TU Wien in 200323,25. The key to producing amplified pulse trains with constant CEP is to
synchronize the pulse-picking rate with the reproduction rate of the CEP in the oscillator pulse
train, n = ωr/ωCE. As mJ-class laser amplifiers, due to power limitations, are typically restricted
to pulse repetition rates in the low kHz range (e.g., 0.1–50 kHz equivalent to 0.1–50 Watt output
power for a typical pulse energy of 1 mJ), reduction of the MHz to GHz pulse repetition rate of
oscillators to the kHz range by pulse-picking with, e.g., a Pockels cell, is inevitable. Thus, typically
only one out of 106 pulses from the oscillator is amplified. If we denote the actual ratio by N, then
the pulse-picker selects every N-th pulse for amplification from the oscillator pulse train, where
the CEP reproduces itself every n-th pulse. If now N is chosen as an integer multiple of n, it means
that every amplified pulse will have the same CEP.

Passive CEP stabilization An alternative method for obtaining a constant value of the CEP
in a pulse-train of amplified pulses arises by the method of optical parametric amplification
(OPA)24,302,303. Because of its possibility for generating wavelength-tunable intense pulses, OPA
is a particularly attractive method for waveform synthesis, as we will see below. If in OPA the
seed pulse is derived from the non-CEP-stabilized pump pulse, e.g., by white-light generation,
then the idler-pulse generated automatically during OPA to satisfy the energy conservation law
exhibits constant CEP, i.e., every pulse within the pulse train has the same CEP, see Fig. 3.1(b) for
a visualization of the concept called passive CEP-stabilization. This automatic stabilization of the
idler’s CEP is because the process of white-light generation preserves the CEP. Thus, the signal-
pulse exhibits the same random CEP as the pump-pulse (up to a constant). Because in OPA the
idler-pulse is generated by DFG between the pump and signal pulses, its CEP is also the difference
between their respective CEP values. As they are identical (up to a constant), the CEP of the idler
is also constant. This is the identical concept that is also exploited in the 0-to-f method described
in Section 3.1.2.
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CEP-tagging Stabilization of the CEP of a train of intense laser pulses is necessary if in an exper-
iment a CEP-sensitive quantity needs to be accumulated over many laser shots to obtain sufficient
statistics. In certain types of experiments, data accumulation periods can be very long and may
reach several days, for example in experiments that use coincidence detection technologies for
electrons and/or ions304–307, see Section 5.2 for details. However, it is challenging to keep the CEP
constant with high precision over such long times by active or passive stabilization techniques.
It is therefore more convenient and potentially also more precise to exploit instead to ones ad-
vantage the fact that these experiments work on the basis of a single laser shot. Indeed, in these
experiments one tries to detect all ions/electrons that are generated by a certain laser pulse and
stores all relevant information derived from them, tagged with a unique laser-shot number. In this
case, if the CEP-value of exactly this laser pulse that generates the detected ions/electrons can be
determined, it can be stored together with the information obtained from the ions/electrons as an
additional parameter. Thus, knowledge of the CEP for each and every laser-shot is sufficient to
plot measured quantities for certain values of the CEP in the off-line data analysis. Stabilization of
the CE offset frequency is not required. This concept is known as CEP-tagging and is now routinely
used in experiments190,264,286,308.

Although the CEP-tagging concept obviates the need for long-term CEP stabilization, it ne-
cessitates that the CEP is measured for each and every pulse within a pulse train at kHz rates.
Such single-shot CEP-measurement became possible with the finding that photoelectron spectra in
the regime of above threshold ionization (ATI)17,155,171,224,225 generated by few-cyle laser pulses
are highly sensitive to the CEP243,245. Measurement of photoelectron spectra into two oppos-
ing directions with two detectors, i.e., in a stereographic ATI photoelectron measurement, reveals an
asymmetry between spectra measured to the left and to the right, in particular for certain energy
ranges243,245. The asymmetry is strongest for the high-energy part of the ATI spectra that is gen-
erated by electron-recollision171. Determined by the sub-cycle timing of the field-driven electron-
recollision process, the left-right asymmetry in this high-energy range shows a different depen-
dence on the CEP for different spectral portions171. This pronounced dependence of the spectral
asymmetry can be exploited to retrieve the CEP from it243,245. Retrieval of the CEP (up to a con-
stant) from photoelectron spectra in a single laser shot has been demonstrated using a stereo-ATI
spectrometer (also known as a phase-meter)247–250. Using this device the CEP-dependence of the
asymmetry can be visualized using a parametric plot, where the asymmetry in the highest energy
range is plotted versus the asymmetry in the lower energy range for each and every laser shot. For
a large number of laser-shots with random CEP an almost circular shape (commonly referred to as
a phase-potato) is obtained due to a π/2-phase offset between the CEP-dependences of these two
spectral portions. Since the field-driven electron-recollision dynamics underlying the measured
asymmetry is precisely known171, with this method it should in principle be possible to obtain the
absolute CEP-value, as opposed to only a relative value that can be obtained by the f-to-2f or 0-to-f
methods. However, the force exerted by the parent ion onto the electron during the ATI process
leads to a shift of the measured CEP from its actual value. To obtain absolute CEP values with a
phase-meter this shift, thus, needs to be calibrated. It has been shown that for ATI electrons emitted
from argon (with a certain minimum energy) by circularly polarized laser pulses such calibration
is possible by comparison to ATI spectra obtained by CTMC simulations that take the influence
of the parent ion into account [287]. CEP-tagging with a phase-meter, thus, allows for offset-free
CEP-measurements.

3.2 Two- and multi-color waveform synthesis

The previous Section discussed how the sub-cycle evolution of the laser electric field of few-cycle
pulses can be determined by gaining control over their CEP. Although the difference in the shape of
the field between ϕCE = 0 and π/2 is quite small, this small difference can lead to comparably large
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effects during the interaction of such fields with matter. This is because of the strongly nonlinear
character of the interaction of intense pulses with matter. Chapters 6 to 8 will discuss several
examples where the CEP strongly affects the outcome of the interaction of few-cycle pulses with
atoms and molecules. Although for some applications the CEP is an important pulse parameter
also for longer pulse durations (as we will see in the following), it is the CEP-dependent breakage of
the symmetry of the laser-matter interaction that is in the end responsible for observing CEP-effects
with few-cycle pulses. This asymmetry in the interaction progressively averages out when the
pulse duration in number of laser-cycles increases and eventually vanishes completely. However,
CEP-controlled few-cycle pulses are not the only waveforms that can break the symmetry of the
light-matter interaction process. In fact, even stronger symmetry-breaking can be induced with
pulses whose waveform is not asymmetric with respect to their envelope, but instead on the basis
of a single laser cycle. If the shape of each and every laser cycle shows asymmetry, then the overall
asymmetry becomes independent of the number of cycles and also long, multi-cycle laser pulses
can be used for control of dynamical processes with the shape of the laser field. Such waveforms
can be obtained by coherently combining laser pulses with different colors and with adjustable
relative phases, a concept that can be called waveform synthesis. This Section shall briefly review the
most important concepts for obtaining linearly polarized tailored strong laser fields by waveform
synthesis, see sketches in Fig. 3.2 for an overview.

Two-color pulses

The simplest type of waveform synthesis is coherent superposition of a linearly polarized laser
pulse with its second harmonic pulse,

E(t, Δϕ) = Fω(t) cos(ωt + ϕCE) + F2ω(t) cos(2[ωt + ϕCE] + Δϕ), (3.9)

where Δϕ is the relative phase between the two pulses, cf. Fig. 3.2(a) Here we consider ω and 2ω
pulses that consist of multiple cycles and exhibit a bandwidth significantly less than an octave such
that the two spectra do not overlap. Such pulses, usually called ω/2ω pulses, have been applied
in strong-field experiments for almost thirty years279–281,309. Generation of the pulse at 2ω can
be straightforwardly done by second harmonic generation (SHG) in a suitable nonlinear crystal.
By variation of Δϕ the waveform E(t, Δϕ) can be varied from an asymmetric shape of the laser-
cycle for Δϕ = 0 over a symmetric shape at Δϕ = π/2, and for Δϕ = π the waveform becomes
inverted, i.e., E(t, Δϕ = π) = −E(t, 0). Two schemes for variation of Δϕ are possible: Using an
in-line geometry, or with the help of an interferometer. In the in-line geometry Δϕ can be varied by
introducing adjustable amounts of transparent material into the combined beam. Variation of the
amount of material results in adjustment of Δϕ due to the difference in phase and group velocity
within this material at the two frequencies. Using an interferometer the two pulses are spectrally
separated and recombined. Fine variation of the path length between the two arms results in
tuning of Δϕ.

An important property of SHG is that both the carrier frequency and CEP are doubled, see (3.9).
Thus, even if the CEP of the fundamental beam at ω is evolving from pulse to pulse, the relative
phase of the two colors stays constant and the shape of the field’s cycle is independent of the CEP
of the fundamental pulse. The only effect of a freely evolving CEP of the fundamental pulse is that
the combined waveform slips under the pulse envelope, which for long pulses is irrelevant. More
generally even, this convenient property holds for any case of sum frequency generation or nth

harmonic generation. This can be seen if we write the two-color waveform in the form

E(t, Δϕ) = Fω1(t) cos(ω1t + ϕCE) + Fω2(t) cos(αω1t + βϕCE + Δϕ). (3.10)

For α = β = 2 the ω/2ω-case is recovered. For nth harmonic generation α = β = n. Thus, the
slippage of the waveform under the pulse envelope with the CEP of the ω1-pulse takes place for
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Figure 3.2: Concepts of waveform synthesis for obtaining tailored strong laser fields. Depicted are
the coherent superposition of two laser spectra with integer (a) and non-integer frequency ratios
(b), and the synthesis of pulses with three separated spectra (c) or frequency bands derived from
one broad spectrum (d). The top row sketches the spectra of the coherently combined pulses, the
center row depicts several cycles of the corresponding laser fields (encoded in color to match the
spectra), and the bottom row shows the laser waveforms generated by coherently combining these
laser fields. The frequency ratios and phases ϕ of the fields shown in the center row are (a) ω (red)
and 2ω (blue); ϕω = 0 and ϕ2ω = 0.4π, (b) ω (red) and 2/3ω (dark red); ϕω = 0 and ϕ2/3ω = 0.5π,
(c) ω (red), 2/3ω (dark red), and 2ω (blue); ϕω = 0, ϕ2/3ω = 0.5π, and ϕ2ω = 0.8π, (d) ω (red),
0.6ω (green), and 1.25ω (blue); ϕω = 0.2π, ϕ0.6ω = 0.4π, and ϕ1.25ω = 0.3π.

both waveforms (as for the case α = β = 2) such that the relative phase between the two colors is
preserved.

Waveform synthesis with non-integer frequency ratios

More complicated tailored waveforms than those obtained by ω/nω pulse-synthesis discussed in
the previous paragraph can be generated by coherent combination of two pulses whose spectra ex-
hibit non-integer center frequencies‡. As before, we consider two pulses that consist of multiple cy-
cles and exhibit well separated spectra, see Fig. 3.2(b). Waveforms composed of spectra with non-
integer center frequencies feature complex cycle-shapes with a non-trivial repetitive pattern which

‡In the literature of ultrafast photonics, often the term non-commensurate is used to state that two frequencies exhibit a
non-integer frequency ratio, e.g. in Refs. [302, 310]. Two non-zero real numbers a and b are said to be commensurate if a/b is
a rational number. Then, a and b can be written as a = mc and b = nc with c ∈ R and m, n ∈ N. Thus, a ruler, marked off in
units of length c, can be used to measure out both a line segment of length a, and one of length b311. According to this strict
mathematical definition, almost all frequency ratios used in practice (e.g., 2/3, 1.253, etc.) would actually be commensurate
(only frequency ratios of irrational numerical value are non-commensurate). To avoid confusions we will therefore avoid
the term (non-)commensurate altogether and will instead throughout use the term non-integer for characterizing the ratio of
two frequencies ωa/ωb /∈ N.
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in particular can be applied to the improved generation of XUV/X-ray or THz pulses26,312–314, as
will be discussed in detail in Sections 4.1 and 4.3.

To generate a waveform from two pulses that exhibit an arbitrary tunable frequency ratio α in
(3.10), optical parametric amplification (OPA) can be used, for example seeded by a white light
super continuum26,315,316. In this scheme the CEP of the amplified signal pulse is inhereted from
that of the pump pulse23,24 and β = 1, independent of the tunable α. Thus, the relative phase
between the two colors is affected by the CEP-slippage of the seed pulse. In order to get a repro-
ducible shape of the coherently combined waveform, active stabilization of the CEP of the pump
and signal pulses of the OPA is necessary. However, since the seed for the signal pulse is derived
from the pump pulse, it is enough to stabilize the CEP of the driving laser in order to get all the
waves of the OPA phase-locked together. Similar considerations and the necessity to stabilize the
CEP of the pump and/or signal pulses also arise in different OPA schemes for coherent waveform
synthesis28,29,312,313,317.

Multi-color waveform synthesis

The generation of very complex waveforms with a large freedom to engineer the shape of the cy-
cle requires a very large coherently locked bandwidth of optical frequencies and tunability of the
frequencies of the separate spectral components. Such large bandwidth in excess of two octaves
requires the coherent combination of multiple spectra associated with multiple pulses, for exam-
ple the pump, signal and idler pulses in an OPA scheme, and possibly additional pulses derived
from them by sum-frequency generation. Coherent combination of three, four or even more of such
pulses with an OPA multi-pulse waveform synthesizer, an example of which is shown in Fig. 3.2(c),
provides ample possibilities to adjust their relative phases (on top of the CEP of the fundamental
pulse). In combination with tunability of the frequencies of the signal and idler pulses this al-
lows very fine adjustment of the tailored output waveform and the generation of cycle shapes that
may exhibit large slopes and dominant features or spikes that markedly stick out from the rest of
the cycle evolution. With such freedom to shape the laser cycle it becomes possible to engineer
waveforms capable of driving electronic wavepackets on very specific trajectories with the aim of
optimizing, e.g., the HHG process26,318 as will be discussed in detail in Section 4.1.

Waveform synthesis with multiple pulses and coherently locking their spectra to obtain a large
combined bandwidth with the aim of generating strong tailored waveforms of almost arbitrary
shape for pulse generation in the X-ray and/or THz regime is currently an important route of
research26,28,29,315–317,319. It has been shown that waveforms generated by coherent combination
of multi-cycle pulses with carefully chosen frequencies can confine the interaction with matter to
dominantly the central cycle of the waveform312–314, which for certain applications such as HHG
effectively makes them equivalent to a single-cycle laser pulse. For some applications it might,
however, still be necessary to generate waveforms that consist of only one or few repetitions of the
combined-waveform cycle. This is possible by coherent combination of few-cycle pulses28,29,317.
This approach can generate waveforms with peaks of sub-femtosecond duration for which the
name light transients has been suggested27,320. Such light transients have been generated by co-
herent combination of few-cycle pulses that are obtained by spectral division of a very broad con-
tinuum spectrum27,320. As depicted in Fig. 3.2(d), a broadband spectrum is divided into different
spectral portions. Subsequently, each of these portions are compressed to few-cycle durations. Co-
herent combination of these separate few-cycle pulses may result in a sub-femtosecond light tran-
sient. While it is difficult to scale this approach to high pulse energies, energetic light transienst
might be generated by waveform synthesis of few-cycle pulses generated by OPA schemes28,29,317.
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3.3 Two-dimensional waveform synthesis

Section 3.2 described how waveform synthesis using laser pulses of different colors can be used
for generating strong cycle-shaped laser fields with almost arbitrary evolutions. With such laser
fields it becomes possible to precisely control the sub-cycle timing of the emission of electrons by
field-ionization and to drive them on designed trajectories that are highly optimized for a partic-
ular application such as the generation of attosecond pulses by HHG26,314 or the enhancement of
interference structures in electron spectra226 . Many important applications, e.g., HHG, NSDI, or
laser-induced electron diffraction252,255, which we will discuss in more detail in Section 6.2.4, build
on electron recollision. From what we were discussing in Section 2.2.2, we know that electron
recollision necessitates linearly polarized light. Already for small values of the ellipticity of light
of a certain frequency ωo, emitted electrons are spiralled away on trajectories given by (2.15) and
recollisions are inhibited231.

Thus, it seems that only linearly polarized is useful for recollision-based applications. For laser
light of a given frequency ωo this is indeed the case, and recollisions are restricted to occur exclu-
sively along the laser polarization direction and from the same direction the electron wavepacket
was initially ejected. It was shown, however, that using pulses consisting of two different colors
the trajectories of field-ionizing electron wavepackets can be shaped in space with great flexibil-
ity, such that recollisions can occur from different directions. Two different schemes, both offering
different advantages, for superposing pulses with different colors have been introduced as will be
discussed in the following, also cf. Fig. 3.3.

3.3.1 Orthogonally polarized two-color fields (OTC)

The possibility of steering attosecond electron wavepackets in time and space using OTC fields
was suggested by the author based on classical trajectory simulations234,235 . Since then, OTC
pulses have been applied in a large number of works based on HHG236,237,321–325 or electron/ion
detection151,189,326–331. A selection of these works and the possibilities opened up by the use of
OTC pulses will be discussed in detail in Section 6.1.2.

OTC pulses consist of two linearly polarized laser pulses of two different colors that are super-
posed orthogonally with each other such that the combined laser electric field in the polarization
plane xz can be written as

Ex(t) = E0,x fx(t) sin(ωx t + ϕCE,x) (3.11)
Ez(t) = E0,z fz(t + Δt) sin(κ[ωx (t + Δt) + ϕCE,z]),

with ωx the laser frequency and E0,x the peak electric field strength, both in x-direction, ϕCE,x and
ϕCE,z are the carrier-envelope (CE) phases in x and z direction, and κ = ωz/ωx is the frequency
ratio between the two linearly polarized pulses in x and z, respectively. The pulse envelopes are
given by fx,z(t), and Δt denotes a time-delay between the pulse in z and the one in x. Pulses of two
different frequencies in x and z can be generated using nonlinear frequency conversion techniques
as discussed in Section 3.2.

A frequency ratio κ = 2 can be obtained straightforwardly using second-harmonic genera-
tion, which is the case used in most works so far. Two approaches for generating OTC pulses
are common; either using an in-line configuration or with an interferometer. In the in-line con-
figuration the fundamental and second-harmonic pulse propagate through the same pieces of op-
tics. The different group delays experienced by the two colors must be compensated for by us-
ing birefringent plates such that Δt in (3.11) is a value suitably close to zero ensuring temporal
overlap of the two pulses at their peaks. The sub-cycle evolution of the laser electric in the po-
larization plane can be controlled by adjusting the overall phase difference between the two fields
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Figure 3.3: Two-dimensional waveform synthesis. The columns visualize the electric fields of four
different waveforms. (a) OTC, orthogonal two-color; (b) CRTC, counter-rotating two-color; (c)
CoRTC, co-rotating two-color; (d) EPTC, elliptically polarized two-color. The top row depicts the
evolution of the electric field vectors in the laser polarization plane for different frequency ratios,
relative phases and intensity ratios. The bottom row shows field evolutions over time (for one of
the cases depicted in the corresponding panels in the top row). The parameters of the depicted
OTC fields in (a) are ω along x, 2ω along z; equal intensities of the two colors; Δϕ = 0/0.5/0.8π
for red/blue/green. The waveform in (e) corresponds to the green shape in (a). The red, blue
and green CRTC field evolutions in (b) are generated by two counter-rotating circularly polarized
fields 1 and 2 with the following parameters, respectively: ω2 = 2ω1, ω2 = 2ω1, ω2 = 3ω1.
Their intensities I1 and I2 are related as: I2/I1 = 1.5, 0.8, 1. The relative phases are Δϕ = 0.6π,
0.8π, π. The waveform in (f) corresponds to the red shape in (b). The red, blue and green CoRTC
field evolutions in (c) are generated by two co-rotating circularly polarized fields 1 and 2 with the
parameters: ω2 = 2ω1, ω2 = 2ω1, ω2 = 4ω1. Their intensities I1 and I2 are related as: I2/I1 = 1.5,
0.6, 3. Their relative phases are Δϕ = 0.6π, 0.2π, π. The waveform in (g) corresponds to the red
shape in (c). The red, blue and green EPTC field evolutions in (d) are generated by two fields 1
and 2 with ω2 = 2ω1 for all cases. Their intensities I1 and I2 are related as: I2/I1 = 1, 2, 0.8. Their
relative phases are Δϕ = 0.6π, π, 1.5π. The waveform in (h) corresponds to the red shape in (d).

Δϕ = ϕCE,x − κ(ωxΔt + ϕCE,z) by introducing small amounts of suitable glass into the beam path.
In the interferometer-based configuration the fundamental pulse is split into two portions, the sec-
ond color is generated in one arm of the interferometer, and the two pulses are recombined with a
certain controllable phase-delay Δϕ. The former configuration is quite robust against mechanical
vibrations, while the latter needs active mechanical stabilization of the interferometer.

Tuning of the phase-delay between the two pulses results in variations of the two-dimensional
evolution of the laser electric field within the polarization plane, see Figs. 3.3(a) and 3.3(e). By
virtue of (2.8), i.e., p∞ = −A(ti), the contributions of wavepackets emitted at certain times ti
can be observed in different regions within the emerging two-dimensional electron momentum
distribution. This mapping can be exploited for performing measurements on sub-cycle times151 .
At the same time the recolliding electron trajectories can be finely shaped by tuning Δϕ, and it is
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possible to control (within certain limits) the travel time of a certain trajectory τ = tr − ti between
emission and recollision, the angle between the emission and recollision direction, and also the
range of recollision energies234 . These quantities are, however, not independent of each other
and are in fact locked to each other on a sub-cycle time scale by the laser field, a property which
in turn can be exploited for measurements and control of HHG, NSDI, etc.236,237 . Examples of
opportunities opened up by OTC pulses for measurements and recollision control can be found
throughout this thesis, for example in Sections 6.1.2 and 7.2.

3.3.2 Counter- and co-rotating circular and elliptical two-color fields

Cycle-shaped two-dimensional waveforms can not only be generated by combination of two
pulses with linear polarization (as is done for generating OTC pulses) but also using pulses that ex-
hibit circular polarization. This way counter- (CRTC) and co-rotating (CoRTC) circular two-color
fields can be generated. For the former, the electric field vectors of the two circularly polarized
pulses that are combined are counter-rotating in the polarization plane, for the latter they are co-
rotating. Experimentally, such fields can for example be generated straightforwardly using an
optical setup based on a two-color interferometer as described above for the generation of OTC
pulses. A waveplate in each of the two interferometer arms ensures that the pulses of different
color have circular polarization before recombination. The helicity of each of the circular pulses
and therewith whether they are counter- or co-rotating can be adjusted simply by the rotation
angle of the waveplate. Different CRTC and CoRTC waveforms are depicted in Figs. 3.3(b,f) and
Figs. 3.3(c,g), respectively.

For applications the most important difference between the counter- and co-rotating circular
two-color fields is that for the counter-rotating case the trajectories of emitted electron wavepack-
ets may return to the parent ion, i.e., the electron wavepackets can be made to recollide, while for
the co-rotating case the electron trajectories do not recollide332,333. Thus, for applications that build
on electron recollision, such as HHG, NSDI, etc., counter-rotating circular two-color (CRTC) have
to be used. For example, it has been shown recently that a CRTC field can control the NSDI pro-
cess332,334. But also CoRTC are useful tools, e.g., for controlling molecular fragmentation reactions,
see Section 8.6.2 for examples of applications.

A two-dimensional field shape that can also be synthesized from two pulses of different color,
even in an in-line geometry, are elliptically polarized two-color (EPTC) pulses335. Similar as for
elliptical light of one color, with EPTC fields recollisions are suppressed. The advantage of EPTC
light is that the polarization ellipse exhibits an asymmetry with respect to zero, and this asymmetry
and the helicity of the field vector rotation can be adjusted by the relative phase Δϕ between the
colors, see Figs. 3.3(d,h). Such field shapes can be used to study the phase-dependent directional
dissociative ionization of molecules336,337, see Section 8.6.2 for examples of applications and results.

Let us return to CRTC fields and discuss a few properties and applications of them in greater
detail. For such fields the electric field vector performs rotations in the polarization plane such that
it forms symmetric petals whose number is defined by the frequency ratio of the two pulses (for in-
teger ratios n the number of petals is n + 1), see Fig. 3.3(b). As the number of petals determines the
number of possible recolliding trajectories, recollisions can occur from different directions within
the polarization plane. The intensity ratio of the two pulses determines at what distance the elec-
tric field misses the zero value during its rotation, i.e., determines the center-opening of the petal
shape. A very interesting property of CRTC fields is that a change in the relative phase between
the two colors, Δϕ, simply results in a rotation of the petal shape; the overall field-shape in the
polarization plane is unaffected by a phase-shift, though. This property is convenient for example
in HHG, where over extended distances a phase-shift between the two colors could be introduced
during propagation of the pulses in the generation medium338.
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CRTC fields were in fact introduced already in 1995 by Eichmann et al. in the context of the gen-
eration of circularly polarized light in the XUV/soft X-ray wavelength range using HHG232. Since
then this application has been extensively studied experimentally338–341 and theoretically233,342–347.
The generation of circularly polarized harmonics by HHG with CRTC pulses can be explained by
arguments based on the conservation of energy and spin angular momentum of the laser and HHG
photons339. Since the photons of the two counter-rotating circularly polarized laser pulses carry
spin angular momentum, they can add up in large numbers to generate XUV/soft X-ray photons
that carry a net spin angular momentum, i.e., result in harmonics with a net circular polarization.

Circularly polarized XUV/soft X-ray light can be used to probe the magnetic state of a sam-
ple341, which is an application of high practical relevance. Generation of circularly polarized
XUV/soft X-ray pulses is therefore an important problem in ultrafast intense laser science. Sev-
eral schemes have been proposed and implemented, the application of CRTC pulses being one of
the most heavily studied ones. The author has also proposed a method for the generation of cir-
cularly polarized XUV/soft X-ray pulses348 . This method that is based on exploiting initial states
with a net angular momentum can, in contrast to existing schemes based on CRTC pulses, also
generate isolated attosecond pulses with circular polarization. A more detailed discussion of the
problem of generating circularly polarized XUV/soft X-ray pulses will be provided in Section 4.2.
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4

Generation of secondary radiation
with tailored strong laser fields

Chapter 3 discussed different methods for the generation of strong tailored waveforms. The avail-
ability of such waveforms opens up the generation of radiation with intriguing properties in wave-
length ranges, where it is difficult to generate radiation by other means due to the lack of suitable
materials. These wavelength ranges are those with very small photon energy in the THz frequency
range, and with very high photon energies in the XUV and X-ray regime. As both types of radia-
tion, THz and XUV/X-ray, are generated by (down- respectively up-) conversion of photons from
the tailored laser waveform to lower respectively higher frequencies, these types of radiation are
often referred to as secondary.

Generation of pulses in the XUV/X-ray regime by the process of HHG is one of the most fre-
quently explored applications of strong laser fields and constitutes one of the forefronts of research
in attosecond physics. See recent reviews and references in them for a comprehensive overview
over this field8,30,33,285,349,350. Using strong tailored waveforms for driving the HHG process en-
ables to produce XUV/X-ray pulses with great flexibility and very specific properties, as will be
discussed in Sections 4.1 and 4.2.

The research on the generation of THz-waves with strong laser fields—despite the importance
of such waves for applications, e.g., in scanning, imaging and probing of dynamics in semi-
conductors—has, until recently, not received equal attention as that on XUV/X-ray pulse gener-
ation. However, with the recent possibilities to generate strong multi-color waveforms, this ap-
plication has shifted into the focus of attention. Section 4.3 will briefly discuss a few examples of
THz-generation with strong tailored waveforms.

4.1 Attosecond XUV and X-ray pulse generation

Generation of XUV/X-ray radiation by the process of HHG—driven by the prospect of obtaining
probe pulses for electronic dynamics in atoms, molecules, solids, etc.31–33,35,284,351,352—has ever
since the discovery of the HHG conversion-process focused on its optimization with respect to
the following parameters: (i) isolation of a single pulse from the pulse-train generated by HHG,
(ii) decrease of the duration of these pulses to the atomic unit of time and beyond, (iii) increase
of the XUV/X-ray pulse energy, (iv) generation of pulses at high photon energies (100’s of eV to
keV) for reaching atomic absorption edges, (v) generation of attosecond XUV/X-ray pulses with
polarization states different from linear. The optimization of all these parameters benefits from the
use of tailored waveforms. In this Section we will discuss selected works to exemplify how tailored
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waveforms can be applied to the generation of isolated XUV/X-ray pulses with high pulse energies
and with adaptable photon energies. Section 4.2 will show examples that concern point (v).

The generation of isolated XUV/X-ray pulses can essentially be boiled down to the problem of
selecting a single pulse out of the train of pulses that is generated by HHG even with few-cycle
pulses. A number of methods for the selection of one pulse, often referred to as gating, have been
invented and are now applied successfully in experiments. The most frequently used methods
are based on gating in the spectral domain, called amplitude gating or cut-off selection168,353,354,355 ,
gating by shaping the evolution of the polarization state of the drive laser pulse, called polarization
gating356–358, or gating in the time-domain by directly shaping the evolution of trajectories of rec-
olliding electron wavepackets in time and space. Tailored waveforms are particularly suitable for
the latter type of gating.

ω/2ω pulses As discussed in Chapter 3, the simplest method for tailoring the laser waveform
is to coherently add a second-harmonic pulse to the fundamental pulse, thereby obtaining the so-
called ω/2ω pulses. Already a small 2ω-component breaks the symmetry of the HHG process and
leads to the generation of not only odd but also even harmonics. Thus, XUV/X-ray pulse-trains
with a temporal spacing of twice the temporal separation, i.e., T instead of T/2, between the pulses
can be generated359, where T = 2π/ω is the laser oscillation period of the fundamental carried at
frequency ω. The twice increased temporal spacing of the pulses within the pulse-train makes it
easier to select one of them by temporal gating, e.g., by using a polarization gate360,361.

Two-color tailored waveforms Increasing the temporal separation between the individual
pulses within the XUV/X-ray pulse train by optimization of the waveform of the strong drive
laser pulse is in fact a very efficient and also scalable route for the generation of isolated, intense
attosecond pulses. An increase of the temporal separation between the individual XUV/X-ray
pulses beyond the oscillation period of the fundamental can be elegantly achieved with two pulses
carried at frequencies ω0 and ω1, respectively, if their frequency ratio κ = ω1/ω0 < 1 is a non-
integer number with a specifically chosen numerical value312,313,362–364. To see this we write the
coherent superposition of the two waves in the form

cos(ω0t + ϕ0) + cos(ω1t + ϕ1) = 2 cos(
ω0 − ω1

2
t + ϕenv)� �� �

”envelope”

cos(
ω0 + ω1

2
t + ϕcar)� �� �

”carrier”

, (4.1)

with ϕenv = ϕ0−ϕ1
2 and ϕcar =

ϕ0+ϕ1
2 . This shows that the coherent superposition of two waves of

different colors leads effectively to a beat waveform that can be understood as the modulation of
a high-frequency ”carrier” wave, with a low-frequency part that can be interpreted as the ”enve-
lope” of multiple sub-pulses. This is visualized in Fig. 4.1(a) for the example of combining two laser
pulses with wavelengths 800 nm and 1300 nm in comparison with a 5 fs-pulse at 800 nm. It can be
seen that, indeed, the two-color waveform closely resembles a train of pulses consisting of multi-
ple sub-pulses (”envelopes”) determined by the difference-frequency term, and a fast oscillating
”carrier” determined by the additive term. The temporal spacing between the multiple sub-pulses
is determined by the beat period of the two waveforms and is 2π/(ω0 − ω1). Additionally, the
field-evolution within the sub-pulse resembles that of a much shorter, near single-cycle pulse.

The peak field strength of the sub-pulses decreases with their distance from the peaks of the
two coherently combined laser pulses with ω0 and ω1 due to their respective pulse envelopes, as
given by their durations τ0 and τ1, respectively. For the generation of isolated XUV/X-ray pulses
with a waveform given by (4.1), the ratio of the combined carrier frequency ω0+ω1

2 to the duration
of the sub-pulses is an important parameter. The latter parameter is determined by the beat period.
If the duration of each sub-pulse is roughly only one cycle of the carrier wave, only one dominant

44



Generation of secondary radiation

CEP = 0.7π CEP = 0.7π

π rad CEP 
range

0.0

1.0

-1.0

-10 100

CE
P

(ra
d)

time (fs)

(c)

(a)

50
time (fs)

15
0.0

0.2

0.4

1.0

0.6

0.8

10

|E
|2

(a
rb

.u
.)

Ex (a.u.)

Ez (a.u.)(d)

(b)

Figure 4.1: Attosecond pulse generation with tailored waveforms. (a) The green line shows the
square of the laser field obtained by the superposition of two laser pulses with wavelengths 800 nm
and 1300 nm in comparison with a 5 fs-pulse at 800 nm (red). The phases of the pulses are as
follows: in the synthesized waveform the CE-phase of the 800 nm pulse is ϕCE = 0.15 rad and the
1300 nm exhibits a relative phase Δϕ = 0 rad to the 800 nm pulse. The CE-phase of the 5 fs-pulse at
800 nm is 0. (b) Attosecond pulses (AP) generated with the green waveform from (a) as a function
of the CEP of the 800 nm pump pulse. Panels (a) and (b) are adapted from Ref. [313]. (c) Simulated
high-harmonics generated with a three-color pulse consisting of wavelengths 1.44 µm, 1.03 µm,
and 0.515 µm as a function of the CEP of the 1.03 µm pump pulse (top left). Spectral selection leads
to an isolated attosecond pulse carried at a center photon energy of roughly 95 eV for a large range
of CEP-values. Adapted from Ref. [314]. (d) Attosecond pulse generation with an OTC field, see
text for details. Adapted from Ref. [237].

XUV/X-ray pulse with high photon energy will be generated per sub-pulse. If additionally the
delay between the sub-pulses is large enough and the pulse envelopes determined by τ0/1 have
sufficiently decayed during this time such that ionization and electron acceleration during the next
sub-pulse is negligible, effectively only one pulse will be generated by the combined waveform
(4.1). The parameter

N =
ω0 + ω1

ω0 − ω1
=

ωcar

ωenv
, (4.2)

which compares the sub-pulse spacing to the combined carrier frequency in combination with τ0/1
can be used for a quantitative optimization of these conditions.

To generate a two-color waveform with non-integer frequency ratios where (at least) one of the
two pulses has a wavelength in the mid-infrared regime, optical parametric methods as discussed
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4.1 Attosecond XUV and X-ray pulse generation

in Section 3.2 can be used. Because, as discussed above, for such type of waveform synthesis the
laser electric field of the pulse obtained by coherent combination depends on the CEP value of the
pump-pulse (in contrast to waveform synthesis with integer frequency ratios), CEP-variations of
the pump will affect the XUV pulse generation. This effect is shown in Fig. 4.1(b), which shows
the dependence of the generated XUV pulse-train on the CEP of the pump313 for the case of co-
herently combined pulses with wavelengths 800 nm and 1300 nm and durations of 30 fs and 40 fs,
respectively, that we discussed above. Although, for a small range of CEP-values two XUV pulses
are generated, for most CEPs the XUV temporal structure is dominated by only one pulse around
time zero, with small satellites around ±8 fs. Using this two-color scheme with non-integer fre-
quency ratios, Takahashi et al. recently succeeded in the generation of quasi-isolated XUV pulses
at a photon energy of 30 eV similar to those in Fig. 4.1(b) with a record pulse energy of 1.3 µJ312.

Multi-color tailored waveforms The generation of isolated XUV/X-ray pulses using tailored
waveforms can be further refined by extending the scheme described above for the case of two
coherently combined pulses to the multi-color case. The combination of multiple pulses with dif-
ferent colors was discussed in Section 3.2. By the coherent superposition of multiple laser fields
of different colors strong tailored waveforms with stunningly complicated field-evolutions can be
generated. Recently, Haessler et al. coherently combined three different colors derived from an Yb-
laser system by optical parametric methods (1.5 µm, 1.0 µm, and 0.5 µm)26. The CEP of the pump
laser was stabilized. In that work, a waveform that resembles the perfect wave for HHG318 was
generated by adjusting the relative phases of all three colors. The perfect wave optimizes the tra-
jectory of the recolliding electron wavepacket with respect to optimal conditions for HHG. Such a
trajectory should have small excursion amplitude in order to minimize wavepacket spreading for a
high recombination cross-section, and should nevertheless return to the ion with a high recollision
energy. It could be shown that a drive laser field whose cycle-shape resembles a triangle, offset
from zero, optimizes these requirements318. Hässler and co-workers implemented this scheme ex-
perimentally and could show that the experimentally generated ”perfect wave” indeed leads to a
strong increase of both the high-harmonic cut-off energy and XUV flux26. They observed an in-
crease of about 140 times within the photon energy range 55-65 eV as compared to the single-color
pulse at 1.5 µm.

From the periodicity of the harmonics in the measured HH spectrum26 and from simulations it
could be inferred that with the three-color tailored waveform a single attosecond pulse per 10.3-fs
period is formed. Thus, by multi-color waveform synthesis the sub-pulse spacing (and therewith
the periodicity of the XUV pulse-train) can be enormously increased as compared to the case of
two-color synthesis described by (4.1). Simulations have indeed shown314 that by the coherent
combination of three colors and careful optimization of their frequency ratios, relative phases and
intensities an isolated attosecond XUV pulse can be generated with an Yb laser system and drive
pulse durations as long as 180 fs. Fig. 4.1(c) shows the results of these simulations for a combination
of pulses with wavelengths and 1.44 µm, 1.03 µm, and 0.515 µm as a function of the CEP of the
pump pulse. Spectral selection leads indeed to an isolated attosecond pulse carried at a center
photon energy of roughly 95 eV for a large range of CEP-values.

Multi-color light transients As outlined in Section 3.2, multi-color waveform synthesis with
few-cycle laser pulses of different colors can generate pulses that may be seen as the optical ana-
logue of half-cycle pulses with nanosecond duration generated by electronic circuits used for steer-
ing Rydberg electron wavepackets365. Similar to those nanosecond pulses, the optical tailored
waveforms can be generated such that they feature only one dominant peak of the laser electric
field within the duration of the constituent few-cycle pulses. In contrast to the nanosecond pulses
this peak may, however, exhibit a sub-femtosecond duration27,29,317,320. Thus, the name light tran-
sients was suggested for this type of tailored waveforms. Although these waveforms have so far
only been generated with lower pulse energies than those obtained by coherent combination of
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multi-cycle pulses, high-harmonics could still be generated with them27,46,366. In these experiments
the main purpose of generating high-harmonic radiation with light transients was, however, not
the production of XUV/X-ray beams for further applications, but rather to obtain insight into the
electronic dynamics underlying their generation by analysis and careful interpretation of the emit-
ted HH radiation. This approach for studying electronic dynamics will be discussed in greater
detail in Chapter 7. HHG with light transients has for example been used to study attosecond
electronic dynamics in krypton atoms366 or in solid SiO2

46.

Two-dimensional tailored waveforms Isolation of a single attosecond XUV pulse from a
train of pulses is also possible with two-dimensional tailored waveforms introduced in Section 3.3.
As an example, Fig. 4.1(d) shows a method suggested by the author that uses a few-cycle OTC
pulse for this purpose236,237 , also see Paper 2 and Paper 3. The few-cycle pulse leads to the
emission of only three main ionization bursts. Owing to the two-dimensional field-evolution of
the OTC pulse, the electron wavepackets emitted during these three bursts are driven on two-
dimensional trajectories that return to the parent ion under an angle that is different from their
emission angle. Two of these trajectories return from the same side and under the same angle,
whereas the wavepacket emitted during the strongest burst recollides under a different angle from
the opposite side with the parent ion. In HHG from spherically symmetric systems such as atoms
the recollision angle determines the polarization direction of the emitted HH radiation. Therefore,
the XUV burst generated during the recollision of the strongest burst is polarized under a differ-
ent angle than the two other bursts. By passing the XUV radiation through a suitable polarizer
the two weaker pulses can be filtered away and the strongest XUV burst can be extracted, i.e., an
isolated attosecond pulse can be obtained, see Fig. 4.1(d). The usage of the lossy XUV polarizer
could be avoided by angle-resolved detection of photoelectrons emitted by the two-dimensional
pulse train236,237 . On a more fundamental basis, this example shows that OTC pulses establish a
mapping of time into polarization. We will discuss in Chapter 7 how this mapping can be exploited
for attosecond measurements. Other works have shown that high-harmonic generation with OTC
pulses may also lead to stronger XUV emission321,367.

4.2 Generation of circularly polarized XUV pulses

The table-top generation of circularly polarized XUV/X-ray pulses by HHG has been on the
agenda of strong-field research ever since the discovery of the HHG process. This is due to the
importance of circularly polarized XUV/X-ray fields for a number of methods that probe the
properties of matter. For example, circularly polarized XUV/X-ray fields can be used for prob-
ing the electronic structure of complex systems using angle-resolved photo-emission spectroscopy
(ARPES)368, for studying the electronic origin of magnetic properties of matter using X-ray mag-
netic circular dichroism (XMCD)369, or for the investigation of chirality in molecules using photo-
electron circular dichroism (PECD)370.

Unfortunately, it is not straightforward to generate circularly or elliptically polarized XUV/X-
ray light by HHG, as it is difficult to impart spin angular momentum (SAM)—which is the com-
ponent of angular momentum of light that can be associated with a wave’s circular or elliptical
polarization state—to the generated photons. Imparting SAM to the harmonic photons by simply
using elliptical/circular light for driving the HHG process fails because electron recollision and
therewith harmonic generation is suppressed already for quite small ellipticity, see Section 2.2.3.
Thus, synchrotron radiation has been the main light source for experiments that rely on ellipti-
cal/circular XUV/X-ray light, which impedes probing dynamic processes on time-scales below
about 100 fs which, however, would be required for many processes. Therefore, generation of el-
liptically/circularly XUV/X-ray pulses of few-femtosecond or attosecond duration generated by
HHG is at the forefront of contemporary research and has been investigated intensely both ex-
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perimentally232,338–341,371–375 and theoretically348,233,322,342–347,376–379. For example, it has been pre-
dicted theoretically that OTC pulses can to some extent be applied for the generation of elliptically
polarized XUV light322. Also it has been shown that molecules aligned with an angle to the laser
polarization emit elliptical XUV light375.

A method that is currently applied in many experiments builds on the use of CRTC pulses in-
troduced in Section 3.3. This method was, in fact, introduced as early as 1995 by Eichmann et al.232

who have produced harmonics in argon using ω/2ω CRTC pulses generated with a Titanium-
Sapphire laser system. The measured spectra were in agreement with theoretical results233,342,379,
which showed that circularly polarized harmonics can be produced with CRTC pulses. The under-
lying process can be understood as the generation of an XUV photon by superposition of different
numbers of photons from the left respectively the right circularly polarized pulses that form the
CRCT waveform, such that in total one quanta of SAM is transferred to the generated XUV photon,
see the sketch in Fig. 4.2(a). Thus, intuitively, the generation of circularly polarized harmonics is
possible with CRTC pulses because the petal-shaped two-dimensional evolution of the CRTC field,
on the one hand, can drive electron recollisions (in contrast to circularly polarized pulses of only
one color) and, on the other hand, the SAM of the drive photons can add up during the generation
process.

In a more thorough way the generation of circularly polarized harmonics by CRTC fields can
be understood by considering the conservation of energy and SAM during the production of a
photon338–341. For CRTC pulses consisting of two circularly polarized pulses with frequencies ω1
and ω2, respectively, energy conservation dictates that the circular harmonics (denoted as ch) are
observed at frequencies

ωch = n1ω1 + n2ω2, (4.3)

where n1 and n2 are the numbers of photons absorbed at ω1 and ω2, respectively. The conservation
of SAM during the HHG process can be expressed as339

σch = n1σ1 + n2σ2, (4.4)

where σ1 = ±1 and σ2 = ∓1 is the SAM of the photons at ω1 and ω2, respectively. For the
generation of a circular harmonic, i.e., to obtain σch = ±1, the number of absorbed photons must
obviously satisfy the condition n1 = n2 ± 1. Inserting this into the relation of energy conservation
(4.3) leads to ωch = (n2 ± 1)ω1 + n2ω2. Thus, the HH spectrum consists of pairs of harmonics that
are separated by ω1 − ω2, and each pair is separated from the adjacent one by ω1 + ω2. For the case
of ω/2ω CRTC pulses, where ω2 = 2ω1, it follows that ωch = (n2 ± 1)ω1 + n22ω1 = (3n2 ± 1)ω1,
and harmonics q = ωch/ω1 are observed at q = 3n2 + 1 and q = 3n2 − 1. Harmonics at q = 3n2
are forbidden, i.e., every third harmonic is missing in the HH spectrum for ω2 = 2ω1. For CRTC
pulses with a different frequency ratio a similar harmonic structure but with different periodicity
emerges, cf. Fig. 4.2(b) which depicts a HH spectrum generated with ω1 ≈ 0.6ω2.

An important point is the polarization state of each peak in the HH spectrum. This point can
be intuitively understood for the case ω2 = 2ω1 for which the CRTC field shows a three-fold sym-
metry with a polarization rotation of 120◦ every T1/3, where T1 = 2π/ω1 is the optical cycle of
the pulse at ω1, see Fig. 3.3(b). This dynamical change in the symmetry is imparted to the har-
monics, resulting in circular harmonics where peaks at q = 3n2 + 1 rotate in the one and peaks
at q = 3n2 − 1 in the other direction. Similar considerations for different ratios ω2/ω1 lead to
the equivalent result, i.e., the pairs of harmonic peaks exhibit opposite circularity340,341. Related
to these symmetry considerations is the fact that, although the harmonics feature circular polar-
ization, in the time domain the XUV field consists of linearly polarized bursts whose polarization
direction is rotated according to the symmetry of the CRTC field. Thus, application of the circular
harmonics for measurements necessitates a ”spectral approach” such as magnetic circular dichro-
ism341.
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Figure 4.2: Tailored waveforms for the generation of circularly polarized high-harmonic fields and
THz radiation. (a) Energy conservation during the generation of high-harmonic photons (violet)
with spin angular momentum (SAM) by adding photons from the circularly polarized two colors
of a CRTC field (left and center). The rightmost scheme shows the generation of high-harmonic
photons with SAM by using a bound state that exhibits angular momentum348 . See text for details.
(b) Measured high-harmonic spectrum generated with a CRTC field shown in the inset. Figure
adapted from Ref. [341]. (c) Isolated attosecond pulse generated with the rightmost scheme in
(a). Figure adapted from Ref. [348]. (d) Spectra of THz pulses experimentally generated using a
two-color scheme where the frequency of the second color is detuned from the ratio of 2 to the
frequency of the first color by an amount given in the figure. Figure adapted from Ref. [316].

A number of works has investigated possibilities for gaining more intricate control over the pro-
duction process of circular harmonics with CRTC pulses. For example it has been suggested to use
molecules for HHG whose symmetry matches that of the CRTC field347, or using phase-matching
of the HHG process for enhancing one of the two polarization directions338,341. Production of har-
monics with a specific circular polarization state and the creation of an isolated, circularly polarized
XUV pulse is probably the most important goal for future research. A promising route seems HHG
with few-cycle CRTC pulses in a non-collinear geometry372.

The first work that predicted an isolated, circularly polarized XUV attosecond pulse actually
used a different method, though. This method, proposed by the author and co-workers348 , sug-
gested to use ring-current states380 for providing angular momentum to the HHG process, see
Paper 6 for details. In short, the method works as follows: Instead of imparting SAM to the
generated XUV photons by the generating laser light, as it is done when using CRTC fields, the
angular momentum is first transferred to the system by any suitable method, e.g., by a (weak)
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circularly polarized optical preparation pulse. Then the angular momentum is ”readout” by the
returning electron wavepacket in strong-field recollisions driven by linearly polarized laser light,
see the rightmost sketch in Fig. 4.2(a). Thus, in this scheme one quanta of SAM imparted to the
bound state by the preparation pulse is up-shifted to the XUV/X-ray regime by the HHG process,
while with CRTC fields many quanta of SAM are involved in the HHG process. The functional-
ity of the method was demonstrated by simulations348 which predicted that an isolated circularly
polarized attosecond pulse as the one shown in Fig. 4.2(c) can be obtained by this method.

4.3 THz pulse generation

Generation of ultrashort pulses in the THz frequency range is an application of intense laser pulses
with increasing importance. The high relevance of THz radiation foots on the fact that it cov-
ers many important resonances in molecules (vibrational and rotational resonances) and solids
(phonon and plasmon resonances, impurity transitions) and, thus, is a unique tool for probing in
both fundamental research and industrial environments. In research it allows, e.g., ultrafast prob-
ing of material properties and performance of electronic devices381 or enables biomedical sens-
ing382. Applications include probing and imaging in the food and drug industry383 or the con-
struction of sensor devices for imaging and communication384. An important step in the research
on THz generation with strong laser fields was the demonstration of intense THz pulses emitted
from air ionized with an ω/2ω laser field by Cook and Hochstrasser385. Since then this method of
THz generation has been studied and applied in many works, e.g. in Refs. [386–389], motivated
by its potential as a source of intense single-cycle THz pulses. The possibility of generating high
THz fields with a large bandwidth with this method is facilitated by the fact that no (crystalline)
material subject to damage is necessary.

The mechanism underlying the THz generation with ω/2ω laser fields was initially inter-
preted as a parametric four-wave difference frequency mixing process385,390. Later experimen-
tal and theoretical work showed, however, that the THz emission can be readily understood
by considering the continuum motion of electrons emitted in the strong laser field by field-
ionization315,316,386,387,391–393. In this scheme the emission of the THz electromagnetic field from
the plasma is due to the radiation of the accelerated charge of the electrons that are emitted in and
driven by the laser field E(t). This radiation is proportional to the derivative of the induced current
density, J(t), and therefore the THz field can be written as ETHz ∝ dJ(t)/dt. Classically, the macro-
scopic current density can be calculated as J(t) = −ρe(t)ve(t), with ρe(t) the density of electrons
and ve(t) the classical expectation value of the electron velocity given by (2.6). This mechanism
was first described by Brunel394 and therefore the associated radiation is usually called Brunel radi-
ation‡. The spectrum of radiation emitted by field-driven electrons is very broad. Brunel radiation
can therefore extend from the THz regime into the VUV photon energy range. Because the Brunel
radiation is determined by the derivative of the macroscopic current J(t), a prerequisite for observ-
ing Brunel radiation is that its symmetry is broken, i.e., that the electrons’ motion exhibits a bias
into a certain direction. Thus, to generate Brunel radiation, one needs asymmetric driving fields,
e.g., an ω/2ω field or a CEP-stable few-cycle pulse393. In a single-color periodic driving field the
Brunel radiation vanishes. The necessity for symmetry-breaking of the electronic motion for THz
production with the Brunel mechanism can be intuitively understood also by the near-DC spectral
range of the THz radiation. To generate near-DC radiation, the electronic motion responsible for
its emission should have a low-frequency or DC component, which is equivalent to a bias towards
a certain direction.

The spectrum of the THz radiation generated by a tailored waveform can be obtained from a
semi-classical derivation315,316 that calculates the macroscopic emitted field from the acceleration

‡Initially Brunel aimed at describing high-harmonic radiation by this mechanism. The essential step for describing
HHG, namely the recombination step is, however, not included in Brunel’s derivation.
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of the induced dipole moment, ETHz ∝ d̈(t). The dipole velocity ḋ(t) can be written as ḋ(t) =
�Ψc(t)|p̂|Ψc(t)�, with Ψc(t) the wavefunction of an electron moving in the continuum and p̂ = i∇
the momentum operator. The continuum wavefunction Ψc(t) can be expressed as a superposition
of the wavepackets emitted into the continuum at times ti and moving on classical trajectories
r(t, ti), i.e., Ψc(t) = ∑ti

ψ[r(t, ti), t]. Using plane waves for ψ[r(t, ti), t], the dipole velocity can be
written as

ḋ(t) =
� t

−∞
Γ(ti)v̄(t, ti)dti, (4.5)

with v̄(t, ti) the average velocity of the wavepacket ψ[r(t, ti), t] and Γ(ti) the ionization rate at time
ti. From (4.5) the dipole acceleration can be calculated by taking the derivative with respect to t,
which, by neglecting the small initial velocity of the wavepacket after tunneling and the influence
of the ion’s Coulomb potential on the motion of the wavepacket, gives

ETHz ∝ d̈(t) = E(t)
� t

Γ(ti)dti. (4.6)

Thus, the THz emission is proportional to the driving laser field E(t) multiplied by the ionization
steps

� t Γ(ti)dti. The spectrum of the emitted radiation is then simply given by Fourier transform
of (4.6), i.e.,

ETHz(ω) ∝ E(ω) �F


� t
Γ(ti)dti



(ω). (4.7)

Equ. (4.7) reveals that the spectrum of the emitted THz radiation is determined by the convolution
of the laser field spectrum and the spectrum of the ionization steps.

This result shows that the spectrum of the generated THz radiation can be controlled by varia-
tion of the spectrum of the tailored drive laser field. Fig. 4.2(d) shows an example where this has
been exploited for shaping the spectrum of THz radiation created in ambient air with a tailored
two-color ωs + ωp driving field315,316. The two pulses used for this waveform were the signal
(s) and pump (p) pulse of a near-degenerate optical parametric amplifier driven by an actively
CEP-stabilized Yb:KGW regenerative amplifier system. The wavelength of the pump pulse was
λp = 1030 nm, the signal wave was tunable in the range λs = 1800 − 2100 nm. Because the two
colors used for the waveform synthesis exhibit non-integer frequency ratios, stabilization of the
CEP is essential, as discussed in Section 3.2. If the CEP-locking is turned off, the THz waveform
measured by electro-optic sampling vanishes316. Fourier transform of the measured THz wave-
forms leads to the spectra shown in Fig. 4.2(d). In agreement with (4.7) it can be clearly seen in
these spectra for various values of the signal wavelength ωs = (ωp + Δν)/2, that detuning the
optical parametric amplifier by Δν from the degeneracy point, leads to a significant change of the
generated THz spectral range.

This shows that tailored waveforms can be used for THz production with tunable properties.
Thanks to the enormous recent progress in waveform synthesis with energetic laser pulses (Sec-
tion 3.2), and motivated by the high practical importance of this type of radiation, the production
of short THz pulses with high peak powers and tunable spectrum from gas plasmas by the Brunel
mechanism outlined above has become a very active field of research. Because the conversion effi-
ciency from the optical to the THz regime is small, the availability of energetic tailored waveforms
for driving the plasma process will further boost this field. A particularly interesting theoretical
finding in this context is that the THz generation process can be seeded395, which opens up the
possibility of amplification of THz pulses by iterative application of the Brunel plasma process.
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Detection techniques

An important goal of Ultrafast Photonics is the measurement and control of ultrafast processes in
atoms, molecules and other types of matter on attosecond temporal and Ångström spatial scales,
the fundamentals of which were discussed in Section 2.2. Such precise control can be obtained
using the light oscillations of strong tailored waveforms (introduced in Chapter 3) as the driv-
ing force. Measurement of the induced dynamics with the same precision is possible by utiliz-
ing the attosecond-scale oscillations of the strong laser electric field as a reference, which estab-
lishes a mapping between time and space on the one hand and accessible observables such as
photoelectron/-ion momentum or photon energy on the other hand, as will be discussed in detail
in Chapter 6. Retrieval of the spatio-temporal information encoded in these observables requires,
obviously, their detection. Measurement of the momenta of photoelectrons and/or photoions gen-
erated during the interaction process or, likewise, measuring the spectrum and/or polarization
state of emitted XUV/X-ray radiation or also of emitted THz radiation, is thus key to understand-
ing the induced dynamics. Detection of the reaction products (electrons, ions, photons) and mea-
surement of (some of) their properties is therefore of paramount importance for understanding the
interaction of strong laser fields with matter.

XUV/X-ray radiation can be characterized using spectrometers, see Section 5.1 below. Analysis
of the (spectral, temporal) properties of emitted THz radiation is possible even without any ele-
ments for spectrally dispersing the radiation, since the emitted THz field can be measured directly
in the time-domain by electro-optic sampling316. While the analysis of the radiation emitted during
the interaction process is relatively simple, the measurement of the momenta of photoelectrons/-
ions requires substantial effort – in particular when two or more particles need to be detected
in coincidence. Two main techniques for obtaining momentum distributions of emitted particles
are applied in experiments: reaction microscopy (REMI) and velocity map imaging (VMI). Most of
the measured photoelectron/-ion distributions that will be discussed in Chapters 6 and 8 were
obtained either by REMI or VMI. Each of the two methods has specific advantages and disad-
vantages which define their respective fields of typical applications. Still, REMI is a much more
versatile and complex method and all experimental data of the author and co-workers shown in
Chapters 6 and 8 were obtained with a home-built reaction microscope, a schematics of which is
displayed in Fig. 5.1(a). Therefore, the REMI method is more important for the research contained
in this thesis and consequently will be described in greater detail in the following, while we will
content ourselves with a short overview over the functionality of VMI and its differences to REMI.
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5.1 XUV/X-ray spectrometry

Usually, when one talks about the detection of XUV or X-ray radiation, one actually means the
measurement of its spectral intensity distribution. In most cases it is not even necessary to mea-
sure this distribution in absolute intensity values. Arbitrary intensity values, normalized to some
reference value, are usually sufficient, in particular when comparing them to calculated spectra.
However, as outlined in Chapter 4, other parameters of XUV/X-ray radiation generated by the
process of high-harmonic generation (HHG), in particular its spectral phase, its polarization prop-
erties or the spatial emission profile, also contain valuable information. While measurement of the
spectral intensity distribution and the spatial profile are relatively straightforward tasks, as will
be outlined in this Section, measurement of the phase and polarization properties requires much
more involved techniques. A selection of available techniques for the measurement of phase and
polarization of XUV/X-ray radiation generated by HHG will be discussed in Section 7.1.3.

In the following we will focus on the measurement of the spectral and spatial intensity distribu-
tions of XUV/X-ray beams generated by HHG. This task can be accomplished using spectrometers
that consist (in their simplest form) of a slit, a grating and an imaging system (e.g., an XUV/X-
ray sensitive camera, or micro-channel plates coupled to a phosphor screen in combination with a
simple camera for visible light). This approach using gratings works well until a photon energy of
about 2 keV, above which the necessary groove density of the grating would be too high. Above
a photon energy of about 6 keV it is possible to employ Bragg reflection from crystal surfaces for
spectral measurements. The difficult photon energy range, where the availability of diffractive
elements is sparse, is the one in between. Here, we will limit our discussion to photon energies
well below 2 keV and the application of XUV/X-ray grating spectrometers. As will be described
in greater detail in Section 7.1.3, they can be amended with (rotatable) polarizing elements such
as metal mirrors under grazing incidence, and then also allow for the analysis of the polarization
state of the XUV/X-ray radiation339,375,396.

Technically, the state-of-the-art for measuring the spectral intensity distribution of XUV/X-ray
radiation are concave gratings, used in grazing incidence geometry to achieve a high reflectivity,
that exhibit a varying groove density along their surface397,398. Such gratings focus the spectrum
along a straight line (within the spectral bandwidth the grating is designed for). Together with
the focusing achieved in the orthogonal direction by the concave shape of the grating, this leads to
so-called flat-field conditions, i.e., the spectrum and the spatial profile of the XUV/X-ray beam are
imaged onto a plane. This enables the use of plane detectors (CCD chips, micro-channel plates) that
can be conveniently placed along the focal plane to measure both the spectrum in the tangential
direction and the beam shape in the transversal direction. The additional information about the
spatial intensity distribution can provide important information about the high-harmonic genera-
tion process399. If the groove density of the grating were constant, the different photon energies
within the XUV/X-ray spectrum would be focused onto different points that lie on the so-called
Rowland circle400. That is, the highest spectral resolution is achieved at different points for dif-
ferent photon energies, which may usually prohibit measuring the spectrum in single-exposure
mode with a flat detector. In this case, the detector is often moved along the Rowland circle and
the spectrum is measured in scanning mode by selecting small spectral portions with a slit.

In high-harmonic generation, the laser beam that drives the HHG process and the generated
XUV/X-ray beam co-propagate. The divergence of the XUV/X-ray beam is much smaller than
that of the laser beam. To measure the intensity spectrum of the HH radiation, the orders of mag-
nitude stronger laser light needs to be filtered out. This is usually done using thin metal filters
that far from material resonances exhibit decent transmittance for the HH radiation and a strong
suppression for laser light. Additionally, the HH radiation that for a given diffraction order (e.g.
the first) is reflected off the grating under a certain angle determined by the groove density and the
blaze-angle of the grooves, can be spatially separated from the laser beam that is reflected off the
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grating under the incoming angle (zeroth diffraction order). Still, because the laser light is stronger
by many orders of magnitude, its sufficient suppression can be challenging. This is particularly
true for stray light reflected off the walls of the spectrometer chamber. With respect to stray light
rejection, detectors consisting of stacks of micro-channel plates (MCPs) and a phosphor screen as-
sembly, with their relatively smaller detection efficiency for the small photon energies of laser light,
are therefore advantageous over semi-conductor XUV/X-ray detectors that exhibit high detection
efficiency already for visible photons. However, MCPs are inferior as compared to CCD sensors
with respect to spatial resolution. Typical values for the spatial resolution, which together with the
resolution of the grating determines the spectral resolution of the whole spectrometer, are about 40
to 50 µm with a single-stage MCP and about 80 to 100 µm with a double-stage MCP. The pixel size
of XUV/X-ray CCD sensors, in comparison, can be as small as roughly 10 µm.

5.2 Reaction microscopy (REMI)

The development of reaction microscopy was initiated by work in the group of H. Schmidt-Böcking
at the University of Frankfurt am Main in collaboration with L. Cocke from Kansas State Univer-
sity. The original idea was to circumvent the difficult task of directly measuring the momentum
of fast electrons by instead measuring the recoil of the ion. To express this idea, the method was
called RIMS (recoil ion momentum spectroscopy)401. Soon it became clear, however, that the un-
certainty in the velocity of the target due to its thermal energy limits the resolution of the method.
This is because the uncertainty in thermal target velocity is consumed to the largest degree by the
recoil ion rather than the electron. To see this, consider that before the electron separates from the
ion, their velocities are the same, vR = ve = (vT + ΔvT). Here we have used the indices R, e and T
for recoil, electron and target, respectively, and have additionally formally separated the statistical
thermal velocity spread of the target, ΔvT , from its well defined, directional mean velocity vT that
can be calibrated in the experiment. If we consider the momenta of the particles right before they
separate, we obtain for the momentum uncertainties of the recoil ion and electron, respectively,
ΔpR = mRΔvT and Δpe = meΔvT . Because of the much higher mass of the recoil ion than that of
the electron, mR � me (by about a factor of M × 1836 for targets with mass number M), the recoil
ion takes almost the complete uncertainty in momentum. Therefore, to improve the accuracy of
a RIMS measurement, the uncertainty ΔvT due to the thermal energy of the target must be mini-
mized, which is possible by cooling the target. Cold targets can be obtained by, e.g., super-sonic
expansion of pressurized gases through a nozzle with small diameter. By the use of cold targets,
which extends RIMS to COLTRIMS (cold target recoil ion momentum spectroscopy), the obtained
momentum resolution could indeed be strongly improved304,401,402. Targets in the form of a thin,
internally cold jet produced by super-sonic expansion are now standard. Subsequently, several
conceptual improvements of the method were made, e.g., by the introduction of an additional de-
tector for electrons that opened up the possibility to detect electrons and ions in coincidence, by
extending the detectors with spatial resolution, or by introducing magnetic fields for detection of
electrons within a full solid angle of 4π, etc., thereby turning a COLTRIMS apparatus into a full-
fledged microscope for imaging reactions. To reflect this, nowadays a COLTRIMS apparatus is
often called a reaction microscope (REMI).

REMI apparatus A schematics of an example for a REMI, built by the author and co-workers,
is shown in Fig. 5.1(a). A thorough overview over its components and over reaction microscopy
in general can be found in Ref. [403]. The REMI apparatus sketched in Fig. 5.1(a), like most other
modern REMIs for the measurement of momentum distributions of photoelectrons/-ions gener-
ated by a strong laser field, consists of the following main components: The target is provided in
the form of a thin gas jet that is produced by ultra-sonic expansion through a nozzle with small
diameter (typically 5-50 µm). Additionally, the gas-nozzle can be pre-cooled to cryogenic tem-

55



5.2 Reaction microscopy (REMI)

2
time of flight 1st ion (µs)

3 4 5

5

tim
e

of
fli

gh
t2

nd
io

n
(µ

s)

6

7

8

4

103

102

10

(a) (b)

Figure 5.1: Coincidence momentum imaging–reaction microscopy. (a) Schematics of the REMI ap-
paratus used for all electron-ion experiments in the papers given in the Appendix. Shown are the
nozzle and skimmer used to produce the ultrasonic gas jet, the copper plates (in yellow) that gener-
ate a homogeneous electric field, the coils used to produce a homogeneous magnetic field, the two
detectors and the focusing mirror. The example shows the experiment described in Ref. [163], in
which an OTC pulse is used to control the localization of Rydberg electron wavepackets produced
in argon atoms by the process of frustrated field ionization described in Section 2.2.4. In the figure,
the OTC pulse impinges from the right onto the focusing mirror, which focuses it onto an argon
atom (1) whereby a Rydberg atom is created (2). After some time the Rydberg atom becomes ion-
ized (3) and the Rydberg electron and Ar+ ion are guided to the electron respectively ion detector
by the electric and magnetic spectrometer fields, where they generate electronic signals used for
determining their momentum vectors. (b) Example of a photoion-photoion-coincidence (PIPICO)
plot based on data measured with the REMI shown in (a). The example depicts pronounced coin-
cidence lines (cf. the color scale) arising from an experiment performed on CO2 mixed with water.
Indicated are break-ups of the CO2 monomer, the CO2 dimer and the hetero-dimer CO2-H2O. The
physical origin of the appearance of these sharp lines is described in the text.

peratures (e.g. with liquid nitrogen) to achieve very cold gas temperatures and therewith small
momentum uncertainty. The atoms or molecules in the jet are intersected by the laser pulse which
drives the interaction and generates electrons and ions. The interaction point is in the center of a
spectrometer consisting of a number of copper plates. Because the interaction with the laser must
take place in vacuum, the spectrometer is placed in an ultra-high vacuum chamber (base pressure
typically 1 × 10−10 mbar or even below). As we will see below, extremely good vacuum conditions
are necessary for performing coincidence measurements, which is the key capability of a REMI.
The spectrometer generates a weak, homogeneous electric field (typically 1-100 V/cm) that guides
the electrons and ions generated during the interaction with the laser pulse to the detectors. Ad-
ditionally, coils are used for the generation of a weak, homogeneous magnetic field, B, typically of
the order of one mT. The magnetic field, that is parallel to the electric field of the spectrometer, en-
ables the collection of electrons within a full solid angle of 4π. This is because electrons that exhibit
a velocity v perpendicular to the spectrometer axis, will be guided towards the detector on spirals
due to the Lorentz force q(v × B). Detection of the electrons and ions takes place by multi-hit-
capable position- and time-sensitive detectors. Typically, as in the example in Fig. 5.1(a), there are
two detectors situated on either side of the spectrometer. The multi-hit capability of the detectors
opens up the possibility to detect multiple charged particles in coincidence. Position-sensitivity is
important because it allows to reconstruct the momentum of the detected particles also along the
directions perpendicular to the spectrometer axis and therewith allows measuring their momenta
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in all three spatial directions. Additionally, fast electronics (multi-channel amplifiers, constant
fraction discriminators and time-to-digital converters with a resolution of, nowadays, on the order
of 50 ps) is necessary for feeding the information about the impact position and time-of-flight of
the different particles that are detected into a computer for further data analysis and storage (not
shown in Fig. 5.1(a)). From the times when the electrons and ions are detected and from their im-
pact positions on the detectors, their three-dimensional momentum vectors can be reconstructed.
For a spectrometer with a homogeneous electric field, E, along the spectrometer axis (assumed
in z-direction of the lab-coordinate system in the following), the flight time, tF, of a particle with
charge q and mass m from the interaction with the laser pulse to the detector reads

tF = −vz

a
+

1
a

�
v2

z + 2La, (5.1)

where vz is the initial velocity of the particle along z that it gained during the laser-interaction,
L is the spectrometer length, and a = qE

m is the acceleration of the particle in the spectrometer
field. From (5.1) the value vz can be obtained, and from this one obtains the particle’s momentum
pz = mvz. The particle’s momenta in the plane perpendicular, px and py, can be easily obtained as
px = mx/tF and py = my/tF, respectively, where (x, y) is the point where the particle is registered
on the detector. For electrons these relations are valid with m = 1 and q = −1. If a magnetic field
B = Bez is used for enhancing the solid detection angle, the calculation of perpendicular momenta
additionally needs to consider the gyration of the electrons in the magnetic field403.

Coincidence detection The key capability of a REMI, as was already mentioned, is that it al-
lows the detection of several particles in coincidence. Coincidence detection means, in descriptive
terms, that individual fragments produced by the same reaction are detected. Under this condition,
it is possible to exploit the common information that is shared by these individual fragments, e.g.,
the information that an electron is ejected from an ion with a certain mass, or that the electrons and
ions must fulfil momentum conservation. A thorough description of coincidence detection and an
analysis of its limits can be found in Refs. [306, 307]. Historically, coincidence detection was in-
vented as early as in the 1920’s by H. Geiger and W. Bothe. In 1954 Bothe received the Nobel Price
in Physics ”for the coincidence method and his discoveries made therewith”. A well-known exam-
ple of a coincidence measurement is photoelectron-photoion coincidence (PEPICO). In PEPICO,
the ion and the electron of a certain photo-induced reaction are detected in coincidence. This al-
lows obtaining photoelectron energy distributions for different fragmentation reactions which, in
turn, can provide insight into the pathways that lead to the fragmentation404,405,406 . Additional
possibilities for coincidence measurements and analyses arise when momentum conservation con-
ditions in all three spatial dimensions, either between the photoelectrons and the photoions, or also
between individual photoions, can be exploited, as it is possible with a REMI (see below).

The crucial point for being able to detect different particles generated during the same reaction
and to apply coincidence analysis to the measured data, is that the particles must originate from
the same target atom or molecule. Thus, for the study of the interaction of the target atoms or
molecules with a laser pulse, it must be ensured that at maximum one atom or molecule interacts
with one laser pulse. In practice this number should be kept well below one and experiments are
typically carried out in a regime where on average significantly less than one atom or molecule
becomes ionized per laser pulse. If too many particles are generated, coincidence detection can no
longer be ensured and false coincidences are generated, compromising the validity of the measured
data306,307.

Demands on a coincidence experiment From the requirement that at maximum one atom or
molecule interacts with one laser pulse it follows that, first, obtaining a low count-rate of generated
ions requires a low target density, i.e., a low density of the gas jet for COLTRIMS, or a small target
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background density if no jet is used (as is often the case in conventional PEPICO time-of-flight
spectrometers). Since the ionization rate strongly increases with laser intensity, the target density
needs to be the lower the higher the laser intensity is. In order to avoid contributions to the data
from the background vacuum, the requirement of a small target density immediately means that
the quality of the background vacuum must be very high. Ultra-high vacuum with a background
pressure of about 1 × 10−10 mbar or less is typically required.

The second important point that follows from the coincidence requirement that demands the
detection of at maximum one set of hits on the detector per laser pulse, i.e., one set of hits every nth
pulse, is that the repetition rate of the laser pulses should be high. To visualize the importance of
the repetition rate, denoted as fr, we can estimate the necessary measurement time for an example
measurement as a function of fr = 1/Tr, with Tr the time in between the pulses in the laser pulse
train. Let us consider the measurement of the momentum distribution of one of the two electrons
emitted during fragmentation upon double ionization of some molecule, AB2+ → A+ + B+ + 2e−.
Assume that the overall probability for the ionization and fragmentation process is Pf = 10−2 per
pulse. To measure the electron momentum distribution we need to detect the two ions and one
electron in coincidence. The probability for detection of a particle shall be, for simplicity, equal for
electrons and ions, Pd = 0.5. The overall probability per laser pulse to detect the three particles
is therefore P = Pf × P3

d = 10−2 × 0.53 = 1.25 × 10−3. Now assume that for obtaining a certain
statistical significance, the electron momentum distribution shall contain N electrons. To measure
this distribution it, thus, takes n × N/P laser pulses, when only every nth pulse a set of recoils and
electrons shall be produced. This ensures suppression of wrong coincidences. Expressed in time
this means one needs to measure for Tmeas = Tr × n × N/P = n × N/(P × fr) seconds. Assuming,
for example, N = 3 × 104 and n = 4 one obtains 9.6 × 107/ fr seconds or roughly 27 × 103/ fr hours.
This shows that a laser pulse repetition rate of at least a few kHz is in practice necessary for REMI
measurements. With frep = 1 kHz one could measure the spectrum in 27 hours, which is doable
but challenging. Typically, laser systems for REMI measurements have repetition rates of several
kHz, say 10 or even 100. With the latter one could measure our example distribution in roughly a
quarter of an hour.

Phase-tagging Although REMI measurements are obviously time-consuming and therefore put
high demands on the long-term stability of the laser setup and all other components involved in
the experiment, this penalty comes with a number of unique advantages. One of these advantages
is that data collection on the basis of single laser pulses opens up the possibility to correlate the
electron-ion data with any other data that is measured for the same pulse. For example, REMI can
be ideally combined with a stereo-ATI phasemeter that measures the CEP of a few-cycle laser pulse
for each and every laser pulse within the laser pulse train, described in Section 3.1.3. Storage of
the measured CEP together with the electron-ion data obtained for the same laser pulse makes it
unnecessary to actively stabilize the CEP of the laser pulse train. Instead, the measured momen-
tum data can in the off-line data analysis simply be linked to the CEP-data, which results in higher
precision and better long-term stability. This method of obtaining CEP-sensitivity has been intro-
duced in Section 3.1.3 as CEP-tagging, often only called phase-tagging250,308, and has been applied
in a number of experiments, e.g., in Refs. [190, 264]. More examples can be found in Chapters 6
and 8.

Coincidence selection The temporal and spatial resolution and multi-hit capability provided
by the detectors of a REMI allow to retrieve the three-dimensional momentum of each particle that
hits the detector. In practice, the number of particles that can be detected per laser shot is limited
to a few (typically ≤ 5 for ions and ≤ 2 − 3 for electrons). Electrons are more difficult to detect sep-
arately because they typically arrive at the detector within a short time on the nanosecond scale.
The different mass of ions and their longer flight times makes it easier to distinguish them. Under
coincidence conditions, sophisticated and powerful coincidence selections between the different
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ions, the detected electrons and also between electrons and ions can be performed. At the heart of
such coincidence analysis lies the requirement for the conservation of momentum between all par-
ticles emerging from a photon-induced reaction. The conservation of momentum can be expressed
as

∑
i

pi
R + ∑

j
pj

e + ∑
k

pk
p = pT + ΔpT , (5.2)

where again the indices R, e and T for recoil, electron and target are used, respectively. The photons
absorbed during the interaction with the light are denoted by the index p. The sums in (5.2) run
over all particles generated respectively absorbed in the reaction. Because the momentum of a
photon pp = h̄ω/c is very small for laser light in the visible to infrared wavelength ranges, the
contribution of the photons can be neglected. As mentioned above, the constant momentum of
the target before the reaction, pT , can be calibrated in the experiment and, thus, can be subtracted
during analysis. We can therefore, without compromising generality, set it to zero here and obtain

∑
i

pi
R + ∑

j
pj

e = δp. (5.3)

Here δp denotes the momentum uncertainty along different directions in the lab coordinate system.
This uncertainty is determined by the finite temperature of the jet, ΔpT , and and by the imprecision
in determining the time-of-flight and impact positions on the detectors of the electrons and ions.

To estimate the measurement precision achieved in an experiment that exploits electron-ion
coincidences along different spatial directions, one can evaluate the width of the sum momentum
distribution of one electron and one ion generated during single ionization of the target,

pR + pe = δp(1), (5.4)

where the super-script indicates that this precision is obtained for one electron and one ion. The
precision varies strongly for different directions in the lab coordinate system. This is, on the one
hand, because the uncertainty due to the finite jet temperature, ΔpT , is lowest perpendicular to
the jet’s propagation direction and usually much higher along the propagation direction. On the
other hand this is because the measurement of the time-of-flight can be performed with much
higher precision than that of the impact position of the fragments on the detector. Example values
for a good resolution in electron-ion coincidence in atomic units of momentum are 0.02 along the
spectrometer axis, and 0.1 respectively 0.5 in the perpendicular planes261,407. The higher value
along the jet’s propagation direction is mainly due to the finite jet-temperature. Better resolution
can be obtained if only the electrons are measured, as in this case the uncertainty due to the jet-
temperature is very small.

Equ. (5.3) also shows, along the original ideas of the (COLT)RIMS method, that the sum mo-
mentum of the electrons is the negative sum momentum of the ions (within the achieved momen-
tum resolution). An example where this relation between electrons and ions can be advantageously
exploited is double ionization of an atom or molecule. As it is difficult to detect both electrons, one
analyses only the momentum of one electron, pe,1, and that of the doubly charged ion, pr, and
obtains the momentum of the second electron by means of momentum conservation261,407,

pe,2 = −pr − pe,1. (5.5)

Along the same idea, for obtaining insight into the momenta of the electrons, it is also possible
to only measure the momentum of the recoil ion. This is helpful when high laser intensities are
used, for which a high rate of electrons is already produced from the background gas. Such a
strategy has, e.g., been taken in Ref. [190], where attosecond double ionization of helium with
few-cycle circularly polarized pulses has been investigated. As the momentum of the recoil ion,
pr = −(pe,1 + pe,2), carries the combined information of both electrons, detailed insight into the
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ionization dynamics of both electrons can be obtained, as will be explained in greater length in
Section 6.1.1.

Coincidences can, however, not only be exploited between electrons and ions, but also between
ions and ions. This is particularly useful for the investigation of molecular fragmentation reactions,
e.g., as in the example reaction AB2+ → A+ + B+ + 2e− discussed above. In a molecular fragmen-
tation reaction the recoil ions obtain large momenta due to their strong Coulomb repulsion that
may easily exceed 100 atomic momentum units. In contrast, the electrons acquire their momenta
dominantly from the laser field only. Thus, for the largest share of electrons that do not rescatter
from the ion (direct electrons), their maximal momenta are 2

�
Up, cf. Fig. 2.3. This value is typi-

cally on the order of few atomic momentum units and, thus, is much smaller than the momenta of
the ions. In this case (5.3) can be approximately written as

∑
i

pi
R = −∑

j
pj

e ≈ 0. (5.6)

For a two-body fragmentation reaction with generated fragments i = {A+, B+} this can be sim-
plified to pA+ = −pB+ . Thus, the conservation of momentum between the two ions A+ and B+

appears as a narrow distribution along the anti-diagonal in momentum space when plotting pa
B+

over pa
A+ with a = {x, y, z}. From (5.1) it can be seen that for large initial velocities along the di-

rection of the spectrometer axis, the momenta scale nonlinearly with the flight time tF. Thus, the
straight momentum conservation distribution in the direction of the spectrometer axis, z, appears
as a curved distribution when plotting the flight time of ion B+ versus that of ion A+. An example
of such a photoion-photoion (PIPICO) plot is shown in Fig. 5.1(b) for different fragmentation reac-
tions of the CO2 monomer, the CO2 dimer and the hetero-dimer CO2-H2O into two fragment ions.
Typically, molecules exhibit several different break-up channels. Each of these break-up reactions
leads, due to momentum conservation, to a line in the PIPICO plot around the point where both

particles are generated with zero momentum, (t0
F,A+ , t0

F,B+) =
�

2L
E

��
mA+

qA+
,
�

mB+
qB+

�
. This shows

that coincidence detection of two (and also of more) photoions can be used to select certain frag-
mentation channels, characterized by the mass m and charge q of the fragments, during the offline
data analysis. Examples of experiments where this was applied successfully will be discussed in
Chapter 8.

5.3 Velocity map imaging (VMI)

The previous Section has described REMI as an extremely powerful method for measuring elec-
tron and/or ion momentum distributions. The key advantage of REMI, as compared to other
methods, is the possibility to perform sophisticated three-dimensional coincidence data analysis.
This capability is facilitated by multi-hit particle detection in combination with low count-rates
to achieve coincidence conditions. This results in long data acquisition times with REMI. In con-
trast, electron/ion imaging techniques such as VMI detect many charged particles per laser shot.
The momentum distribution of electrons/ions generated during the laser interaction right after the
laser pulse is imaged onto position sensitive detectors using suitable electron/ion optics. The num-
ber of electrons/ions generated during the interaction is ultimately only limited by space-charge
effects that lead to measurement errors because of distortions of the particle trajectories due to the
Coulomb forces of neighbouring particles, and by the damage threshold of the detector. Thus, this
way an electron/ion momentum distribution can be obtained much faster than with a REMI.

This advantage comes, however, with a number of limitations. The most important one of them
is certainly that, obviously, coincidence selections during offline data analysis are inherently im-
possible. Thus, obtaining, e.g., an electron momentum distribution for a certain molecular break-
up channel, possibly correlated with a certain fragmentation direction of the molecular moieties,
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as can be measured with a REMI, is not straightforwardly possible. It is possible, though, to ob-
tain electron momentum distributions for certain ion species by gating the detector’s high-voltage
(HV) with a fast HV switch based on ion flight times408. Also, it has been shown that single-
shot measurements of momentum distributions are feasible, which opens up the possibility to run
them in phase-tagging mode (see Section 3.1.3) similar to a REMI409. Another limitation is that
only a two-dimensional (2D) projection of the three-dimensional (3D) momentum distribution is
obtained. However, in the case of cylindrical symmetry of the electron or ion emission, the 3D
momentum distribution may be recovered from a 2D projection by Abel inversion, e.g., using an
iterative inversion procedure410. Thus, VMI is less powerful than REMI, but also less complicated
and facilitates much faster measurements. For applications that investigate processes with a low
cross-section, such as ionization of atoms/molecules with weak XUV pulses, this is a decisive ad-
vantage, as one XUV pulse can be allowed to interact with many target atoms/molecules facilitated
by a high target density. This way, an acceptable electron/ion count-rate can be obtained despite
the low probability of the process for a single target atom/molecule. This, in turn, might make
it possible to conduct a certain experiment with a VMI that would be practically impossible to be
conducted with a REMI due to extremely long data acquisition times. VMI can therefore be applied
complementary to REMI.

Technically, the electron/ion optics of a VMI apparatus typically consist of repeller, extractor,
and grounded plates. The static electric field E between the repeller and extractor plates is much
higher than the spectrometer field in a REMI. The spectrometer lens generated by the plate con-
figuration projects the initial momentum distributions of electrons or ions produced during the
interaction of the laser pulse with the target (atoms, molecules, clusters, nano-particles, etc.) onto
the detector. The detector usually consists of a micro-channel plate (MCP) arrangement paired with
a phosphor screen. To distinguish different ionic species the high voltage across the MCP arrange-
ment can be gated with a laser-triggered fast high-voltage switch based on the time-of-flight of
the desired ion species408. A camera behind the phosphor screen records images of the phosphor
luminescence resulting from the particle impact on the MCP arrangement and this way records
two-dimensional projections of the three-dimensional momentum distributions. For single-shot
detection a very fast camera is necessary.
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6

Laser-sub-cycle mapping of
attosecond electron dynamics

Sections 2.2.2 and 2.2.3 showed that the trajectories of electrons emitted by strong-field ionization
can be controlled by a strong laser field with attosecond temporal and Ångström spatial precision.
As was already indicated and will be further detailed below, this opens up superb opportunities
for inducing and probing dynamics in atoms, molecules, clusters, etc., with matchless precision
and — in particular when laser pulses with tailored evolutions of the field-cycle are used — also
with enormous flexibility. This, in turn, builds the basis for a number of novel applications in,
e.g., the control of molecular dynamics or the generation of XUV or X-ray pulses with unparalleled
properties.

However, even if we know from theory that laser pulses can drive and reference dynamics
on laser-sub-cycle time-scales, and that there exists a very precise relation between the emission
time of an electron and its final momentum, recollision time, recollision energy, etc., that are medi-
ated by the sub-cycle evolution of the laser electric field, it still needs methods for extracting this
sub-cycle information from observables amenable to measurements. Unfortunately, all detection
methods, be it for charged particles (electrons, ions) or photons, are orders of magnitudes slower
than femtosecond laser pulses, let alone the period of light oscillations. Ultimately this limitation
arises from the speed limit of electronic circuits in the picosecond range. Thus, it needs methods
that are capable of mapping sub-cycle time (and potentially also Ångström space) onto some ob-
servables that are also available in time-integrating experiments, as for example electron momenta,
photon energies or light polarization states.

A number of methods for laser-sub-cycle mapping have been developed and are now com-
monly used in experiments. A very versatile mapping is provided by the relation p∞ = −A(ti)
given by (2.8), valid within the SFA, that relates the momentum of an electron measured (long) af-
ter the laser pulse to the value of the vector potential at the emission time of the electron, ti (which
is directly linked to the electric field strength at this time). Under the assumption that the SFA is
valid, for a given field shape this relation provides a direct mapping between the sub-cycle evo-
lution of the electron emission to the momentum space, as is visualized in Fig. 2.3(a). Thus, from
measured electron momentum spectra, insight into the laser-driven sub-cycle electron emission
dynamics can be obtained. More generally, electron momentum spectra not only contain informa-
tion about the electron emission but also about the complete interaction of the emitted electron
with the laser field. These dynamics can be retrieved by suitable models; in certain cases using the
SFA transition matrix element (2.33) or its stationary-phase approximation (2.34).

Mapping the emission time of an electron to a measurable quantity with the help of a strong
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electric field bears strong similarity to a conventional streak camera. Such a device uses a time-
varying electric field to deflect electrons emitted at different times onto different positions of a
detector, which allows measuring processes with picosecond or even sub-picosecond precision411.
Because of this reminiscence, the mapping provided by the relation p∞ = −A(ti) is usually called
electron streaking or also attosecond streaking, in particular when it is applied to the measurement of
attosecond light pulses generated by HHG412,413.

Another frequently exploited mapping of sub-cycle time onto an experimentally accessible ob-
servable is available in high-harmonic (HH) spectra, as will be described in detail in Chapter 7. In
this scheme the strict dependence between the recollision time of an electron, tr, and its recollision
energy, p2(tr)/2, is exploited. As in HHG photons are emitted with an energy ω(tr) ∝ p2(tr)/2,
the HH intensity spectrum at the frequencies ω(tr) contains information about the photon emis-
sion probability (the recombination dipole matrix element) multiplied by the electron emission
probability (the ionization rate) at ti = t−1

r (ti). This commingling of the ionization and recombina-
tion probabilities is a well-known problem in mapping-methods that exploit the process of HHG.
However, as will be shown in Chapter 7, if the ionization rate can be obtained by a separate gauge
measurement, HH spectra can be used to extract dynamical information with attosecond preci-
sion of strong-field induced process such as nuclear dynamics in molecules241, electronic beating
dynamics414, or even the evolution of molecular orbitals238,415.

Because both processes, electron emission and recollision, are sensitive to the laser electric field,
for linearly polarized light they repeat itself two times per laser cycle – one time for the positive
and another time for the negative laser half cycle, cf. Figs. 2.3 and 2.4. This leads to an ambiguity
in mapping electron emission and recollision processes to electron momenta or HH spectra. In
addition to this half-cycle-ambiguity, the straightforward exploitation of the mapping inherent to
the electronic processes driven by the strong laser field that we discussed in Section 2.2 allows
obtaining insight into sub-laser-cycle processes for only quite short times. This is on the one hand
because electron emission is confined to very short time intervals around the peaks of the field
within a laser half-cycle, and on the other hand because the recollision event itself – depending
on the considered range of recollision energies – lasts for only a fraction of a laser half-cycle. If
electron recollision is understood as a pump-probe method in which the role of the pump and
probe pulses are taken by the ionization and recollision events416, the useful pump-probe range is
only a fraction of a laser half-cycle. This limitation applies to both, HHG170,238,417 and all processes
induced by electron scattering upon recollision147,416,418. Fortunately, a number of approaches have
been developed that overcome these limitations for certain processes and in specific parameter
ranges.

In the following we will describe the most important mapping methods that can be exploited in
the interaction of strong laser fields with isolated objects in the gas phase such as atoms, molecules,
clusters, nano-particles, etc. For each method we will exemplarily review some noteworthy re-
sults obtained with it. We shall group the different approaches into two classes of mapping meth-
ods. The first class is based on measuring the momenta of electrons emitted during the ionization
and/or rescattering process. From the momenta insight into the emission and rescattering timing
and, by comparison to models, also into the state of the ion might be gained. The second class is
also based on measuring electron momenta but exploits fine structures in the measured momentum
distributions that are due to interferences of emitted electron wavepackets. We will discuss how
dynamical and also structural information can be obtained from them. Approaches that exploit the
photons emitted during HHG to obtain insight into dynamical processes on sub-laser-cycle time
scales, which would be the third class of mapping methods, will be discussed in Chapter 7.
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6.1 Electron momentum mapping

Measured momentum distributions of photoelectrons emitted during strong-field ionization con-
tain a plethora of information about the ionizing laser field, the target, and ultrafast processes that
may take place during the interaction of the laser field with the target. If it is possible to disentan-
gle these different contributions, it may be possible to use photoelectron momentum distributions
to image the entire ionization dynamics and the structural information convoluted into it. As in
many cases the strong-field ionization dynamics can be analyzed in terms of semi-classical elec-
tron trajectories (see Section 2.2) the complex features in photoelectron momentum distributions
that contain structural and dynamical information can often be explained in simple and intuitive
terms. This Section provides an overview over different approaches to extraction of the informa-
tion contained in photoelectron momentum distributions that exploit the mapping provided by
the driving laser field in combination with a description of the underlying dynamics in terms of
semi-classical electron trajectories.

The goal is to exploit this mapping such that from the measured electron momentum distri-
butions information about the object under study can be obtained with (i) attosecond temporal
resolution and ideally (ii) for extended periods of time, (iii) without ambiguity introduced by the
different contributions originating from different laser half-cycles, and (iv) with Ångström spatial
information. In practice it might, however, not be possible to satisfy all goals (i)-(iv) for all in-
vestigated processes. As the mapping, within the SFA, is eventually established by p∞ = −A(ti)
and therewith by the vectorial evolution of the strong laser electric field, a key ingredient in most
mapping methods is the generation of specifically tailored strong laser fields using methods de-
scribed in Chapter 3. In the following we will discuss different established mapping methods and
examples of processes that have been investigated with them.

6.1.1 Angular streaking – the attoclock concept

The method of angular streaking exploits the fact that for circularly/elliptically polarized laser
light the electric field vector E performs a rotation over an angle of 2π rad within one laser oscil-
lation period T, i.e., with an angular frequency ωo = 2π/T. From Section 2.2.2 we know that in
a circularly/elliptically polarized field an electron emitted at time ti is driven away from the ion
on a non-recolliding trajectory, cf. Fig. 2.3(b). Because for monochromatic light the electric field E
and the vector potential A exhibit a phase offset of π/2, within the SFA the electron’s momentum
after the laser pulse, p∞ = −A(ti), points 90◦ to the instantaneous angle of the electric field at time
ti. Thus, the emission time of an electron ti is mapped into the direction of the vector A(ti) at this
time within the polarization plane of the laser field, see Fig. 6.1 for a visualization. Measurement
of the vectorial electron momentum in the laser polarization plane with, e.g., a reaction microscope
(Section 5.2) thus allows reading out this mapping. Because in this concept, originally introduced
in Ref. [419], the electron emission time is streaked into the angular direction of the electron mo-
mentum plane parallel to the laser polarization plane, this mapping method is known as angular
streaking.

The temporal resolution of the method is very high, as can be seen by considering the exam-
ple of the frequently used Titanium-Sapphire laser, for which at 800 nm T = 2.67 fs, and thus
the theoretically achievable precision amounts to 7.4 as/◦. Of course, in practice the experimental
uncertainty for measuring p∞ leads to a somewhat reduced precision. The fast attosecond-scale
rotation of the electric field vector bears some similarity to the minute hand of a clock. An hour
hand of this clock can be associated with the femtosecond-scale variations of the magnitude of
the electric field vector due to gradual increase and decrease of the pulse’s envelope before and
after the laser peak field strength. Because of these similarities the method is also known as the
attoclock. Fig. 6.1(a) visualizes the principle and the hour and minute hands of the clock. An-
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Figure 6.1: Visualization of the attoclock concept based on angular streaking of ionizing electron
wavepackets. (a) The attoclock consists of an hour hand determined by the pulse envelope, and a
minute hand given by the fast rotation of the electric field vector. See text for details. (b) In double
ionization the momenta of the two emitted electrons add up vectorially to the ion momentum.
An ionization-delay of an odd (even) number of half cycles results in electron emission into the
opposite (same) hemisphere and, therewith, in a small (large) ion momentum (case A vs. B). This
leads to rings in the ion momentum distribution (c) with a small (large) diameter. For few-cycle
pulses the ion momentum distribution becomes sensitive to the CEP. Panel (d) shows a measured
ion momentum distribution (adapted from Ref. [190], also see Paper 7) for a certain value of the
CEP. The sub-cycle evolution of the ionization dynamics is clearly visible as spiral-shaped features
reminiscent of the laser field-evolution in (a).

gular streaking has been applied to time-resolving the electron emission process in single420–424,
double190,191,419,425–427 and multiple427 ionization of different atoms, and has also been applied to
the investigation of the electron dynamics underlying electron emission and fragmentation pro-
cesses of molecules upon strong-field ionization428–434.

Taking advantage of the very high temporal resolution achievable with the angular streaking
method, a number of the experiments on atomic single ionization were dedicated to investigating
the timing of the ionization process, e.g., in Refs. [420, 435, 436]. The question asked by these ex-
periments is whether the tunneling process takes some small amount of time, i.e., whether there
exists some tunneling delay with respect to the field maxima. Motivation for this question comes
from Keldysh’s theory that defines a hypothetical transit time for an electron passing through the
field-tilted Coulomb barrier as given by (2.4). The observable in the experiments is the electron
streaking angle with respect to the main axis of the laser field’s polarization ellipse which, after
removing the streaking angle introduced by the laser field and an additional offset introduced by
the ion’s Coulomb potential, shows a small remaining intensity dependent angle that is interpreted
as a tunneling delay420,435,436. Depending on the physical picture used for the interpretation, some
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theoretical works dispute the existence of a delay437,438, while others interpret this offset as a gen-
uine tunneling delay435,436,439. The interpretation of the measured angular offset also depends on
the applied model and coordinate system435–437,440.

Using coincidence detection – as introduced in Section 5.2 – of electrons and ions emitted upon
dissociative ionization of molecules, angular streaking can also be used to probe the fast laser-
driven electron dynamics underlying the molecular dissociation process. This opportunity has
been exploited for the investigation of one of the most studied process in strong-field laser interac-
tion, namely the dissociative ionization of the hydrogen molecule, H2, into a proton, a hydrogen

atom and an electron, H2
laser−−→ H+

2 + e− → H+ + H + e−. For this process (or the correspond-
ing one in D2) it has been shown by numerous works that laser pulses that break the inversion
symmetry can be used to determine the localization of the remaining electron and therewith can
achieve an energy-dependent forward-backward asymmetry in the emission of the proton H+, see
Refs. [441–446]. Using angular streaking with multi-cycle single-color laser pulses Wu et al. could
show430,434 that the observation of an asymmetry in this process does in fact not necessitate break-
age of the inversion symmetry by the laser pulse, but that the asymmetry emerges as a result of
the timing of the electron emission within a laser cycle. The laser-sub-cycle timing of the electron
emission in the molecular frame of reference provided by angular streaking in combination with
electron and ion coincidence detection reveals the influence that the phase of the laser electric field
at the instant of the electron emission has on the asymmetry of the molecular dissociation process.
Variants of this experimental approach have been used to investigate the ionization and fragmen-
tation processes in different molecules such as acetylene431, N2

432, CO428, and also in small atomic
clusters53,429.

If two electrons are released during the laser interaction in a circularly polarized pulse, the ques-
tion of their relative emission timing arises. As for such laser fields recollisions are suppressed, the
two electrons are expected to ionize strictly sequentially and independently of each other. How-
ever, probing this process of sequential double ionization (SDI) on very short time-scales might
reveal deviations from this assumption and one may wonder whether electron-electron correla-
tion could play some role in the dynamics of the double ionization process. Investigation of this
question for atomic double ionization was actually the motivation for the invention of the method
of angular streaking by Maharjan et al. who applied it to double ionization of argon and neon
atoms419. It was found that the emission of two electrons can take place within one laser cycle.
Analysis on shorter time-scales was not possible in this experiment. Pfeiffer et al. further in-
vestigated SDI of argon using angular momentum streaking and found features in the measured
momentum distributions and yields as a function of laser peak intensity that were interpreted
as evidence for the break-down of the independent particle approximation during double ioniza-
tion on short time-scales425,426. Simulations using the classical trajectory Monte-Carlo (CTMC)
method showed, however, that the experimental observations may not necessarily be a signature
of electron-electron correlation, but can also be ascribed to the various possible combinations of
laser-sub-cycle electron ionization times of the two electrons193,447 whose existence have been pre-
dicted using CTMC448.

An unambiguous experimental characterization of this sub-cycle two-electron emission dy-
namics for the benchmark process of double ionization from the strongly correlated ground state
of helium with the angular streaking method has been performed by the author and co-workers
using sub-two-cycle intense laser pulses with a well-characterized CEP, see Ref. [190] and Paper
7. Fig. 6.1(b) visualizes how the double ionization dynamics is mapped into the angular momen-
tum distributions of He2+ that were measured in the experiments. The measured He2+ momen-
tum distribution [Fig. 6.1(c)] is dominated by a double-segment ring structure that is due to the
different possible combinations of the vectorial sum momentum of the two sequentially emitted
electrons. Depending on their emission times ti the two electrons (i = 1, 2) may be emitted into
different directions and gain different momenta in the laser field. Neglecting the influence of the
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ion’s Coulomb potential, the electrons’ momenta gained in the laser field are given by the laser
vector potential at their release times, i.e., pe

i = −A(ti). Thus, the structures in the He2+ momen-
tum distribution reflect the distributions of the release times of the two electrons. Depending on
whether the delay between the first and second emission is an even or odd number of half-cycles,
the two electrons are emitted either into the same or into opposite directions, cf. Fig. 6.1(b). As
due to momentum conservation the He2+ ion momentum is the negative sum of the two electron
momenta, pHe2+ = − �

pe
1 + pe

2
�
, this results in either a large (for emission into the same direction)

or a smaller sum momentum (for emission into opposite directions), which is the reason for the
appearance of the two ring segments in the measured distributions. Two situations that lead to a
sum momentum within two different ring segments, marked by A and B, are shown in Figs. 6.1(b)
and (c).

Sub-cycle and even sub-half-cycle temporal resolution is obtained if the different contributions
to the He2+ momentum distribution from the separate half-cycle ionization bursts can be disen-
tangled. The momentum distributions of He2+ in the laser polarization plane obtained with sub-
two-cycle laser pulses with a known carrier-envelope offset phase (CEP) show rich structure and
a strong dependence on the duration, peak intensity, and CEP of the pulses. As could be shown,
the separate bursts and their attosecond evolution can be clearly identified in the CEP-resolved
He2+ momentum distributions, as depicted in Fig. 6.1(d) for a particular value of the CEP and an
intensity of 1 × 1016 W/cm2. In this figure it can be seen that the He2+ momentum distributions
for a given CEP consist of two spirals; one coiling counter-clockwise from the center outwards,
the other one coiling clockwise. The spirals in Fig. 6.1(d) reflect the rotating evolution of the laser
field vector in the polarization plane which establishes a unique attosecond timing reference in the
angular direction419.

By exploiting this timing reference the emission times t1 and t2 of the first and second electron
could be unambiguously retrieved from the measured CEP-resolved He2+ momentum distribu-
tions. Thus, Ref. [190] succeeded for the first time in resolving the different contributions of the
half-cycle ionization bursts448 to the overall momentum distribution. This achievement, on the
one hand, revealed two thus far unreported cases of two-electron emission dynamics, and, on the
other hand, allowed studying in detail their dependence on pulse intensity and duration. The first
interesting finding is that for the shortest laser pulses and for relatively low peak intensity the two
electrons are emitted most probably with a mere delay of about one laser-half-cycle. The second
notable finding is that for few-cycle pulses the two electrons may also be emitted very likely in
between the peaks of the electric field oscillations.

6.1.2 Momentum mapping with tailored waveforms

In Sections 3.2 and 3.3 a number of types of tailored waveforms composed of two and also multiple
pulses of different colors were introduced, and a few applications of them were mentioned. Here
we will now discuss in detail how such tailored waveforms can be applied to map the sub-cycle
dynamics of single and multiple ionization into the electron momentum, and how these dynamics
can be retrieved from the measured electron momentum distributions. We will see that by tailoring
the laser electric field one cannot only obtain insight into the ionization process, but that one can
even control the electron emission dynamics on attosecond time scales. A very similar mapping
for sub-cycle electronic processes can also be established for photons from HHG rather than elec-
trons. Such mapping and control techniques in the XUV/soft X-ray regime based on the use of
strong tailored waveforms will be discussed in Chapter 7. Furthermore, since the emission of elec-
trons may be the trigger for the dissociation of a molecule, by gaining control over the ionization
process it becomes possible to determine molecular processes. This opportunity and successful
implementations of this idea will be discussed in Chapter 8 below.

Historically, the first experiments that showed control over strong-field processes were per-
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Figure 6.2: Momentum mapping with tailored waveforms. (a) Relative phase contrast (RPC,
top) and the ”phase of the phase” (PP, bottom) obtained from measured photoelectron momen-
tum distributions emerging during single ionization of argon with an ω/2ω field. Adapted from
Ref. [449]. (b) Recollision energy (top) and recollision angle (bottom) simulated for an ω/2ω OTC
field. See text for details. Adapted from Ref. [237]. Also see Paper 3. (c) Visualization of the two-
dimensional mapping in electron momentum spectra established by OTC fields. Depending on the
relative phase Δϕ of the OTC field, electrons released during different quarter-cycles of the OTC
field (top) are mapped into different regions of the electron momentum plane (bottom). Adapted
from Ref. [151]. Also see Paper 4. (d) Electron momentum mapping with ω/2ω CRTC pulses.
Shown are momentum distributions of photoelectrons from single ionization of argon (left) mea-
sured with the CRTC fields shown in the right column. The intensity ratio of the 2ω to the ω fields
is indicated in the panels. Adapted from Ref. [334].

formed with linearly polarized two-color fields279–281. In these works electron emission from atoms
was controlled with strong fields composed of a fundamental pulse and its second harmonic in the
so-called ω/2ω configuration (cf. Sections 3.2 and 3.3). The effects of changing the sub-cycle field
evolution by varying the relative phase, Δϕ, between the two colors were observed in measured
ATI photoelectron spectra. These experiments established a sensitivity of the different photoelec-
tron energy peaks in ATI spectra to the laser field’s evolution. This sensitivity can be understood
within a picture that employs interferences between electron wavepackets emitted during different
cycles of the laser field226,227,228. Interference structures in electron spectra are thus a method of
obtaining sub-cycle timing, as will be discussed in detail in Section 6.2.

Linearly polarized two-color pulses in the ω/2ω configuration have been frequently used to
explore and control the electron emission dynamics. An interesting approach that builds on the
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variation of the relative phase Δϕ has been introduced recently449. In this approach one performs
a Fourier transform of measured electron momentum distributions with respect to the periodically
varying Δϕ and analyzes the absolute and phase values of the emerging complex Fourier trans-
form, which are the relative phase contrast (RPC) and the ”phase of the phase” (PP), see Fig. 6.2(a)
for an example of RPC and PP distributions. These quantities show very interesting properties:
The overall structure of the PP distributions is largely independent of the target atom/molecule
and displays features that can be assigned to certain electron trajectories, thus, establishing a pos-
sibility to extract sub-cycle timing from them. On fine scale, both RPC and PP distributions show
target-dependent detailed features and therefore can be used to obtain structural and even dynam-
ical information from them.

Observing the sensitivity of different observables or distributions on the shape of the ω/2ω
field as determined by Δϕ is thus a viable way of mapping the influence of certain structural or
dynamical influences on the purely field-driven dynamics into electron momentum distributions
and facilitates, in turn, the recapture of this influence from measured distributions. The author
and co-workers have used this approach for experimentally tuning and probing the influence of
the parent ion’s Coulomb field on the trajectories of strong-field-driven wavepackets150 , see Paper
10 for details. Measuring the influence of the Coulomb potential is of importance, since inclusion
of this influence into the theoretical description is all but straightforward, and the interpretation of
photoelectron distributions relies to a large extent on the applicability of the SFA in which the influ-
ence of the ionic field on electron trajectories is neglected. By comparison of measured photoelec-
tron distributions as a function of Δϕ with predictions of the three-dimensional time-dependent
Schrödinger equation and of a semi-classical trajectory model it was possible to trace back the
influence of the Coulomb field to the timing of the wavepacket release with sub-cycle precision.

Still more information about the structural dynamics taking place in the target during the in-
teraction with the laser field can be extracted from electron momentum distributions generated by
two-dimensional tailored fields that were introduced in Section 3.3. Also, such two-dimensional
fields open up largely enhanced possibilities for controlling this dynamics. We will first discuss
the case of orthogonally polarized two-color (OTC) fields. This waveform was introduced by the
author in 2005 for controlling the trajectories of field-ionizing electrons234,235 , see Paper 1. Using
a semi-classical trajectory model the author could show that, depending on Δϕ, electrons can be
steered back to the parent ion such that they recollide under an angle that is different from the
ejection angle. This way, targets can be probed by the rescattering electron wavepacket from ad-
justable angles. Moreover, and this is crucial, the recollision angle and the recollision energy sweep
on an attosecond time-scale synchronized with the oscillations of the OTC field, as visualized in
Fig. 6.2(b). Thus, laser sub-cycle time, energy and angle are strictly locked to each other by the
laser field oscillations, which establishes an attosecond reference in the angular direction236,237 , see
Paper 2 and Paper 3 for details. As time is mapped into angle and energy, this is somewhat rem-
iniscent of the attoclock method discussed above. However, it is of uttermost importance to note
that the mapping established by OTC fields exists for recolliding electron trajectories and, thus, in
contrast to the attoclock, can be exploited for time-resolving (and also controlling) the processes
of NSDI (see this Section, below), self-diffraction imaging (LIED) (see Section 6.2.4) and HHG (see
Chapter 7). Moreover, the details of this mapping can be controlled by Δϕ, and the duration of the
recolliding wavepackets can be significantly shorter than for linearly polarized light234 .

OTC fields can, however, not only be employed for the investigation or control of processes
that rely on electron recollision. Based on the two-dimensional structure of the laser field oscil-
lations in the polarization plane, by virtue of p∞ = −A(ti) electron wavepackets detached by
the OTC field within different laser quarter cycles are observed in different momentum regions
in the polarization plane236,237 , see Fig. 6.2(c). The author and co-workers were investigating the
applicability of this sub-cycle time-to-momentum mapping with respect to the influence of the
parent ion151 , see Paper 4 for details. By comparison of experimental photoelectron distributions
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of neon recorded by coincidence momentum imaging with corresponding simulated distributions
obtained by semiclassical and numerical solutions of the time-dependent Schrödinger equation, it
was established that a resolution of a quarter optical cycle in the photoelectron trajectories can be
achieved. Furthermore, it was found that depending on their sub-cycle birth time the trajectories
of photoelectrons are affected differently by the ion’s Coulomb field. While recollision trajectories
are focused, direct trajectories are defocused or strongly scattered.

The influence of the Coulomb field on the trajectories of emitted electrons was also investigated
in other theoretical450 and experimental work451. In that experiment, OTC pulses with a substan-
tially weaker 2ω pulse were used to streak photoelectrons depending on Δϕ, rather than to really
drive photoelectrons in two-dimensional space. This Δϕ-dependent streaking with OTC fields was
also employed in experiments that measured photons generated by HHG in order to obtain insight
into the attosecond timing of the field-ionization process452,453 (see further details on this subject
in Chapter 7). Theory work showed that this problem can also, potentially more efficiently, be
investigated by measuring photoelectrons streaked by an OTC field454.

We now turn from the investigation of single ionization dynamics to controlling the emission
of two electrons. For this process the author and co-workers could show that with OTC pulses
it becomes possible to control the correlation between the two emitted electrons189 , see Paper 5.
Electron correlation is of fundamental importance in physics, chemistry, and biology. For exam-
ple, it is central for the formation of molecular structure, acts as a driving force behind chemical
reactions, determines the (dynamical) behavior of solid-state materials, and also plays an essential
role in biological processes such as radiation damage or light harvesting. The process of NSDI
has been serving as a testbed for the investigation of electron correlation since its discovery175. In
NSDI the two electrons can be ejected either via a correlated scenario, where both electrons are
emitted into the same hemisphere, or via an anticorrelated scenario, where both electrons are pref-
erentially emitted into opposite hemispheres. Using coincidence momentum imaging the author
and co-workers could show experimentally that by tuning the shape of the electric field of the OTC
pulses on the sub-cycle scale it is possible to control the two-electron emission dynamics in NSDI,
and to dictate whether the two electrons are predominantly emitted in a correlated or anticorre-
lated manner. With the help of simulations based on a semiclassical trajectory model328,330 it was
possible to qualitatively explain the experimental results by sub-cycle changes of the recollision
time that depend on the relative phase of the two colors.

Control over the recollision process in NSDI can also be gained with yet another type of two-
dimensionally tailored fields, namely counter-rotating two-color (CRTC) fields, introduced in
Section 3.3. Such control has been shown both experimentally332,334 and theoretically455. Similar to
OTC fields and in contrast to linearly polarized light, CRTC fields offer the possibility to control the
recollision direction, and they also support control over the energy distribution of the recolliding
electron wavepackets334,456. Examples of measured electron momentum distributions generated
with CRTC fields are shown in Fig. 6.2(d). CRTC fields have so far been mainly used in HHG for
the generation of higher harmonics with circular polarization338. But an exciting future application
could be the generation of spin polarization of the emitted electrons457,458 based on the fact that
at the time the electron is set free, the field vector rotates as in circularly polarized light. The
experiment shows that CRTC fields are highly efficient in generating such electrons by electron
impact ionization334 opening up opportunities for attosecond time-resolved collision studies with
spin-polarized electrons.

Finally, we would like to mention that elliptically polarized two-color (EPTC) fields introduced
in Section 3.3 can also be used to map details of the ionization process into the measured electron
momentum distribution. One example is the observation of a Coulomb asymmetry in the multiple
ionization of nitrogen molecules335.
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6.2 Attosecond electron wavepacket interferometry

One of the most powerful techniques in the optical sciences is interferometry. Its importance roots
in the possibility to retrieve the relative phase of the interfering waves from interference structures
recorded in an interferogram. The interferogram thus represents a mapping of the phase of the
interfering waves into frequency and/or real space. Interferometry is certainly not limited to the
optical domain and can also be exploited with matter waves, e.g., with neutrons459 or electrons.
Interferometry with electrons can be employed for obtaining sub-cycle temporal and also struc-
tural information about the ionization dynamics and therewith about the target from strong-field
driven electron wavepackets (EWPs). The interference structures that are imprinted on measured
electron momentum distributions contain phase-sensitive dynamical and structural information
about the target (atom, molecule, etc.). This is because this information is encoded in the phases
and amplitudes of the EWPs emitted during the ionization process226 . The interference structures
contained in the electron momentum distribution measured for a certain driving field can be eas-
ily calculated approximately within the strong-field approximation using semi-classical trajectory
models as those discussed in Section 2.2.5. As with most other mapping methods, the biggest chal-
lenge is disentangling the different contributions to the interference structures and interpreting the
information contained in them since, unfortunately, the structures corresponding to different types
of interferences often overlap in momentum space.

Nevertheless, as compared with other techniques, EWP interferometry (EWPI) has its unique
advantages. First, it grants access to the phase of EWPs and therewith to the phase of the bound
states from which the EWPs are split off coherently during field-ionization226 . As the phase is an
elusive quantity, this information is difficult to obtain with any other method. Secondly, in EWPI
not only the information contained in the rescattering EWPs can be exploited, but also those of the
direct EWPs that are not driven back to the parent ion. This is a major advantage as compared to
high harmonic spectroscopy. Thirdly, although high harmonic spectroscopy has been successfully
used in obtaining structural dynamical information, such as attosecond multi-electron dynamics
in molecules414 or the shape of bound-state orbitals using molecular orbital tomography415,460,
obtaining phase-information from high-harmonic radiation is not straightforward and requires
multiple observables461. In contrast, phase-information is directly available via interference struc-
tures from EWPs. Fourth, because electron momentum distributions are usually recorded using
devices that also allow for simultaneous ion detection, e.g., a reaction microscope401,462, in exper-
iments electron interference structures can be easily obtained for a certain molecular fragmenta-
tion or dissociation channel, which allows in-depth investigations of multi-electron dynamics in
molecules and disentangling the contributions of different molecular orbitals to the photoelectron
spectrum404.

In the following, we will in Sections 6.2.1 and 6.2.2 discuss the different types of interference
structures that can be observed in electron momentum distributions. Section 6.2.3 will then discuss
how phase-information can be obtained from measured EWPI structures.

6.2.1 Interference structures in electron momentum distributions

Although interferometry with electron wavepackets generated by multi-photon or single-photon
ionization during sequences of delayed laser463,464 and/or XUV465–468 pulses has been considered
for decades, exploitation of the interference structures that are caused by EWPs emitted on laser-
sub-cycle times in a strong laser field is a relatively recent topic. Interestingly, the first experimental
observations of such interferences were made using elliptically polarized light154,469. Later exper-
iments with linearly polarized light, e.g. Refs. [470, 471], benefited from the availability of an
improved resolution for measuring electron momentum and revealed various fine-scale structures
throughout the measured three-dimensional electron momentum distributions. Rich structure in
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the electron momentum distributions was also shown by simulations252,472,473. Moreover, the sim-
ulations could also attribute several of the structures to certain dynamics, e.g., to diffraction of
recolliding electron wavepackets on the ion’s Coulomb potential. With the emerging capability
of measuring electron spectra for certain CEP-values of few-cycle laser pulses it could be shown
experimentally that a certain type of interference fringes are due to EWPs released during adjacent
half-cycles within one pulse474 — a configuration that has become known as the attosecond double
slit because of its temporal analogy to Young’s double slit in space.

The interference structures caused by the EWP emission in the attosecond double slit repre-
sented by two-cycle fields were investigated by Arbó and co-workers using semi-classical the-
ory229. In 2010 this group of authors pointed out in a seminal paper228 that the same type of
interference structures should also be visible in electron momentum distributions generated by
multi-cycle laser pulses. In that and subsequent papers152,475 the authors could establish a unify-
ing picture for the different types of interference structures based on the emission timing of the
interfering EWPs in different half-cycles within one laser pulse. As the emerging equations bear
a strong analogy to those that describe diffraction of a light pulse off a grating, this concept was
called the time grating.

According to the time grating concept the sharp ATI peaks in the photoelectron energy spec-
trum that are spaced by the photon energy Eo = h̄ωo are due to interferences of EWPs released
with a time-delay of exactly one laser cycle T = 2π/ωo, i.e., with a frequency of ωo. Thus, the
well-known ATI peaks can be understood as interference fringes caused by pairs of EWPs released
during different laser cycles. They are therefore also named intercycle interferences synonymously
with the term ATI peaks (in electron energy spectra) or ATI rings (in two-dimensional electron mo-
mentum distributions). In addition to the intercycle fringes there also exist structures that are
caused by interference of EWPs released during adjacent half-cycles within one laser cycle, called
intracycle or sub-cycle interferences. As these EWPs are released with a much shorter delay than
those leading to the intercycle peaks, the corresponding fringes are space more widely in energy.
In an experiment both types of interferences are observed concomitantly, and thus the intercycle
peaks are modulated by the intracycle fringes. Fig. 6.3(a) visualizes the emergence of these two
types of interferences.

An experiment476 similar to the one by Lindner et al.474 used near-singe-cycle laser pulses with
a stabilized CEP to realize a ”true” attosecond double slit with only two contributing laser half-
cycles and reported observation of the intracycle interferences based on their different momentum
spacing as compared to that of the ATI peaks. A clear experimental separation of the inter- and
intracycle peaks was realized in an experiment performed by the author and co-workers226 , see
Paper 8 for details. In this experiment tailored two-color pulses in ω/2ω-configuration were used
to distinguish the contributions of the inter- and intracycle interferences to the electron momentum
distribution based on their different sensitivity to the field-shape controlled by the relative phase
Δϕ of the two colors: Because the energetic positions of the intercycle peaks that are caused by
interference of EWPs released every laser cycle only depend on the oscillation period of the laser
field, which is independent of Δϕ always T = 2π/ωo, their position in the momentum distribution
stays constant with Δϕ. In contrast, since the energies of the intracycle fringes are determined by
the relative emission timing of the interfering EWPs within a laser-cycle, which varies as the sub-
cycle evolution of the field-shape is changed by variation of Δϕ, their positions strongly depend
on Δϕ. This is exactly what was observed in the author’s experiment226 , see the experimental data
in Fig. 6.3(b) and Refs. [477] and [478] for a theoretical analysis of the experiment.

Intercycle and intracycle fringes are not the only interference structures that can be observed in
electron momentum distributions. In fact, there exists a whole family of different interference struc-
tures due to the many different combinations of pairs of quantum trajectories that end up at the
same momentum and therewith can interfere, depending on their relative emission timing within
the laser field oscillations and their subsequent field-driven dynamics. Huismans et al. reported251
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Figure 6.3: Depending on their emission time and trajectories electron wavepackets emitted by
field ionization may interfere with each other and lead to interference structures in electron mo-
mentum distributions. (a) Visualization of the emergence of intercycle and intracycle interference
structures. See text for details. (b) Measured electron momentum distributions along the laser po-
larization direction of a linearly polarized ω/2ω field as a function of its relative phase Δϕ. The
dependence of the intracyle interference structures on the laser field shape allows to unambigu-
ously disentangling them from the intercycle structures that do not depend on the field’s shape.
Adapted from Ref. [226], see Paper 8 for details. (c) Trajectories of pairs of electron wavepack-
ets leading to intercycle (i), intracycle (ii) and holographic (iii-v) interference structures. The left
column indicates the wavepackets’ emission times (denoted as A and B, respectively). The center
column sketches their trajectories in space (the large blue dot indicates the photoion). The right col-
umn sketches examples of the corresponding electron momentum distributions for the intercycle
(top), intracycle (center) and forward-scattering hologram (bottom) adapted from Ref. [251].

interferences that can be interpreted as a hologram. The existence of holographic structures in elec-
tron momentum distributions had actually been already predicted in 2004252, and experiments on
helium, neon and argon also showed holographic structures470,471. Later, holograms were studied,
recorded and even exploited for measurements of structural dynamics in numerous experimental
and theoretical works using linearly polarized479–487 and circularly polarized488 pulses, and even
using OTC pulses489.

Holography was invented in 1947 by Dennis Gábor490. Its central idea is to record an in-
terference structure between a signal and a reference wave from which the object can be recon-
structed upon illumination with another coherent wave. There exist several possibilities to obtain
a hologram in the electron momentum distribution. The different types of holograms can be dis-
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tinguished by the emission times and pathways of the signal and reference trajectories251,479–487.
Fig. 6.3(c) sketches several possible trajectory configurations [labeled iii) to v)] that result in holo-
graphic structures and compares them to the trajectories leading to inter- [i)] and intracycle struc-
tures [ii)]. One possibility of obtaining a holographic structure is when both the signal and refer-
ence EWP are emitted within the same laser quarter cycle after the field maximum [iii)]. In that
case the reference EWP follows a trajectory that after ionization starts with nonzero transverse
momentum and reaches the detector without interaction with the ion core. The signal EWP fol-
lows a trajectory that starts with zero or very small transverse momentum and acquires non-zero
transversal momentum upon rescattering with the ion core, after which it drifts to the detector.
The interference of these two EWPs with the same final momentum produces a structure in which
the interference fringes appear along the laser polarization direction and form a ”spider-like” or
”fork-like” structure251,479–485, see momentum distribution in the right column in Fig. 6.3(c). As this
holographic structure is caused by a signal-EWP that is scattered into its field-driven propagation
direction, this possibility is called forward scattering holography. Another possibility for forward
scattering holography that results in a different interference structure is that where the signal EWP
follows a recolliding trajectory, but the reference EWP is emitted during the next laser quarter cycle
and reaches the detector on a direct trajectory that does not reverse its direction [configuration iv)
in Fig. 6.3(c)].

Analogously, holographic structures can also be observed when the signal EWP follows a
back-scattering trajectory480,486,487, see configuration v) in Fig. 6.3(c). The advantage of this back-
scattering holography is that it is very sensitive to the structure of the scattering potential and
can therefore be used to retrieve, e.g., the structure of a molecule486,487. This is in contrast to the
forward scattering case, where the signal EWP contains dominantly information about the long-
range Coulomb potential and therewith the hologram is of limited use for the reconstruction of
finer structures contained in the the scattering potential. However, to extract the backscattering
interference, the structure due to forward scattering needs to be overcome. Haertelt et al. have
succeeded in this endeavour and extracted the different nuclear dynamics between H2 and D2
with sub-Ångström spatial and sub-cycle temporal resolution from measured holograms487.

Other types of interferences Although so far only the intercycle (e.g. in Ref. [491]), intracycle
(e.g. in Ref. [226]), and holographic structures (e.g. in Ref. [487]) have been exploited for measure-
ments of attosecond timing, there exists still a large number of other possible combinations of EWP
trajectories that cause interference structures in electron momentum distributions which could in
principle be exploited for extracting temporal and/or structural information from them. A very
instructive tool to visualize within the strong-field approximation the many types of interferences
generated by linearly polarized light is the Simpolator applet written by Manfred Lein from the
University of Hannover492 that uses semi-classical trajectory models similar to those discussed in
Section 2.2.5.

6.2.2 Interferences driven by tailored and two-dimensional fields

As both the intracycle and holographic interference structures are determined by the sub-cycle
evolution of the driving laser field, tailored fields can be used to potentially suppress or enhance
certain contributions. Above, we already mentioned a work by the author and co-workers226

where the advantages of ω/2ω linearly polarized tailored waveforms were exploited for enhanc-
ing and controlling intracycle interferences, see Paper 8. Additionally, the ω/2ω field does not
only allow for control over the relative timing of the interfering EWP by tailoring the laser-cycle-
shape with the relative phase of the two colors, but it also leads to an Δϕ-dependent pronounced
asymmetry in the electron momentum distribution relative to zero momentum. This asymmetry
allows to observe the interferences in momentum regions where the overlap with low-energy reso-
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Figure 6.4: Controlling and reading electron wavepacket interference structures. (a) Interference
structures observed and controlled with an OTC field. The top panel shows an OTC field com-
posed of a field ω and its second harmonic 2ω with a certain relative phase of the two colors. Pairs
of electron wavepackets released during certain quarter cycles of the field (encoded in color) in-
terfere in certain quadrants of the electron momentum plane determined by the polar angle θ in
the bottom panel. The structures visible around θ = 180◦ are due to intracycle interferences of
electron wavepackets emitted during different quarter cycles of the OTC field (encoded in black
and yellow in the top panel). The interferences can be turned on and off using the relative phase
of the OTC field. Adapted from Ref. [495]. See Paper 9 for details. (b) Phase-retrieval from a
forward-scattering holographic interference structure. The holographic structure is clearly visible
as modulations of the electron momentum distribution (top panel) along p⊥, the direction perpen-
dicular to the laser polarization direction [compare to the trajectories and momentum distribution
of row iii) in Fig. 6.3(c)]. The center panel plots the modulation of the photoelectron momentum
distribution (PEMD) due to the holographic wavepacket interference structure along a certain pz
(white line in top panel) for different parameters/shapes of the parent ion’s binding potential. The
bottom panel shows the phase oscillations across the hologram structure extracted from the PEMD
from which the relative phase of the two interfering wavepackets can be extracted. The sensitiv-
ity of the interferogram to the shape of the potential is clearly visible in this plot. Adapted from
Ref. [485].

nance structures (”Freeman resonances”493) can be avoided and leads to a broad spectral detection
range and improved time resolution226 . Combined with coincidence detection it is also possible to
obtain interference structures for an ionization process controlled by Δϕ that eventually leads to a
specific molecular fragmentation as the author and co-workers could recently show494 . In the fu-
ture this approach could be applied to obtain detailed information about the light-driven electron
dynamics underlying molecular fragmentation, and thus should lead to improved capabilities for
strong-field control of molecular fragmentations, see Section 8.6.

A still higher degree of beneficial control over the EWP trajectories and the corresponding in-
terferences can be achieved with two-dimensionally tailored waveforms. In particular the two-
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dimensional character of OTC fields can be exploited beneficially. A number of theoretical works
has investigated control over EWP interferences with OTC pulses. For example, it has been shown
that with such pulses the back-scattering holographic structure can be enhanced489. It has also
been shown that certain details of the ionization process such as the nonadiabaticity of the ion-
ization rate and the nonzero initial velocities at the tunneling exit can be observed in the interfer-
ences496. Finally, it has been shown that by a Fourier transform of the interference structures in
the electron momentum distribution different processes such as the excitation of valence electrons
by the ionization process or the influence of the long-range Coulomb potential can be disentan-
gled497. Control over interferences has also been investigated experimentally. For example, it has
been shown that intracycle interference structures driven by OTC fields can be turned on and off
using Δϕ as a control parameter451. In an experiment by the author and co-workers495 OTC fields
were used for disentangling a previously unobserved type of intracycle interference, where the
interfering quantum pathways originate in non-adjacent quarter-cycles within a single cycle of the
optical field, see Fig. 6.4(a) for a visualization of this interference structure. Variation of Δϕ allows
to gradually turn on and off these structures and to move them to the other side of the momentum
distribution, see Paper 9 for details. The advantage that different types of interference structures
can be distinguished by their different dependence on Δϕ has also been exploited in an experiment
that succeeded in extracting time-delays in the emission of electrons that originate from different
levels and hit a resonance during the ionization process498.

Interference structures can also be observed in electron momentum distributions recorded
with elliptically/circularly polarized waveforms. In fact, as mentioned above, the first experi-
mental demonstration of interferences were made using elliptically polarized light154,469. Theo-
retical work predicts that these interferences created with circularly polarized pulses should ex-
hibit a pronounced dependence on the CEP of few-cycle laser pulses244. So far, however, this
CEP-dependence was not experimentally observed. Recent simulations488 suggest that holograms
recorded with circularly polarized laser pulses contain information about the molecular spatial
structure and may even have a number of advantages over holograms recorded with linearly po-
larized pulses, e.g., enhanced clarity and easier discrimination from other structures.

6.2.3 Attosecond phase-retrieval from interference structures

While it is, in general, comparably easy to measure the intensity distribution of a wavepacket
(optical, electron, etc.), it is very difficult to measure its phase. The interference structures observed
in electron momentum distributions that we have discussed in Sections 6.2.1 and 6.2.2 contain
information about the difference of the phases of the two interfering EWPs that they acquire during
their respective emission and field-driven propagation processes until they eventually interfere at
the detector. The interference of two EWPs W1,2 = W1,2(p) = |W1,2(p)|eiα1,2(p) in the momentum
space leads to an interference pattern

P(p) = |W1(p) + W2(p)|2
= |W1|2 + |W2|2 + 2|W1W2| cos(Δα(p))

∝ |W1(p)||W2(p)| cos2
�

Δα(p)
2

�
(6.1)

with Δα(p) = α1(p) − α2(p) the phase-difference of the two EWPs. Because p is to a large de-
gree dominated by the strong driving laser electric field and can, within the SFA, be calculated as
p1,2 = −A(t1,2), where t1,2 are the electron emission times, a certain interference structure P(p)
associated with a specific trajectory evolution contains phase-sensitive information on laser-sub-
cycle times about the ionization and field-interaction process. Based on a suitable model this in-
formation can be extracted from measured distributions for a given laser field evolution and for
a certain trajectory evolution. Additionally, since different types of trajectories sample different
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regions in momentum space and may probe the parent ion in different ways, as discussed in Sec-
tions 6.2.1 and 6.2.2, interference structures in the electron momentum distribution may contain
also structural information about the target atom or molecule. Moreover, once the phase of the
EWP is reconstructed, it might even be possible to obtain information about the bound-state from
which the EWP is split off during ionization226 , as we will discuss in the following.

In principle, any type of suitable trajectory evolution that leads to a clear interference structure
in the electron momentum distribution can be exploited for obtaining structural and/or dynam-
ical information. As described in Section 6.2.1, the dominant structures are inter-, intracycle and
holographic structures. It should be noted that there do exist experimental works that succeeded
in reconstructing the phase of electron wavepackets466,468, and also a theoretical proposal on how
to use such data for reconstruction of the bound states from which they were emitted from499. But
in these works the electron wavepackets were created by an entirely different process, namely by
single-photon emission using XUV pulses, and thus these interferences do not contain information
about the strong-field interaction process.

The first work that succeeded in retrieving the phase of EWPs from an electron momentum
distribution created by the interaction of a strong field and an atom or molecule is, to best of the
author’s knowledge, the one performed by himself together with co-workers on phase-retrieval

from intracycle interferences226 , see Paper 8. In that work not only the relative phase of the EWPs
could be extracted from measured intracycle interference fringes, but even the sub-cycle phase-
evolution of the bound state from which the EWPs originated could be reconstructed. This method
will be discussed in detail below.

Structural and dynamical information can certainly also be extracted from holographic inter-
ference structures. However, so far, to the best of the author’s knowledge, no experimental work
exists that exploits this possibility. Theory work, e.g., the one by Zhou et al.485, shows, however,
that phase-retrieval from holographic interference structures created by near-forward rescattering
EWPs can provide detailed access to the shape of the binding potential, see Fig. 6.4(b).

Phase-retrieval from intracycle interferences

The intracycle interference structures are due to the interference of two EWPs that each are emitted
during one of two adjacent half-cycles of the laser field, as shown in Fig. 6.3(a). In Ref. [226] an
ω/2ω two-color field was used to measure interferences in the electron momentum distribution
for helium and neon. Pronounced interferences are observed throughout the electron momentum
distribution [Fig. 6.3(b)] for all relative phases Δϕ. As shown in Fig. 6.3(b), the widest spacing of
the intracycle structures and the highest momentum cut-off is observed for Δϕ = 0.5π, where the
laser field forms an attosecond double slit. Reconstruction is thus performed for this value of Δϕ.

As described in detail in Ref. [226] and Paper 8, from the measured intracycle structures one
can straightforwardly extract the interferogram P(pz) ∝ cos2 (Δα(pz)/2) with pz the momentum
component along the laser polarization direction, from which the interference phase Δα(pz) can be
extracted. By making use of the relation pz = −A(ti) one can obtain from Δα(pz) in the momentum
space the evolution of the interference phase on sub-cycle times, Δα(Δt/2), where Δt is the time
delay between the emission of the two wavepackets with time zero, t = 0, chosen to coincide with
the zero of the laser field. Thus, from the intracycle interferences in the momentum space, the
evolution of the relative phase of the two EWPs on attosecond times can be reconstructed. For the
ω/2ω pulse with Δϕ = π/2 used in the experiment, delay times between 50 as � Δt � 800 as can
be probed with an estimated precision of better than 10 as at the longest delay times.

Before we discuss the information contained in Δα(Δt/2), we would like to strike out a key
advantage of using the intracycle interferences for phase reconstruction. Because in the attosecond
double slit the two EWPs are emitted during adjacent laser half-cycle such that the laser electric
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field E(−Δt/2) = E(Δt/2), the phase of the EWPs obeys the symmetry α(−Δt/2) = α(Δt/2) to a
good degree of approximation, as has been confirmed by numerical simulations226 . Consequently,
the measured interference structure not only contains the relative phase of the two EWPs, but one
can even obtain the phase of one of the two nearly identical EWPs, i.e., α(Δt/2) = Δα(Δt/2)/2.
Thus, phase-reconstruction from the intracycle interferences is self-referenced. From a fundamental
point of view this can be related to the well-known problem of achieving time-reversal in phase-
reconstruction of, e.g., optical wavepackets: Referencing a wavepacket against itself in an auto-
correlation arrangement cannot yield the phase of the wavepacket in the frequency space. This is
due to the fundamental properties of the Fourier transformation which dictate that in frequency
space only the difference of the two phases can be obtained. As a consequence the phase of two
identical wavepackets cannot be measured straightforwardly in a self-referencing scheme. Obtain-
ing the phase requires that the time is reversed for one of the wavepackets, which formally results
in an auto-convolution rather than an auto-correlation. In this case the two phases add up and
the phase can be obtained by simply dividing it by two. However, achieving time-reversal is in
general not straightforward. The self-referencing quality of the intracycle EWP interferometry is
thus a remarkable property and of uttermost practical importance.

Which information can now be obtained from the measured attosecond phase-evolution of the
emitted EWP α(Δt/2)? Because field-ionization is a coherent process, the emitted EWP inherits
phase-information from the bound state that it is detached from253. This is the basis of HHG, where
the radiation-emitting dipole oscillations are created by a coherent superposition of the recolliding
EWP with the bound state. Subtracting all additional contributions to the phase that the EWP
gains during the field-interaction in the continuum, yields the phase the EWP picks up from the
bound state as it is detached from it, denoted as αB(Δt/2). These additional contributions are due
to the interaction of the free electron with the laser field, the corresponding phase is known as the
Volkov phase αV(Δt/2), and the phase due to the force of the Coulomb potential, which can be
approximated as the Coulomb eikonal phase αC(Δt/2)152. The phase of the bound state is thus
obtained as

αB(Δt/2) = α(Δt/2)− αV(Δt/2)− αC(Δt/2). (6.2)

From the measured αB(Δt/2) detailed insight into the bound-state dynamics during its sub-
cycle evolution can be gained. As shown in Ref. [226], the slope of the measured αB(Δt/2) varies
over Δt and shows a small slope for small Δt/2 and a larger one for larger values of Δt/2. The
temporal phase-evolution of a quantum state, φ(t) = Ent, depends linearly on the energy that
this state evolves; its slope thus determines the ”effective binding energy”. The measured phase-
evolution αB(Δt/2) thus shows that the EWP is inititally, close to the zero crossing of the electric
field at Δt ≈ 0, split off from state(s) with small binding energies. Only at later times the slope
approaches the binding energy Ip of the helium atom and the EWP is split off from the ground state.
This deviation from an unperturbed linear evolution, which is assumed, for example, in the strong-
field approximation for negligible groundstate depletion500, reflects the dynamical polarization of
the valence electron wavefunction or, equivalently, the transient population of excited states with
lower binding energies. Because the transient population in this measurement is < 1%226 , the clear
visibility in the phase-evolution demonstrates the high sensitivity of this self-referenced method
for wavefunction retrieval.

The temporal evolution of a quantum system with sub-10-attosecond precision and high sensi-
tivity is, however, still not the only quantity that can be extract from the intracycle interferogram.
By comparison to the wavefunction’s phase extracted from a numerical simulation solution of the
time-dependent Schrödinger equation (TDSE) at certain positions r0,

αB(Δt) � arg [Ψ(r0, Δt/2)] , (6.3)

can be used to measure the point where the EWPs probe the bound state’s wavefunction. More-
over, the bound-state phase, αB, contains also structural information on the state to be ionized.
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Because the two interfering EWPs are released during different half-cycles with opposite sign of
the laser electric field E(t) and into opposite directions in configuration space, they also carry par-
ity information about the bound state. It could be shown that for the even parity of the helium
ground state (1s) the relative phase inherited by the two EWPs is zero, while the odd parity of the
neon ground state (2p) introduces an offset of π on top of the dynamical phase evolution226 .

Intracycle EWP-interferometry can thus serve as a tool to extract structure and dynamics of
the valence electron cloud in atoms and molecules on a sub-10-attosecond time scale, providing
a complementary approach to higher-order harmonic spectroscopy414,415,501 and single attosecond
XUV pulse spectroscopy502,503.

6.2.4 Laser-induced electron diffraction (LIED)

The previous Sections have shown that temporal and structural information is encoded in the in-
terference structures contained in measured electron momentum distributions. While extraction
of the attosecond temporal information is possible in an intuitive way, as described in detail in
Section 6.2.3, extraction of the structural information from, e.g., holographic or intracycle inter-
ference structures is less straightforward. A very direct approach to extract structural informa-
tion about the target from interferences in electron momentum distributions is electron diffraction.
Conventional electron diffraction (CED)504 uses energetic, multi-kilovolt, electron beams to record
a diffraction pattern of the molecular gas sample and to obtain information about the molecular
structure with pm spatial resolution. The temporal resolution of CED is, however, currently lim-
ited to hundreds of femtoseconds mainly due to Coulomb repulsion in the electron bunch used
for diffraction505. As we will discuss in the following, the recollision process driven by strong
laser fields opens up the possibility to realize the concept of laser-induced electron diffraction
(LIED)170,239,506,507. In analogy to CED, the recolliding electrons scattering off the target molecule
can be used to obtain structural information. While measurements using LIED necessitate some
additional steps for retrieving the structural information about the target because of the strong
laser field that drives the impinging electrons, an advantage of LIED over CED is that, in addition
to pm spatial, few-femtosecond or even attosecond temporal resolution can be obtained.

Imaging with high-energy rescattering electrons The overall idea of LIED is that electrons
returning to the target as a sub-cycle burst of energetic electrons with very high peak current den-
sity416 can be used for sub-cycle imaging of the molecular structure. The spatial resolution obtained
by diffraction is ultimately determined by the de Broglie wavelength of the scattering wave, which
for recolliding electrons is given by λe = 2π/

√
2Er, with Er = p2

r /2 the recollision energy of the
scattering electron. The recollision momentum pr, as derived in (2.7), is determined by the laser
vector potential at the times of ionization and recollision according to

pr = p(tr, ti) = A(tr)− A(ti), (6.4)

and scales as Er ∝ E2
0λ2

o with E0 the laser peak field strength and λo the laser wavelength, see
Section 2.2.3. Recollision energies on the order of 100 eV are easily possible, corresponding to
de Broglie wavelengths of about 1 Å. Based on these considerations the concept of diffraction imag-
ing of molecules with recolliding electrons was first suggested in Ref. [508]. In that work diffraction
patterns from forward scattering electrons were considered. However, later work pointed out that
the elastically rescattering electrons that form the high-energy end of the ATI spectrum (HATI; see
Section 2.2.4) in the range 2Up < Ee < 10Up are more suitable for realizing LIED252, even though
they are much less abundant. The two main reasons are239,252–254,472,506,507, first, that the forward
scattering electrons overlap with the direct electrons in the energy range ≤ 2Up, which due inter-
ference between these two groups of electrons makes the analysis of this portion of the momentum
distribution very complicated. Second, for large scattering angles the electrons undergo a large
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momentum transfer q = p − pr, where p is the electron momentum after the scattering measured
using, e.g., a REMI (Chapter 5), and pr is the momentum of the recolliding electron at the time of
scattering. As can be inferred from Fig. 6.5(a), the magnitude of the momentum transfer can be
written as |q| = 2pr| sin(θ/2) with θ the angle between the incidence direction of the recolliding
electron and angle of detection. Thus, analysis of electrons scattered at large angles leads to a much
higher momentum transfer. A 100 eV electron scattered at θ = 180◦ leads to a similar q-value as a
multi-kilovolt electron in a CED experiment scattered in the forward direction under typical small
angles of θ � 5◦. By analysis of the HATI electrons it has been shown that LIED can indeed be used
to obtain molecular structural information with a spatial resolution of a few pm using techniques
originally developed for the established method of CED254,255,509.

Extracting structure from electron momentum distributions The goal of CED experiments
is to obtain the structure of a molecule, i.e., the positions of the atoms and their respective dis-
tances. The first step of reconstructing the atomic positions from CED experiments is to retrieve
the so-called elastic scattering differential cross-sections (DCS)504. Fig. 6.5(b) shows an example
of a measured DCS for N2. If the electrons only scatter from the atomic cores, the independent
atom model (IAM) can be applied to reconstruct the molecular contrast factor (MCF) from the
DCS254,507. The MCF is the ratio of the molecular interference term in the DCS to the contributions
representing the incoherent sum of scattering cross-sections from all the atoms in the molecule.
Molecular structural information is only contained in the interference term. Examples of MCFs
extracted from measured DCS are shown in Fig. 6.5(c) and (d). From the MCF the bond lengths
can finally be extracted by fitting procedures. The underlying force that mediates the scattering
of an electron off a molecule is the Coulomb repulsion between the impinging electron and the
core and valence electrons. Application of the independent atom model requires that the electrons
dominantly scatter from the atomic cores rather than from the bonding valence electrons which
should look like transparent. Achieving core penetrating collisions in LIED requires high enough
recollision energies, which signifies that mid-infrared laser wavelengths are used best for LIED.
At the same time, long wavelengths lead to a better applicability of classical methods for enabling
extraction of field-free diffraction data from the electron momentum spectra.

Time-resolving structural changes Experiments with mid-infrared wavelengths around
2 µm254 and 3 µm255,509,510 have succeeded in time-resolved measurements of bond lengths of vari-
ous molecules with a precision of a few pm. In these experiments the opportunity to take snapshots
of the molecular structure after a certain delay to the ionization step provided by the recollision
process is exploited. The ionization step at ti that detaches the electron used for imaging, triggers
the dynamics, e.g., a molecular stretch motion254,255,509. The resulting change in molecular struc-
ture that takes place during the time τ = tr − ti is then probed at tr by the rescattering event that
creates a diffraction image from which the DCS and MCF are extracted. The ionization thus acts as
the pump event, the recollision is the probe event. Because the ionization events take place around
the peaks of the electric field oscillations and the recollisions happen about three quarter-oscillation
cycles later, as explained by Fig. 2.4 and the text referring to it, the pump-probe delay τ depends on
the wavelength of the laser field. Variation of the laser wavelength varies the pump-probe delay τ.

Quantitative rescattering theory Extraction of field-free electron-ion differential cross-sections
(DCS) as a function of the scattering angle θ for a certain electron impact momentum pr from
the measured LIED momentum distributions is possible using the quantitative rescattering theory
(QRS)506,507,511–514. The QRS states that field-free DCS σ(pr, θ) can be extracted from measured
HATI electron momentum distributions D(p) using the relation

D(p) = W(pr)σ(pr, θ), (6.5)
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Figure 6.5: Laser-induced electron diffraction (LIED). (a) Imaging by LIED uses rescattering elec-
trons in the energy range 2Up < Ee < 10Up (HATI electrons), shown in violet in the top panel.
The direct electrons in the energy range Ee < 2Up (black) do not contain spatial information. The
information about the molecular geometry recorded by the HATI electrons upon rescattering is
contained in electron momentum distributions (center panel, adapted from Ref. [254]). Timing in
these momentum distributions is encoded via the rescattering time tr and momentum pr on cir-
cles shifted along the laser polarization direction by the laser vector potential Ar at the rescat-
tering instant. Decisive for the spatial resolution is the magnitude of the momentum transfer
|q| = 2pr| sin(θ/2) (bottom panel). (b) From the measured electron momentum distribution in (a)
the field-free electron-ion differential cross-sections (DCS) can be extracted. The example (adapted
from Ref. [254]) shows a DCS for N2 measured with a laser pulse with a wavelength of 2 µm eval-
uated at |pr| = 2.71 a.u. (blue squares). The green circles are the results from a measurement using
conventional electron diffraction (CED). The red line constitutes simulated data. (c) From the DCS
in (b) the molecular contrast factor (MCF) is obtained. See text for details. The red line is the best
fit to the measured data (with error bars) converted from (b). The orange and purple lines show
results where the best-fit bond-length is varied by ±5 pm. The gray line is simulated data for the
equilibrium bond length of N2. (d) Molecular contrast factor (MCF) for aligned acetylene mea-
sured with a laser with a wavelength of 3.1 µm. The top panel shows parallel, the bottom panel
perpendicular alignment of the acetylene molecules with respect to the laser polarization direction.
Adapted from Ref. [255]. (e) Bond lengths extracted from the MCF in the top panel of (d) (shown
with error bars) in comparison with numerical results (false color plot). The measured C-H dis-
tance of 2.31 Å shows that the C-H bond stretches considerably from its equilibrium value (1.07 Å)
during the excursion time (9 fs) of the recolliding trajectory that is evaluated to obtain the MCF.
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where W(pr) represents the flux of field-driven electrons that impinge on the molecule. It can
be associated with the recolliding electron wavepacket integrated over the laser pulse duration
and the laser focus volume. The momentum p in (6.5) denotes the momentum of the measured
electrons, and pr and θ are the magnitude of the recolliding electron at the time of scattering and
the scattering angle, respectively, as defined above and sketched in Fig. 6.5(a). The key points
of the QRS, which have been validated by comparison with ’exact’ numerical data obtained by
solving the time-dependent Schrödinger equation506,507,511–514 and with experimental data on both
atoms and molecules254,255,509,510,515–519, are as follows: (i) the recolliding wavepacket W(pr) can be
obtained using the SFA transition amplitude (2.37). W(pr) has been found to a good approximation
independent of the direction perpendicular to the laser polarization direction (”plane wave-like”)
and therefore only depends on pr. (ii) the influence of the laser field on the scattering electron and
the sub-cycle probe-timing involved in the recollision can be described using classical relations as
described in Section 2.2.2. (iii) the such obtained σ(pr, θ) from (6.5) for a certain impact momentum
pr is independent of the laser parameters intensity, pulse duration and wavelength. The only role of
the laser in LIED is to drive the returning electrons for scattering with momentum pr.

Procedure to extract structural information In detail the procedure to obtain σ(pr, θ) from
the measured HATI electron momentum distribution D(p) is as follows. One starts by selecting a
certain electron impact energy Er, e.g., 100 eV or 150 eV, at which D(p) is evaluated. This defines
the electron impact momentum pr =

√
2Er. Electrons impinging on the molecule with pr are then

elastically scattered under different angles θ. Immediately after rescattering, these electrons are
thus found on a spherical surface (a circle in two-dimensions) with radius pr and its centre at the
origin in momentum space. After rescattering an electron is accelerated by the laser field. There-
fore, in the final momentum distribution the sphere (circle) is displaced by A(tr), as visualized in
Fig. 6.5(a). Thus, to evaluate the D(p) for a certain pr along a given sphere (circle) defined by

p = pr + A(tr), (6.6)

the return time tr must be chosen. Because of relation (6.4), for a certain pr one should therefore
also know the ionization time ti, which requires the assumption of a certain recolliding trajectory
class (either long or short). There is no unique recipe for this, but because of the higher ionization
rate at earlier times after the field maxima, the choice of the long trajectories has been proposed254.
However, since to some extent both trajectory classes contribute, a certain uncertainty is intro-
duced for the pump-probe delay τ = tr − ti when performing time-resolved measurements using
LIED254,255,509. It has been argued that for electrons that emerge with energies > 4Up a good choice
for the recollision momentum is pr =

�
2 × 3.2Up = 1.26A0 with A0 = E0/ωo the vector potential

corresponding to the laser peak field strength E0
506,507,513,517. The reason is that scattered photo-

electrons that exhibit the highest energies of 10Up are those that have recollided with the molecule
with roughly the highest energy of 3.2Up. If pr is chosen as pr = 1.26A0, relation (6.6) leads to the
simple relation p = pr ± A0ez = pr ± (pr/1.26)ez, where we have assumed the laser polarization
direction along z, and the + and − signs correspond to electrons that, before scattering, are moving
toward the ion from the directions z > 0 and the z < 0, respectively. Whatever the choice for the
shift of the sphere (circle) due to the vector potential at the time of rescattering, Ar, the intensity of
D(p) is then evaluated along this sphere (circle) given by p = pr + Ar as indicated in Fig. 6.5(a).
Field-free DCS σ(pr, θ) for certain pr over θ within a momentum range corresponding to HATI
rescattering electrons can then be obtained using (6.5). From these DCS the molecular contrast
factor (MCF) is extracted and evaluated as described above.

Practical considerations for LIED experiments In practice, a number of points have to be
considered when using LIED for time-resolved probing of molecular structure. For example, in a
LIED experiment the returning electron scatters off its parent ion rather than off the neutral. As
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upon removal of an electron there are many possibilities for the intra-molecular ion electronic den-
sity distribution that meditates the scattering event, and additionally the electronic charge might
also undergo very fast dynamics (e.g., charge density oscillations), this would greatly complicate
the structural analysis. However, diffraction images taken with sufficiently high recollision ener-
gies as they can be obtained using long wavelength drive pulses, result in core penetrating hard
collisions for which the exact shape of the valence electron density distribution is to a good ap-
proximation irrelevant. Thus, the structure of a molecule as given by the positions of its atoms
can be reconstructed using the independent atom model (IAM). Further, in LIED the electron flux
that scatters off the molecule and creates the diffraction pattern is taken from the molecule itself by
ionization in the laser field. Thus, the flux of the returning electron wavepacket which is propor-
tional to the tunneling ionization rates depends on the orientation of the molecules. Additionally,
it has been shown that the continuum electron wavepacket carries spatial phase structure imme-
diately following ionization483, which might influence the diffraction pattern resulting from the
scattering event. The orientation dependence of the ionization rate must therefore be considered
in LIED experiments. Another point to be considered in the interpretation of LIED experiments
are excitations that may occur during the scattering event. These inelastic scattering contributions
might overlay the diffraction pattern created by elastic collisions and may introduce errors. Their
contributions have, however, shown to be of little effect254. Also, one should not forget that in lin-
early polarized light consisting of several field oscillation cycles the electron returns to the parent
multiple times. At each return the electron can scatter off the parent ion creating multiple contri-
butions to the diffraction pattern. By choosing to work with the back-scattered high-energy HATI
electrons, only the first, third, fifth, etc., returns contribute. The second, fourth, etc., returns are
scattered into the other direction. Although at the third return the electron wavepacket has ex-
perienced already strong spreading and thus its intensity and therewith scattering contribution is
small, a single recollision event would be preferred. To obtain such a single scattering event the
use of OTC fields326,327 or single-cycle laser pulses has been suggested.

Example implementations LIED, as described, has the potential to probe the structure of
molecules with pm spatial and, in principle, attosecond temporal resolution. In practice, as pointed
out above, the temporal resolution is somewhat limited by the problem of selecting a certain rec-
ollision trajectory, and also by the necessary electron statistics that requires the selection of a range
of momenta around a certain circle corresponding to p = pr + A(tr). Recently, several stunning
experiments succeeded in implementing LIED for the extraction of molecular structure from mea-
sured electron momentum distributions with a temporal resolution of around and better than
one femtosecond254,255,509. In the work by Blaga et al.254 the bond length of oxygen and nitro-
gen molecules is extracted from electron momentum distributions measured with three different
mid-infrared wavelengths (1.7, 2.0 and 2.3 µm) with a spatial resolution of about ±5 pm. The wave-
length variation corresponding to variation of the pump-probe delay permits to trace the stretch
motion of the studied molecules initiated by the single ionization step over a time interval of about
2 fs around an instant of 5 fs after the ionization. Fig. 6.5(c) shows the molecular contrast factor
(MCF) extracted from the measured DCS shown in Fig. 6.5(b), obtained with 2.0 µm pulses.

In the work by Wolter et al.255 a laser with a wavelength of 3.1 µm is used to take a snapshot
of the acetylene molecule with a similar spatial resolution as in the work by Blaga et al. while
it undergoes fragmentation during the reaction C2H2+

2 → C2H+ + H+ that is initiated by double
ionization during the laser pulse. The long laser wavelength permits to probe the departure motion
of the proton H+ with a temporal resolution of better than 1 fs about 9 fs after the second ionization
step that initiates the fragmentation. The molecules are probed for perpendicular and parallel
alignment with respect to the laser polarization direction. The alignment is controlled by impulsive
alignment with a preceding laser pulse that exhibits a wavelength of 1.7 µm. Fig. 6.5(d) shows
the measured MCF for acetylene aligned parallel (top) and perpendicular (bottom) to the laser
polarization direction. The alignment of the molecular axis with respect to the strong, ionizing
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3.1 µm-pulse allows controlling the fragmentation process and therewith allows to resolve different
bond dynamics for molecules aligned parallel and perpendicularly, respectively. Fig. 6.5(e) shows
C-H and H-C distances for parallel alignment extracted from the MCF. Control of fragmentation
reactions using molecular alignment will be discussed in greater detail in Section 8.3.

Finally, it should be noted that under certain conditions the procedure for extracting the DCS
(and from this quantity the molecular bond lengths) from measured data can be simplified. In-
stead of analyzing the angular dependence of the diffraction pattern at a fixed pr, one can fix
the scattering direction and analyze the electron energy spectrum measured for aligned/oriented
molecules520. This method was dubbed fixed-angle broadband laser-driven electron scattering
(FABLES).
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7

Optical attosecond mapping
using tailored waveforms

The previous Chapter 6 discussed how attosecond and Ångström information can be extracted
from electron momentum distributions generated by strong laser waveforms. We have established
the mapping provided by the laser field as the key for extracting temporal resolution. High-
harmonic generation (HHG), that is the generation of XUV/X-ray radiation with a strong laser
field, builds on the very same field-driven recollision process that also underlies, e.g., the high-
energy part of ATI photoelectron momentum spectra (see Section 2.2.4). Thus, it should not come
as a surprise that very similar mapping methods can also be adopted for the extraction of at-
tosecond and Ångström information from XUV/X-ray spectra generated by HHG. This Chapter
discusses such mapping methods that build on optical (as opposed to electronic) carriers of infor-
mation. Note, that in this Chapter we will not discuss methods for the production of XUV/X-ray
pulses by HHG. This topic is discussed in Chapter 4.

Using the HHG process for extraction of dynamical and structural information about the field-
driven target that generates the HH radiation (atom, molecule, solid) during the interaction with
a strong laser field at the place of the interaction, i.e., in situ, has in fact grown into a large field of
research during approximately the last two decades. There exists a whole plethora of works on self-
probing of atoms, molecules, etc., with HHG, and techniques known as high-harmonic spectroscopy
that allow tracing dynamics in the target over certain periods of time have been developed. It is
therefore entirely beyond the scope of this Chapter to provide a comprehensive coverage of meth-
ods and works that have used HHG as an in situ probe technique. We are therefore forced to leave
aside several important topics. For example, we will not discuss how to use HHG for obtaining
insight into dynamics in solids45,115,121,521, for the extraction of chiral properties of molecules522,
or mapping of dynamics into space using HHG with spatiotemporally coupled light fields (a tech-
nique known as attosecond light houses)523–527. In our discussion we will put our focus on self-probing
of atoms and molecules. Special attention will be given to methods and works that build on the use
of tailored waveforms, e.g., ω/2ω or OTC pulses, for probing atoms and molecules using the HHG
process. For a broader coverage of information extraction using HHG we refer to the numerous
review papers, e.g., Refs. [21, 149, 238, 417, 528, 529], which mostly focus on atoms and molecules;
Ref. [530] for a detailed insight into HHG in solids530; or Ref. [524] covering HHG using attosecond
light houses.
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7.1 Concepts of mapping with HHG

Because HHG is based on the interference of the rescattering electron wavepacket with the wave-
function remaining bound during ionization, as outlined in Section 2.2.4, the emitted photons
during the ’recombination’ step carry spatial and, via the mapping between the recollision and
ionization times, tr = tr(ti) provided by the laser field (Section 2.2.3), also attosecond temporal in-
formation about the HHG process. In the following, as an overview over and introduction into the
topic of optical attosecond mapping, we will describe the most frequently applied methods that make
use of the opportunity to map spatial or/and temporal information contained in the HH radiation.

7.1.1 Mapping structure — orbital tomography

In HHG an electron wavepacket returning to the parent ion with an energy Er generates high-
harmonic radiation �(t) upon interference with the bound state wavefunction |ψ0(r)�, as described
by (2.47). Owing to the the electron wavepacket’s small de Broglie wavelength λe(t) = 2π/

√
2Er

on the order of or even smaller than the bound state’s dimensions, the emitted HH radiation
contains information about the spatial structure of |ψ0(r)�. Thus, by recording the HH spectrum
�(ω) = F(�(t)) one might be able to measure the bound state’s spatial structure, provided there is
a way to extract this information from �(ω). Under certain approximations this extraction is indeed
possible, as we will sketch in the following. Methods that retrieve structure from high-harmonic
radiation are usually summarized under the term orbital tomography. We note, because the spec-
trum is complex valued, measurement of |�(ω)|2 is not sufficient in the general case. Methods for
measuring the spectral phase will be discussed below. Using HH radiation for obtaining spatial
information about the parent ion is somewhat complementary to the method of laser-induced elec-
tron diffraction (LIED, see Section 6.2.4) as it provides insight dominantly into the valence electron
structure, while LIED seeks to probe the core atomic structure.

To get the essence of how the spatial structure of |ψ0(r)� can be reconstructed from the mea-
sured HH spectrum, we start from expression (2.54), which describes that within the SFA �(ω) can
be obtained as a sum over quantum trajectories s,

�(ω) = −iω2 ∑
s

a(ps)ds
rec(ps, ts

r). (7.1)

In this expression drec(ps, ts
r) is the recombination dipole matrix element, evaluated at the station-

ary momentum ps and recombination time ts
r, and a(ps) is the complex amplitude of a continuum

electron wavepacket that can be written as

a(ps) = −i
1

(ts
r − ts

i )
3/2

	
det(S̃��)

�−1/2 dion(p, ts
i )e

iS(p,ts
i ,ts

r)−iωts
r , (7.2)

with dion(p, ti) the ionization dipole matrix element defined in (2.49), S(p, ti, tr) the semi-classical
action defined in (2.48), and S̃�� is the second derivative of S̃ with respect to ionization and recom-
bination time, ti and tr, respectively, where S̃(p, ti, tr) = S(p, ti, tr)− ωtr.

The index s in (7.1) runs over all possible quantum trajectories that contribute to photon emis-
sion at the frequency ω as determined by the points of stationary-phase obtained by solving (2.53).
As discussed in Section 2.2.5, for a sinusoidal, linearly polarized laser field one can find two classes
of recolliding trajectories that lead to the same recollision energy, the short and the long trajecto-
ries. However, for comparison with experiments, in most cases only one of the two needs to be
considered. This is because the HH spectrum observed in the far-field is the phase-coherent sum
over all emitting dipoles in the focus of the laser beam that generate the HH radiation. By proper
choice of the phase-matching conditions for the HH radiation it is possible to dominantly observe
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Figure 7.1: Mapping structure and dynamics with high-harmonic generation. (a),(b) Tomographic
reconstructions of bound orbitals and holes in N2 using the measured intensity and phase of high
harmonic radiation; adapted from Ref. [415]. The top panels in (a) and (b) show the reconstructed
HOMO and HOMO-1 orbitals of N2, respectively. The bottom panels show the squared sum (a)
and difference (b) of the wavefunctions in the respective top panels. These can be interpreted as
the hole density in the ion at the instants of recollision and emission, respectively. See Section 7.1.1
for details about tomographic reconstruction of orbitals. (c),(d) Mapping sub-cycle dynamics with
high-harmonic generation. (c) Trajectories with different recollision energies return at different
times, cf. Fig. 2.4. Thus, sub-cycle time is mapped into the energy of high-harmonics (d). See
Section 7.1.2 for further details. The examples in panels (c),(d), adapted from Ref. [241], show how
this mapping can be exploited for measuring the few-femtosecond vibrational motion in H2 and
D2.

the contributions of only one class of quantum trajectories, e.g., the short ones160. Also, it is mostly
tolerable to only consider the first recollision instant and to neglect later ones. Still, even with these
approximations, there exist two quantum trajectories within one laser cycle (one launched during
each half-cycle) which lead to the same recollision energy and therewith the same photon energy.
These two trajectories approach the parent ion from opposite sides. If we introduce the momentum
of the recolliding electron at the time of recombination as k = p + A(tr), these two trajectories thus
exhibit recollision momenta k and −k, respectively.

The relation between the electron momentum k and the photon energy ω is given by the
stationary-phase equation (2.53) and reads ω = k2/2 + Ip. This relation for the photon energy
obtained from the SFA reflects the energy conservation at the recombination step. It states that
the energy of the emitted photon is given by the kinetic energy of the recolliding electron plus the
binding energy that the electron additionally gains during recombination to the bound state. It
should be noted, though, that for better agreement with experimental results this relation needs

89



7.1.1 Mapping structure — orbital tomography

to be heuristically modified to ω = k2/2 (without Ip)531. The reason for this necessary modifi-
cation is that in the SFA the influence of the long-range binding potential on the electron wave
is neglected. However, in an attractive long-range potential the electron gains energy as it ap-
proaches the potential well. The energy that it gained at its center, i.e., at the position of the
bound state where it recombines, is Ip. Thus, the electron kinetic energy should be modified as
Ek = k2/2 = ω − Ip → Ek = ω − Ip + Ip = ω, i.e., ω = k2/2170,238,531,532.

With these considerations the HH spectrum (7.1) can be written as

�(ω) ∝ a(k)drec(k) + a(−k)drec(−k) (7.3)
∝ a(k)�k|r̂|ψ0(r)�+ a(−k)�−k|r̂|ψ0(r)�,

that is, as the product of the dipole recombination matrix element and a(k). The two contributions
to the HH spectrum obtained with linearly polarized light from the two recollision directions put
constraints on the retrieval of the symmetry of the bound state and therefore need to be consid-
ered for a quantitative reconstruction. For obtaining a qualitative understanding we can, however,
restrict us in the following to only one of the two contributions. If we for now ignore the exact
composition of the complex amplitude a(k) and assume that we can obtain it independently (sug-
gestions for this procedure exist in the literature), we see that the HH spectrum written in the
length gauge form can actually be comprehended as a Fourier transform of the bound state |ψ0(r)�
times r,

�(ω) ∝ �k|r|ψ0(r)�
∝ �e−ik·r |r|ψ0(r)� (7.4)

∝
�

r · ψ0(r) eik·rdr.

Thus, within the SFA and the approximation that the continuum electron wavepacket can be de-
scribed by plane waves, the bound state |ψ0(r)� can in principle be reconstructed from the mea-
sured harmonic spectrum. Before we proceed with this idea, we shall discuss three additional
assumptions and simplifications that are necessary to perform such reconstruction in experiment.

The first assumption that the application of (7.4) requires is that both the amplitude and phase
of the harmonic spectrum �(ω) can be measured. In the first proof-of-principle demonstration of
orbital tomography on N2 by Itatani et al.460 this was not the case. Instead, the known spectral phase
was added in an ad hoc way during the reconstruction procedure. Later experiments on the same
molecule by Haessler et al. were able to also measure the spectral phase of �(ω)415. Methods for
measuring the phase of HH radiation will be discussed below in Section 7.1.3.

The second simplification concerns the description of the bound state. Thus far we were exclu-
sively using the single electron picture. However, in the case of a molecule the bound state consists
of multiple electrons. It has been shown that for a multi-electron system the relevant bound state
wavefunction in the recombination dipole matrix element is the Dyson orbital211,533. The Dyson
orbital, ψD(r), is the scalar product of the multi-electron wavefunctions of the neutral and the ion
that has lost one electron. Thus, the Dyson orbital is obtained by projecting out the difference be-
tween the neutral and the ion, which can be seen as a hole in the ion. For molecules our derivation
stays valid if we make the replacement |ψ0(r)� → |ψD(r)� in (7.4).

The third assumption is that the complex amplitude of the recolliding electron wavepacket,
a(k), can be obtained independently. This is equivalent with the idea that the main difference
between the harmonic response of different gases arises from the recombination step of the three-
step model rather than from the ionization or field-driven steps. The complex amplitude a(k) in
(7.2) is determined by the ionization matrix element dion(p, ti), the value of the ionization potential
Ip and the laser field in the form of its vector potential A(t). Itatani et al. have suggested460 to
determine a(k) using a reference measurement for the same laser field on a system that exhibits the
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same (or very similar) Ip and for which the recombination dipole matrix element can be calculated
accurately, e.g., for rare gas atoms. By dividing the measured spectra of the reference system
and the system under study, a(k) can be obtained provided the ionization step (described by the
ionization dipole matrix elements) and the continuum motion of the electron wavepacket take
place the same for the two systems. This suggestion builds on the assumption that the continuum
motion of the electron wavepacket is dominated by the strong laser field, and that the shape of the
tunnel that is formed by the combined potential of the Coulomb potential and the laser field is to a
good approximation independent of the precise structure of the ground state (”all tunnels are alike”).
These assumptions have later been tested, and it has been found that under certain conditions
and for certain molecular species a(k) is indeed approximately independent of the target534,535

and can thus be obtained by a separate reference measurement. It should be noted, though, that
the generality of this approach has been questioned by a number of works. For example, it has
been shown that the continuum electron wavepacket already carries a non-trivial spatial phase
structure inherited from the bound state during the ionization step483. Also, it has been shown
that the multi-electron response of molecules not only influences the ionization step but, even
worse, also the recombination step536. This finding questions the applicability of the single active
electron approximation used for the derivation of (7.4). Finally, the concept of the reconstruction
of an orbital wavefunction, i.e., the measurement of a quantum object that is not an observable, is
criticized for fundamental reasons537.

In the following we will assume that (i) the amplitude of the continuum wavepacket can be
obtained by a reference measurement, that (ii) it returns to the parent ion as a plane wave, that
(iii) the single active electron approximation is valid, and also that (iv) the phase of the emitted
dipole radiation can be measured. Then, based on the fact that the emitted radiation contains
a Fourier transform of the Dyson orbital, as shown in (7.4) with |ψ0(r)� → |ψD(r)�, the spatial
structure of |ψD(r)� can be reconstructed by a tomographic procedure. To see this, we assume
that the laser field driving the HH process propagates along the y-direction. Then, as there is no
component of the linearly polarized laser field pointing along y, the laser polarization lies in the
xz-plane and drives the recolliding electron wavepackets along some direction θ = atan(kz/kx).
We further assume that the molecule under study is aligned along x (with some relevant axis).
The alignment of a molecule along a certain direction in the lab-coordinate space can be achieved
using laser impulsive alignment with a weak non-ionizing laser pulse preceding the pulse that
generates the HH signal by a certain time Δt538–542. The time Δt is related to the dynamics of the
rotational wavepacket that is created in the neutral molecule upon interaction with the alignment
pulse. The strong pulse initiating the HH process then ”catches” the molecule at a certain instant
during the evolution of the rotational wavepacket where it is aligned along a certain direction.
Molecular alignment will also be discussed in Section 8.3 in the context of controlling the breakage
of a certain molecular bond.

The electron wavepacket recolliding with the molecule from a direction θ = atan(kz/kx) may
excite dipole oscillations in the molecule along x and z. In principle it could also excite oscillations
along y, but the radiation emitted by these oscillations propagates along x and z and will therefore
not reach the detector situated downstream the laser propagation direction along y. Thus, we only
consider x and z-components of drec(k) in the following. These components can be written as

drec,ζ(ω) ∝
� � 


ζ
�

ψD(x, y, z)dy



ei(kx x+kzz)dx dz, (7.5)

for ζ = {x, z} and ω = k2/2.∗ This shows that each component ζ of the HH dipole emission
constitutes a Fourier transform of

ζψ̃D(x, z) = ζ
�

ψD(x, y, z)dy. (7.6)

∗Here we made use of the heuristic relation ω = k2/2 introduced above.
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The measurement of drec,ζ(ω) for a certain recollision angle θ thus yields data points in two-
dimensional Fourier space of ζψ̃D(kx, kz). Recording a whole HH spectrum for a certain recollision
angle θ thus samples a polar line in the two-dimensional Fourier space spanned by kx and kz. This
line is characterized by its radius ω = k2/2 = (kx + ky)2/2 and the angle θ. The whole Fourier
space can be sampled by rotation of the laser polarization direction θ. The Dyson orbital projected
onto the y-coordinate, ψ̃D(x, z), can then be reconstructed in real space by a two-dimensional in-
verse Fourier transform

ψ̃D(x, z) =
Fk→rdrec,ζ(kx, kz)

ζ
. (7.7)

In principle, both components ζ of the recombination dipole matrix element, drec,x and drec,z, should
contain the same information and one should be able to reconstruct the same orbital from each of
them. In practice, due to the limited discrete sampling in Fourier space for only certain points
of (ω, θ), the two matrix elements may not lead to the same reconstructed orbitals. It is thus
usual415,460 to use the average of the two reconstructed orbitals,

ψ̃D(x, z) =
1
2
(ψ̃D,x(x, z) + ψ̃D,z(x, z)). (7.8)

Orbital tomography was applied first in Ref. [460] for the reconstruction of the static HOMO
of N2. As mentioned, in this work the phase of the recombination dipole matrix element was
not measured, but instead the spectral phase dependence known from the literature was added
in an ad hoc way during the reconstruction procedure. Haessler et al.415, also using N2 as the ex-
ample, performed the first tomographic measurement with phase-resolution, see Figs. 7.1(a) and
(b). This allowed them to determine conditions where the contributions of the two highest orbitals
are disentangled in the real and imaginary parts of the emission dipole moment, and enabled the
tomographic reconstruction of both orbitals. Having the phase-information available in their mea-
surements, the authors could also image the dynamic hole formed by the coherent superposition
of the two orbitals. Thus, they could obtain images of the attosecond wavepacket created in the
ionization process where electron density is removed from two orbitals. A different approach to
obtaining the phase of the measured HH spectrum was demonstrated by Vozzi et al.543. By that
they succeeded in an orbital reconstruction from a triatomic molecule, CO2. In their experiment,
instead of fixing the molecular alignment and varying the recollision direction, the authors mea-
sured the emitted HH intensity from CO2 for a range of delays Δt between the alignment pulse
and the pulse that generates the HH radiation. This yields a two-dimensional map that could be
inverted by a phase-retrieval algorithm (and some additional calibrations) to yield the phase and
intensity of the HH spectrum over the molecular alignment angle θ and thus could be inverted to
yield the HOMO of CO2 by a procedure similar to the one sketched above.

In Section 7.2.1 we will discuss how orbital tomography can benefit from the use of OTC pulses
for generating the HH radiation. It will be shown that OTC pulses can be applied to solving
problems with molecular symmetry, to performing tomography on atomic orbitals that cannot be
rotated around the laser polarization direction, and to taking a snapshot of an orbital within a
single laser pulse.

7.1.2 Mapping dynamics

In the previous Section we discussed how the process of HHG can be used to measure spatial prop-
erties of molecules. We will now discuss different methods that allow the retrieval of dynamical
information from measured HH spectra. Let us consider the important case of tracing dynamics
in a molecule. The dynamics may be induced either by the removal of an electron through ion-
ization, or by electronic excitation of the molecule in a pump pulse, etc. Such a distortion of the
molecular electronic configuration from its equilibrium may result in rearrangement dynamics of
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the electronic density, but at the same time also in rearrangement dynamics of the nuclei. These
two types of dynamics typically take place on different time-scale. Because in molecules electronic
valence levels are typically separated by up to several eV, the dynamics of the molecular electronic
sub-system, e.g., rearrangements of a hole, may take place on the attosecond time-scale. In con-
trast, nuclear wavepackets typically span over only meV-ranges and thus take place on tens of fs
to ps time-scales. Fortunately, HHG is, within limits, capable of tracing both types of dynamics.

Mapping fs- and ps-scale dynamics Suppose the molecular nuclear configuration changes in
response to some pump event, e.g., a transition to an electronically excited state induced by the
absorption of a resonant photon that induces dissociation of the molecule along a certain reaction
coordinate. As the nuclei move, the multi-electron bound state |ψb(r, t)� will also change from its
initial configuration. As a consequence, the ionization and recombination dipole matrix elements,
which are both determined by the shape of the bound state wavefunction at the ionization and re-
combination times, respectively, and therewith the emitted HH radiation may (in addition to any
simultaneously occurring electronic dynamics) be modulated by the nuclear dynamics on tens of
fs to ps time-scales. Recording the harmonic emission generated by a probe pulse for a range of
delays τ to the pump event can thus provide insight into the molecular nuclear dynamics. The
probe pulse should be short enough such that the nuclear configuration stays essentially frozen
during the pulse. While this pump-probe approach with two pulses has been successfully demon-
strated by a number of works, for example in Refs. [501, 544–547], it is often not straightforward
to interpret the τ-dependent modulations of the recorded HH signal and to assign them to a cer-
tain dynamics. Another difficulty is to achieve a high enough sensitivity on those molecules that
undergo the desired dynamics and to suppress the signal from the background. This is, in fact, a
standard problem in pump-probe spectroscopy. A solution that overcomes this difficulty in HHG
experiments is for example the inscription of a transient grating into the HHG medium546,548. An-
other possibility is to measure a certain polarization direction of the emitted HH signal545. Further
details on this topic will be provided in this Section below.

Mapping sub-cycle time to photon energy Sensitivity of the HH signal to fast electronic
dynamics occurring on the sub-femtosecond time-scale originates from the sub-cycle mapping of
time to frequency inherent to the recollision process. As discussed in Section 2.2.3 and visualized
in Fig. 2.4, the recollision energy sweeps from zero to its maximum value 3.17Up and back to
zero within a fraction of a laser-half-cycle. As the recollision energy k2/2, with k = k(tr(ti)),
within the SFA directly translates to the photon energy as ω = k2/2 + Ip, the recollision process
maps the recollision time to the photon energy. If the macroscopic response of the HHG process
is adjusted by phase-matching such that only one class of trajectories (either the short or the long
ones) dominate the emission, emission time is uniquely mapped onto photon energy. Alternatively,
one can record both classes of trajectories and use the fact that they are emitted with different
divergences and thus can be spatially separated on the detector266.

The sub-cycle mapping provided by the recollision process can immediately be exploited in
experiments that study dynamics initiated by the ionization event. Note, that in this approach
contrast-considerations mentioned above are not a problem, since all molecules that contribute
to the HHG signal also undergo the ionization-induced dynamics. The ionization step at time
ti, thus, constitutes the pump event and the recombination step at tr probes the dynamics taking
place during τ = tr − ti. The electron wavepacket propagation in the laser field thus constitutes
the pump-probe delay. Since tr = tr(ti), each pump-probe delay τ = tr(ti)− ti is uniquely mapped
onto a certain harmonic energy as ω(τ) = k2(τ)/2 + Ip. The HHG spectrum thus contains a sub-
cycle movie of the ionization-induced dynamics, where time is encoded in the harmonic frequency
ω, see Figs. 7.1(c) and (d) for a visualization. This movie spans over only a small range of delays
τ (a fraction of a laser cycle), but time is very finely sampled by the recolliding trajectories. The
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temporal resolution of such experiments is, thus, very high and approaches the few-attosecond
scale. Because the basis of this mapping is the energy-chirp of the recolliding electron wavepacket,
k2(τ)/2, i.e., the attochirp, this technique of achieving sub-cycle temporal resolution is also known
as chirp-encoded dynamics. To change the pump-probe delay τ in this mapping technique, one can
change the wavelength of the driving laser field. As τ is given by the electron propagation in
the continuum and spans over a small window around roughly 0.7 × T = 0.7 × λ/c, variation
of λ moves the accessible range of τ. A more flexible way of varying τ is to use tailored fields
where the recollision timing can be controlled by the field-shape, see Section 4.1 for more details
on tailored fields used for HHG and adjustment of the recollision timing in this process. The
concept of mapping ionization-induced dynamics into harmonic frequencies has been successfully
demonstrated for attosecond electronic dynamics414,415,461,549,550 and also for fast nuclear motion
in H+

2 , D+
2 , and CH+

4
241,551, cf. Figs. 7.1(c) and (d).

The underlying principle for the measurement of fast ionization-induced nuclear motion is the
nuclear autocorrelation function, introduced in Ref. [240]. This function reads

C(τ) =
�

χ0(R)χ(R, τ)dR (7.9)

and is the overlap integral of the nuclear part of the molecular wavefunction before ioniza-
tion, χ0(R), with the nuclear part of the wavefunction of the molecular ion after evolution dur-
ing τ = tr − ti. The coordinate R denotes the nuclear configuration. By adopting the Born-
Oppenheimer (BO) approximation in the SFA derivation of the dipole (2.47) that determines the
emitted HH radiation, the nuclear autocorrelation function (7.9) shows up as a modulating term.
The appearance of the nuclear autocorrelation term in the SFA expression for the HH dipole emis-
sion has a very comprehensible reason: In HHG, radiation is emitted upon recombination of the
recolliding electron to the initial state, as can for example be seen from (2.45). As the nuclei evolve,
the probability to recombine to the initial state decreases, as described by the overlap of the initial
and evolved nuclear wavefunctions in (7.9), which measures how different the states have become
during evolution. The modulations of the HH signal described by (7.9) can therefore, in turn, be
used for obtaining insight into nuclear motion, when it is fast enough such that it leads to a no-
ticeable contribution to the HH signal via C(τ) during the sub-cycle interval τ between ionization
and recombination. This is the case for C-H bonds studied in Refs. [241, 551]. The authors of these
works have given the concept of using the nuclear autocorrelation function for studying nuclear
motion the name PACER (probing attosecond dynamics by chirp-encoded recollision).

High-harmonic spectroscopy We have described above that HHG is a very valuable process
for studying both electronic and nuclear dynamics in molecules. This opportunity that has been ex-
ploited in numerous works, for example in Refs. [241, 414, 415, 461, 501, 544, 546, 547, 549–553]. Us-
ing HHG for probing dynamics is usually referred to as high-harmonic spectroscopy. High-harmonic
(HH) spectroscopy records and analyzes information about molecular structure and attosecond
dynamics encoded in harmonic intensity, phase and polarizations of the emitted HH radiation.
Measurement of phase and polarization of the HH radiation emitted from the molecular target is
thus a crucial experimental ability and will be discussed later in this Section. To a large extent the
attractiveness of HH spectroscopy for probing dynamics originates in its high sensitivity to even
minute changes of the molecular (electronic and nuclear) structure that may result in noticeable
changes of the harmonic emission due to phase-sensitivity of the HHG emission. This advantage
is, however, often offset by the notorious problem of disentangling the dynamics from the mea-
sured HH radiation, as the dynamics can affect both the ionization and recombination steps. In
order to understand the dynamics under study it is, thus, in most cases unavoidable to compare
the experimental data to results of intricate simulations. Large efforts are thus undertaken to en-
hance the sensitivity of the measured HH signal to a certain process for enabling its assignment to
a certain dynamics.
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This can be achieved by obtaining control over the interaction of the laser field with the
molecule. A parameter that crucially determines how the laser field interacts with the molecule is
the alignment/orientation of the molecule in lab coordinate space, which can be controlled, if the
molecule permits, using impulsive laser alignment/orientation414,415,461,550. In addition to achiev-
ing control over the interaction of the laser field with the molecules, one can also measure several
complementary parameters of the emitted HH radiation. It has been shown by several works
that the combined information obtained from these parameters often leads to enhanced insight.
One parameter of the emitted HH radiation that can contain valuable information is its polariza-
tion state, e(ω), as has been shown by polarization-resolved HHG experiments396,461,545. Probably
the most crucial parameter of the emitted radiation, which is often decisive for the interpretation
of the measured HH signal, is the phase ϕ(ω) of the emitted radiation414,415,547,549,550. Together
with the polarization state, the phase allows to completely characterize the emitted HH radiation
�(ω) = |�(ω)|eiϕ(ω)e(ω). Thus, phase and polarization in addition to the spectral intensity con-
tain the complete information one can obtain from a HHG experiment. Still, even if the obtainable
signal is completely characterized, it may be difficult to disentangle a certain dynamics from it.
Thus, in order to further enhance the insight into the dynamics, multi-modal approaches that ad-
ditionally use information from complementary experiments that measure electrons and/or ions,
have been performed, see, e.g., Ref. [553].

A notoriously difficult problem is the disentanglement of so called multi-channel contributions
to the HH radiation414,415,461,547,549,550. These correspond to HH emission that not only involves
the ground state (X) of the ion but also excited states (A, B, . . .) that are populated during the ion-
ization step or by excitation during the laser interaction after the ionization event. The different
possible states in which the ion can be prepared during the ionization step are called channels. Each
of these different channels, which we can label by c, contribute to the HH emission during the re-
combination to the initial state of the neutral molecule, from which each of them originates. As the
wavefunctions of these channels evolve on different energies, Ec, they accumulate different phases
during ionization and recombination, ϕc = Ecτ. Depending on the relative phase of the different
channels the separate HH contributions associated with them will interfere and may modulate the
harmonic spectrum. Interpretation of this dynamic interferences in the harmonic spectrum and as-
sociating them with a certain ionization dynamics at ti and also laser-driven dynamics in the ion
during ionization and recombination, is difficult and requires intricate modelling414,461,549. How-
ever, at the same time, these multi-channel contributions constitute a very interesting opportunity
for studying attosecond electron wavepacket dynamics taking place in the molecular ion during
ionization and recombination. Such wavepacket dynamics can, under certain conditions, be inter-
preted as the motion of a hole in the ion. As it are the relative phases of the different channels that
contribute to the wavepacket dynamics (and to the HH emission), measurement of the phase of the
emitted HH radiation is crucial for a correct interpretation of the attosecond wavepacket dynamics
in the molecular ion, see Refs. [238, 414, 415, 549] for details.

7.1.3 Measurement of phase and polarization of HH radiation

Measurement of molecular structure and attosecond dynamics by high-harmonic spectroscopy
strongly benefits from the experimental capability to measure the phase and polarization state
of the emitted HH radiation (in addition to harmonic intensity), as was discussed above. In the
following we will discuss methods for measuring the phase and polarization of HH radiation. As
we will see, certain methods for measuring the phase can at the same time solve the notorious
background problem in pump-probe experiments. That is, these methods can be used to enhance
the relative contributions to the probe signal of the excited molecules and to suppress the signal-
contributions from the unexcited molecules that constitute a background.
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Transient grating spectroscopy uses two pulses, crossed at a small angle, to create a spatial
interference pattern in the HHG gas sample that constitutes an intensity grating along the transver-
sal direction with a periodicity that is determined by the crossing angle of the two beams and their
wavelength546,548. This intensity modulation with typically some 10 µm spacing between neigh-
bouring maxima, translates into a grating of excited molecules (at regions with high intensity) and
unexcited molecules (at low-intensity regions). The excitation can for example be the alignment
quality of molecules546,548. In high-intensity regions the molecules are aligned along a certain di-
rection. In the low-intensity regions the alignment is poor or even random. Because the excitation
(in this example the quality of the molecular alignment) modifies both the intensity and the phase
of the emitted HH radiation, HHG from this molecular sample with a third pulse, will lead to
diffraction peaks in the far field. From the measured diffraction efficiency in the HHG signal, it is
possible to extract the phase (and amplitude) modulation of the grating, and thus the phase dif-
ference of the emission from excited (aligned) and unexcited (unaligned) molecules. Because the
diffraction signal is created only from molecules that are excited, this method at the same time
allows to suppress contributions from unexcited molecules.

Double-source interferometry HH radiation is generated in two spatially separated sample
volumes with two drive pulses that are derived from the same laser pulse such that they are phase-
locked with each other414,554. Due to the divergence of the two HH beams generated in the two
volumes, they overlap in the far-field and create a spatial interference pattern similar to Youngs
double slit. The fringe positions depend on the relative phase of both sources. Thus, by spectrally
resolving the HH radiation, the relative phase over harmonic frequency can be retrieved from the
spatial interference pattern. One of the two emitted HH waveforms provides the phase reference.
In the second volume, some parameter is varied, e.g., the molecular alignment angle. From the
spatial fringe shift one can then extract the dependence of the phase on this parameter. A major
challenge in this scheme is to keep the relative phase of the two generating beams stable. Any
phase-fluctuations between them, e.g., due to fluctuating delay, will translate into the far-field
fringe pattern and will lead to errors in the retrieved relative phase.

Phase-retrieval by electron streaking The phase of the emitted HH radiation can certainly
also be measured by converting the photons to electrons. This is a standard approach for charac-
terizing attosecond pulses, usually called attosecond streaking355,412,354. From the modulations of
photoelectron spectra generated by the HH radiation to be characterized induced by an additional
laser field, the spectral phase of the HH radiation can be retrieved555. A variant of this approach
for spectrally well separated harmonics is called RABITT (reconstruction of attosecond beating by
interference of two-photon transitions)556. Thus, to measure the phase of the HH radiation emitted
from the molecular sample under study, one needs to focus this radiation into a second gas jet, to-
gether with the reference laser field, and measure the kinetic energy of the emitted photoelectrons
as a function of delay between the HH radiation and the laser field.

Phase-retrieval using mixed gases Finally, we only briefly mention that the phase of the HH
radiation emitted from a molecular target can also be reconstructed from mixed gas samples with
precisely known partial pressures557. One of the two gases is the molecular sample under study,
the other one is a reference gas. The spectral interference of the two HH emissions encodes their
relative phase. If the reference gas (e.g., consisting of atoms) is unaffected by the variation of some
parameter (e.g., molecular alignment), the dependence of the phase of the HH radiation emitted
from the molecules on this parameter can be extracted.

Measurement of HH polarization It was mentioned above that also the polarization state of
the emitted HH radiation contains valuable information about molecular structure and dynamics
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taking place in molecules. This is understandable if one considers that a phase-shift and/or in-
tensity difference between two components of the recombination dipole matrix element leads to
elliptical HH emission with a certain angle of the polarization ellipse in the molecular frame of
reference. Theoretical investigations have pointed out that such phase-shift or intensity variation
can take place dynamically and thus the polarization state contains valuable information about
the different contributing ionization channels and hole dynamics in a molecule558. This informa-
tion about the attosecond dynamics taking place in a molecule contained in the polarization state
could be retrieved from experimental data461. It has also been shown, based on the example of
rotational dynamics, that polarization-sensitive detection of HH radiation with an anisotropy in
its polarization state can be used to increase the contrast in the detection of the harmonic emis-
sion from excited molecules in pump-probe experiments545. Furthermore, the polarization of the
HH radiation is a key parameter that gives access to both attosecond dynamics and structure when
using two-dimensional tailored waveforms such as OTC pulses, see Section 7.2 for details. To mea-
sure the polarization state of HH radiation, some polarizing element for the XUV and soft X-ray
wavelength range is needed. The simplest polarizer in this wavelength range is a plane metallic
surface from which the HH beam reflects off under a certain angle. For not too small angles of
the incident HH beam with the surface, metals typically exhibit a significantly higher reflectivity
for s-polarized than for p-polarized light. This has been exploited in experiments that analyze
HH radiation with photon energies well below 100 eV375,396,461,545. For higher photon energies this
method becomes problematic as the reflectivity drastically decreases with increasing photon en-
ergy. Going to smaller reflection angle close to grazing incidence can partly compensate for this
decrease in reflectivity, but the extinction ratio between s- and p-polarization also decreases. Metal
surfaces are, thus, no longer practical for higher photon energies, but one can use custom designed
metallic multi-layer mirrors559 as polarizing elements.

7.2 Mapping structure and dynamics with tailored waveforms

The previous Section 7.1 has shown that it is in principle possible to extract both structural and
dynamical information about the target from a measured HH spectrum. We have described the
concept of orbital tomography for obtaining spatial information about the targets from the emitted
HH radiation. Dynamical information can be measured using the toolbox of high-harmonic spec-
troscopy, which can achieve a temporal resolution down to a few attoseconds by exploiting the
mapping of recollision time to photon energy. We have discussed that both concepts are subject to
a number of limitations and necessitate certain approximations to extract the desired information
from measured HH spectra. A problem of particular interest is the simultaneous extraction of spa-
tial and dynamical properties. In this Section we will now show that several of these limitations
that arise with single-colored, linearly polarized laser fields can be overcome if tailored waveforms
are used. We will first discuss how OTC fields234,235 can be used for the extraction of structural
dynamics with attosecond resolution. Subsequently, we will discuss that tailored waveforms can
not only be exploited for obtaining intricate insight into the photon-emission process, but even
can be employed for gaining control over the HHG process by slightly modifying the recolliding
electron trajectories.

7.2.1 Attosecond angular mapping

Orbital tomography, in its basic version using molecular alignment to rotate the bound state un-
der study with respect to the polarization direction of the driving field, suffers from a series of
shortcomings that all, eventually, originate in the use of linearly polarized light for recording the
HH spectrum. As for linear polarization the direction of electron recollision and with it the wave
vectors k remain restricted parallel to the polarization direction, it is unavoidable to perform a set
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of XUV spectral measurements in multi-shot mode for a range of alignment angles. Although the
necessity for many measurements per reconstruction is inconvenient, there are still more funda-
mental disadvantages of the multi-shot method. The most important ones are probably these:

(i) Only snapshots temporally integrated over the whole drive pulse duration can be recorded.
Thus, the temporal resolution that can be achieved is limited to the pulse duration and re-
mains in the femtosecond range. As a consequence it is not straightforwardly possible to
image attosecond electron dynamics, e.g., the evolution of a hole wavepacket†.

(ii) Since it is necessary to align the molecule under study relative to the laser polarization direc-
tion, only molecules with a pronounced polarizability axis can be imaged.

(iii) Due to the angular dependence of the ionization rate the structures of the recolliding elec-
tron wavepacket changes, as the molecule is rotated. Thus, the amplitude of the continuum
wavepacket a(k) in (7.3) becomes dependent on the alignment angle. This compromises a
central assumption of orbital tomography and complicates or may even prohibit the recon-
struction procedure.

(iv) The problem of the angularly dependent ionization rate also concerns the phase-structure
of a(k). The continuum wavepacket emitted into a certain direction inherits the phase of
the bound state from which it is detached. Therefore, the phase-structure and therewith the
symmetry of the bound state cannot be obtained unambiguously when in linear light the
wavepacket recollides from the same side238,415.

These problems can be avoided by the use of OTC pulses for recording the HH spectrum. The
use of OTC pulses for orbital tomography has been first discussed in Refs. [236, 237], see Paper 2
and Paper 3. In these works, using the example of OTC fields synthesized by ω and its second har-
monic 2ω (which we will also adopt for the discussion in this Section), it was shown that OTC fields
enable imaging spatial restructuring of the bound state of atoms or molecules with attosecond res-
olution. That is, it becomes possible to map structural information about the bound state on laser
sub-cycle time-scales. This also means that the whole bound state can be imaged by a single laser
pulse without the necessity of multiple projections for different alignment angles. These opportu-
nities are based on the unique property of OTC pulses to establish a mapping of recollision time
to recollision angle and energy that we already described in detail above in the context of electron
momentum mapping (see Section 6.1.2 for details). Applied to HHG, this two-dimensional sub-
cycle dynamics of the recolliding electron trajectories translates into a sweep of the polarization of
the emitted HH radiation on sub-cycle times. Together with the usual attochirp of the emitted HH
bursts, which reflects a sub-cycle sweep of the emitted photon energy, this means that different
photon energies are emitted with different polarizations and, most importantly, that both of these
properties are synchronized on an attosecond time-scale, see Fig. 7.2(a).

The attosecond synchronization of photon energy and polarization can, after selections of a cer-
tain spectral region near the cut-off, be exploited for the production of isolated attosecond pulses,
see Fig. 4.1(d) and corresponding text. In contrast, to image structural dynamics of a bound state
one preferentially records and analyzes a broad range of photon energies236,237 : This allows the
reconstruction of the bound orbital within a single cycle of the fundamental driving field, and even
allows tracing structural changes on attosecond times. A limit to the temporal resolution is only
set by the desired spatial resolution. A detailed numerical investigation of the quality of the orbital
reconstruction was performed in Ref. [237] by solving the time-dependent Schrödinger equation
in single active electron approximation for a model potential, see Fig. 7.2(b). The feasibility of

†This limitation can be avoided if the multiple channels contributing to the HH emission, which are responsible for
the formation of electron hole dynamics, can be disentangled in the measured harmonic spectra. This is, for example,
possible when two contributing orbitals favorably differ in their symmetries such that their corresponding spectra are real
and imaginary, respectively.415
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single-shot and sub-cycle retrieval of the bound state was confirmed by calculating its coverage in
momentum space by the recolliding electron wavepacket using a technique for numerically obtain-
ing a(k) from the numerically propagated wavefunctions560. Thus, the limitation in the temporal
resolution that arises in orbital tomography with linearly polarized fields [problem (i) above] is
circumvented with OTC fields.

Obtaining sub-cycle temporal resolution in orbital tomography is, however, not the only advan-
tage of using OTC pulses for probing structural dynamics of bound states by HHG. In fact, also
the other problems mentioned above, points (ii)-(iv), which deal with restrictions due to certain
symmetry properties of the bound state, are removed by the use of OTC pulses. This is due to the
property of OTC fields that they can drive electron wavepackets on two-dimensional trajectories
and make them recollide with the parent ion from a direction different from their emission direc-
tion. Let us denote the emission angle of a certain trajectory during the ionization step, measured
in the lab frame, by θi, and the angle under which this trajectory recollides with the parent ion,
also measured in the lab frame, by θr, see the sketch in Fig. 7.2(c). The maximum angle between
the emission and recollision directions Δθ = θr − θi can be substantial (exceeding 90◦). In detail,
Δθ depends on the intensities and wavelengths of the laser fields used for the generation of the
OTC field and also varies with the relative phase Δϕ between the two colors. It is this difference
angle Δθ and its huge sweep on laser sub-cycle intervals that is responsible for spatially sampling
the bound state from different directions without the need to rotate the target. Thus, problem (ii)
encountered with linearly polarized pulses is avoided with OTC fields. It is important to note,
however, that it is dominantly the recollision angle θr that is responsible for the pronounced sub-
cycle angular sweep of Δθ236,237 . In comparison, the angular sweep of the ionization angle θi is
considerably smaller151 . This is because, equivalent to the situation in linearly polarized light, the
ionization time window is much smaller than the recollision time window since field-ionization
takes place only within short fractions of a quarter cycle of the 2ω-field. Thus, during the short
interval of the ionization the polarization of the OTC field only rotates by a relatively small angle,
which translates into a correspondingly small sweep of θi.

As a consequence, due to the strong angular dependence of the ionization rate in molecules
that is sensitive to the shape of the bound orbitals (in addition to their binding energy)200,561, the
ionization step in OTC fields works as a highly selective process for HHG: In a randomly ori-
ented/aligned molecular gas sample only molecules whose orbitals are favorably oriented along
θi will be ionized and therefore contribute to the HH radiation. Because θi stays largely fixed to a
certain direction of an orbital, problem (iii), introduced by rotating θi over the whole orbital when
using linear light, is strongly mitigated with OTC pulses. Because of the correlation between rec-
ollision angle and recollision energy, a certain energy range of the HH spectrum (or a certain har-
monic in the case of a multi-cycle field) will be dominated by trajectories that ionize from a certain
site (or lobe) of an orbital oriented along θi and recollide under θr = θi + Δθ, i.e., along potentially
yet another orbital lobe, see Fig. 7.2(d). Hence, OTC fields also help in solving problem (iv) that
originates from imaging an orbital with a wavepacket that has inherited this orbital’s phase. At the
same time this spatial selectivity of the orbital contributions is advantageous for imaging targets
that cannot be aligned, e.g., atoms.

In an experiment, the temporal and spatial information about the bound state is encoded in
the energy spectrum and the polarization state of the HH radiation, respectively, cf. Fig. 7.2(a).
The temporal information can be extracted analogously to the case of HHG with linearly polarized
light, using the mapping of recollision time to photon energy. Extraction of the spatial informa-
tion, however, requires that the polarization state of the HH spectrum, �(ω) ∝ �k(ω)|r|ψ0(r)�, is
obtained. Because recollisions happen from different angles within the polarization plane of the
OTC pulse, assumed in the xz plane, the HH radiation that is emitted perpendicularly to this plane,
i.e., along y-direction, may exhibit polarization components in both x and z. HH emission within
the plane xz will not be phase-matched nor detected; we can therefore disregard it. Thus, one
needs to measure �x(ω) ∝ �k(ω)|x|ψ0(r)� and �z(ω) ∝ �k(ω)|z|ψ0(r)�. From these quantities one
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Figure 7.2: Optical attosecond angular mapping with OTC fields. (a) In an OTC field the rec-
ollision energy and angle vary on sub-cycle times synchronously with the field oscillations, cf.
Fig. 6.2. This translates into a simultaneous sub-cycle variation of the generated high-harmonic
energy (top panel) and, for a radially symmetric bound state, also of the polarization direction of
the harmonics (bottom panel). (b) The sub-cycle variations of the harmonic energy and polariza-
tion direction can be employed for the implementation of single-shot orbital tomography. See text
in Section 7.2.1 for details. Panels (a) and (b) are adapted from Ref. [237], see Paper 3. (c) Visual-
ization of the correspondence between recollision angle θr and the polarization direction θHH = θr
of the high-harmonic radiation for a radially symmetric bound state. θi denotes the ionization
angle. (d) Correspondence between recollision angle θr and the polarization direction θHH of the
high-harmonic radiation emitted by a non-symmetric bound state, e.g., a molecular orbital with
π-symmetry. In the general case θHH �= θr and the high-harmonic field exhibits components along
both axes of the coordinate system (x�/z�) aligned with the recollision direction. The rotation to
the lab-frame (x/z) needs to be either calibrated using a measurement with a symmetric bound
state [cf. (c)] or, for multi-cycle OTC fields, can be induced from the intensity ratio of the even and
odd harmonics. The latter method is based on the symmetry breaking between two consecutive
half-cycles along the z, 2ω axis, see (f) and text in Section 7.2.2 for details. (e) Reconstruction of
the 2p state of neon from measured high-harmonics generated by an OTC field using the method
described in (b). Adapted from Ref. [323]. (f) Visualization of recollision directions in an OTC field
during two consecutive laser half-cycles at times t and t + T/2.
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obtains the angle of the HH polarization, φHH = atan(�z/�x), in the lab frame, see Fig. 7.2(c) for a
visualization. To measure φHH one can, for example, use a suitable polarizer (see Section 7.1.3). For
multi-cycle OTC fields a simpler method can be adopted, as will be described below. To extract the
spatial information contained in the recombination dipole matrix elements by means of a Fourier
re-transformation of the form (7.7), the measured spectra �x(ω) and �z(ω) need to be transferred
from the laboratory frame to the recolliding electron’s frame, as sketched in Fig. 7.2(d). This ro-
tation of the coordinate system can be done with the help of a calibration measurement using a
spherically symmetric ground state, as in this case φHH = θr, cf. Fig. 7.2(c).

Attosecond angular mapping of HHG with OTC pulses, as described in this Section, has been
successfully implemented experimentally, e.g., in Refs. [323–325, 562]. In all of these works a multi-
cycle OTC field has been used. As for a multi-cycle field the HH spectrum consists of well sepa-
rated harmonic teeth, the angle φHH(nωo) at a certain harmonic n of the driving laser field with
frequency ωo can be obtained from the HH spectrum without the necessity of a polarizing element
in the measurement. For a certain harmonic n (with n an odd number) it can be obtained simply
by the relation

φHH(nωo) = arctan

��
In

In+1

�
, (7.10)

where In is the intensity of the odd harmonic n and In+1 the intensity of the adjacent even harmonic
n + 1323. Equ. (7.10) is based on the fact that the presence of the 2ω field breaks the symmetry
between adjacent half-cycles of the OTC field, which results in the generation of even harmonics,
while for a symmetric situation only odd harmonics are generated. This follows from general
symmetry considerations563,564. A detailed description of the symmetry breaking by the 2ω field
and how this can be exploited in measurements as well as a derivation of (7.10) will be given in
Section 7.2.2; see discussion leading to (7.22).

In the remainder of this Section we want to outline three experiments that have made use of
the opportunities that are opened up up by using OTC pulses for angularly mapping the HH
radiation. Shafir et al. have used this concept for obtaining a tomographic image of the highest
occupied orbital of neon, a 2p state323,325, see Fig. 7.2(e). They calibrated φHH using HH emission
from the symmetric ground state of helium. Although this experiment focused on a static object
and did not exploit the sub-cycle timing contained in the HH spectrum, the measurement is a clear
proof of the possibility to image bound states that cannot be aligned [point (ii) above]. Niikura et al.
have extended this concept to molecules324,562. They were able to correctly retrieve the symmetry
of the static πg and σg orbitals of CO2 and N2, respectively324. This was possible by relying on
the selection of a spatially fixed orbital due to the angular dependence of the ionization rate, and
by exploiting the fact that OTC fields can circumvent the symmetry-blindness problems related to
self-probing [points (iii) and (iv)] that we described above. Later they extended their experiment to
the time-dependent case and demonstrated, using C2H6 as an example, the sensitivy of the angular
mapping concept to the dynamics of an attosecond bound wavepacket prepared during ionization
[point (i)]562. Thus, together these experiments show that angular mapping of HHG using OTC
fields can indeed be used to obtain information about the symmetry and structure of molecular
bound-states and their evolution with attosecond resolution.

7.2.2 Gating techniques for HHG

Angular mapping with OTC fields discussed in Section 7.2.1 relies on large-scale steering of elec-
tron trajectories: Retrieval of structure demands that electron trajectories recollide from a large
range of angles. This requires comparable field intensities along the two orthogonal directions. A
large range of recollision angles is also advantageous for a sensitive mapping of sub-cycle times
into the angular direction, which enables the simultaneous measurement of both the structure of
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bound-states and their evolution on attosecond time-scales, as described above. An alternative
approach to the retrieval of attosecond bound-state dynamics, albeit with reduced sensitivity to
structure, is possible by the concept of interferometry. We have shown in Section 6.2 that interfer-
ometry with electron wavepackets can give intricate insight into the dynamics of bound states and
can, to some extent, also provide structural information. High-harmonic generation is, in fact, an
interferometric process by its nature. On the one hand, this is because emission of HH radiation is
induced by the interferometric superposition of the recolliding electron wavepacket with the par-
ent ion’s bound state, as reflected by the recombination dipole matrix element �k(ω)|r̂|ψ0(r)�. On
the other hand, also the recollisions that take place from different sides during two adjacent laser
half cycles, i.e., with electron wavevectors k and −k, make an interferometer. These interferomet-
ric properties inherent to HHG can be exploited for measurements of attosecond dynamics and
structure, as will be outlined in the following.

HHG as an interferometric process A mathematical formulation of the interferometric pro-
cesses underlying HHG is given by (7.3), reproduced here for convenience,

�(ω) ∝ a(k)�k(ω)|r̂|ψ0(r)�+ a(−k)�−k(ω)|r̂|ψ0(r)�, (7.11)

which we have obtained above from the more general formulation (7.1). We have discussed pos-
sibilities that are opened up by the existence of the interferometer represented by �k(ω)|r̂|ψ0(r)�
earlier in this Chapter, e.g., orbital tomography or high-harmonic spectroscopy, and also in Chap-
ter 4 that discusses the generation of pulses using HHG. Here we will now focus on the additional
opportunities provided by the interferometer that is based on the recollisions during adjacent half-
cycles of a laser field. To this end, we will first discuss symmetry considerations in HHG. This will,
in retrospect, justify the applicability of (7.10). Subsequently, we will show that both interferome-
ters together can be used for in situ measurements of the process of HHG and allow to characterize
and even to control the properties of the emitted HH radiation as it is produced.

We start our discussion from the general version of (7.11) derived in Section 2.2.5,

�(ω) ∝ ∑
s

drec(ps, ts
r)dion(ps, ts

i )e
iS(ps ,ts

i ,ts
r)−iωts

r , (7.12)

with dion(ps, ts
i ) = E(ts

i )�ψ0(r)|r̂|ps + A(ts
i )� the dipole matrix element describing ionization at ts

i
and drec(ps, ts

r) = �ps + A(ts
r)|r̂|ψ0(r)� the dipole matrix element describing recombination at ts

r,
and S(ps, ts

i , ts
r) the semi-classical action, all evaluated at the stationary points (ps, ts

i , ts
r) obtained

by solution of the stationary-phase equations (2.53). The semi-classical action reads

S(ps, ti, tr) =
� tr

ti

1
2
[ps + A(t�)]2dt� + Ip(tr − ti). (7.13)

For a periodic driving field with vector potential A(t) for which all cycles are identical, the HH
spectrum �(ω) is obtained by summing up all stationary points s from one full period T of the
field, 0 < t < T, i.e., for two adjacent half-cycles. If we restrict ourselves to one trajectory class,
e.g., the short ones, we obtain one solution to the stationary-phase equations per half-cycle with
stationary points s1 = (ps, ts

i , ts
r) and s2 = (−ps, ts

i + T/2, ts
r + T/2) for the first and second half-

cycle, respectively. For a symmetric shape of the two adjacent half-cycles, e.g., for a sinusoidal
continuous wave laser field, we find for the corresponding electron wave vectors at the recollision
time k1 = ps + A(ts

r) and k2 = −ps + A(ts
r + T/2) = −ps − A(ts

r) = −k1. We thus recover that
the two recollisions occur from opposite sides, as expressed by (7.11). We can, without loosing
generality, denote the two recollision directions by L (left) and R (right). Furthermore, we find for
D(ts

i , ts
r) = drec(ps, ts

r)dion(ps, ts
i ) the property D(ts

i , ts
r) = −D(ts

i + T/2, ts
r + T/2), i.e., DL = −DR,

where the minus sign comes from change of the sign of the electric field E(t), contained as a pre-
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factor in dion(ps, ts
i ), between the two adjacent half-cycles: E(ts

i ) = −E(ts
i + T/2). For the semi-

classical action we find that SR = SL, such that we can rewrite (7.12) as

�(ω) ∝ DLeiSL−iωts
r + DReiSR−iω(ts

r−T/2)

∝ DLeiSL−iωts
r − DLeiSL−iω(ts

r+T/2)

∝ DLeiSL−iωts
r
�
1 − e−iωT/2

�
. (7.14)

Here, we have assumed the laser field to be a periodic function with periodicity T = 2π/ωo and
frequency ωo. For the n-th harmonic of the fundamental frequency with ω = nωo the expres-
sion e−iωT/2 = e−iπω/ωo = e−iπn is 1 for even n, and −1 for odd n. It follows that 1 − e−iωT/2

is 0 for even n, and 2 for odd n. From (7.14) we thus recover the well-known fact that for a peri-
odic function with equal positive and negative half-cycles the HH spectrum consists only of odd
harmonics. A descriptive explanation for this result is that the HH emission is generated by two
symmetric trajectories. The phase that the two corresponding electron wavepackets pick up during
their continuum motion is identical, but because they recollide from opposite sides, their separate
contributions to the overall dipole emission lead to destructive interference for the even Fourier
components and constructive for the odd components. This is exactly the picture of the interfer-
ometer that we evoked above.

Detuning the HHG interferometer using two-color fields

In an interferometer the contributions from the two arms lead to interference at the output of the
interferometer depending on their relative phase δφ at this point. In the case of HHG the two inter-
fering objects are electron wavepackets. They are coherently split off from the bound state during
tunnel ionization and then propagate in the continuum driven by the laser field. During their
propagation they pick up phase determined by their semi-classical action. They are driven back to
the position of the bound state where their relative phase δφ is evaluated during recombination.
As in an optical interferometer it is irrelevant for the interference, how much phase the electron
wavepackets have pick up during propagation. This can be a large value. What determines their
interference is their relative phase δφ. A slight detuning of the interferometer can therefore lead to
a strong modification of the interference observed at the output.

How can we detune the electron wavepacket interferometer to influence the HH spectrum?
Let us have a look at expression (7.14). This expression tells us that we need to introduce a small
phase-shift δφ between the left (L) and right (R) contribution to the HH spectrum. This is equal
to saying that we need to break the symmetry between the two adjacent half-cycles, i.e., we need
to shape the field such that the two half-cycles become unequal. This was first demonstrated by
Dudovich et al.565, who have used a weak second harmonic field superposed with a certain phase
delay Δϕ to unbalance the two half-cycles. It was shown that a 2ω field with a relative intensity
of only about 10−3 of the ω field suffices to introduce a phase-shift δφ that is significant enough
to modify the HH spectrum. This phase-shift unbalances the L and R contributions to the HH
spectrum, such that the strict destructive interference for the even harmonics is no longer valid.
Consequently, in the HH spectrum even harmonics appear for certain values of the ω/2ω-phase
Δϕ565.

Symmetry-breaking using ω/2ω fields To understand the breakage of the symmetry and the
appearance of even harmonics in a linearly polarized ω/2ω field of the form

E(t) = Eωo (t) + E2ωo (t) = Eωo cos(ωot) + E2ωo sin(2ωot + Δϕ), (7.15)

we calculate how the additional second-harmonic field affects the electron’s semi-classical trajec-
tory and therewith the interference between recollisions from the left and right, respectively. Dur-
ing its excursion, the electron accumulates a phase φ. The additional field modifies the electron’s
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trajectory and therewith changes the value of this phase by Δφ = φ2 − φ1. Here, the subscript
1 denotes the phase accumulated when only the fundamental laser field is present, and 2 when
both the fundamental and the second harmonic fields are used. As described above, to break the
symmetry of the high-harmonic process and to obtain even harmonics, it is not necessary to impart
a large additional phase to the electron. A small value of δφ ≈ π between trajectories recolliding
from the left and right, respectively, is sufficient to move from constructive to deconstructive in-
terference. Thus, a very weak second harmonic field is sufficient. It shall only slightly perturb the
electron’s trajectory and shall not alter it so much that additional stationary solutions on top of
the two trajectories that recollide from the left and right, respectively, become possible, as it is the
case for a strong second harmonic field477 . The phase φ that the electron accumulates during its
field-driven motion in the continuum is, within the SFA, given by the semi-classical action integral
(2.48) and reads

φ =
� tr

ti

1
2
[p + A(t�)]2 + Ip dt�, (7.16)

where, for a given recollision energy and for a certain class of trajectories (e.g. the short ones), the
times of recollision and ionization are uniquely connected such that ti = ti(tr). To calculate φ2 we
insert the second harmonic field into (7.16). This yields

φ2 =
� tr

ti(tr)

1
2
[p + Aωo (t

�) + A2ωo (t
�)]2 + Ip dt�

=
� tr

ti(tr)

1
2
[p2 + 2pAωo (t

�) + A2
ωo (t

�)] dt�

+
1
2

� tr

ti(tr)
2pA2ωo (t

�) + 2Aωo (t
�)A2ωo (t

�) + A2
2ωo

(t�) dt�

+ Ip(tr − ti)

≈ φ1 +
� tr

ti(tr)
A2ωo [p + Aωo (t

�)] dt� = φ1 + σ(tr, Δϕ).

(7.17)

In the second to last step we have neglected the quadratically small term A2
2ωo

(t). The second term
in the final expression of (7.17) is the additional phase that is caused by the second harmonic field.
It is usually denoted by σ and, as it contains the second harmonic field, its value depends on the
relative phase Δϕ between the fundamental and second harmonic. Within the SFA, the term p +
Aωo (t) is the instantaneous momentum pSFA(t) of the electron that is caused by the fundamental
field only. With that, σ(tr, Δϕ) accumulated along a trajectory determined by the momentum p can
be written as

σ(tr, Δϕ) =
� tr

ti(tr)
pSFA(t�)A2ωo (t

�, Δϕ) dt�. (7.18)

Now, let us see how σ(tr, Δϕ) affects the interference during the recollision events and there-
with the emission of the high-harmonics. As above, we compare trajectories that recollide dur-
ing one half-cycle of the fundamental laser field (e.g. from the left), at time tr, with trajectories
that recollide one half-cycle later, at time tr + T/2 (from the right). Obviously, A2ωo (tr + T/2) =
A2ωo sin(2ωo(tr + T/2) + Δϕ) = A2ωo sin(2ωotr + π + Δϕ) = −A2ωo (tr). From that it follows that
σ(tr + T/2, Δϕ) = −σ(tr, Δϕ). This means that the phase difference of the two trajectories L and
R, δφ = σ(tr, Δϕ)− σ(tr + T/2, Δϕ) = 2σ(tr, Δϕ), is no longer exactly zero or π as in the case of
a single-frequency field discussed above. Instead, the phase difference can have, in principle, any
value in between. As a result, by adding a second harmonic field to the fundamental, the strict
destructive interference for even harmonics, described by (7.14) for a single-frequency field, is no
longer valid and one also observes even harmonics.

Fig. 7.3(a) visualizes the different phases accumulated during the propagation of the L and R
wavepacket, as well as the resulting changes to the HH spectrum and the appearance of the even
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harmonics. As we will show below, measurement of the intensity of the even harmonics for a very
weak second harmonic field as a function of the ω/2ω-phase Δϕ allows obtaining intricate insight
into the attosecond timing of the ionization and recombination processes.

Symmetry-breaking in an OTC field When an OTC pulse of the form (3.11) with field com-
ponents of the fundamental frequency ωo and second harmonic 2ωo along x and z, respectively,

E(t) = Eωo (t)ex + E2ωo (t)ez, (7.19)

is used for HHG, electron wavepackets are driven on two-dimensional trajectories. As described in
Section 7.2.1, they recollide with the parent ion under a lab-frame angle θr, which depends on the
relative strengths of the fundamental and second harmonic field and varies with the relative phase
between the two colors, Δϕ, see Fig. 7.2. The second harmonic field breaks the symmetry between
adjacent half-cycles of the fundamental field. As described above, this breakage of the symmetry
leads to the appearance of even harmonics. For a multi-cycle two-color field, when the changes in
field strength due to the pulse’s envelope can be neglected, the recollision scenario is the same for
every field-cycle. It is thus sufficient to consider only one cycle of the two-color field. Fig. 7.2(f)
shows that for a given value of Δϕ, the recollision-direction along the polarization direction of
the second harmonic field, z, is opposite for two adjacent half-cycles, while it is the same along
the polarization direction of the fundamental field, x. The contribution to the n-th order of the
harmonic spectrum at frequency ω = nωo from the first half-cycle, denoted by the index 1, can be
written as

�(nωo) ∝ �x,1(nωo)ex + �z,1(nωo)ez, (7.20)

where �x and �z denote the harmonic fields along x and z, respectively. The harmonic fields gen-
erated during the second half-cycle are identical to those generated during the first half-cycle,
except for the symmetry-flip of the emission along z. Therefore, �x,2(t) = �x,1(t + T/2) and
�z,2(t) = −�z,1(t + T/2), where the index 2 denotes the second half-cycle and T = 2π/ωo is
the period of the OTC field. In the frequency domain, the delay T/2 leads to a pre-factor e−iωT/2 =
e−iπω/ωo = e−iπn, such that �x,2(nωo) = �x,1(nωo) · e−iπn and �z,2(nωo) = −�z,1(nωo) · e−iπn.
Thus, the total field generated at frequency nωo during one full cycle of the OTC field is given by

�(nωo) ∝ (�x,1 + �x,2)ex + (�z,1 + �z,2)ez,

∝ (�x,1 + �x,1e−iπn)ex + (�z,1 − �z,1e−iπn)ez,

∝ �x(1 + e−iπn)ex + �z(1 − e−iπn)ez =

�
2�x(nωo)ex for even n
2�z(nωo)ez for odd n

, (7.21)

where in the last line we have made use of the correspondence |�x,z| = |�x,z,1| = |�x,z,2| and have
dropped the indices 1 and 2. Equ. (7.21) shows that odd and even harmonics are orthogonally po-
larized. Note, that for its derivation we did not use any properties of the bound state but only made
use of the symmetry of the OTC field. It is thus valid for any symmetry of the bound state. Via
the dipole matrix elements the symmetry of the bound state will, however, affect the emitted HH
radiation �x,z(nωo). For a spherically symmetric bound state, the induced HH polarizations along
x and z and therewith the correspondingly emitted HH field components �x,z(nωo) directly re-
flect the recollision angle θr(nωo) = arctan (�z(nωo)/�x(nωo)). Because (7.21) shows that �x(nωo)
and �z(nωo) are proportional to the even and odd harmonics, respectively, measurement of their
intensities, thus, amounts to measuring the recollision angle,

θr(nωo) = arctan
�

�z(nωo)

�x(nωo)

�
= arctan

��
Iodd(nωo)

Ieven(nωo)

�
, (7.22)

which is exactly (7.10).
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In situ attosecond measurements using perturbative fields

The idea of understanding the HHG process as an interferometer that can be controlled by adding a
second harmonic field, as described in the previous paragraphs, has proven a very fruitful concept
for measurements of attosecond dynamics. Originally demonstrated in Ref. [565], this concept
has been further developed and was successfully applied to the measurement and even control of
the HHG process and the production of attosecond pulses as they are produced452,453,565–568. That
is, the HH radiation is probed in the very same medium in which it is produced. Thus, these
approaches are sometimes called in situ-methods to distinguish them from ex situ-methods that
characterize the HH radiation by comparison to a reference pulse in a different medium. In situ
methods are based on the idea that a weak field (e.g. a second harmonic field) is added to the
strong driving field that generates the HH radiation. The weak field perturbs the interferometer
inherent to the HHG process and alters the phase of the electron trajectories. This modification
of the phase may manifest itself in a modification of the spatio-temporal properties of the emitted
HH radiation. Measurement of these modifications allows obtaining insight into the attosecond
dynamics underlying the HHG process.

To sketch this underlying principle of in situ methods we can build on the results derived above
for the case where a weak second harmonic field is added to the strong field that drives the HHG
process. We have seen that this weak additional field leads to an additional phase σ in the high-
harmonic dipole moment given by (7.18). Equ. (7.18) for σ can be straightforwardly generalized to
an arbitrary shape of the additional field, as long as its action is perturbative, which yields

σ(tr, τ) = −
� tr

ti(tr)
pSFA(t)

� t

ti(tr)
Ep(t� + τ) dt� dt. (7.23)

Here, Ep(t� + τ) is the perturbative field added with some adjustable delay τ to the strong
field that drives the electron on a recolliding trajectory determined by pSFA(t). With Ap(t) =

− � t
−∞ Ep(t�)dt� = −[

� t
ti

Ep(t�)dt� +
� ti
−∞ Ep(t�)dt�] (7.23) resembles expression (7.18). Let’s see

how the additional, perturbative phase σ(tr, τ) affects the high-harmonic emission process. From
Section 2.2.5 we know that the harmonic dipole emission at time tr, as given by the high-harmonic
dipole moment d(tr), is determined by the product of the ionization rate at the emission time of
the electron, ti(tr), and the recombination dipole matrix element describing the interference of the
bound wavefunction ψ0(r) with the recolliding electron’s wavefunction evaluated including the
electron’s phase S. Thus, the dipole emission at tr can be written as565

d(tr) ∝ �ψ0(r)|r̂|e−iS(tr ,ti(tr),r,ps)�. (7.24)

In equ. (7.24) the phase S has been written with its explicit dependence on the coordinate r, i.e.,
in a formulation that goes beyond the SFA and involves the influence of the ionic potential. If we
now split the accumulated phase S into its contributions from the strong driving field, S1, and the
additional phase from the perturbative field σ, we obtain

d(tr) ∝ �ψ0(r)|r̂|e−iS1(tr ,ti(tr),r,ps)−iσ(tr ,ti(tr),r,ps)�. (7.25)

It has been shown565 that when (i) the phase accumulated due to the additional field is negligible
as the electron moves across the ionic core and when (ii) the effect of the additional field on the
electron trajectory near the core is negligible on the scale of the ground state, the influence the
r-dependent part of σ can be neglected and one can simplify (7.25) to

d(tr, τ) ∝ �ψ0(r)|r̂|e−iS1(tr ,ti(tr),r,ps)� e−iσ(tr ,τ) = d1(tr) e−iσ(tr ,τ). (7.26)

Thus, the dipole emission d1(tr) induced by the strong driving field is modulated by the phase σ
due to the perturbative field. As a result, the dipole emission d(t, τ) and therewith the generated
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Optical attosecond mapping
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Figure 7.3: Gating techniques for high-harmonic generation using tailored waveforms. (a) The
symmetry breaking between recollisions from the left (L) and right (R) induced by the addition of
a weak 2ω field to a linearly polarized strong field with frequency ω, and the additional phase ±σ
resulting from this weak perturbation of the recollision trajectories (top panel), leads to the appear-
ance of even harmonics (bottom panel). Adapted from Ref. [568]. (b) Measured dependence of the
even harmonics on the relative phase between the ω and 2ω fields. Adapted from Ref. [565]. (c)
Illustration of the spatio-temporal measurement of an isolated attosecond pulse using a weak 2ω
perturbation (blue) to a strong polarization-gating driving field (red). The non-collinearly added
2ω field perturbs the recollision trajectories in two spatial dimensions and weakly modifies the
wavefront and therewith the propagation direction of the generated XUV harmonic radiation.
Measurement of the propagation angle θ as a function of the harmonic energy (bottom right) al-
lows for the spatio-temporal reconstruction of the generated attosecond XUV pulse. Adapted from
Ref. [567].

harmonic field at the point of interaction in the gas-medium, �(t, τ) ∝ d2

dt2 d(t, τ), depend on the
delay τ between the strong driving field and the weak additional (perturbative) field Ep(t). In a
more general formulation, the perturbative field leads to both amplitude- and phase-modulation
of the generated harmonic field such that567

�(t, τ) ∝ �1(t)[1 + α(t, τ)]e−iσ(t,τ). (7.27)

Here, α denotes the amplitude modulation of the unperturbed harmonic field, �1, and σ is, as
before, the phase modulation term. Together, the amplitude and phase modulation terms can be
considered a gate function

G(t, τ) = [1 + α(t, τ)]e−iσ(t,τ). (7.28)
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7.2.2 Gating techniques for HHG

The key point is now to relate the action of the gate function to some observable that can be
measured in an HHG experiment. Recording the variations of this observable as a function of the
delay τ of the gate (or, equivalently, as a function of phase-delay Δϕ = ωτ), allows reconstructing
both the unperturbed harmonic field �1(t) and the gate G(t, τ). This opportunity has been ex-
ploited in a number of experiments. The pioneering work Ref. [565] used a weak second-harmonic
field as the perturbative field Ep(t). This field was added collinearly and with parallel polarization
direction to the strong field driving the HHG process. As explained above, this leads to a break-
age of the symmetry between recollisions from the left and right and therewith to the appearance
of even harmonics, see Fig. 7.3(a). The authors showed that the phase of the phase-modulation
term, σ(t, Δϕ), depends linearly only on the emission time of the harmonics. Measuring the in-
tensity modulation of the even harmonics as a function of the phase-delay Δϕ = ωτ between the
strong fundamental and the weak second harmonic field, depicted in Fig. 7.3(b), thus, allowed the
reconstruction of the emission, i.e., the recombination time tr of individual harmonics.

Later, this work could be extended by the use of a collinear second harmonic field added with
an orthogonal polarization direction452. The perturbations of the electron motion in the two polar-
ization components act as two independent gates. The orthogonal component constitutes a ’dis-
placement gate’ that suppresses harmonics. At the same time the second-harmonic field breaks the
symmetry between recollisions from left and right. The symmetry breaking is maximized when
the lateral velocity of the recombining electron is a maximum, which constitutes a ’velocity gate’.
These two independent gates allow to disentangle the emission times of the harmonics, tr, from
the ionization times, ti, of the respective trajectories.

The in situ approach to attosecond probing of the HHG process could be further generalized
by adding a weak second-harmonic gating field non-collinearly with a small angle θp to the strong
driving field567. By this, a spatial modulation is added to the HHG process that can be read out
from modulations of the spatial distribution of the harmonic beam along the transverse direction
measured in the far field, see Fig. 7.3(c). The reason for the spatial modulations is that the time
delay τ between the fundamental and second-harmonic beams varies depending on the transverse
position y. Thus, also the phase σ that is added to the electron trajectories depends on y, σ = σ(y).
This y-dependence modifies the wavefront of the emitted harmonic field and therewith the spatial
distribution observed in the far field. Measurement of the angular distribution of the harmonic
intensity distribution for different photon energies as a function of τ thus allows to reconstruct the
emitted harmonic field, see Fig. 7.3(c). An important advantage of the non-collinear approach over
the collinear one is that it does not rely on symmetry-breaking between recollisions from the left
and right taking place during consecutive laser half-cycles. Thus, the non-collinear is not limited
to multiple HH emission bursts and can therefore be also used to reconstruct isolated attosecond
pulses567,568.
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8

Controlling molecular processes
with strong laser fields

Because of its tremendous practical importance, manipulation of physical or chemical processes
and gaining control over their evolution, e.g., the breaking of a certain chemical bond in a poly-
atomic molecule, has been acknowledged as a crucial ability in both science and technology for
decades. The nuclear motion involved in the breaking of a chemical bond in a molecule typically
proceeds on time scales from several femtoseconds to picoseconds. These dynamics are driven
by the derivatives of the potential formed by the intra-molecular electron distribution, which can
restructure on much faster, attosecond, time scales. A suitable perturbation of the equilibrium
bound electronic distribution, for example induced by ultrashort intense laser pulses, can there-
fore initiate nuclear motion towards a desired bond-breaking event. A relatively slow molecular
fragmentation can thus be pre-determined on the much faster electronic time scale.

Strong, non-resonant laser fields are thus suitable tools to steer femtosecond to picosecond
molecular bond breakage dynamics by controlled distortions of the electronic molecular system
on sub-femtosecond time scales using field-sensitive processes such as strong-field ionization or
electronic excitations. This possibility has been demonstrated by a huge number of works. For
example, fragmentation reactions resulting in two moieties could be controlled using the carrier-
envelope offset phase of few-cycle laser pulses as the control parameter264,569,441,446,570–575. Also,
it was shown that selective removal of electrons from either inner or outer valence orbitals based
on their different shapes185 or their different sensitivity to laser intensity and/or pulse duration576

can be a viable route to control molecular bond-breaking events.

In the following, the most important processes taking place during and after the interaction of
a molecule with a strong and possibly tailored laser field will be discussed (Section 8.1). Subse-
quently, in Section 8.2, we will discuss principles for determining the outcome of molecular pro-
cesses by carefully designing the interaction with the strong laser field. Sections 8.3 to 8.5 will then
present examples where these principles were successfully applied. Finally, Section 8.6 will discuss
methods for controlling molecular processes with the shape of the laser field.

8.1 Fundamentals of molecules in strong fields

Due to the incredibly rich dynamical and structural properties of molecules, the interaction of in-
tense laser pulses with molecules may entail extremely complicated dynamics – in particular for
the case of polyatomic molecules. This Section shall provide a short overview over the most im-
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8.1 Fundamentals of molecules in strong fields

portant processes that may take place during and after the interaction of a strong laser field with
most molecules. Because of the enormous complexity of large molecules (e.g., biologically rele-
vant molecules) that complicates or makes it even impossible to understand the processes that are
driven by the laser field, mostly ”small” molecules are studied in the field. Typically the molecules
that have been studied so far consisted of only very few atoms. Often di- or triatomic molecules
were investigated. Larger molecules with ten and more atoms were also studied, but are rather the
exception. The short account of processes given below covers the most important processes that
are observed for almost all molecules. Certainly, however, due to the large diversity of molecules
with respect to their electronic and nuclear structure, the relevance of the different processes may
vary strongly from molecule to molecule. It also needs to be mentioned that it is thoroughly be-
yond the scope of this work to provide an exhaustive coverage over all works and processes that
have been investigated. Throughout this and the following Sections we will therefore restrict us to
reviewing representative examples.

Alignment and orientation dependence of strong-field ionization Similar to atoms, the
dominant process during the interaction of a strong laser field with molecules is single or multiple
ionization. However, in contrast to atoms, for which this process is now relatively well under-
stood, there are a number of characteristics and accompanying processes that render ionization
of molecules much more complicated and make it an active field of research. One striking differ-
ence to atoms is that the ionization rate in molecules sensitively depends on the orientation of the
molecule with respect to the laser polarization axis, as well as on the character of the molecular
orbital from which an electron is removed200,561,577–582. These properties have a number of very
important consequences. For example, it may lead to dominant ionization from lower-valence or-
bitals (see Paragraph below) which, in turn, itself has a number of fundamental implications for
molecular fragmentation and/or restructuring processes. Furthermore, certain processes such as
enhanced ionization (see Section 8.1.1 below) strongly depend on the molecular alignment and are
completely inhibited for certain alignments. Because of this importance of the molecular align-
ment, methods for its control in an experiment have been developed539–541,583,584. Molecular align-
ment can be exploited for achieving selectivity in molecular bond-breaking processes as will be
discussed in detail in Section 8.3.

Lower-valence shell ionization The electronic energy levels in molecules can be quite closely
spaced such that, within a single particle picture, ionization may not only take place from the
highest occupied molecular orbital (HOMO), but also from lower-lying valence orbitals (HOMO-
1, HOMO-2, etc.) with a pronounced probability404,585–589, especially when ionization from the
highest lying states is suppressed due to a much smaller ionization rate caused by the shape of the
orbital(s) that may feature negligible electron density (a node) along the laser polarization direc-
tion. Removal of an electron from lower-valence levels results in the preparation of the molecular
ion in an electronically excited state. Thus, the shape of the orbital in combination with the molec-
ular alignment with respect to the laser polarization direction can determine in which electronic
state respectively on which potential energy surface (PES) the molecular ion is prepared. Thus,
certain nuclear dynamics in the molecular ion associated with a certain PES can be suppressed
or initiated during the ionization step. This can be exploited for, e.g., control of molecular bond-
breaking dynamics as will be shown in Section 8.3.

Electronic excitation during and after ionization An intense laser field can also drive the
transfer of population to electronically excited states226,461,590–594 from which ionization can pro-
ceed more easily during the subsequent field cycles. Excitation of a molecule or molecular ion can
also be induced by electron recollision in an analogous way as it is well-known for atoms159,595,596.
Because excited states in a molecule or molecular ion can be dissociative, preparation of electroni-
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Controlling molecular processes

cally excited states by the ionization process and/or by field-driven excitation occuring during the
laser pulse may lead to fragmentation of the parent molecule404,597. For example, excitations due
to removal of an electron from a lower-lying molecular orbital by electron recollision can be used
to control fragmentation reactions of polyatomic molecules on the laser-sub-cycle time scale264 ,
as will be discussed in Section 8.6.1. Because electronically excited molecular ions can be created
either during the ionization process by ionization from lower-valence levels (see corresponding
Paragraph above), or by field-induced excitation after the ionization process, an important ques-
tion is how these processes can be disentangled. Observing the dependence of these two contribu-
tions on the laser field parameters separately may open up possibilities for determining molecular
fragmentation and dissociation processes, as will be discussed in detail in Section 8.4.

Interplay between nuclear motion and ionization The laser field may also trigger nuclear
dynamics and chemical bond rearrangement processes. Depending on the shape of the involved
potential energy surfaces (PESs) on which the nuclear dynamics proceeds, the binding energy may
vary. Thus, the ionization probability becomes modulated by the nuclear motion. Temporally
resolving the modulations of the ionization yield using pump-probe measurements with two de-
layed ultrashort intense pulses can thus provide insight into the nuclear motion set in pace by
the first of the two pulses, as has been shown in recent measurements for vibrational dynamics in
CO2

598,599. Likewise, the induced vibrational motion can be visualized using a technique called
time-resolved Coulomb explosion imaging. In this technique the second pulse (multiply) ionizes the
molecule upon which it undergoes fragmentation due to the repulsive Coulomb forces between
the nuclei. Assuming purely Coulomb-shaped PESs the geometry prior to the application of the
second pulse can be reconstructed as has been shown, e.g., for the simplest molecules, H2 and
D2,443,444,600–602, for more complicated diatomic molecules such as N2, O2 and CO603, or for tri-
atomic molecules604. A very important and ubiquitous manifestation of the influence of nuclear
motion in the ionization behaviour is the process of enhanced ionization (EI)605,606 originally de-
scribed for the H2 molecule. In this process the ionization rate is strongly enhanced at a critical
internuclear distance, Rc, as compared to the ionization rate at the equilibrium internuclear dis-
tance or that at an internuclear distance much larger than Rc. Although enhanced ionization has
been acknowledged as a very general process and as such has been observed for a range of differ-
ent di- and tri-atomic molecules, a recent series of experiments and simulations have shown that
EI takes place largely differently for polyatomic molecules, in particular for the important class of
hydrocarbons. A detailed account of EI will be given below in Section 8.1.1. The influence of the
nuclear motion during the laser pulse does, of course, not only show up in the EI process. In fact,
any kind of nuclear motion, in particular geometrical restructuring during laser interaction will
affect the ionization and therewith potentially also the subsequent fragmentation or dissociation
behaviour. This will be explained in detail in Section 8.5.

Fragmentation/dissociation processes Probably the most striking difference of the interac-
tion of a strong laser pulse with a molecule as compared to that with an atom is the capability of
molecules to fragment or dissociate‡. These processes are of fundamental importance in nature.
For example, chemistry can be loosely defined as bond-breaking and bond-making. Breakage of a
molecular bond, i.e., the fragmentation or dissociation of a molecule, can thus be perceived as one
of the elementary building blocks of chemistry, but is also of uttermost importance in the physical
and biological sciences. Molecular fragmentation and dissociation processes taking place after irra-
diation with an intense laser pulse have been studied by literally countless works. The dynamics of
bond-breaking processes crucially depends on the mass of the involved fragments and the shapes
of the potential energy curves/surfaces on which the processes take place. Typical time scales

‡The terms dissociation and fragmentation are often used synonymously. Here, we use the term dissociation to indicate
a process where a molecule breaks into a number of neutral moieties, or into a set of a mixed neutral and ionic moieties,
whereas fragmentation is used to indicate the breakage into only ionic moieties.
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8.1 Fundamentals of molecules in strong fields

range from about ten femtoseconds for fragmentations involving the light protons, to the picosec-
ond time-scale for heavy moieties. The bond-breaking dynamics after laser-interaction crucially
depends on which state(s) the molecule is left after the laser pulse has faded. While the dissocia-
tion or fragmentation can proceed promptly after the application of the laser pulse, in particular if
the molecule is prepared in an ionic state, it may also happen that bond-breaking processes take
place with a considerable delay to the laser-interaction. The author and co-workers have reported
that the process where a light proton is split off (deprotonation), can exhibit a very long retardation
of hundreds of nanoseconds607 . The observed slow deprotonation coexists with its almost prompt
counter-part. The physics underlying this slow deprotonation is the population of high-lying vi-
brational states in electronically excited states during laser-interaction. Molecules prepared in such
states exhibit a very long survival time as these states decay only with a very small rate.

An important point in molecular fragmentation is that usually there exist several pathways to-
wards a certain set of fragments, called a channel. While it is simple to fragment a molecule with
an intense laser pulse, it is challenging to unequivocally identify and characterize the moieties of a
certain channel, and even more difficult to securely identify the pathway that has been taken. One
often applied technique for such studies is coincidence momentum imaging, see, e.g., Refs. [185,
569, 576, 598, 607–613] and the examples in Sections 8.2 to 8.6.

Likewise, while it is simple to break some bond in a molecule, it is challenging to break a specific
bond in a molecule. This problem has for decades been the subject of the field called quantum co-
herent control that applies weak (temporally shaped) femtosecond laser pulses to resonantly excite
vibrational dynamics614–617. Stunning achievements have been made in this field. However, with
the availability of strong and also tailored laser fields a new paradigm for non-resonantly control-
ling molecular bond-breaking processes by directly steering the electrons has become available.
This possibility will be discussed in detail in Sections 8.2 to 8.6.

Geometrical restructuring dynamics Prior to fragmentation/dissociation the molecule might
restructure. Here, we understand restructuring as a large-scale change in geometry that may
lead to the production of new species during a subsequent fragmentation process. One exam-
ple would be the generation of O+

2 from CO2+
2 that has been observed recently by the author

and co-workers613 . A prominent and highly studied example for a complex restructuring pro-
cess is ultrafast hydrogen or proton migration that has been observed in many molecules, e.g., in
methanol618,619 and, as it has been identified by experiments that this process takes place during the
laser-interaction with very short pulses, it is claimed that this process can take place on extremely
fast time-scales. Later, proton migration has been studied also in a range of other molecules and has
been observed for, e.g., two-609 and three-body608,610 fragmentation processes of 1,3-butadiene, in
acetylene185,620 and in allene621. Laser-driven geometrical restructuring of polyatomic molecules
can even result in the migration of several moieties within one molecule which might form new
bonds and will be ejected as new species, e.g., H+

2 from ethylene264 or H+
3 from methanol622, and

it has also been observed that several different protons and deuterons migrate within a molecule
leading to many different possible combinations of final fragmentation products623. Sections 8.2
to 8.6 will discuss geometrical restructuring processes during and after laser-interaction in greater
detail.

Bond formation Until now, strong laser fields have almost exclusively been used to induce and
also control the breakage of molecular bonds. Successful examples for this type of research will
be discussed during Sections 8.2 to 8.6. However, thus far only few works have considered the
investigation of bond-formation using strong fields. This might seem surprising since the forma-
tion of a chemical bond is probably the essential process in nature and ultimately determines the
foundations of life. One reason for this neglect is that interactions between intense laser pulses and
molecules are usually studied in single-molecule environments in the gas phase which impedes
the observation of a potentially occurring bond-forming reaction a priori. Also, it is not easily
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possible to provide a bath in the gas phase that absorbs the excessive energy set free during the
creation of a chemical bond. Successful observations of laser-induced bond-formation processes
have therefore used clouds of ultracold atoms in magneto-optical traps624 or have used metal sur-
faces as the mediating bath625. Another approach is to exploit the selectivity of a multi-photon
transition for the creation of a bond between accidentially suitably spaced atoms in a randomly
distributed gas sample, as has been demonstrated for creation of bonds in excited magnesium
dimers Mg2

626. Recent experiments indicate, though, that inside laser-driven plasma channels,
so-called filaments, bond-forming reactions do take place, i.e., a strong laser pulse can indeed in-
duce the formation of a chemical bond (in addition to a simple bond-breaking reaction); examples
are N++O2 →NO++O∗627, N2++N2 →N4+628, or the formation of several stable neutral species
such as CO2, C2H2 and H2O in a dense gas mixture of CO and H2

629. Unfortunately, it is difficult to
study the molecular dynamics that underlie bond-formation reactions in the dense multi-particle
plasma environment of a filament. The most widely used indirect technique is to detect the flu-
orescence signal emitted from the molecules and molecular moieties in the filament. This signal
is, however, a cumulative signal over a huge number of molecular emitters and also affected by
macroscopic propagation effects. Also, it does not permit statements (or only in a very limited
way) about the ultrafast dynamics of the underlying molecular processes. Furthermore, the dense
plasma environment prevents obtaining more specific information, e.g., about the role of neigh-
bouring molecules involved in the observed reactions, let alone very profound questions such as
how the moieties share their electrons to form a bond. As a consequence the understanding of
the underlying dynamics that lead to the observed bond-formations is currently very rudimentary.
More detailed investigations necessitate a well-defined reaction environment and more specific
ultrafast methods that are able to capture the underlying nuclear and electronic processes. Never-
theless, it is foreseeable that the investigation of strong-field-induced bond-forming reactions and
gaining control over this process will become an important research field within the next decade.

8.1.1 Enhanced ionization

An important discovery in the ionization behaviour of molecules is that of the process of enhanced
ionization (EI) that was already shortly discussed above. EI has been investigated in numerous ex-
perimental and theoretical works for different molecular species, e.g., H2/D2

605,606,630–636, I2
637–640,

N2
641–643, and Cl2644. It was found that in many cases the ionization rate is strongly enhanced

around a critical internuclear distance, Rc. This enhancement can be explained by a mechanism
where at Rc electrons can tunnel directly into the continuum through the field-suppressed intra-
molecular potential barrier from the potential well that is uplifted in energy by the laser field, when
at the same time the electronic density localizes on the upper potential well. This charge localiza-
tion on the upper potential well is due to a strong coupling between charge-resonance states, which
is why this mechanism has been dubbed charge-resonance enhanced ionization (CREI)605,606,642.
Although this simple picture needs to be modified for certain situations such as for π or δ molec-
ular states633 or for non-symmetric molecules645,646, and in detail is affected by laser-sub-cycle
electron dynamics635,636, the underlying mechanisms leading to efficient single- or few-electron
laser-ionization in small molecules can in many cases be explained by (variants of) the CREI mech-
anism.

Experiments by the author and co-workers184,647,648 on strong-field multiple ionization of poly-
atomic molecules such as CH4, C2H2, C2H4, and C4H6 have revealed surprisingly high charge
states up to +14 for relatively moderate laser intensities. The detailed analysis of the experimen-
tal results showed that there exists some multiple-bond version of EI, in which EI takes place
at several bonds in parallel. See Paper 16 and Paper 17 for details. Theoretical works us-
ing time-dependent Hartree-Fock (TDHF)649–651 and time-dependent density functional theory
(TDDFT)184,186 have confirmed the high charge states measured in these experiments as well as
the experimentally found involvement of multiple bonds in the ionization mechanism. However,
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the mechanism that leads to the strong enhancement of ionization from both the most weakly and
also the more strongly bound inner-valence orbitals was still unclear.

By multi-particle coincidence momentum imaging experiments together with the complemen-
tary insight obtained through quantum chemical simulations based on the time-dependent den-
sity functional theory (TDDFT) and using the acetylene molecule as a model system the author
and co-workers finally succeeded in establishing an intuitive explanation of the intensely debated
mechanism behind the efficient laser-ionization of polyatomic molecules188 , see Paper 18 for de-
tails. The measurements and simulations revealed that the strong enhancement of the ionization
for molecules aligned parallel to the laser polarization direction is due to the combination of (i) a
strong increase in the coupling between lower-valence σ orbitals (also to weakly bound and even
unbound orbitals from the LUMO complex) and (ii) the geometrically induced energy upshift of
the orbitals as the C-H internuclear distance increases beyond a certain value (about 2.5 Å for acety-
lene, roughly 2-2.5 times the internuclear distance). The reason for the increased coupling is the
increase of the dipole transition matrix elements and the closeness of the energy levels. To ex-
press the two mentioned key-ingredients in this identified mechanism, it was named EIC-MOUSE
(Enhanced Ionization from laser-Coupled Multiple Orbitals that are Up-Shifted in Energy). For
molecules aligned perpendicularly to the laser polarization direction this mechanism is inhibited,
since at the equilibrium C-H internuclear distance dominantly π electrons are ejected which does
not result in a stretch of the C-H bonds that is necessary for entering the regime of enhanced ion-
ization.

The EIC-MOUSE mechanism shows a number of features that render it different from the CREI
mechanism605,606,642: The first important feature of EIC-MOUSE is that it builds on the strong
energy upshift at field-free conditions of multiple orbitals for stretched molecular configuration
which, secondly, leads to enhanced ionization for molecules stretched beyond a certain critical in-
ternuclear distance rather than only around the critical internuclear distance. In the enhanced ion-
ization regime, thirdly, the laser-field-induced coupling between multiple orbitals becomes crucial,
whereas for CREI only two charge-resonant states are coupled. Fourth, in EIC-MOUSE not only
the coupling between bound orbitals but also coupling with high-lying and potentially unbound
orbitals contributes to the enhanced ionization. Fifth, while for CREI the laser-driven coupling of
the two (charge-resonant) orbitals results in an oscillatory charge-localization at two different loca-
tions inside the molecule, which is a necessary condition for efficient ionization from the energy-
upshifted potential well at the critical internuclear distance, the coupling of the multiple orbitals in
EIC-MOUSE does, in contrast, not necessarily lead to oscillatory charge localization, and is also not
required. It is thought that, although the EIC-MOUSE mechanism was developed for the example
of acetylene, it can also explain the high charge states measured in many experiments on various
hydrocarbon molecules such as those described in Refs. [184, 647, 648] and [643, 652, 653].

8.2 Principles of strong-field control of molecular bond-breaking

Fragmentation or dissociation processes of molecules, potentially preceded by isomerization pro-
cesses such as a proton migration609 , are of fundamental importance in nature and are studied in
the physical, chemical, and also biological sciences. As has been mentioned in Section 8.1, con-
trolling such processes with light pulses has been a research goal of quantum coherent control for
decades. More recently, with the availability of ultrashort intense laser pulses, possibly with a tai-
lored field evolution and in different wavelength ranges, an alternative approach to determining
the breakage of molecular bonds has been investigated. In this approach, one exploits the strong
laser electric field as a driving force that can act directly onto the intra-molecular valence electron
cloud that actually forms a chemical bond. This is a fundamentally different approach to control-
ling molecular dynamics than the one used in quantum coherent control, where weak (shaped)
light pulses and pulse sequences are used to steer a system from an initial quantum state to the
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desired one by excitation of nuclear vibrational motion taking place on tens of femtoseconds to
picoseconds614–617,654.

In contrast, in the strong-field approach, an ultrashort, intense laser pulse is used to precisely
and selectively distort the valence electron cloud by driving sub-cycle processes such as field-
ionization and by that, in turn, induces dynamics of the nuclei. That is, a strong laser field that may
last for only a few oscillation periods is harnessed for controlling much slower molecular restruc-
turing and bond-breaking processes that involve nuclear motion proceeding on time-scales from
tens of femtoseconds to possibly microseconds. These nuclear processes, however, are preceded
and ultimately determined by much faster processes — intra-molecular dynamics of the valence
electrons that form the chemical bonds, which, due to their (multi-)eV-scale bandwidth of energy
levels, exhibit characteristic restructuring time-scales that reach into the sub-femtoseconds. There-
fore, even though the strong laser field only couples to the valence electrons in the molecule and
induces distortions on sub-cycle times, by using different parameters of the laser pulses as control
knobs, e.g., peak intensity, duration, oscillation period (wavelength) or the sub-femtosecond evo-
lution of the laser electric field, the motion of the nuclei can be controlled, or rather pre-determined,
on time-scales that can be much longer than the duration of the laser pulses.

Thus, two very different time-scales may be involved in the control of bond-breaking processes
using strong laser fields. A fast one, on which the laser field interacts with the electrons in the
molecule (e.g. the ionization process, or field-driven population of excited states), and a potentially
much longer one, on which the molecular restructuring takes place. Because the laser field inter-
acts with the molecule only during the short duration of the laser pulse, for heavy and slow nuclei
it can, thus, never guide the molecular restructuring dynamics along a desired fragmentation path-
way during times when the laser pulse is long over. It is only possible to determine the outcome of
the fragmentation reaction during the short laser interaction time, i.e., on a pre-restructuring time-
scale. To stress this context, one may refer to this type of defining the bond-breaking dynamics as
pre-determination.

For very light nuclei and associated very fast nuclear dynamics, e.g., for hydrogen bonds, the
nuclei might move significantly during the interaction with the strong laser field, even for very
short pulses. In that special case the nuclear motion can be influenced during its motion by mod-
ulating the concomitant electron dynamics with the laser field. This case will be discussed in
Sections 8.5 and 8.6. As in this case both the nuclear and the electronic configuration change on
the time-scale of the laser field oscillations, tailoring the field-evolution becomes sensible, cf. Sec-
tion 8.6.

In general, pre-determining or controlling fragmentation and accompanying isomerization pro-
cesses is possible by preparing the molecule or molecular ion in specific dissociative states from
which the reaction proceeds through a desired fragmentation pathway on (multi-dimensional) po-
tential energy surfaces/curves towards a certain set of final fragment products, which we call a
channel. In particular for multi-body fragmentation reactions of polyatomic molecules there often
exist a number of different pathways that lead to the same set of fragments576,610 . Preparation in
suitable dissociative states can be achieved either during the ionization process by removing elec-
trons from specific orbitals, but also by subsequent excitation and state-coupling processes during
the interaction with the laser field. In practice, a mixture of these excitation mechanisms may
be at work and their relative importance may strongly depend on the laser pulse parameters, in
particular on intensity and pulse duration610,611 .

Preparation of a molecular ion in a certain dissociative excited state by ionization is possible by
removing specific inner-valence shell electrons264,404,405. As excited electronic states in a molecu-
lar ion are often dissociative, the removal of an inner-valence shell electron during ionization, and
therewith the preparation of the molecular ion in an excited state, may initiate the fragmentation
of the molecular ion. It has been shown that this type of preparation can even be used to pre-
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determine molecular fragmentation on a laser-sub-cycle time-scale264 . Excitation to higher ionic
energy levels during the laser pulse, on the other hand, can be achieved by field-induced transi-
tions461,591,592,594 or also by electron recollision159,595,596.

In the following Sections 8.3-8.6, in order to illustrate the different control strategies outlined
above, we will discuss in detail examples of works that have successfully implemented these strate-
gies. The discussion will be structured along the method that is exploited. We will discuss strong-
field control . . .

(i) . . . by selective ionization from specific (inner-valence) orbitals.
Based on the different shapes of the orbitals, e.g., Refs. [185, 576], see Section 8.3.

(ii) . . . by a combination of selective ionization and field-induced excitations.
Based on the different sensitivity of ionization to orbital shape, laser intensity, and pulse
duration, e.g., Refs. [576, 610–612], see Section 8.4.

(iii) . . . by control over the delay between multiple ionization steps timed to the nuclear motion.
Based on timing ionization steps to concomitant nuclear motion, e.g., Refs. [598, 612], see
Section 8.5.

(iv) . . . by controlling ionization and/or field-induced excitations using tailored laser waveforms.
Based on asymmetry of tailored waveform, e.g., Refs. [264] and [34, 446, 575], see Section 8.6.

8.3 Selective bond-breaking by controlled lower-valence ionization

In this Section we will discuss how molecular bond-breaking processes can be determined by se-
lective ionization from specific inner valence orbitals. We will see that selectivity in the ionization
process allows for the controlled population of specific electronic surfaces in the ion connected
with certain reaction pathways. As a result, it becomes possible to determine the relative prob-
ability of individual reaction pathways starting from the same parent molecular ion, as has been
demonstrated first by the author and co-workers using the acetylene molecule as the example, see
Ref. [185] and Paper 12 for details.

The control strategy adopted in this work can be explained as follows (see Fig. 8.1 for reference):
If two π-electrons are removed from acetylene, the stable electronic ground state of the dication is
reached and dissociation is inhibited. The removal of one π- and one σ-electron, however, puts
the dication into an excited electronic state. Different electronic states feature, in general, different
characteristic potential energy surfaces. The dissociation or isomerization processes that follow
the ionization event may therefore, in turn, proceed along different specific nuclear degrees of
freedom and as a result will end up in different fragmentation channels. Controlling the population
of a specific excited electronic surface in the dication by determining the ratio of ionization from
different orbitals (e.g. σ vs. π), allows, thus, to control the yield of a certain fragmentation channel
associated with this electronic surface.

To determine from which molecular valence orbital electrons are removed, one can exploit the
different angular-dependent ionization rates of inner and outer valence electrons. Depending on
the symmetry of the orbital and its relative orientation to the direction of the laser electric field,
ionization rates may differ substantially187,585. While, qualitatively, in acetylene σ-type orbitals
are in general preferentially field-ionized when the laser polarization direction is parallel to the
molecular axis, π-type orbitals are preferentially ionized for perpendicular alignment. Quanti-
tatively, however, ionization rates depend on the shapes, symmetries, ionization potentials and
multi-electron nature of the molecular orbitals, as well as on the parameters of the ionizing laser
pulse187 .
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Figure 8.1: Control over molecular fragmentation reactions using selective ionization from specific
orbitals. (a) Measured normalized yields of two fragmentation channels of acetylene (indicated
in the figure) over pump-probe delay between the weak alignment pulse and the strong ioniz-
ing pulse around the half revival of the rotational wavepacket induced by the alignment pulse,
whose signature is depicted in (c) by the measured proton yield. For parallel alignment the yield
of the fragmentation channel involving proton migration (blue) in (a) is strongly enhanced over the
channel where the center bond breaks (red); for perpendicular alignment the situation is reversed.
This can be explained by the sensitivity of the underlying ionization processes to the shapes of the
molecular orbitals associated with a certain fragmentation reaction, see panel (b). Adapted from
Ref. [185]. See text and Paper 12 for details.

To obtain orbital-selectivity in the ionization process, the angle of alignment of the molecu-
lar axis with respect to the laser polarization direction can be controlled. The alignment angle
can be manipulated using laser impulsive alignment with a weak non-ionizing laser pulse538–541.
Upon interaction with the alignment pulse, a rotational wavepacket is created in the neutral C2H2
molecule. A second, strong laser pulse, delayed by Δt, ionizes the transiently aligned molecules
and induces fragmentations. From the fragments a signature of the rotational wavepacket can be
calculated, shown in Fig. 8.1(c) as a function of Δt. Around the half-revival time of the rotational
wavepacket the molecular alignment is parallel to the laser polarization direction and changes to
perpendicular shortly later.

As could be demonstrated, this strategy of controlling the ionization process by the molecular
alignment applied to acetylene is capable of determining not only the yields of specific bond-
breaking channels but also the relative probability of individual reaction pathways185 . This is
shown in Fig. 8.1(a) for the two fragmentation channels C2H2+

2 → CH+
2 +C+ and C2H2+

2 →
CH++CH+. The two important features of the measured fragmentation yields over Δt around
the half-revival are that (i) they both show a pronounced dependence on the transient align-
ment, and (ii) even more importantly, their delay-dependence differs. While the yield of the
fragmentation channel C2H2+

2 → CH+
2 +C+ peaks at parallel alignment, the yield of the channel

C2H2+
2 → CH++CH+ peaks at perpendicular alignment. By adjustment of Δt it is thus possible

to relatively enhance the yield of one channel with respect to the other (in this example, Ref. [185],
by about 150%). This demonstrates the potential of molecular alignment to selectively enhance or
suppress individual fragmentation channels of the same parent ion of polyatomic molecules on a
very short time scale.
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8.4 Role of electronic excitation processes in bond-breaking control

In Section 8.3 it was shown that bond-breaking reactions in polyatomic molecules can be deter-
mined by controlling the population of specific dissociative excited state in the molecular ion via
selective ionization from certain valence orbitals. In general, however, the population of dissocia-
tive states may not only be determined during the ionization step by ionization from lower-valence
orbitals, but also by field-driven excitations taking place after or in the course of the ionization dy-
namics. Both processes, ionization and excitation, are driven by the laser field oscillations and thus
may take place on very fast time-scales long before nuclear motion sets in. However, they may
exhibit a different sensitivity to the parameters of the laser field. Thus, for a refined view on light-
field control of molecular bond-breaking processes, in particular in polyatomic molecules where
excitation processes might be relatively more important than in small di- or triatomic molecules
due to the more closely spaced electronic level structure of larger quantum systems, and for which
due to their higher complexity a variety of different dissociation pathways coexist, the different
influence of both processes and their potentially different dependence on laser pulse parameters
must be considered.

To visualize this, we consider the bond-breaking processes C2H2+
4 → CH+

2 + CH+
2 and

C2H2+
4 → C2H+

3 + H+ of the ethylene molecule as examples. Fig. 8.2(a) shows potential energy
curves, calculated using quantum chemical methods, for a variation of the bond-length of the cen-
ter C-C bond576 . It can be seen that the fragmentation channel, in which the center C-C bond is
broken, can be reached by (at least) three different pathways, marked by arrows in Fig. 8.2(a). Two
of the three indicated pathways are directly reached by removal of electrons from lower-valence
orbitals. If at least one of the two electrons that are removed during the double ionization process
is taken from the HOMO-2, a dissociative excited state is populated and the molecule disintegrates
by breakage of the center C-C bond. The third pathway that results in the breakage of this bond
cannot be reached simply be ionization from lower-valence orbitals, but necessitates field-driven
population transfer. In detail, in this pathway the molecule is prepared in the ground ionic state
during the double ionization process by removal of two electrons from the HOMO. Subsequently
an additional field-driven excitation to a higher excited state occurs, from which the molecule frag-
ments via breakage of the center C-C bond.

By the analysis of measured kinetic energy release (KER) and angular distributions of frag-
ment ions measured by coincidence momentum imaging in an experiment performed by the au-
thor and co-workers576 it was possible to disentangle the different contributions of (i) ionization
from lower-valence orbitals and (ii) field-induced population transfer to the overall yields of the
two above-introduced fragmentation channels that consist in the breakage of the center C-C and
terminal C-H bonds, respectively; see Paper 14 for details. Disentangling the different pathway-
contributions allows to separately investigate their dependence on the laser pulse parameters, e.g.,
on peak intensity and pulse duration. It turns out that for the channel resulting in C-C breakage
the relative importance of the pathway that involves field-driven excitations to higher electronic
energy levels increases with laser peak intensity576 . In contrast, the channel involving C-H break-
age is reached by ionization dominantly from HOMO and HOMO-1 and thus does not necessitate
the removal of electrons from low-lying valence orbitals (and therewith no high intensities), nor is
it possible to influence its slow dissociation dynamics via field-induced population transfer during
the short laser pulse.

Thus, the experiment demonstrates that the relative importance of the different molecular path-
ways along different dissociative electronically excited states, by which a particular set of final
fragmentation products can be reached, may strongly depend on the parameters of the laser pulse.
In turn, by properly choosing the pulse parameters it becomes in many cases possible to steer the
molecular dynamics along a desired pathway in the phase-space spanned by the nuclear coordi-
nates and momenta towards a certain set of final fragment ions. Indeed, this was demonstrated
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Figure 8.2: Pre-determination of molecular fragmentation by selective ionization and field-induced
excitations. Adapted from Ref. [576]. (a) Different pathways (indicated by gray dashed arrows) on
various potential energy curves (in color) towards breakage of the center C-C bond of the ethylene
dication. The three indicated pathways can be associated with selective ionization from certain
(inner-valence) orbitals [indicated by cartoons of their shapes, cf. (c)], and field-induced (vertical)
population transfer to higher potential energies after ionization [arrow to 31 Ag potential energy
curve in green]. A detailed investigation (see text for details) shows that these pathways become
more likely with increasing laser intensity, while the fragmentation pathways towards C-H bond
breakage, in contrast, are not enhanced. This behaviour can be used to relatively enhance C-C
bond-breakage over C-H bond-breakage [see (b)] using the laser intensity as a control parameter.
See the feature article discussing this result in Physics655 and Paper 14 for further details.

in Ref. [576]: The strongly different dependence on pulse intensity of C-C and C-H bond-breakage
could be exploited for enhancing the relative yield of the former channel as compared to the lat-
ter by about 400%, see Fig. 8.2(b). Selective population of excited ionic states by controlling intra-
molecular electronic processes (in particular electron removal from lower-valence orbitals and non-
adiabatic population transfer) with strong non-resonant laser fields is, thus, an efficient and general
method for selectively enhancing or suppressing individual fragmentation channels.

8.5 Role of coupling between electron and nuclear motion

So far, in Sections 8.3 and 8.4, pre-determination of bond-breakage with a strong laser field could
be described by neglecting nuclear motion during the laser interaction. This is, in general, possible
when the nuclear motion is slow as compared to the duration of the ionizing laser pulse406,656

— a prerequisite that is often not fulfilled for light nuclei, in particular for hydrogen bonds as in
H2

657, or in hydrocarbons as strikingly exemplified by the process of enhanced ionization188,648

discussed in Section 8.1.1. Here we will discuss how the motion of the nuclei that may take place
during the laser interaction can modify the outcome of a bond-breaking reaction. The decisive
moments during the laser interaction are those, when the dynamics of the bound electrons is non-
adiabatically influenced by the laser field, e.g., at the instants when an electron is emitted or when
an excitation takes place. Thus, the timing of the electron removal relative to the nuclear motion is
a crucial parameter that can determine the outcome of a bond-breaking reaction.

Single pulse-control over electron dynamics relative to nuclear motion An experiment
by the author and co-workers has shown that the delay between successive ionization steps is in-
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deed crucial for the fragmentation behaviour612 , see Paper 13 for details. In that work the inter-
play between the electronic and nuclear dynamics during a laser-induced fragmentation reaction
of a polyatomic molecule, ethylene, into three moieties that involve the breakage of two chemical
bonds is studied. As compared to a fragmentation reaction where only one bond is broken, there
exist a number of processes that are only present when the molecule breaks into three moieties.
For example, a three-body fragmentation, which can only occur in a polyatomic molecules, takes
place along (at least) two nuclear coordinates. Thus, the fragmentation dynamics must be neces-
sarily described by molecular potential energy surfaces (PESs) rather than only one-dimensional
potential energy curves. Furthermore, if a polyatomic molecule fragments into three moieties, the
sequence and timing of the two involved fragmentation steps become important610 : The two frag-
mentation steps can occur concertedly (simultaneous breaking of two bonds) or sequentially (one
after another). For a sequential fragmentation dynamics it becomes additionally important which
one of the two involved bonds breaks first.

The experiment, supported by quantum simulations, shows that the outcome of fragmentation
reactions of the ethylene trication that involve the breakage of more than one chemical bond sen-
sitively depends on the duration of the intense, non-resonant, ultrashort drive laser pulse. Specif-
ically it is shown that the ratio of yields for fragmentation into three vs. two fragment ions can be
determined by using the duration of the laser pulses as a parameter. The relative probability to
fragment into two vs. three ionic fragments is enhanced by roughly an order of magnitude if the
laser pulse duration is increased from 4.5 fs to 25 fs, see Fig. 8.3(b) for measured data. The under-
lying mechanism is the relative timing of successive electron release events and the concomitant
nuclear motion: The longer period during which molecular bonds can stretch when interacting
with long laser pulses, and the resulting lower potential energy available to the fragmentation,
leads to a strong relative enhancement of the two-body fragmentation reaction, see Figs. 8.3(a) and
8.3(c) for a plot of the calculated potential energy surfaces of the di- and trication and for a visu-
alization of the crucial influence of the delay between the two ionization events. In contrast, for
short pulses, for which the molecular bonds have almost no time to stretch in the dication between
the second and third ionization step, the molecular ion is prepared at higher potential energy and
breakage of two bonds, i.e., fragmentation into three moieties, becomes more probable. A decisive
dynamical parameter in this mechanism is the C-H vibrational period of about 11 fs for both the
neutral658 and dication659.

Thus, from this discussion and the data in Fig. 8.3(b), it follows that the precise timing of laser-
induced distortions of the electronic system (e.g. by ionization) with respect to concomitant nuclear
motion can selectively determine the outcome of molecular bond-breaking processes. As long as
the nuclear motion that is responsible for the decisive modification of the molecular geometry and
therewith for the effectiveness of the control is fast enough such it can take place during an ultra-
short intense laser pulse (e.g., the stretch motion of a C-H bond), the duration of this laser pulse
can be used as a control parameter for determining the outcome of the fragmentation reaction.
However, for slower nuclear motion such as a C-C stretch, in order to achieve matching between
the nuclear dynamics and the decisive electronic excitation (i.e., the third ionization step in our
example), the pulses should be much longer than 30 fs612 . For still slower nuclear motion, heavily
stretched pulses needed to be used, which renders the single-pulse approach impractical406,611 . In
this case, double-pulse schemes can be used instead, as will be described in the following.

Control over the ionization timing with double-pulse schemes Precise timing of laser-
induced modifications of the molecular electronic system (e.g., by removal of an electron) with
respect to the concomitant nuclear motion can be an effective method to determine the breakage
of a molecular bond, as discussed above. This strategy can be summarized as follows: In a multi-
ple ionization process, the final molecular ionic state may be reached via different pathways along
intermediately populated ionic potential energy surfaces (see also Section 8.4). Between each ion-
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Figure 8.3: Role of coupling between electron and nuclear motion. (a) Potential energy surfaces
of C2H2+

4 and C2H3+
4 as a function of two C-H distances. Depending on the stretch motion in

the dication, two or three protons are ejected during fragmentation via C-H bond-breakage on
the tricationic surface (see purple and green arrows). If the delay between the second and third
ionization steps is large, the C-H bonds can stretch for a longer time on the dicationic surface, see
(c). Population of the tricationic surface at larger C-H distances (possible for longer pulses) leads
to dominantly two-body fragmentation, whereas shorter C-H distances (achieved for short pulses)
result in dominantly three-body fragmentation (a). The pulse duration can thus be used as a control
parameter to distinguish between two- and three-body fragmentation (b). Adapted from Ref. [612],
see Paper 13 or text for details. Fragmentation control via the delay between two ionization
steps can be extended to slower dynamics and longer delays using two-pulse sequences. This is
demonstrated for CO2 in (d). The delay between the two pulses/ionization events determines
whether CO2+

2 is prepared in a stable configuration, or whether it fragments into CO+/O+. For
delays Δto at the outer turning points of the vibrational dynamics in the cation, fragmentation is
preferred. At the inner turning points, reached at delays Δti, the dication is more likely produced.
Tν indicates the vibrational period. Adapted from Ref. [598]. See Paper 15 or text for details.

ization step nuclear restructuring may take place on the ionic potential energy surface(s) populated
during the previous ionization event. The further fate of the molecule and therewith the outcome
of a molecular fragmentation reaction depends on the history of all electron removal processes and
on the delay between successive ionization steps. However, as we have seen, for slow nuclear dy-
namics this approach becomes impractical when implemented with a single laser pulse. A way out
is to generalize this concept to arbitrary delays between two ionization events using a double-pulse
scheme with two precisely timed ultrashort pulses.

In an experiment performed by the author and co-workers this scheme has been implemented
using double ionization of CO2 and breakage into the two fragments CO+/O+ as an example, see
Ref. [598] and Paper 15 for details. In this experiment it is shown that the relative timing of the two
independent ionization events, each of which taking place during one of the two delayed pulses,
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determine the pathway towards the final state in the doubly charged molecular ion. After the first
pulse different electronic and vibrational dynamics are triggered on the different intermediately
populated states in CO+

2 . By scanning the delay, Δt, between the two pulses these dynamics are
mapped into the modulations of the CO2+

2 and CO+/O+ ion yields at times t = Δt and can be
retrieved by a spectral analysis of these modulations598,599.

By filtering the different spectral peaks and performing phase-preserving inverse Fourier trans-
forms for each of them, insight into the nuclear dynamics underlying the branching of the molecu-
lar pathway into CO2+

2 or CO+/O+ can be gained. Fig. 8.3(d) shows that the yield of CO+/O+ is
high when that of CO2+

2 is low and vice versa, and that both yields peak only once per C-O vibra-
tional period. These anti-cyclic yield modulations show that only one population event of CO2+

2
per vibrational period leads to dissociation respectively production of stable CO2+

2 . A detailed
analysis reveals that the population event that leads to dissociation takes place at the inner turn-
ing point of the vibrational motion, i.e., when the C-O internuclear distance minimizes, and stable
CO2+

2 is prepared more likely at the outer turning point. Thus, the fact that the probabilities for
creating CO+/O+ respectively CO2+

2 peak at distinctively different pulse delay Δt demonstrates
that a double-pulse scheme provides selectivity for determining not only the pathways across in-
termediate molecular states (here: in CO+

2 ) but also for controlling the fragmentation behaviour
of polyatomic molecules, therewith enhancing the flexibility of single-pulse control schemes dis-
cussed in Sections 8.3 and 8.4.

8.6 Waveform control of molecular processes

In the previous Sections 8.3-8.5 it was shown that by gaining control over the field-driven processes
of ionization and excitation and by additionally suitably adapting the field-driven electronic dy-
namics to match the nuclear dynamics of the molecule that takes place concomitantly with the
electronic dynamics, the breakage of specific molecular bonds and even the pathway towards a
certain bond-breaking processes can be controlled. As these processes take place on laser-sub-
cycle time-scales, it should not come as a surprise to us that determining molecular bond-breakage
processes is also possible by controlling the field-interaction with the electronic system by tailoring
the sub-cycle evolution of the laser field. An asymmetry of the field-shape that is possible to create
with tailored waveforms such as those discussed in Chapter 3, can induce an asymmetry in the
electronic dynamics and thereby determine the directionality of charge-localization and/or bond-
breaking processes. Using tailored waveforms is, thus, a viable way of determining the breakage
of a molecular bond, as we will discuss in the following. Our discussion will cover all currently
used tailored fields, i.e., few-cycle pulses with a known CEP (Section 8.6.1) as well as linearly po-
larized tailored two- and multi-color field shapes and two-dimensional tailored waveforms such
as OTC, CRTC and EPTC pulses (Section 8.6.2). We will discuss key achievements made with these
pulse shapes and will outline the basic mechanisms underlying the observations. However, as the
mechanisms depend strongly on the shape of the laser field applied in the experiments and also
on the specific properties of the molecule under study, it is certainly entirely beyond the scope of
this discussion to provide an exhaustive coverage of all works in this field and to give detailed
explanations of the control mechanism for each and every combination of laser field shape and
molecule. For details we refer to the cited papers. Further information can also be obtained from
the recent review papers Refs. [446, 660] and also from the more general overview papers Refs. [32,
34, 352].
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8.6.1 Control of bond-breaking using the CEP of few-cycle pulses

Since the first demonstration of control over the charge-localization during the laser-induced dis-
sociation of the D2 molecule by Kling et al. in 2006441, a large number of works have investi-
gated control over the fragmentation dynamics in various molecules by exploiting the asymme-
try in the sub-cycle field-evolution of few-cycle pulses for specific values of the CEP that serves
as the control parameter in these works. Successful demonstrations comprise control over the
charge-localization during fragmentation of H2 (and variants such as D2, HD, and the molecular
ions H+

2 /D+
2 )441,443–445,572,574,661–663, of CO571,594, and of DCl570,664; control over the fragmentation

probability in polyatomic molecules such as C4H6
264 and CS2

573; selective CEP-control over the
breakage of a specific bond in small polyatomic molecules such as HDO665, C2H2/C2D2

569,575 or
N2O666, and even in relatively large molecules such as toluene667; control over proton-migration
reactions in C2H2 and C3H4

668. In the following, we will discuss key aspects of CEP-control of
molecular bond-breakage. In our discussion we will not explicitly distinguish whether the exper-
iments have been performed using laser pulse trains with actively stabilized CEP, or whether the
data have been accumulated in CEP-tagging mode (see Section 3.1.3 for a description of these two
approaches). Although, conceptually, by recording data in CEP-tagging mode one does, strictly
speaking, not control the dynamics but merely observes the outcome of the experiments with the
CEP as an accessible experimental parameter, CEP-dependent data acquired with either method
are equivalent.

Control of charge-localization during bond-breakage The first process that was tried to
control with the asymmetric field-shape of a CEP-controlled few-cycle laser pulse was the local-
ization of the remaining electron during the dissociation taking place upon single ionization of H2

(or, equivalently, D2), i.e., H2
ionization−−−−−→ H+

2
dissociation−−−−−−→ H+ + H. Dissociation of this simplest of all

molecules in its singly ionized state can be understood by considering merely two potential energy
curves, the binding 1sσg and the dissociative 2pσu, see Fig. 8.4(a). Preparation of the molecule in
the 2pσu energy state results in its very fast dissociation on the time-scale of a few femtoseconds.
The energy released during this process is transferred as kinetic energy to the nuclei. Because of
the monotonic decrease of the 2pσu potential energy curve with the internuclear distance R, the
value of R at which this dissociative level is populated is mapped into the energy of the fragments.
Dissociation of the molecule thus provides a molecular clock on the few-femtosecond range that
can be read out be measurement of the fragments’ kinetic energy. This clock has been used in
numerous experiments, e.g., in Refs. [416, 418].

During the dissociation process of the singly charged ion the remaining electron needs to lo-
calize on one of the two nuclei, either the one emitted to the left or that emitted to the right. This
localization process can be described in terms of the superposition of the atomic electronic wave-
functions that are localized on either of the two hydrogen atoms, the one on the left and the one on
the right, φleft(R) and φright(R), respectively. With these, within the Born-Oppenheimer approxi-
mation with R as a parameter, the gerade (g) and ungerade (u) molecular electronic wavefunctions
associated with the binding 1sσg and anti-binding 2pσu electronic energy levels can be defined as
φg(R) = 1/

√
2(φleft(R) + φright(R)) and φu(R) = 1/

√
2(φleft(R) − φright(R)), respectively. Co-

herent superposition of the gerade and ungerade energy levels with symmetric respectively anti-
symmetric wavefunctions leads to wavefunctions where the electron is localized either on the left,
Ψleft(R) = 1/

√
2(φg(R) + φu(R)), or on the right, Ψright(R) = 1/

√
2(φg(R) − φu(R)), nucleus.

Coupling of the two energy levels 1sσg and 2pσu and transfer of population between them in the
course of the laser interaction can thus lead to an asymmetry in the electron localization, depend-
ing on how the laser interaction takes place. Measurement of the fragment ions’ energies to the left
and to the right, or measurement of the fragment ions’ momenta, provides detailed insight into
the dissociation and charge-localization process, and reveals a possible asymmetry in the electron
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localization. There exist a number of pathways that result in population of the anti-binding energy
level and therewith in the dissociation of the molecule, see Fig. 8.4(a) for a visualization. If the
laser-interaction is such that both phase-possibilities for superposition of the two energy levels are
equal, as it is the case for laser pulses with symmetric field-shapes, e.g., laser pulses consisting of
many oscillation periods, the probabilities that the electron localizes on the right or left nucleus
will be equal and no asymmetry will be measured. However, using asymmetric laser field shapes,
such as CEP-controlled few-cycle laser pulses, it is possible to control the charge-localization and
to induce an asymmetry in the number of charged fragments emitted to the left or to the right,
respectively.

Experimentally obtained asymmetries of D+ ions created during dissociative single ionization
of D2 by few-cycle laser pulses as a function of the CEP, ϕCE, of the pulses, taken from Ref. [441], are
depicted in Fig. 8.4(b). For certain values of the CEP, the D+ ions are emitted with a higher probabil-
ity to the right, for ϕCE → ϕCE + π, i.e., for a mirrored pulse shape, the D+ are more likely emitted
to the left. The asymmetry is highest in the energy range 3-8 eV. Qualtiatively similar asymmetries
have been reported also in other works on the dissociation of H2/D2

443,444,572,574,661,663. It should
be noted, though, that those works investigated different aspects of the field-controlled dissocia-
tion process and therefore the observed asymmetries differ in details and, e.g., appear in different
energy ranges. We will come back to that point below. The mechanism behind the CEP-dependent
asymmetries in charge-localization in H2/D2 shown in Fig. 8.4(b) has been explained by the in-
terplay of the timing of the ionization step, an excitation step due to electron recollision and the
nuclear motion taking place concomitantly with the laser interaction441,446,669,670. The different
steps leading to the charge-localization are indicated by the numbers in Fig. 8.4(a). Upon field-
ionization of the molecule, the 1sσg energy level is populated and vibrational motion is started (❶).
About 1.7 fs later, at the time of the first recollision, the emitted electron recollides and excites the
molecule, thereby leading to population of the dissociative 2pσu level (❷). The fragment energy
range of 3-8 eV in which the highest asymmetry is observed, matches the timing of vibrational
motion and the resulting internuclear distance at which the recollision-excitation occurs. During
the dissociation process, as the nuclei move apart and R increases, the 1sσg and 2pσu energy levels
come closer and the energy difference between them decreases. At this stage of the dissociation
process the laser field couples the two levels and leads to oscillatory population transfer between
them and, thus, to oscillations of the electron localization on the left and right nucleus, respectively,
according to Ψleft,right(R) = 1/

√
2(φg(R)± φu(R)). The frequency of the oscillatory electron lo-

calization between left and right nucleus is proportional to the energy difference between the two
levels and is thus highest in the beginning, and slow towards the end of the dissociation process,
where the levels are almost degenerate. The coupling between the two levels is weak in the begin-
ning, as the energy difference is much larger than the photon energy. In this phase of the dissocia-
tion process, the electronic motion is dominantly adiabatic and almost no population transfer takes
place. For a certain range of R, the energy difference approximately matches the photon energy
and the coupling between the two levels is strongest. During this phase of the dissociation pro-
cess, rapid oscillatory population transfer and localization dynamics takes place. For still larger R
the photon energy becomes larger than the energy difference between the two levels, the coupling
and localization dynamics becomes weaker and slower and finally completely ceases, leading to
the final localization of the electron on one of the two nuclei. A flip of the CEP by π changes the
sign of the laser electric field and therefore leads to a change in the sign of the prepared electronic
wavepacket. Thus, since the nuclear motion takes place exactly the same, the evolution and final
value of the localization becomes mirrored. Scanning the CEP between 0 and 2π leads to a sinu-
soidal behaviour of the final asymmetry, with no asymmetry measured for certain intermediate
values of the CEP, cf. the measured data in Fig. 8.4(b).

The key point in the described mechanism that is responsible for the observation of an asymme-
try in the charge-localization is the field-driven coherent superposition of electronic states of oppo-
site parity. In the work by Kling et al.441 this coherent superposition was provided by population
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Figure 8.4: CEP-control of molecular bond-breaking. (a) Pathways for dissociation and fragmenta-
tion of H2. Tunnel ionization (❶) prepares a vibrational wavepacket on the 1sσg potential energy
curve of H+

2 . Electron recollision (❷) may populate the dissociative 2pσu curve at a short internu-
clear distance R leading to high proton energies (axis on the right). Absorption of three photons
(❸) results in dissociation along the 3ω pathway (three-photon dissociation, 3PD). Emission of one
photon at ❹ (green arrow) leads to dissociation on the 1sσg curve via the 2ω pathway (above-
threshold dissociation, ATD). Absorption of one photon (orange arrow at ❹) results in dissociation
on the 2pσu curve via the 1ω pathway (bond-softening, BS). At a large internuclear distance (❺)
a second ionization event may take place via the CREI mechanism (see Section 8.1.1). (b) The lo-
calization of the remaining charge during dissociation via the pathway ❶ and ❷ shows a strong
dependence on the CEP of a few-cycle laser pulse. Adapted from Ref. [441]. See text for details. (c)
CEP-control of the fragmentation of polyatomic molecules. Adapted from Ref. [264]. The top panel
shows the example of 1,3-butadiene. Blue and red data points depict measured yields (normalized
to one) of the fragmentation reactions leading to CH+

3 /C3H+
3 and C2H+

3 /C2H+
3 , respectively. For

comparison, the ionization yields of the singly and doubly charged molecular ions are denoted by
black dots and gray squares, respectively. The bottom panel depicts for the example of C2H2 the
mechanism underlying the pronounced CEP-dependence of the fragmentation yield measured for
the breakage of the center C-C bond. TI indicates tunnel ionization, and RI recollision ionization.
See the feature article in Physics671 discussing this result and Paper 11 for further details. (d)
Strong-field steering of hydrogen migration. The top panel shows the CEP-dependent asymmetry
parameter of H+

3 ions emitted from C3H2+
4 after hydrogen migration. A similar result is obtained

for acetylene. The bottom panel depicts for acetylene the potential energy surface (encoded in
color, see color scale) of the state on which the hydrogen migration reaction occurs. The reaction
coordinates (angles θ1 and θ2) are indicated. Adapted from Ref. [668]. See text for details.
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of the 2pσu state by electron recollision and subsequent field-driven coupling of the 1sσg and 2pσu
states. However, the electron recollision-step is not essential. In principle, it is sufficient that the
field imprints some asymmetry in the population of the two opposite-parity states. This has been
expressed by the general theory of CEP effects672 in the form of interferences of different pathways
that can be taken during the dissociation. A detailed analysis of this pathway-interference picture
of charge-localization shows that the asymmetry results from the interference of two dissociation
pathways which differ by one in the number of absorbed photons. This is proven by experiments
that employ a significantly higher laser peak intensity, where electron recollision is not the dom-
inant mechanism by which the dissociative 2pσu is populated663. In these experiments, in accord
with the interference picture, the asymmetry is induced by radiative excitation pathways corre-
sponding to the absorption of odd numbers of photons, see Fig. 8.4(a) for a visualization of the
possible interfering pathways. The pathways associated with the absorption of one, net two, and
three photons are commonly known as bond softening (BS)673, above-threshold dissociation (ATD)674,
and three-photon dissociation (3PD)675, respectively. 3PD and BS both populate the 2pσu state, see
transitions indicated by green arrows at ❸ and an orange arrow at ❹, respectively, in the schemat-
ics in Fig. 8.4(a). ATD is a net-two-photon process, where absorption of three photons is followed
by emission of one photon resulting in the dissociation on the ground 1sσg state, indicated by
the green arrows at ❸ and ❹, respectively, in Fig. 8.4(a). The interference of these three basic field-
driven dissociation pathways of H+

2 leads to a dependence of the asymmetry on the CEP in specific
proton energy ranges. In fact, based on this mechanism an asymmetry in the charge-localization –
and even a stronger one than demonstrated using the CEP – can also be induced using two- and
multi-color tailored waveforms as will be discussed below.

H2 and D2 have been serving as a test-bed for the study of the interaction of strong fields with
molecules for decades and a whole plethora of works using these molecules as examples exists.
This research on H2/D2 has lead to the discovery of many important processes that in the same or
at least in a similar form can also be found in more complicated molecules. However, while the
unique properties of H2/D2, namely (i) the extremely simple energy level structure with special
symmetry properties that (ii) enables very efficient charge-localization upon superposition of these
levels, and (iii) the outstandingly fast nuclear motion that proceeds on a similar time-scale as laser-
oscillations in the visible and near-infrared, were important for obtaining a basic understanding of
molecular processes in strong laser fields and were exploited for mapping dynamics416,418,676, these
special properties of H2/D2 also put a limit on the usage of them as test-molecules with general
validity. This limitation should certainly also arise for the charge-localization process described
above that strongly builds on the properties (i)-(iii). Therefore, after an initial phase of experi-
ments that demonstrated successful control over charge-localization in H2/D2 using the CEP, a
subsequent series of experiments were investigating the generality of the approach by extending
CEP-control to more complicated molecules. One series of experiments investigated extension of
charge-localization control with the CEP to multi-electron systems such as CO571,594 or DCl570,664.
While in all these experiments it was possible to control the charge-localization with the CEP, the
underlying dynamics were found to deviate, in some cases quite strongly, from those established
for H2/D2. For example, the theoretical analysis of the experiments on DCl showed570,664 that the
charge-localization in this case is mainly determined by the asymmetric ionization step due to the
interplay of the pronounced dependence of the ionization rate on the molecular orientation with
respect to the laser polarization direction and on the field-asymmetry given by the CEP. The de-
cisive influence of the ionization step has been outlined in detail in Sections 8.3 and 8.4. In CO
the asymmetry can, in principle, also arise from the orientation dependence of the ionization rate,
but additionally also from recollision-excitation and laser-induced population transfer between ex-
cited electronic states of CO+ during the dissociation, similar to H2/D2. Theoretical analysis446,594

has shown that indeed all these effects play a role for the experimentally observed CEP-dependent
charge-localization, but it is difficult to unequivocally disentangle their separate influences.

Section 8.5 discussed that the dynamics of the nuclei and that of the field-interaction with the
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electronic system must match, such that the decisive excitation/coupling that determines the fur-
ther fate of the molecule and potentially induces an asymmetry occurs at the optimum nuclear
distance. The mechanism that underlies control of charge-localization in H2/D2 crucially depends
on exactly this interplay between the nuclear motion and coupling. This is because the relative
timing of the ionization and recollision-excitation steps on the one hand, and the decisive strong
coupling between the 1sσg and 2pσu energy levels must be adequately timed to each other for
a strong asymmetry. And it is the nuclear motion that links the two processes: As indicated in
Fig. 8.4(a), the delay from the recollision-excitation step and until the instant where the internu-
clear distance is reached at which strongest coupling occurs, should ideally be such that at this
instant the laser pulse has not yet faded and the intensity is still high enough to drive a strong cou-
pling. Obviously, this delay crucially depends on the mass of the involved nuclei. Consequently,
experiments have shown a strong difference in the observed asymmetry between H2 and D2

574.
To ideally match the delay between the excitation step and the internuclear distance of strongest
coupling, one would need to adapt the pulse duration to the nuclear motion, cf. Ref. [612] and de-
scriptions in Section 8.5. However, the asymmetry of the field-shape of a few-cycle pulse strongly
decreases with the number of cycles. Indeed, experiments have shown that the influence of the
CEP on the asymmetry of the charge-localization decreases exponentially with the laser pulse’s
number of cycles661. Therefore, simply increasing the pulse duration is not an option. Instead,
to extend CEP-control of charge-localization to molecules with slower nuclear motion, the wave-
length of the driving laser pulse needs to be increased572. This way a small number of cycles and
therewith a strong asymmetry in the field-shape can be preserved, while at the same time the pulse
duration increases due to the longer cycle duration for longer wavelengths.

CEP-control of bond-breakage in polyatomic molecules An important step was to extend
waveform control of molecular bond-breaking with the CEP of few-cycle laser pulses to poly-
atomic molecules. The first experiment that succeeded in demonstrating such type of control was
performed by the author and co-workers, see Ref. [264] and Paper 11. In that work the CEP-
dependence of the fragmentation of different polyatomic molecules (C2H2, C2H4, and C4H6) was
investigated using the CEP-tagging method (see Section 3.1.3). The top panel of Fig. 8.4(c) shows
exemplarily for C4H6 that the yield of different fragmentation channels features a strong depen-
dence on the CEP. A similar dependence of the fragmentation yield on the CEP was observed for
all investigated molecules. This behaviour was explained using the example of the fragmenta-
tion reaction C2H2+

2 → CH+ + CH+, for which potential energy curves over the the C-C bond
distance calculated by quantum chemical methods are shown in the bottom panel of Fig. 8.4(c).
Based on the experimentally observed dependence of the yield-modulations over CEP on the laser
intensity, it could be concluded that recollision-ionization is the main mechanism that leads to
double-ionization. According to the potential energy curves, the doubly charged molecular ion
can be prepared in the stable ground state or in one of the dissociative lower excited states, which
are associated with removing an electron during electron-recollision from either the HOMO or
from the lower-valence orbitals (HOMO-1, HOMO-2). Removal of an electron from the lower-
valence orbitals requires about 5 eV more energy (see potential energy levels). This additional
energy needs to be imparted to the ion by the recolliding electron. Thus, control over its recollision
energy opens up the possibility to selectively remove a second electron from either the HOMO or
from lower-valence orbitals, and by that to populate either the binding ground or the dissociative
excited states, respectively. As for a given pulse peak intensity the recollision energy in a few-cycle
laser pulse depends on the CEP, the ionization from lower-valence states and therewith the frag-
mentation can be very selectively turned on or off using the CEP as a parameter. For certain values
of the CEP, ϕCE, the recolliding electron has enough energy to overcome the ionization barrier to
the excited states, while for ϕCE → ϕCE + π/2 the recollision energy is insufficient to remove an
electron from the lower valence orbitals. In between these CEP-values the recollision energy and
therewith the lower-valence ionization probability decreases monotonically, which explains the
experimentally observed strong π-periodic CEP-modulation of the fragmentation yield. In fact,
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this control mechanism is equivalent to that described in Sections 8.3 and 8.4, where the ionization
from lower-valence orbitals, and therewith the population of dissociative excited states, was con-
trolled by the molecular alignment respectively larger ionization probabilities for increasing pulse
intensity. The only difference is that, here the ionization probability from lower-valence orbitals is
controlled by the CEP-dependence of the recollision energy.

While the energy level structure of acetylene in Fig. 8.4(c) is shown as a function of the C-C
bond length, associated with breakage of the center bond, the experiments described in Ref. [264]
also reported an equally strong CEP-modulation of the dependence of the deprotonation reactions
in acetylene and ethylene, C2H2+

2 → C2H+ + H+ and C2H2+
4 → C2H+

3 + H+, respectively. Break-
age of hydrogen bonds is, in general, a very important reaction in chemistry and biology, and
is of practical relevance for a variety of technologically important processes such as combustion
and catalysis. Laser-induced deprotonation has thus been the subject of numerous studies, e.g.,
Refs. [150, 184, 186, 188, 607, 647]. CEP-control of the deprotonation process for C2H2+

2 /C2D2+
2

has, for example, also been reported in Refs. [569] and [575], respectively. However, in these works
not only control over the yield of the fragmentation reaction was achieved, but also the direction-
ality of the reaction, i.e., whether the left or the right C-H bond was broken, could be controlled.
Bond-selectivity is an important quality in any control scheme. Therefore, in the following, using
the examples of Refs. [569] and [575], we will discuss how this can be achieved using the CEP as
the control parameter.

Bond-selectivity and control of restructuring processes Selective CEP-control over the
breakage of a specific bond in polyatomic molecules has been reported for example for C2D2

569

and C2H2
575, for N2O666 and also for HDO665. Interestingly, in the two works Refs. [569] and [575]

two different responsible mechanisms have been identified for the directional breakage of a specific
C-D/C-H bond. Below we will describe both mechanisms. A variant of the mechanism described
in Ref. [575] has also been made responsible for the observation of CEP-control of restructuring re-
actions in C2H2 and C3H4 prior to the breakage of a bond668 and is also thought to be responsible
for CEP-control of restructuring reactions in toluene667.

We start by discussing the results and explanations of Miura et al.569 . They show that the
asymmetry

A(ϕCE, p�) =
Nleft(ϕCE, p�)− Nright(ϕCE, p�)
Nleft(ϕCE, p�) + Nright(ϕCE, p�)

, (8.1)

of D+ ions ejected from C2D2+
2 parallel to the laser polarization direction shows a significant de-

pendence on the CEP ϕCE. Nleft,right in (8.1) denotes the number of D+ ions to the left and right,
respectively, and p� denotes the momentum of the ejected ion parallel to the laser polarization
direction. For ϕCE = π/2 the left C-D bond is broken more likely, while for ϕCE → ϕCE + π,
i.e., for ϕCE = 3π/2, the right bond is broken more likely‡. To explain the observed asymmetry
A(ϕCE), Miura et al. argue that the sub-cycle timing of the second ionization step relative to the
peaks of the driving laser field is decisive. For the laser parameters used in the experiment, the sec-
ond ionization step takes place via impact ionization, as can be inferred from the CEP-dependence
of the momenta of the molecular ions. Therefore, due to the strict sub-cycle timing of recollid-
ing electrons with respect to the laser field, the instants when C2D2+

2 is prepared within the laser
cycle is precisely defined. Upon preparation of C2D2+

2 by recollision-ionization, for ϕCE = π/2
(ϕCE = 3π/2) the molecular dication subsequently experiences a considerable fraction of the posi-
tive (negative) half-cycle of the laser electric field. During this period the C-D internuclear distance
may be stretched to a certain extent and the C-D chemical bond on the positive (negative) side of
the electric field is weakened because the electron density at this C-D chemical bond is lowered

‡These data have been obtained using the CEP-tagging technique (see Section 3.1.3). Therefore the CEP-values given
here might have a constant offset from those of the laser pulses impinging on the molecules.
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by the strong field. This CEP-dependent laser field-assisted chemical bond weakening induces
a larger separation of the C-D internuclear distance on the positive (negative) electric field side
for ϕCE = π/2 (ϕCE = 3π/2). The increased displacement may enhance the charge separation
between D+ and C2D+ on the right (left) side, resulting in the emission of D+ to the right (left)
direction and therewith in A(ϕCE = π/2) > 0 (A(ϕCE = 3π/2) < 0). Thus, for ϕCE = π/2
(ϕCE = 3π/2) the directionality of the laser electric field right after the one dominant recollision
event during the few-cycle laser pulse breaks the symmetry and causes asymmetric emission of
D+. For ϕCE = 0, in contrast, there exist two almost equally strong recollision events that can
cause double ionization, and therefore the bond-weakening processes induced by the subsequent
evolution of the laser field at the left and right bonds cancel, leading to A(ϕCE = 0) ≈ 0, as
observed in the experiment.

A very similar periodic modulation of the asymmetry of bond-breakage with the CEP is ob-
served by Alnaser et al.575. In that work, the asymmetry of the ejection of a proton from acetylene
is studied. The experimentally obtained A(ϕCE, p�) as defined by (8.1) shows a 2π-periodic de-
pendence on CEP. By means of quantum dynamical calculations it is shown that the demonstrated
directional control does, however, not originate from electronic motion effects. Instead, the mech-
anism is based on the manipulation of the phases of individual components of the multi-mode
vibrational wavepacket by the laser field in the neutral molecule and cation. In this type of control
of bond-breaking by superposition of vibrational modes, the superposition is formed through a
non-resonant process and is controlled on a sub-cycle time-scale. Quantum chemical simulations
show that the decisive preparation of the vibrational wavepacket formed by a superposition of
the symmetric and anti-symmetric C-H stretch mode takes place in the neutral and cation, and is
transferred to the dication during the second ionization step that takes place via electron recolli-
sion. While the symmetric mode contributions to the vibrational wavepacket occur solely due to
the ionization step, the time-dependent population of the anti-symmetric mode follows the elec-
tric field evolution of the few-cycle pulse, and the CEP of the laser pulse imprints a certain phase
eiϕCEt onto the anti-symmetric mode. Thus, the sign in the superposition of the symmetric and anti-
symmetric modes can be varied with the CEP. This is demonstrated by means of simulations that
show that vibrational wavepackets composed of a superposition of the two modes with a phase
of 0 and π lead to a change in the direction of the proton emission575. As a result, the asymmetry
A(ϕCE, p�) of ejecting the proton either to the left or to the right oscillates with a periodicity of 2π
in the CEP.

An interesting application of this mechanism is the control of restructuring reactions taking
place prior to bond-breakage. An intensely studied restructuring reaction is proton migration that
we have repeatedly mentioned above. As such restructuring reactions can often be decomposed
into elementary superpositions of different vibrational modes, they should also be amenable to
CEP-control by this mechanism. Indeed, this has been shown by Kübel et al. for proton migration
reactions in C2H2 and C3H4

668, see the measured CEP-dependent asymmetry of H+
3 ions emitted

from C3H2+
4 following the migration of one hydrogen atom to the opposite molecular terminal site

in the top panel of Fig. 8.4(d). The mechanism underlying the asymmetric emission was explained
by quantum chemical simulations for acetylene, for which an almost identical CEP-dependence of
bond-breakage after hydrogen migration was observed. The lower panel of Fig. 8.4(d) shows the
potential energy surface of the state of the acetylene dication on which isomerization occurs. The
binding energy, encoded in color, is plotted as a function of the two reactive coordinates θ1 and θ2
indicated in the figure. The initial form of the molecule and the two isomerized configurations are
indicated by arrows. The simulations show that the CEP determines the sign in the superposition
of the vibrational modes and thereby influences whether the left proton moves to the right or the
right proton to the left.
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Figure 8.5: Control of bond-breaking with ω/2ω pulses. Measured asymmetries of D+ (a) and
H+ (b) emission during dissociation of D2 (a) and H2 (b) with ω/2ω pulses as a function of
the relative phase, Δϕ, between the two colors. The result in (a) has been obtained with wave-
lengths 800/400 nm (adapted from Ref. [442]), the one in (b) was measured with 1800/900 nm
pulses (adapted from Ref. [679]). See text for details.

8.6.2 Control of bond-breaking with tailored two- and multi-color pulses

In this Section we will discuss control over molecular bond-breaking processes using intense pulses
that have been tailored by coherent waveform synthesis of two or more pulses of different colors, as
discussed in Sections 3.2 and 3.3 above. Both, control with linearly polarized and two-dimensional
waveforms will be discussed.

Linearly polarized tailored waveforms Bond-breaking control in molecules with linearly po-
larized tailored waveforms has been considered for more than twenty years. The first process that
was successfully controlled was – as with CEP-control – the charge-localization during dissocia-
tion of the hydrogen molecule (and its deuterated versions)282,677,678. In these experiments control
was achieved using the relative phase of linearly polarized ω/2ω pulses as the control parameter.
More recent works have studied charge-localization during hydrogen-dissociation with two-color
pulses in greater detail using momentum resolution of the generated fragments and with different
wavelength combinations of the tailored drive pulses442,679,680,681 . Compared with CEP-stabilized
few-cycle pulses discussed in the previous Section, control with longer two-color pulses is exper-
imentally easier to implement (in particular for the ω/2ω case). From a more fundamental point
of view, by the combination of two colors (and also for more sophisticated types of waveform syn-
thesis) the laser waveform can be tailored on a cycle-scale rather than on an envelope-scale. That
is, the asymmetry of the field is imprinted on every single cycle, while for a few-cycle pulse the
asymmetry quickly vanishes with the number of its cycles. Therefore, two-color pulses and other
tailored waveforms allow to generate much longer asymmetric pulses, which is a crucial advan-
tage that allows to impart asymmetry to the electronic system during a much longer time-scale of
nuclear motion. As we have discussed in Sections 8.5 and 8.6.1, matching the time-scales of the
interaction with the electrons to the concomitant nuclear dynamics is a prerequisite for efficient
control over bond-breaking and/or charge-localization processes.

Fig. 8.5 shows examples of measured asymmetries of H+/D+ emission during dissociation of
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H2/D2 with ω/2ω pulses as a function of the relative phase, Δϕ, between the two colors. A clear
left-right asymmetry in certain H+/D+ energy ranges, each with a periodicity of π in Δϕ, can be
observed. That is, the localization of the remaining electron on the two nuclei can be switched by
a parity flip of the two-color field. Although the data have been obtained with ω/2ω pulses of dif-
ferent color-combinations (see caption of Fig. 8.5 for details), the phase-dependences of the asym-
metries look qualitatively similar but, however, are observed in different energy ranges. This can
be readily explained by the pathway-interference picture442,679,681 that has been described above
in connection with CEP-control of H2/D2 dissociation, see Section 8.6.1. According to this picture,
the interference of dissociation pathways that differ by one in the number of absorbed photons
leads to the observed Δϕ-dependent charge localization. The dependence of the asymmetries on
Δϕ and the energy ranges in which they are observed can be ascribed to pathways associated with
the absorption of one, two, and three photons, i.e., to the processes of bond softening (BS), above-
threshold dissociation (ATD), and three-photon dissociation (3PD), respectively. Contributions from
recollision-excitation are also observed442,679. Because a two-color field can induce the dissociation
of H+/D+ by the absorption of various combinations of absorbed photons with different ener-
gies, and because the photon energies determine in which H+/D+ energy ranges the asymmetries
are observed, the energy ranges can be modified by the combination of colors. This can be seen
by comparison of results obtained with ω/2ω pulses in the visible/near-infrared (800/400 nm)442

and near/mid-infrared (1800/900 nm)679, shown in Figs. 8.5(a) and (b), respectively, and also has
been demonstrated by applying ω/3ω pulses (1800/600 nm)680. Moreover, due the long duration
of the two-color field, the implications of which we have discussed in the previous paragraph, sig-
nificantly stronger asymmetries in comparison with those observed with CEP-controlled few-cycle
pulses can be induced442,679. The maximum achieved asymmetry can still be further enhanced by
optimization of the waveform: Theoretical works have investigated the use of synthesized wave-
forms for enhancing the quality of the control over the charge-localization during H2/D2 dissoci-
ation using, e.g., two-color combinations682 with non-integer frequency ratios, or the combination
of a mid-infrared pulse with a far-infrared pulse that essentially resembles the action of a strong
DC field683.

A key research goal is the extension of waveform control of molecular bond-breaking to
polyatomic molecules. Despite the complexity of polyatomic molecules a number of works
have demonstrated successful control over different aspects of bond-breaking processes in such
molecules using the relative phase, Δϕ, between the two colors in ω/2ω pulses as the control pa-
rameter. So far, almost exclusively 800/400 nm ω/2ω pulses generated with Titanium-Sapphire
laser systems have been used. In the following we will discuss the key points that were es-
tablished by these works. To our knowledge the first works that have succeeded in directional
control of bond-breaking in a molecule more complicated than H2/D2/HD were the ones by
Ohmura et al.684,685. In those works a pronounced Δϕ-dependent asymmetry in the emission of
different moieties split off during dissociative ionization of molecules that exhibit a pronounced
permanent dipole and head-to-tail asymmetry (IBr, CH3I, and C3H5I) was observed. Follow-up
works686–688 have shown similar Δϕ-dependent asymmetries also for other, even larger, molecules.
These asymmetries and their variation with Δϕ was explained by the orientation-dependence of
the ionization and fragmentation process due to the head-to-tail asymmetry of the intra-molecular
electronic density. Similar bond-breaking control based on the asymmetry of the ionization and
fragmentation process in the asymmetric ω/2ω field has also been demonstrated for the toluene
and methanol molecules in Refs. [689–691]. In a recent work this approach was extended to synthe-
sized waveforms that consist of four colors ω + 2ω + 3ω + 4ω generated by nonlinear frequency
conversion from the fundamental wavelength 1064 nm692.

Current efforts, using smaller molecules such as CO693, CO2
694 or acetylene695 as the objects

of study, are dedicated to understanding the Δϕ-dependent directionality of the bond-breaking
process in ω/2ω pulses in a more thorough way by trying to establish a correspondence with
the pathway-interference picture available for H2 (described above)695 or by considering the in-
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fluence of nuclear motion694. An important step towards such a more thorough understanding is
the ability to distinguish experimentally the influence of laser-induced state coupling and selec-
tive ionization on the observed asymmetries. This was demonstrated using a two-pulse scheme
consisting of a circularly polarized pulse followed by a delayed ω/2ω pulse693. In that scheme,
the different origins of the fragments’ asymmetries can be extracted from different regions of the
momentum plane using electron-ion coincidence methods.

Two-dimensional tailored waveforms The previous paragraphs have described that lin-
early polarized tailored waveforms can be used to selectively control bond-breaking processes
in molecules. The underlying mechanisms are based on the combined actions of the asymmetry
in the ionization and fragmentation processes687 and phase-sensitive field-driven excitation and
population processes693. Two-dimensional tailored waveforms introduced in Section 3.2, i.e., or-
thogonal two-color (OTC) fields, counter- and co-rotating two-color (CRTC/CoRTC) fields, and
elliptically polarized two-color (EPTC) fields, offer a still higher flexibility for adapting the field-
interaction to the structure of the molecule and additionally allow to control electron recollision
processes simultaneously in time and space. A series of experiments was testing the use of such
fields for molecular bond-breaking control331,333,336,696, see Fig. 8.6 for selected results.

Using OTC pulses two-dimensional directional proton emission in the dissociation reaction
H+

2 → H+ + H was observed696. This bench-mark experiment exemplifies key differences be-
tween waveform control in one and two spatial dimensions. The localization of the electron is
determined, just as in the interaction with linearly polarized tailored waveforms, by quantum in-
terference of nuclear wavepackets of opposite parities. Control of the charge localization in two
dimensions with two-dimensional fields requires that the conditions for pathway interferences are
not only met in energy but also in space. Thus, asymmetric directional emission of H+ requires the
interference of opposite parity nuclear wavepackets with the same kinetic energies and, addition-
ally, they must be emitted into the same direction. However, the laser-coupling between the two
opposite parity electronic states associated with the nuclear wavepackets, the 1sσg and 2pσu states,
peaks sharply along the laser polarization direction, such that the two orthogonal field-components
of an OTC field cause dissociation dominantly along their respective laser polarization direction.
H+ fragments are therefore dominantly observed along the direction of the ω-field, and at high mo-
menta due to the action of the 2ω-field. A considerable fraction of H+ fragments is, however, also
observed in between these dominant contributions, see Fig. 8.6(a). These fragments represent nu-
clear wavepackets that are steered in two spatial dimensions. By variation of the relative phase of
the two colors, Δϕ, their asymmetry and therewith the localization of the remaining electron can be
controlled696. Two-dimensional control of charge localization during H2 dissociation is thus possi-
ble using OTC pulses. Later, this scheme was extended to the multi-electron case. Using CO as an
example the possibility of controlling directional bond-breaking in the reaction CO2+ → C+ + O+

was studied331. In that experiment Δϕ-dependent directional bond-breaking as a function of both
kinetic energy and emission directions of the nuclear fragments was observed in different frag-
ment momentum regions. These momentum distributions demonstrate that the directionality of
C+ emission reverses when Δϕ flips its sign, thus, demonstrating control over the fragmentation
process. The directional emission was attributed to the contributions of both sequential and non-
sequential double ionization pathways, whose relative strengths and directionality strongly vary
with Δϕ.

Motivated by the success of two-dimensional charge-localization control with OTC pulses, the
bench-mark experiment on H2 was repeated using CRTC and CoRTC pulses333. It was found
that, similar to the case of OTC pulses, the asymmetry of H+-ejection can be controlled in two-
dimensional space with Δϕ, see Figs. 8.6(b) and (c). The underlying mechanism is identical to
that found for OTC pulses, namely parity-sensitive pathway-interferences in certain energy ranges
and along specific H+ emission directions. As can be seen in Fig. 8.6, the directional dependence
of the observed asymmetries strongly resembles the shapes of the laser fields and exhibit trefoil
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Figure 8.6: Control of bond-breaking with two-dimensional tailored waveforms. (a) Two-
dimensional directional proton emission in dissociative ionization of H2 with an ω/2ω OTC field
composed of an 800 nm pulse and its second harmonic. Adapted from Ref. [696]. The top panel
shows the momentum distribution of protons in the OTC field’s polarization plane for a relative
phase Δϕ = 0 of the two colors. The butterfly structure indicates proton emission in between the
polarization directions of the ω and 2ω pulses along a certain polar angle θ. The bottom panel
shows the asymmetry (indicated by the color code) of proton emission into the polar angle range
45◦ < θ < 65◦ as a function of Δϕ, showing that the proton emission/charge-localization can be
controlled by the field’s shape in two dimensions. (b) Measured two-dimensional asymmetry pat-
terns of the directional emission of protons from H+

2 for certain relative phases Δϕ (indicated in
the panels) of a CRTC pulse (field shape shown on the right). Adapted from Ref. [333]. (c) Same
as (b), but for a CoRTC pulse (adapted from the same reference). The field shape of the respective
pulses is reflected in the proton emission patterns. Variation of Δϕ merely rotates the peaks of the
fields but does not change their sub-cycle evolutions.

shapes for the CRTC pulses and semi-lunar ones for CoRTC pulses. As for these pulses the field-
shape within the laser polarization plane is independent of Δϕ and merely rotates about its center
if Δϕ is varied (see also Section 3.3), the shapes of the observed two-dimensional asymmetries
obviously reflect the field-shapes. This can, again similar to OTC pulses, be explained by the strong
directionality of the dipole coupling between the 1sσg and 2pσu states, which leads to highest
coupling and therewith strongest dissociation for largest field-strengths, hence, along the vectorial
peaks of the two-dimensional fields. Thus, the number of peaks of the two-dimensional laser field
is reflected in the observed asymmetry of H+ emission.

While for OTC and CRTC pulses electron recollision is possible, recollisions can be suppressed
using EPTC pulses, similar to CoRTC pulses. As a result, EPTC pulses allow investigating the Δϕ-
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dependent asymmetries induced solely by field-driven electronic processes such as the coupling
between opposite parity states and the ionization dynamics in the asymmetric field. Asymme-
tries induced by the ionization step are for example due to a higher ionization probability along a
certain molecular axis caused by the shape of molecular orbitals (as was discussed above in con-
nection with control using linearly polarized tailored waveforms) or can also be due to an ioniza-
tion process that is sensitive to charge-localization such as enhanced ionization (see Section 8.1.1).
Wu et al. investigated the dissociative ionization with EPTC pulses for a range of molecules and
molecular-like systems (H2, N2, Ar2, and CO) and compared their Δϕ-sensitivity336. They found
strong Δϕ-dependent asymmetries of the yield for all investigated species and fragmentation chan-
nels.
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[26] S. Haessler, T. Balčiunas, . . ., L. E. Chipperfield, Optimization of Quantum Trajectories Driven by Strong-Field
Waveforms, Phys. Rev. X 4, 021028 (2014) (cited on pages 2, 37, 38, 46).

[27] A. Wirth, M. T. Hassan, . . ., E. Goulielmakis, Synthesized Light Transients, Science 334, 195–200 (2011)
(cited on pages 2, 37, 46, 47).
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[314] S. Haessler, T. Balčiūnas, . . ., A. Baltuška, Enhanced multi-colour gating for the generation of high-power
isolated attosecond pulses, Sci. Rep. 5, 10084 (2015) (cited on pages 37, 38, 45, 46).

[315] T. Balciunas, A. J. Verhoef, . . ., A. Baltuska, Optical and THz signatures of sub-cycle tunneling dynamics,
Chem. Phys. 414, 92–99 (2013) (cited on pages 37, 50, 51).
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[346] L. Medišauskas, J. Wragg, . . ., M. Y. Ivanov, Generating Isolated Elliptically Polarized Attosecond Pulses
Using Bichromatic Counterrotating Circularly Polarized Laser Fields, Phys. Rev. Lett. 115, 153001 (2015) (cited
on pages 41, 48).

148

http://dx.doi.org/10.1103/PhysRevLett.105.053003
http://dx.doi.org/10.1088/1367-2630/12/7/073032
http://dx.doi.org/10.1080/09500340802130712
http://dx.doi.org/10.1080/09500340802130712
http://dx.doi.org/10.1088/0953-4075/43/13/135601
http://dx.doi.org/10.1364/OE.19.002301
http://dx.doi.org/10.1103/PhysRevLett.114.143001
http://dx.doi.org/10.1103/PhysRevA.91.063417
http://dx.doi.org/10.1103/PhysRevA.95.013406
http://dx.doi.org/10.1103/PhysRevA.95.013406
http://dx.doi.org/10.1103/PhysRevLett.117.133201
http://dx.doi.org/10.1088/0953-4075/49/2/025603
http://dx.doi.org/10.1103/PhysRevLett.117.133202
http://dx.doi.org/10.1103/PhysRevLett.108.043002
http://dx.doi.org/10.1103/PhysRevA.87.023406
http://dx.doi.org/10.1103/PhysRevA.88.013422
http://dx.doi.org/10.1088/0953-4075/49/12/123501
http://dx.doi.org/10.1088/0953-4075/49/12/123501
http://dx.doi.org/10.1038/nphoton.2014.108
http://dx.doi.org/10.1038/nphoton.2014.293
http://dx.doi.org/10.1073/pnas.1519666112
http://dx.doi.org/10.1103/PhysRevA.62.011403
http://dx.doi.org/10.1103/PhysRevA.62.011403
http://dx.doi.org/10.1103/PhysRevA.81.063412
http://dx.doi.org/10.1088/0953-4075/45/7/074001
http://dx.doi.org/10.1088/0953-4075/45/7/074001
http://dx.doi.org/10.1364/OL.40.002381
http://dx.doi.org/10.1103/PhysRevLett.115.153001


BIBLIOGRAPHY

[347] F. Mauger, A. D. Bandrauk, and T. Uzer, Circularly polarized molecular high harmonic generation using a
bicircular laser, J. Phys. B At. Mol. Opt. Phys. 49, 10LT01 (2016) (cited on pages 41, 48, 49).

[348] X. Xie, A. Scrinzi, . . ., M. Kitzler, Internal Momentum State Mapping Using High Harmonic Radiation,
Phys. Rev. Lett. 101, 033901 (2008) (cited on pages 41, 48–50).

[349] M. Schultze, A. Wirth, . . ., F. Krausz, State-of-the-art attosecond metrology, J. Electron Spectros. Relat.
Phenomena 184, 68–77 (2011) (cited on page 43).

[350] F. Frank, C. Arrell, . . ., J. W. G. Tisch, Invited Review Article: Technology for Attosecond Science, Rev. Sci.
Instrum. 83, 071101 (2012) (cited on page 43).

[351] G. Cerullo, S. De Silvestri, and M. Nisoli, Light at the extremes: From femto- to atto-science for real-time
studies of atomic and electronic motions, EPL (Europhys. Lett.) 112, 24001 (2015) (cited on page 43).
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[578] J. Muth-Böhm, A. Becker, and F. Faisal, Suppressed Molecular Ionization for a Class of Diatomics in Intense
Femtosecond Laser Fields, Phys. Rev. Lett. 85, 2280–2283 (2000) (cited on page 110).

[579] A. Alnaser, S. Voss, . . ., C. Cocke, Effects Of Molecular Structure on Ion Disintegration Patterns In Ionization
of O2 and N2 by Short Laser Pulses, Phys. Rev. Lett. 93, 113003 (2004) (cited on page 110).

[580] D. Mathur, A. Dharmadhikari, . . ., J. Dharmadhikari, Molecular symmetry effects in the ionization of CS2
by intense few-cycle laser pulses, Phys. Rev. A 78, 013405 (2008) (cited on page 110).

[581] L. Holmegaard, J. L. Hansen, . . ., L. Bojer Madsen, Photoelectron angular distributions from strong-field
ionization of oriented molecules, Nat. Phys. 6, 428–432 (2010) (cited on page 110).

[582] J. L. Hansen, L. Holmegaard, . . ., L. B. Madsen, Orientation-dependent ionization yields from strong-field
ionization of fixed-in-space linear and asymmetric top molecules, J. Phys. B At. Mol. Opt. Phys. 45, 015101
(2012) (cited on page 110).

[583] T. Seideman and E. Hamilton, Nonadiabatic alignment by intense pulses. Concepts, theory, and directions,
Adv. At. Mol. Opt. Phys. 52, 289–329 (2005) (cited on page 110).

[584] A. Goban, S. Minemoto, and H. Sakai, Laser-Field-Free Molecular Orientation, Phys. Rev. Lett. 101, 13001
(2008) (cited on page 110).

[585] A. Talebpour, A. Bandrauk, . . ., S. Chin, Multiphoton ionization of inner-valence electrons and fragmentation
of ethylene in an intense Ti:sapphire laser pulse, Chem. Phys. Lett. 313, 789–794 (1999) (cited on pages 110,
116).
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Acronyms and abbreviations

ABI above barrier ionization
ADK tunneling theory named after Ammosov, Delone and Krainov
AOM acousto optical modulator
ATD above threshold dissociation
ATI above threshold ionization
BO Born-Oppenheimer
BS bond-softening
CCD charge-coupled device
CED conventional electron diffraction
CE(P) carrier-envelope (phase)
COLTRIMS cold target recoil ion momentum spectroscopy
(CR)EI (charge-resonance) enhanced ionization
CTMC classical trajectory Monte Carlo
CRTC/CoRTC counter-rotating two-color/co-rotating two-color
DCS differential cross-section
DFG difference frequency generation
EIC-MOUSE enhanced ionization from laser-coupled multiple orbitals that are

up-shifted in energy
EPTC elliptically polarized two-color
EWP electron wavepacket
FFI frustrated field ionization
FWHM full width at half maximum
HATI high-energy/high-order ATI
HH(G) high harmonic (generation)
(HO)MO (highest occupied) molecular orbital
KER kinetic energy release
KFR tunneling theory named after Keldysh, Faisal and Reiss
LIED laser-induced electron diffraction
MCF molecular contrast factor
MCP micro-channel plate
MCTDHF multi-configuration time-dependent Hartree-Fock
NSDI/NSMI non-sequential double/multiple ionization
OTC orthogonally polarized two-color
OPA optical parametric amplification
PEMD photoelectron momentum distribution
PEPICO/PIPICO photoelectron-photoion coincidence/photoion-photoion coinci-

dence
PES/PEC potential energy surface/curve
QRS quantitative rescattering theory
REMI reaction microscope/microscopy
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RESI recollision-induced excitation and subsequent field ionization
SAE single active electron
SAM spin angular momentum
SDI sequential double ionization
SFA strong-field approximation
SHG second-harmonic generation
SMM simple man’s model
(TD)DFT (time-dependent) density functional theory
(TD)HF (time-dependent) Hartree-Fock
TDSE time-dependent Schrödinger equation
THz Terahertz
VMI velocity map imaging
WLG white light generation
XUV extreme ultraviolet
3PD three-photon dissociation

c speed of light
Ip ionization potential
Up ponderomotive potential
ω/2ω, ω/3ω, ω/nω, . . . two-color tailored waveforms consisting of two fields with a fre-

quency ratio of 2, 3, n, . . .
ωo (fundamental) laser oscillation frequency
ωr pulse repetition frequency/rate
T = 2π

ωo
laser oscillation period

Tr =
2π
ωr

time between pulses in a pulse train, cavity round trip time
Δϕ relative phase between two laser fields
ϕCE carrier-envelope offset phase
ωCE carrier-envelope offset frequency
E(t) laser electric field
A(t) laser vector potential
�(t), �(ω) harmonic field in time/frequency domain
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Atomic Units

Atomic units are used for convenience in quantum physics, as by setting the fundamental constants
electron rest mass, me, elementary charge, e, reduced Planck’s constant, h̄, and Coulomb’s constant, 1/4πε0,
to unity,

me = e = h̄ =
1

4πε0
= 1,

numbers become handy and equations become simplified substantially (see Ref. [194] for further
details). With that settings one obtains from the value of the fine-structure constant

α =
e2

(4π�0)h̄c
≈ 1/137,

which, being a dimensionless quantity, has the same numerical value in all system of units, the
value of the speed of light in atomic units as

c = 1/α ≈ 137.

The value of 1 atomic unit for other important quantities transfers to SI units as follows:

quantity SI

charge 1.602 × 10−19 C charge of the electron, e

mass 9.109 × 10−31 kg mass of the electron, me

length 5.2917 × 10−11 m radius of the first Bohr orbit, a0

velocity 2.1877 × 106 m/s electron velocity in the first Bohr orbit, vB

momentum 1.9926 × 10−24 kg m/s electron momentum in first Bohr orbit, mevB

time 24.189 × 10−18 s τ0 = a0
vB

, roughly 24.2 as

frequency 4.1341 × 1016 s−1 1
τ0

energy 4.359 × 10−18 J≈ 21.21 eV twice the ionization potential of hydrogen

electric field 5.142 × 1011 V/m E0 = e
4πε0a2

0

intensity 3.5094452 × 1016 W/cm2 I0 = 1
2 ε0cE2

0
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