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Kurzfassung

Aufgrund der stetig wachsenden Datenmengen, die weltweit gesammelt werden, ist es von
großer praktischer Relevanz, über effiziente Methoden zur automatischen Zusammenfas-
sung dieser Informationen zu verfügen. Auf einer sehr hohen Abstraktionsebene versucht
die automatische Zusammenfassung von Daten, Teilmengen von Objekten wie Sätze,
Bilder oder Videos zu finden, die die gesamte Datenmenge möglichst gut repräsentieren.

In dieser Arbeit werden neuartige Methoden zur Zusammenfassung von visuellen Daten
vorgestellt, die auf der visuellen Wahrnehmung des Menschen, insbesondere auf den
Gestaltgesetzen beruhen. Diese Gesetze definieren Regeln darüber, wie Menschen die
Welt um sich herum wahrnehmen und wie sie visuelle Reize vereinfachen, ohne dass diese
Reize an Bedeutung verlieren. Nach unserem Kenntnisstand beschränken sich viele in
der Vergangenheit entwickelte Bildverarbeitungsmethoden auf rein technische Aspekte
und lassen psychologische Theorien wie die Gestalttheorie außer Acht. Mit dieser Arbeit
wollen wir einen Beitrag leisten, um dieser Entwicklung entgegenzuwirken. In mehreren
Experimenten haben wir unsere neuartigen visuellen Methoden zur Zusammenfassung
von Daten auf verschiedene Computer-Vision-Probleme wie die Kategorisierung von
Videoszenen, die gewichtsinvariante Gesichtserkennung, die Bildklassifizierung, die Identi-
fizierung von Autos in Bildern und die Make-up-robuste Gesichtserkennung angewendet.
Darüber hinaus haben wir unsere experimentellen Ergebnisse mit modernsten Methoden
verglichen. Für diese Vergleiche haben wir einerseits öffentlich zugängliche Testdatensätze
verwendet und andererseits selbst Testdatensätze zusammengestellt.

Die wahrscheinlich wichtigste Methode, die während dieser Dissertation entwickelt wurde
und die zur Zusammenfassung von Daten verwendet werden kann, ist der Gestalt-Interest-
Points-Algorithmus (GIP). Der Algorithmus ist schnell und sehr effektiv, da er nur sehr
wenige, aber gut ausgewählte Bildinformationen extrahiert und dadurch sehr kompakte
semantische Zusammenfassungen von Bildern erstellt. Er basiert auf den Gestaltgesetzen
der Schließung und Kontinuität, d. H. der Idee, dass im Gegensatz zu anderen lokalen
Bildbeschreibungsmethoden bestimmte schwächere Kandidaten - zusätzlich zu den lokalen
Extrema - auch als Merkmale nützlich sein könnten. Der GIP-Algorithmus war die
Grundlage für die Gestalt-Regions-of-Interest-Methode (GROI). Das Trainieren eines
CNNs durch GROI-Bilder übertrifft deutlich die Genauigkeit eines CNNs, das aus rohen
Pixelbildern für den Bereich der makeup-robusten Gesichtserkennung trainiert wurde.
Darüber hinaus ist unsere vorgestellte Methode robuster gegen Überanpassung als der
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herkömmliche Ansatz, bei dem ein CNN anhand von Rohpixelbildern trainiert wird. Der
größte Vorteil der GROI-Methode ist, dass der semantische Inhalt von Bildern kompakter
zusammengefasst werden kann als bei ganzen Bildern. Dies ist ein sehr wichtiges Argument
in Big-Data-Anwendungen wie der Gesichtserkennung.

In dieser Arbeit haben wir gezeigt, dass der Computer mithilfe unserer neuartigen Metho-
den zur Zusammenfassung von visuellen Daten, die auf der menschlichen Wahrnehmung
basieren, mehrere praktisch relevante Computer-Vision-Probleme zuverlässig lösen kann.
Darüber hinaus haben wir unsere experimentellen Ergebnisse mit modernsten Metho-
den verglichen und festgestellt, dass unsere Ansätze sehr vielversprechend sind. Für die
Zukunft sind weitere Studien erforderlich, um die entwickelten Methoden auf andere
Probleme und größere Datenmengen anzuwenden.
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Abstract

Due to the steadily increasing amount of data that are collected worldwide, it is of great
practical relevance to have efficient methods for automatic data summarization. At a
very high abstraction level, automatic data summarization attempts to find subsets of
objects such as sentences or visual data like images or videos that cover information
about the entire set.

In this work we present novel visual summarization methods, which are based on the
visual perception of human beings, in particular on the Gestalt Laws. These laws define
theories about how people perceive the world around them and the simplification of the
visual stimuli without loss of meaning. To the best of our knowledge, many computer
vision methods developed in the past are limited to purely technical aspects and omit
psychological theories, such as Gestalt theory. With this work, we want to contribute to
counteracting this fact.

In several experiments, we applied our novel visual summarization methods on various
computer vision problems like video scene categorization, weight-invariant face recognition,
image classification, identifying cars in images and makeup-robust face recognition.
Furthermore, we compared our experimental results to state-of-the-art methods. In order
to make these comparisons, we used publicly available data sets on the one hand and on
the other hand we compiled data sets ourselves.

Probably the most important method that was developed during this dissertation and
that can be used for summarizing data is the Gestalt Interest Points (GIP) algorithm.
The algorithm is fast and highly effective because it extracts very little but well-selected
image information and thereby creates very compact semantic summaries of images. It is
based on the Gestalt Laws of Closure and Continuity, i.e. the idea that, unlike in other
local image description methods, certain weaker candidates may – in addition to the local
extrema – also be useful as interest points. The GIP algorithm was the foundation for
the Gestalt Regions of Interest (GROI) method. With the GROI images we improved the
accuracy of a CNN for the domain of makeup-robust face recognition. Training a CNN
with GROI images clearly outperforms the accuracy of a CNN trained with raw pixel
images for the domain of makeup-robust face recognition. Additionally, our presented
method is more robust against over-fitting than the conventional approach, training a
CNN from raw pixel images. The biggest advantage of the GROI method is that it is
possible to summarize the semantic content of images more compactly than from whole

xiii

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

images. This is a very important argument in particular in big data domains such as
face recognition.

In this work, we have demonstrated that the computer can robustly solve several practi-
cally relevant computer vision problems by using our novel visual summarization methods
based on human perception. Furthermore, we compared our experimental results to
state-of-the-art methods and found that our approaches are highly competitive. Further
studies are needed to apply the developed methods to other problems and larger data
sets.
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CHAPTER 1
Introduction

1.1 Automatic Data Summarization

The main idea of automatic data summarization [Ahm19] is to find a subset of data which
gives as much information about the entire set as possible. Such techniques are widely
used in industry today. Search engines are one example; others include summarization
of documents, image collections, and videos. Document summarization [YWX17] tries
to create a representative summary or abstract of the entire document, by finding the
most informative sentences, while in image summarization [SKA+15] the system finds
the most representative and important (i.e. salient) images. For surveillance videos, one
might want to separate the important events from the uneventful context [PHK+18]. At
a very high level, summarization algorithms try to find subsets of objects (like a set of
sentences, or a set of images), which cover information about the entire set.

Image collection summarization [SS20] is another application example of automatic
summarization. It is often performed by selecting a representative set from a larger
set of images. A summary in this context is useful to show the most representative
images of results in an image retrieval system. Video summarization [SPP16] is a related
domain, where the system automatically creates a trailer from a long video. This also
has applications in consumer or personal videos, where one might want to skip the
uneventful scenes. Similarly, in surveillance videos, one would want to extract important
and suspicious activity, while ignoring all the redundant frames captured.

In this work we present the utilization of novel visual summarization methods for various
application domains, e.g. the separation of action scenes from non-action scenes through
summarizing a set of videos into these two categories. Classifying a set of images into
food and non-food images or the categorization of horse and non-horse images are other
application domains also presented in this work. Another example is the differentiation of
real violence from martial arts videos. We also present the recognition of faces of people

1
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1. Introduction

who have experienced a significant change in weight. To accomplish this recognition task,
we summarized different face images of one person to learn a generalized representation
of this person’s face. The assumption was that it would be possible to recognize a
person whose weight has changed exclusively from the previously learned generalized
representation of this person’s face. A similar example are our experiments with makeup-
robust face recognition, although a different approach was chosen to solve the problem.
Learning a generalized representation of cars by summarizing vehicle images is also an
application that is presented in this work. This generalized representation is then used
to detect cars in images. All the novel visual summarization methods utilized to solve
the above-mentioned problems are presented in detail later in this work.

The remainder of this work is organized as follows. The subsequent elements of the
introduction provide important background knowledge for the following chapters, present
the state-of-the-art in the related fields and finally conclude all the contributions. We
first present a brief introduction to computer vision in Section 1.2 because we utilized
techniques and methods of computer vision to summarize visual information. To gain a
clearer understanding of the fundamental issues with which we were confronted during
this work Section 1.3 describes some major challenges of computer vision. Because the
deep learning revolution had a significant impact on our work, we give a short introduction
to this topic in Section 1.4. The presented methods are based on the Gestalt theory and
therefore we will have a closer look at this theory in Section 1.5. The state-of-the-art
works related to our work are presented in Section 1.6. This introduction will be finished
in Section 1.7 with an overview of all the contributions of the already published works
presented in the following Chapters 2 to 8.

1.2 Computer Vision

To summarize visual information, we employed techniques and methods from computer
vision. Computer vision [SSKG20] is a research discipline that aims at extracting semantic
information from visual data sources to help computers “see” and understand the content
of digital images such as photographs and videos. Usually, the first stage is feature
extraction [NA19], which results in a summarized description of the visual data source.
A good descriptor should have the ability to handle intensity, rotation, scale and affine
variations to some extent. Feature extraction is motivated by reducing the size of a visual
data source as well as by the elimination of redundancy and possibly noisiness.

Finally, to categorize the visual descriptions into classes a categorization method is
needed, e.g. [CDF+04]. Generally, many methods can be employed for the categorization
of multimedia descriptions though some methods are more frequently used in one area
than another. The Support Vector Machine, Neural Networks, Decision Trees or Nearest
Neighbor methods are some examples for categorizing visual descriptions.

There are many potential application domains for computer vision [Sze19]. For this
reason, it has been an active research topic over decades. Innovative methods and
improvements of existing approaches are constantly required. This dissertation has been

2
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1.2. Computer Vision

Figure 1.1: The left edge map of a face is represented by points from a Harris corner
detector and the second a Laplacian of Gaussian (LoG) operator. Many of the important
face features (e.g. the eyes) are thereby lost. The rightmost image shows the GIP
description. It preserves the perceptual features of the original stimulus well, while not
producing a longer description than the LoG operator [Eid11].

going on for several years. It contributes to this research area and introduces innovative
computer vision approaches. Discovering novel visual features and the development of
innovative methods to extract them is an important part of this dissertation. It was
expected that integrating principles from Gestalt psychology [Kof35] into the proposed
methods should improve the results. The visual perception of human beings is based
on these principles and they make it highly effective. Therefore, the machine may also
benefit from Gestalt principles. The Gestalt law of closure states that the perception
of individuals fills in visual gaps in incomplete shapes. For example, humans are able
to recognize a whole circle, even if there are gaps in its contour. For our approach
this means that due to the Gestalt law of closure it is still possible to recognize what
an image depicts, only by considering its local representation. This effect is shown in
Figure 1.1. Obviously, such interest point sets are more useful for media understanding
than points from which humans cannot identify the semantic content of an image. If the
user cannot reconstruct the object from the interest points, how should the machine? The
experimental results are highly encouraging: The novel features perform exceptionally
well, and the classification process delivers practically acceptable recall and precision
values.

As we already mentioned above, the summarization of object images for object identifica-
tion and localization is also a part of this dissertation and according to [LOW+18] one of
the most fundamental and challenging problems in computer vision. There are publicly
available datasets, which we used for our experiments. The proposed methods were
tested, refined and compared to existing state-of-the-art algorithms through extended
experiments. To gain a clearer understanding of the fundamental issues with which we
were confronted during this work, the next section describes some major challenges of
computer vision.
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1. Introduction

Figure 1.2: We have no difficulty seeing that this image shows two apples, although there
are big differences between them, e.g. color, texture, shape, size, orientation and lighting.
In addition, the front apple partially covers the back.

1.3 Challenges of Computer Vision

According to [Sej18a] computer vision seems easy, perhaps because it is so effortless for
humans. Initially, it was believed to be a trivially simple problem. However, after decades
of research, computer vision still cannot reach the capabilities of human vision. One
reason for this is that people have not yet understood how their visual perception works.
Sejnowski et al. stated that studying biological vision requires an understanding of the
perception organs like the eyes, as well as the interpretation of the perception within the
brain. Much progress has been made but there is still a long way to go. Another reason
why it is such a challenging problem is because of the complexity inherent in the visual
world. A given object may be seen from any orientation, under any lighting conditions,
with any type of occlusion from other objects, and so on. According to Sejnowski et al.,
a true vision system must be able to "see" in any of an infinite number of scenes and still
extract something meaningful.

Furthermore, Sejnowski et al. [Sej18a] stated that in the 1960s, it was assumed that
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1.4. The Deep Learning Revolution

computer vision was an easy problem to solve and researchers completely underestimated
it. In the early days of computer vision, one tried to match object templates with objects
in images to realize object recognition. Figure 1.2 shows why this approach did not work.
For us humans it is easy to see that there are two apples in the image but not for the
machine. The apples are very different in their properties and the front apple partially
covers the one in the back. According to Sejnowski et al. the solution to this problem
was not to compare a template pixel by pixel with an object in the image, but to use an
abstract version of the template, i.e. extracting features from the images.

Nixon et al. [NA19] stated that a good feature is one that makes an object clearly
distinguishable. For example, there is one apple variety whose apples are green and
another whose apples are red. If you have an apple from these two varieties and you
want to know which of the two varieties it belongs to, you just have to look at the color
feature. If one feature is not enough to make an object clearly distinguishable, it can also
be the combination of several features. For example, there are a lot of apple varieties
whose apples are of the same color. Due to the color alone, no clear statement could be
made. But an apple could then be clearly assigned to an apple variety, for example, by
its color, size and texture. A photo of an object contains a lot of details, which in no
way contribute to distinctness. But if you made a schematic drawing of the photo, you
could for example highlight only the clearly distinguishable features. For a long time,
a challenge of computer vision has been to find out or automatically determine these
distinguishable features of a specific application domain. This challenge is also a very
important core theme of this work.

In 2016, research in the field of computer vision was strongly influenced by the deep
learning revolution. Since this revolution also had a significant impact on our work, we
will give a brief introduction to this topic in the next section.

1.4 The Deep Learning Revolution

This dissertation has been going on over several years because we wanted to investigate
all the aspects presented in this work in depth. Moreover, the research topic dealt with
is important and of the highest practical relevance. Around the year 2016, the deep
learning revolution [Sej18b] and its leap forward in performance had a big impact on our
work. We had to rethink our methods because deep learning set entirely new standards
in terms of solving computer vision problems.

According to Sejnowski et al. [Sej18b] the historic timeline of the deep learning milestones
until the deep learning revolution began in the year 2012 when Geoffrey Hinton et al.
published a paper [KSH12] on object recognition in images that used deep learning to
train AlexNet, a deep convolutional network. Using the ImageNet database of more than
15 million labeled high-resolution images in more than 22,000 categories as a benchmark,
AlexNet achieved a 18 percent reduction in the error rate. This enormous increase in
performance led to the development of ever larger networks which now reach human
levels of performance. In 2015, Kaiming He and colleagues developed a deep learning
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1. Introduction

network [HZRS16] that is strongly inspired by the visual cortex, reducing the error rate
in the ImageNet database to 3.6 percent. Sejnowski et al. pointed out that in 2016
the Go-playing program AlphaGo that used deep learning networks to evaluate board
positions and possible moves won against the Korean 18-time world Go champion Lee
Sedol. Even DeepMind, the company that had developed AlphaGo, was surprised by the
great success which was due to using Deep Learning.

Until 2016, the results we obtained in this dissertation were highly competitive compared
to the prevailing baseline methods. But that changed very quickly as a result of the
deep learning revolution in 2016. Suddenly the baseline was much higher. The solution
was not to beat deep learning for our application domains. Because of the outstanding
performance that seemed impossible. Instead, we found a way to combine our method
with deep learning. More details about this topic and extensive experimental results are
presented later in this work.

Since the presented methods in this work are based on Gestalt theory, we will have a
closer look at this theory in the next section. This is important background knowledge
in order to understand the described approaches more easily.

1.5 Gestalt Theory

The fundamental algorithm presented in this work was strongly inspired by elements
of Gestalt theory. Already in 1923, there was one of the most important publications
of the psychologist Max Wertheimer [Wer23], which dealt with the topic of Gestalt. It
was published long before computers were available. Gestalt theory is about perceptive
organization of patterns and parts. The so-called Gestalt Laws define theories about how
people perceive the world around them and about the simplification of the visual stimuli
without loss of meaning.

According to Michaelsen et al. [MM19], the most interesting visual stimuli for a human
observer are other human subjects. Human observers will concentrate most of their
attention on the faces. Michaelsen et al. described that this could be quantitatively
verified by the use of eye trackers. They also stated that according to the Gestalt law
of symmetry, symmetrical arrangements attract the viewer’s attention noticeably and
faces in frontal view are one example for reflection symmetry. So, it seemed obvious to
us to apply the Gestalt-based algorithm we developed on face recognition. The results
are presented later in this work.

A key element of Gestalt theory [Wer23] is that people tend to group objects with certain
similar properties. A group is then perceived as a new larger object called Gestalt. For
example, buildings are something man-made and are not found in nature. However,
people can recognize buildings instantly, even though they exist in thousands of different
ways. According to the theory, the laws of Gestalt grouping greatly assist the analysis of
such objects. In the book of Michaelsen et al. [MM19] the authors show the occurrence
of various Gestalt Laws in different example images. According to their findings, the
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1.5. Gestalt Theory

following Gestalt Laws can be observed in the facade of a building such as the one
depicted in Figure 1.3.

• Law of Similarity: The windows of the building are similar e.g. in color, shape
and size. We tend to perceive rows of windows as we group the windows based
on the similarity. In some image processing algorithms, the similarity of objects
is measured by color, texture, object shape, aspect ratio, properties of detected
interest points, and so on.

• Law of Proximity: An example of this law are the exhaust pipes at the top of the
roof. Some of them stand alone on the roof and others stand side by side with no
gap. On the far left are five pipes close together and in contrast, the rightmost
exhaust pipe is all alone. The closely spaced pipes are perceived as groups by
humans. In some image processing algorithms this law is implemented as the pixel
spacing between objects.

• Law of Continuity: According to this law, lines are always seen as following the
simplest path. The black and white dashed line on the road is usually perceived as
a solid line rather than as a collection of single short black and white lines.

• Law of Closure: Someone can clearly see cars behind the fence, though they are
not completely visible through the fence. This is due to the Gestalt law of closure
which describes that our brain fills in the missing gaps in incomplete shapes to
produce meaningful information. We use this law in our algorithms to reduce
the information contained in pictures to the essentials. This makes it possible to
abstract the information in these images and process the images more efficiently.
The abstraction of image information is usually a prerequisite, e.g. for object and
face recognition. However, this will be described later in this work.

• Law of Good Figure: According to this law, people prefer to perceive objects which
have a simple and therefore memorable structure. The tree in the foreground on
the left side is perceived as a tree and we usually do not focus our attention on
every single leaf of this tree. There are obvious similarities with image processing
algorithms, which in many cases also simplify objects through abstraction.

• Law of Common Fate: This law states that people perceive visual objects that
move at the same speed and/or into the same direction as parts of a group. In
our opinion, this law does not appear in our example image, although one could
perceive the cars driving one behind the other as a motorcade and therefore as a
group of cars.

According to [Sej18c] great progress has been made with deep learning, but people often
classify objects better and faster than algorithms. The authors argued that even partially
visible information can be fully recognized by humans through automatic completion in
the brain. We believe that knowledge about human perception should be more widely
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1. Introduction

Figure 1.3: Picture of a house facade in Vienna. Some of the gestalt laws can be identified
in this image.

incorporated into the development of computer vision algorithms than has been done
so far. Sejnowski et al. stress that many methods developed in the past are limited
to purely technical aspects and omit the psychological theories, such as Gestalt theory.
With this work we want to contribute to counteracting this fact. The state-of-the-art
works related to our work are presented in the next Section.
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1.6. State-of-the-Art

1.6 State-of-the-Art

In recent years, the field of computer vision shifted from statistical methods to deep
learning neural network methods. There are still many challenging problems to solve
in computer vision. To demonstrate the effectiveness of the novel visual summarization
methods presented in this dissertation, they are applied to the following general computer
vision problems:

• Video Scene Classification

• Face Recognition under different Conditions

• Object Detection

• Image Classification

In the following sections we show how images can be described using feature extraction
and we present selected works on Gestalt-inspired computer vision because both topics
are prerequisites for our approaches. Because one main application domain in this work
is face recognition under different conditions, we present the current state-of-the-art in
this field and other relevant background information below.

1.6.1 Image Description by Feature Extraction

Since feature extraction and local descriptors play a central role in this work, a few exam-
ples of selected techniques follow. In [LZL+19], many common local feature descriptors
and feature extraction techniques for image matching are summarized. However, these
descriptors and techniques are not limited to the field of image matching alone but are
also used in many other areas of computer vision. The authors divide the local feature
description techniques into six categories:

1. Gradient-based methods

2. Intensity-based methods

3. Spatial frequency-based methods

4. Moment and probability-based methods

5. Learning-based methods

6. Convolutional neural network-based methods

In the work of Zheng et al. [ZYT18] a detailed overview of methods for image description
and retrieval is given, from the early 1990s until now. According to the authors mainly
global descriptors were used to describe images until the early 2000s. Gradually, the global
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1. Introduction

image descriptors were replaced by local descriptors because they partially overcome the
invariance limitations of global methods. In early 2000, the well-known SIFT and the
Bag-of-Words (BoW) [CDF+04] model were introduced, which since then have been used
for more than ten years to solve many computer vision problems. Zheng et al. stated
that since 2012, the deep learning-based methods became dominant, as they achieved
higher accuracies in many areas than the present methods. Since then, computer vision
researchers have focused more and more on deep learning methods, especially CNNs.

Zheng et al. [ZYT18] divide the image description methods broadly into SIFT-based and
CNN-based methods. The SIFT-based methods are further organized by the authors
into methods using large, medium, and small codebooks for encoding, e.g. BoW. The
CNN-based methods are subdivided by the authors into methods that use pre-trained
or fine-tuned models, as well as hybrid methods. Zheng et al. described the pipeline of
SIFT-based retrieval as follows: 1) interest point detection and description of the region
surrounding the points, 2) codebook training to partition the descriptors into visual
words, 3) feature encoding is the process of mapping local descriptors to the visual words
generated by the codebook training, e.g. by k-means clustering [LLH16]. As mentioned
earlier, we now introduce the SIFT-based methods according to Zheng et al. [ZYT18].

• SIFT-based methods using small codebooks

A small codebook consists of no more than a few thousand visual words. The
computational complexity for clustering a codebook strongly depends on the
codebook size and is moderate in the case of a small codebook. Some common
methods for codebook generation and encoding are BoW [CDF+04], vector of locally
aggregated descriptors (VLAD) [JDSP10], and Fisher vector (FV) [PSM10]. In
works where these methods are used, codebook sizes are usually small, e.g. 64, 128
or 256 visual words. The computational complexity for all three methods is similarly
high but this does not matter much due to the small codebook size. A big advantage
of these methods is that relatively little of the original information is discarded
during encoding. In order to process the high-dimensional output of VLAD / FV
quickly during image retrieval, e.g. approximate nearest neighbor (ANN) methods
are used [ML14]. Another possibility is the dimensionality reduction by principle
component analysis (PCA), which even improves the retrieval accuracy [JC12].

• SIFT-based methods using medium-sized codebooks

Medium-sized codebooks are compounded of 10k-200k visual words. Compared to
small codebooks, the computational effort does not increase dramatically. There-
fore, flat k-means can be used for the codebook generation [TAJ13] and nearest
neighbor search or ANN methods for encoding. In order to loose less information
during encoding, Hamming Embeddings (HE) [JDS08] are often used together with
medium-sized codebooks. HE makes visual words more discriminative by taking
the Hamming distance between the HE signatures of local features into account.

• SIFT-based methods using large codebooks
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1.6. State-of-the-Art

Large codebooks consist of at least one million visual words. To assign the data to
a large number of clusters, hierarchical k-means (HKM) [NS06] and approximate k-
means (AKM) [PCI+07] were used in many works. Since the memory requirements
of large codebooks are high, in [CTYH12] local features are discarded if their
distance to the nearest visual word is above a threshold. In some works, weights
are assigned to the visual words. With visual word weighting, burstiness is a
considerable problem. Repeating structures in an image can negatively affect
the retrieval process, which is called burstiness. While in many works trying to
eliminate burstiness as something unwanted, this phenomenon is used in [TSOP15]
as a feature.

As mentioned above, we now introduce the CNN-based methods, which have become very
popular in recent years. Zheng et al. [ZYT18] divide these methods into three categories:
1) methods using pre-trained CNN models, 2) methods using fine-tuned CNN models
and 3) hybrid methods.

• CNN-based methods using pre-trained CNN models

Generating a CNN model from data is usually a lengthy process. Therefore, pre-
trained models already exist, e.g. ResNet [HZRS16], which can be used for a
retrieval task. However, the use of a pre-trained model also has disadvantages that
are referred to in various current works [ZZW+16] as transfer effect. Experiments
showed that the deeper layers of a CNN exhibit worse generalization ability than
the shallower layers. In addition, the retrieval accuracy depends heavily on the data
with which the transferred model was trained. The more similar these data are to
the data to which the pre-trained model is to be applied, the higher the accuracy
will be. In several works feature descriptors are extracted from the fully connected
(FC) layers. However, as the filters of the underlying layers have already been
applied to the input image, the FC descriptors can be considered as global features.
Numerous other methods [NYD15] extract local descriptors in the intermediate
layers and therefore have the invariance advantages known from the SIFT-based
local descriptors. After applying the convolution operations in the low layers of the
CNN, the resulting activation maps can be interpreted as column vectors. These
column features can be encoded using the techniques already known from the SIFT-
based methods, e.g. VLAD, FV and BoW. An alternative to encoding is pooling
[TSJ15] that discards some of the input information. In many cases Max-Pooling
is used, whereby for every m x n square neurons of a convolutional layer only the
activity of the most active neuron is preserved for the further calculation steps.
Despite the data reduction, the performance of the network is generally not reduced
by pooling, but even offers some advantages, such as increased calculation speed
and reduction of over-fitting.

• CNN-based methods using fine-tuned CNN models
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1. Introduction

Besides methods that use pre-trained CNN models, there are also methods that
utilize fine-tuned CNN models. The purpose of fine tuning is to enable the CNN
model to deal with data that it was not originally trained for. So, a pre-trained
CNN model is retrained or, in other words, refined to apply it to new data. In recent
years, for the fine tuning mainly datasets have been used which consist of buildings
and general objects. One important work regarding fine tuning is [BSCL14].

• Hybrid CNN-based methods

The third category of CNN-based methods are the hybrid methods, which select
image patches from the input image using different techniques and these patches are
then fed into a CNN. In some methods, these patches are additionally transformed,
e.g. by feature extraction before further processing by the CNN. These methods
are called "hybrid" because, like the SIFT-based methods, interesting regions are
selected in an image before they are processed by the CNN. Different techniques
[ZYT18] are used in the literature to select regions: 1) the input image is divided
into uniform patches, 2) a sliding window strategy is applied 3) keypoint / region
detectors are used 4) region proposal strategies are applied to suggest potential
objects. The hybrid methods use the same feature encoding techniques that are
already known from the SIFT-based methods, e.g. VLAD, FV and BoW. On the
other hand, several works that deal with large codebooks exploit the inverted index
on the patch-based CNN features [LKZT16]. In Chapter 8, we present a novel
visual–perception inspired local–description approach, which is related to hybrid
methods.

The authors of [ZYT18] made the following main observations in the course of their work
as they compared the method categories described above with respect to their accuracy.
For all methods, their retrieval accuracy decreases sharply as soon as the feature vector
dimensionality falls below 256 or 128 bins. With SIFT-based methods, the use of a
medium-sized codebook leads to the highest accuracies. HE methods in combination with
medium-sized codebooks improve the trade-off between recall and precision even further.
If small codebooks are used, the result is a high recall, but the precision is not very high
and therefore the distinctness of the visual words is low. In CNN-based methods, as
expected, the fine-tuned CNNs perform particularly well when applied to data with a
distribution similar to the training data. Interestingly, however, the training data do not
always have to be similar to achieve high accuracies, as the authors showed.

Additionally, the time and memory requirements of the methods are compared and
discussed in [ZYT18]. The authors found out that with the SIFT-based methods, the
bottleneck is the feature computation time. CNN methods are fast if GPUs are used
but using GPUs for SIFT-based extraction would also greatly increase the performance.
Regarding training time, according to the authors, the bigger the codebook, the longer
the training takes. If a CNN is used, the training can take hours or even days and usually
takes longer than the SIFT-based methods. But training can be shortened by pooling or
small codebooks, albeit often by loss of accuracy. On the one hand, the authors showed

12

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

1.6. State-of-the-Art

that CNN-based methods work well on all data sets to which they have applied them.
These methods provide high accuracies if enough training data are available. On the other
hand, SIFT-based methods also have their advantages. These methods work on gray-scale
images and are therefore not dependent on color information. The authors stress that the
absence of color information in the data can be a disadvantage for CNN-based methods.
But too many different colors in the data can also have negative effects on CNN-based
methods. If small objects are to be detected or objects are mostly occluded, the SIFT
features can also work better.

1.6.2 Gestalt-inspired Computer Vision

In this Section we describe selected works dealing with Gestalt-inspired computer vision
methods. The areas of application and problems to be solved are very different for such
methods. Table 1.1 summarizes the methods regarding to their application domain, the
applied Gestalt Laws and features.

In [BFL+18], a computer vision approach is presented, which performs medical image
segmentation by using Gestalt principles. The authors introduced a Gestalt psychology-
based abdominal multi-object segmentation method for soft tissues. Medical image
segmentation is a very important topic as it supports experts in computer-aided diagnosis,
image-guided surgery and other medical image applications. Their method works as
follows. Firstly, they equally divide the input image into square patches. After that, a
big surrounding patch is stretched around the patches to include neighboring context
information for further processing. In the following clustering step, the minimum gradient
pixel of a square patch is selected as the initial cluster center. The two Gestalt principles
proximity and similarity are applied as the condition to cluster the pixels inside the
corresponding surrounding patch. The spatial proximity is calculated by the Euclidean
distance, and the intensity similarity by the Manhattan distance. The method used
above creates irregular visual patches, which are now classified in soft tissues. For the
classification, the Gray-level co-occurrence matrix (GLCM) [SQX+09] feature is extracted,
which provides information about the texture of the visual patches. Subsequently, a
KNN classification strategy is applied, which additionally uses medical expertise. The
authors showed that their method delivers a better performance than two state-of-the-art
methods [WCM+13] and [OLH+12] that do not use knowledge about human perception.

To locate and recognize Ship License Numbers (SLNs), the authors of [LSD+17] use
some of the Gestalt Laws in their approach. Recognizing SLNs is important because it
allows ships to be quickly identified. According to the authors, that’s the first work that
deals with the detection of SLNs. However, because the application domain is similar
to the recognition of car license plates, they compare their method to car number plate
recognition methods [DISB13]. Because recognizing SLNs presents different challenges
than recognizing car license plates, i.e. SLNs exist in different colors, sizes, textures and
aspect ratios, it is not possible to just use the same methods. Therefore, they proposed a
new method for this specific application domain.
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1. Introduction

Work Task
Gestalt
laws

Features

[BFL+18] tissue segmentation
similarity
proximity

GLCM texture

[LSD+17]
ship license number de-
tection

similarity
proximity
continuity

region intensity mean, region
color mean, outer boundary in-
tensity mean, outer boundary
color mean, stroke width, gra-
dient magnitude mean on bor-
der, region centers coordinates,
aspect ratio

[Zen17] object reification closure edges
key vertices

[ZZH16]
detect crowd groups and
their moving directions

similarity
proximity
common fate
closure

tracklets

[YXGS16] salient object detection
similarity
proximity
closure

color
texture
size
location
shape
boundary structure

[EG18]
image representation by
curve features

similarity
proximity
continuity

edges
curve partitioning points
SIFT

Table 1.1: An overview of selected state-of-the-art Gestalt-inspired computer vision
approaches.

Their SLN recognition procedure consists of four main steps which in turn are subdivided:
(1) Coarse text extraction; (2) Fine SLN location; (3) Fake-SLN elimination; (4) Missed-
character compensation. They use the Gestalt Laws in different steps of their method.
In the text-region coarse extraction stage [GK13] they build an MSER tree consisting of
potential text regions. From this tree several possible text-group hypotheses are formed
by character similarity features including geometrical features, the intensity and color
mean of the region, the intensity and color mean of the outer boundary, and the stroke
width and gradient magnitude mean on the border. The proximity features are mainly
spatial information, i.e., x, y coordinates of the region centers. Assuming that characters
of a SLN should have approximately the same aspect ratio they use the similarity of
aspect ratios for the following precise localization of the SLNs. Although the authors
do not explicitly mention it, they also use the Gestalt law of continuity because in
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1.6. State-of-the-Art

their method they assume that the characters of the same SLN are usually arranged
in an approximately horizontal line. The authors showed that their method is highly
competitive in comparison to five other state-of-the-art car license–plate recognition
methods. Their approach is another example of the fact that the utilization of Gestalt
Laws leads to high efficiency in various application domains of computer vision.

In [Zen17] a method for object reification based on the Gestalt law of closure is proposed.
Object reification is the creation of objects of which only their incomplete or partly
occluded shape is known. The issue of object completion has been studied in many works
[GWM14], [HOS15b], [HOS15a]. Basically, the method consists of four phases. In the
first phase, edges are detected in the binary images. Then key vertices are determined
on the edges whose curvature is above a defined threshold. Subsequently, the edges are
connected by approximated lines, ellipses, and circles. The experiments presented in
the work show that their method accurately completes the shape of objects. Since the
dataset used is limited to only three images, only the basic concept of the method is
presented. An evaluation of the approach using larger datasets would be desirable and
interesting for future work.

In the work of Zhao et al. [ZZH16] several Gestalt Laws are applied to detect crowd
groups and in which directions these groups move. The algorithm is based on the
clustering of so-called tracklets in video scenes. According to Zhao et al. there are other
works on tracklets clustering based on the Gestalt Laws of grouping, e.g. [OMB14],
[BM10], [FZS12]. A tracklet is a fragment of the track followed by a moving object. For
more reasonable tracklet clustering, the authors utilize the Gestalt law of proximity,
the law of similarity and the law of closure. More specifically, the authors assume that
spatio-temporal adjacent tracklets should be part of the same cluster, which corresponds
to the law of proximity. The next assumption is that tracklets with similar lifespans and
moving direction should belong to the same cluster, which is related to the Gestalt law of
similarity. The inclusion of the tracklets’ moving directions also utilizes the Gestalt law
of common fate, although it is not explicitly mentioned in the paper. Third, the authors
consider a semantic region as a complete group according to the law of closure. As
already mentioned, the proposed method detects not only groups of crowds but also their
main directions of movement. This additionally makes it possible to detect abnormal
moving directions of individual subjects, e.g. important for surveillance. Tracklets which
are not part of the main path could be considered as abnormal behavior. The authors
compared their method to four outstanding and two state-of-the-art approaches. The
experiments showed that their Gestalt-inspired method is very competitive, not least
because the approach is inspired by how people are likely to perceive groups and their
directions of movement.

Yu et al. [YXGS16] present a novel computational model for salient object detection in
complex scenes, which incorporates the Gestalt Laws of proximity, similarity, and closure
into saliency computation. They have found that many of the existing salient object de-
tection works cannot deal satisfactorily with complex scenes, i.e. scenes with complicated
shaped objects and heavily textured backgrounds. The paper argues that there are far
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1. Introduction

too few salient object detection approaches that incorporate human perception and, in
particular, the Gestalt Laws. This is another example that strengthens our hypothesis
that theories about human perception are neglected in many computer vision areas.
According to the authors, the Gestalt Laws of proximity and similarity are included in
some existing salient object detection works, but other laws such as closure, symmetry
and continuation are barely used. A problem with the less used laws could be according
to the authors, that one would need information in advance about the objects to be
detected, which is a chicken-and-egg dilemma. The authors assume in their model that
the two factors of attention and perceptual grouping are fundamentally important for
salient object detection. They base this assumption on the so-called sensory enhancement
theory [DD95] of neuroscience. To get the attention information for their model, they
use the already existing eye-fixation prediction model GBVS [HKP07]. From the fixation
map generated in this way, different Gestalt features are extracted, and these are in turn
used to generate a Gestalt graph on which the so-called Personalized Power Iteration
Clustering Algorithm is applied.

The Gestalt features, which are measured between neighboring super pixels are repre-
sented as color similarity, texture similarity, size similarity, location similarity and shape
similarity. To overcome the chicken-and-egg dilemma mentioned above, the authors
proposed the following approach which relies on object proposals [YUG+13]. In order to
incorporate the Gestalt law of closure first object proposals (hypotheses) which could
include the actual objects are created. Thereafter, the closure of these objects is evaluated
based on their boundary structures and this information is combined to obtain the overall
closure map. According to the authors, such an approach could also be used to extract
other Gestalt Laws, e.g. symmetry and continuation. The mentioned Gestalt graph
carries the Gestalt proximity information because only super pixels are connected by
edges when they are located within the second order neighborhood. In the extensive
experiments of the work, the authors’ method is compared to eleven state-of-the-art
methods. The experiments show that the proposed method outperforms several of the
state-of-the-art methods and that although the method is unsupervised.

Eventually, the authors of [EG18] introduced a key point and local descriptor-based
method for describing images. Additionally, the selection of key points is improved by
the Gestalt Laws of proximity, similarity, and continuity. We agree with the authors
that while CNNs achieve human-like performance, limited training data and computing
power are available in many applications. Therefore, there is still a need for local key
point-based methods. The authors’ method works as follows and mostly relies on object
shapes because they are important descriptive features for humans too. In the first
step, by horizontally and vertically scanning the image, the pixels with gradients higher
than a predefined threshold are selected as starting points for the subsequent edge
detection. For these starting points, neighboring points are selected according to certain
rules. The neighboring points are new starting points for their neighborhood. This edge
tracking process gradually creates an edge map. For each edge point, a gradient-based
feature is calculated to determine if the point is a so-called curve partitioning point
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1.6. State-of-the-Art

(CPP) candidate. From these CPP candidates, only certain CPPs are selected, using
the Gestalt Laws. According to the law of proximity, CPPs that are close together are
grouped into one CPP. Edges with similar slope and curvature are grouped according
to the law of similarity and the resulting redundant CPPs are removed. According to
the law of continuity CPPs that do not separate different classes of edges are removed.
After detection of the CPPs, bags are created by k-means clustering [LLH16] to remove
redundant CPPs and make the resulting image representation more meaningful with
respect to the semantic content. The k-means algorithm is fed with SIFT descriptors that
describe the regions around the CPPs. In order to code the frequencies of occurrence
of the CPPs within the bags, the vector quantization technique is used. The resulting
histograms do not contain any location information of the CPPs and therefore, finally,
the spatial pyramid matching technique is applied to integrate this information into the
image representation as well.

The authors applied their approach to various publicly available datasets and divide
their experiments into multi- and single-label classification problems. Their approach
was compared with two other methods based on ORB [RRKB11] and SIFT [Low04] and
in most cases it outperforms the other techniques for the given application domains.
According to the authors, the method works particularly well for objects made by humans,
such as e.g. airplanes, bottles, and buses. In future work, the authors also want to
include other Gestalt Laws to further improve performance. And as in our work, they
also want to use CNN based image representation methods in future experiments. The
authors as well as we think that the Gestalt Laws combined with a CNN work very well
to replicate human perception for content rich image representations.

1.6.3 Face Recognition under different Conditions

Face recognition has been an important research topic for more than thirty years. Since
humans can recognize faces very well, there is still no intelligent system that can measure
to human performance. Researchers from various disciplines, e.g. psychology, pattern
recognition, and computer vision are working to solve the problem, and many articles
have been published on the subject. Face recognition is commonly used to verify a face
against faces in a database or to identify it in a set of face images. It is of high practical
relevance in many fields, e.g. automated border control (ABC) or video-based surveillance.
According to [GPK18] various aspects make facial recognition even more difficult. The
authors subdivide these aspects further into intrinsic aspects like expression, weight, age or
plastic surgeries and extrinsic aspects such as pose, illumination, occlusion, image quality,
morphing, spoofing, or makeup. An overview of research on face recognition accompanied
by the approaches concerned with the various aspects that influence face recognition can
be found in [GPK18]. Below we list important aspects of these approaches.

• Image morphing

Image morphing is used to merge biometric information of two or more faces into an
artificially created face. The misuse of this technique in the context of so-called face
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1. Introduction

morphing attacks may be a major obstacle for facial recognition methods. Suppose
a criminal and his accomplice look alike then they can create a morphed face image
and apply for a passport. With this passport they could both go through ABC
gates and if the morphed face image is well done, it can even delude people. One
can easily obtain software for face morphing and the culprit does not have to be an
expert in the field. A comprehensive overview over this topic and the published
literature can be found in [SRM+19].

• Face spoofing

Face spoofing or presentation attack is a serious security threat and a major obstacle
for face recognition systems. If the attacker is e.g. wearing a mask or holding a
face photo from a social network in front of a surveillance camera to fake a different
identity, this is called a presentation attack. Another form of a presentation attack
is video in which a face is seen. These videos can be played in front of a surveillance
camera via tablet or smartphone. With this spoofing technique it becomes possible
to fake physiological signs of life, such as eye blinking, facial expressions, and
movements in the head and mouth. Meanwhile, many anti-spoofing methods have
been published to make face recognition systems robust against spoofing attacks,
but it remains a difficult problem to solve. In [SOPP18] Souza et al. provide a
comprehensive overview on face spoofing detection. The authors see the lack of
large data sets in real-world scenarios as one of the biggest obstacles to the further
development of face spoofing detection methods.

• Body weight variations

Body weight variations can have a big impact on the appearance of a face. This
could be a challenge for face recognition systems when it comes to recognizing a
person whose weight has changed since the face was captured in the database. It is
often observed that with age variations, the weight of an individual also changes and
the combination of these two factors makes face recognition even more difficult. To
the best of our knowledge, there are currently not many works that deal with this
topic, though it is a serious problem of crucial practical relevance. To contribute
to the solution of this problem we present an approach for weight-invariant face
recognition in Chapter 4.

• Makeup

Makeup can also change a face to a greater or lesser extent and thus could be a
major challenge for face recognition systems. In some approaches, it is attempted to
remove the makeup before face recognition, such as in [LLH18]. Li et al. [LSW+18]
proposed an algorithm for makeup-invariant face verification by introducing a bi-
level adversarial network (BLAN). BLAN reduces the sensing gap between makeup
and non-makeup images and can additionally remove makeup in facial images by
creating synthesized faces. Because of the practical relevance, we have explored
this topic intensively throughout this work and present our makeup-robust face
recognition approach in chapters 7 and 8.
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1.7. Contributions

1.7 Contributions

In Chapter 2 we present an approach for summarizing video content to detect action
scenes. Action scenes usually contain higher motion activity than other scenes in feature
films while showing events like fights, gun shots, and car crashes. This work investigates
motion and event detection to separate action scenes from non-action scenes. In contrast
to existing work, the proposed system does not consider the shot structure of video. The
approach uses SVMs to classify GIST-based global motion features, SIFT-based local
motion features, and bag of MPEG-7 Color Layout features. Two test sets of movies
and user–generated action movies are used to evaluate the system. The results of a
frame-level evaluation indicate that especially, the global motion approach represents
a good trade-off between accuracy and speed. A scene-level evaluation shows that the
combined system compares well to existing shot-based approaches.

Chapter 3 shows our approach to summarizing videos into violent content and martial
arts content. Real violence is unwanted content in video portals but it is forensically
relevant in video surveillance systems. Naturally, both domains have to deal with mass
data which makes the detection of violence by hand an impossible task. We introduce
one component of a system for automated violence detection of video content: the
differentiation of real violence from martial arts videos. In particular, we introduce two
new feature transformations for jitter detection and local interest point detection based
on Gestalt Laws. Descriptions are classified in a two-step machine learning process. The
experimental results are highly encouraging: The novel features perform exceptionally
well, and the classification process delivers practically acceptable recall and precision
values.

In Chapter 4 we present a method for weight-invariant face recognition. We propose two
improvements of the Gestalt Interest Points (GIP) algorithm for the recognition of faces
of people that have underwent significant weight change. The basic assumption is that
some interest points contribute more to the description of such objects than others. We
assume that we can eliminate certain interest points to make the whole method more
efficient while retaining our classification results. To find out which GIP can be eliminated,
we did experiments concerning contrast and orientation of face features. Furthermore,
we investigated the robustness of GIP against image rotation. The experiments show
that our method is rotation-invariant and in this practically relevant forensic domain
outperforms methods such as SIFT, SURF, ORB and FREAK.

In Chapter 5 we propose an efficient algorithm that utilizes the combination of discrete
cosine transform (DCT) and phase correlation (PC) for fast object detection. To test
the algorithm’s classification performance and computational complexity we developed
a prototype and conducted several experiments with a publicly available car dataset.
Furthermore, we compared our experimental results to a state-of-the-art object detection
method. The proposed method uses the energy compaction property of DCT and requires
a smaller number of coefficients than fast Fourier transformation (FFT)-based techniques
to compute PC. The computational complexity and memory requirements are significantly
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1. Introduction

reduced using this method. According to our results, the proposed algorithm outperforms
the baseline method with respect to training time and classification accuracy.

In Chapter 6 we introduce the novel Inter-GIP Distances (IGD) feature and its integration
into the Gestalt Interest Points (GIP) image descriptor. With the ongoing growth of
visual data, efficient image descriptor methods are becoming more and more important.
Several local point-based description methods have been defined in the past decades.
Accuracy and descriptor size are important factors when selecting the appropriate method
for a given retrieval problem. The method presented in this work describes images by
only a few very compact descriptors. To test our descriptor, we developed an image
classification prototype and conducted several experiments with a publicly available
horses dataset and a food dataset. Our experiments show that only a few of the very
compact GIP image descriptors are necessary to quickly classify the images from the
datasets with high accuracy. Furthermore, we compared our experimental results to
state-of-the-art local point-based description methods and found that our method is
highly competitive.

In Chapter 7 we propose a novel approach for the domain of makeup-robust face recogni-
tion. Most face recognition schemes usually fail to generalize well on such data where
there is a large difference between the training and testing sets, e.g., makeup changes.
Our method focuses on the problem of determining whether face images before and
after makeup refer to the same identity. The work on this fundamental research topic
benefits various real-world applications, for example automated passport control, security
in general, and surveillance. Experiments show that our method is highly effective in
comparison to state-of-the-art methods.

Finally, in Chapter 8 we present a novel visual perception–inspired local description
approach as a pre-processing step for deep learning. With the ongoing growth of publicly
available visual data, efficient image descriptor methods are becoming more and more
important. Several local point-based description methods were defined in the past decades
before the highly accurate and popular deep learning methods such as Convolutional
Neural Networks (CNNs) emerged. The method presented in this work, combines a novel
local description approach inspired by the Gestalt Laws with deep learning and thereby
it benefits from both worlds. To test our method, we conducted several experiments
on different datasets of various forensic application domains, including makeup-robust
face recognition. Our results show that the proposed approach is robust against over-
fitting and only little image information is necessary to classify the image content with
high accuracy. Furthermore, we compared our experimental results to state-of-the-art
description methods and found that our method is highly competitive. For example, it
outperforms a conventional CNN in terms of accuracy in the domain of make-up robust
face recognition.
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CHAPTER 2
Action Scene Detection from

Motion and Events1

2.1 Introduction

In this work we investigated approaches to detect action scenes in feature films and user
generated video. The detection of video scenes that contain specific content or events is
interesting for various applications like video search, summarization, classification, and
navigation. Content-based analysis methods for automatic scene detection mainly differ
in the scene types of interest and the analyzed content.

Well-defined rules exist for feature films to classify scenes by considering entities like
time, place, and story line. One rule states that action scenes contain a series of shots
with high motion activity and fast edits. This creates tense atmosphere and a sense of
kinetic action and speed. However, such rules usually do not apply to user-generated
content where action scenes have to be formulated in a more intuitive way. Therefore,
action scenes are only supposed to contain specific events like explosions, car crashes,
and gun shots in opposite to non-action scenes.

Existing scene classification systems roughly apply the following approach: (1) use shot
boundary detection (2) to segment different scenes by a clustering of similar, nearby shots
and (3) assign each scene to one of the given classes. In opposite to such approaches,
this work investigates if action detection is possible without shot and scene segmentation.
This would introduce some advantages. On the one hand, this is more flexible as it allows
the beginning and end of scenes to lie within shots instead of forcing them to be on
shot boundaries. Thus, it is especially interesting for user-generated videos with no or
only few shot boundaries. On the other hand, it can be used to classify very short video
sequences with a length of just a few seconds.

1Published in: 18th International Conference on Image Processing. IEEE, 2011. [SH11]
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2. Action Scene Detection from Motion and Events

Our system works on video frame basis where each frame is classified independently by
global motion, local motion, and visual event detection. A fusion step is then performed
to generate larger video segments that are classified as action or non-action scenes.

2.2 Related Work

A few visual analysis systems for action scene detection have been proposed so far. All
of them work on a scene level using motion and shot structure statistics. In the work of
[LOM04], [CSWL09], and [LLZ+08] motion vectors of MPEG-1 video are used directly to
capture motion statistics. In [LLZ+08] additionally, shot-based MPEG-7 motion activity
descriptors are employed while [GXYF06] uses dominant motion direction histogram of
shots. Statistics about the shot change rate and shot length are applied in [CSWL09] and
[GXYF06]. The actual action scene classification is performed with a state machine in
[LOM04], with a SVM in [CSWL09], and with thresholding in [LLZ+08] and [GXYF06].
The approaches of [LLZ+08] and [GXYF06] use additional audio features to improve
their system. The latter work further classifies detected action scenes into the two
categories, chase scenes and fight scenes, by motion and inter-shot similarity measures.
All approaches above have been solely evaluated on professional feature films.

Another research direction that is related to our work is violence detection. For instance,
[LW09] presented an audio-visual approach to detect fire or explosions, blood, gun shots,
screams and shouts that indicate violent film shots using motion statistics and dominant
colors. Recently, [SCVJA10] evaluated the bag of visual feature approach using SIFT
features versus local spatio-temporal features to classify short video clips into violence
and non-violence. This approach shares some similarities with our work, where local
features are also used as bag of features to detect visual events.

2.3 Action Scene Detection

In order to find action scenes, motion and event detection are first performed independently
of each other before a fusion and smoothing step generates a combined classification.
Thereby, motion detection can be seen as the foundation of the system while event
detection is used to enhance the results.

2.3.1 Motion Detection

Two different motion detection approaches are investigated in this work. The general
idea of both approaches is to capture motion using the difference between a video frame
and frames of the following second. This difference is small if no or little motion exists
between the investigated frames and it is high if high motion or shot boundaries exist.
In this way, a single motion feature is generated for each video frame. The length of
one second was chosen to avoid that multiple shot boundaries are situated within an
interval. In consequence, the shot structure of a movie is implicitly captured without shot
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2.3. Action Scene Detection

... ... ...

5
th

 frame 10
th

 frame 25
th

 frame

local motion

global motion

Figure 2.1: Motion features extraction. The difference of an investigated frame (leftmost
one) to the frames of the following second are captured by global gist (lower arrows) and
local SIFT features (upper arrows).

boundary detection and only a few frames are affected by shot boundaries in scenes with
little motion. The classification of each frame is done in the same way for both approaches.
Thereby, the respective motion features represent the input for SVM classification with a
radial basis function (RBF) kernel that was chosen as in [CSWL09]. The parameters of
the kernel are optimized with a grid search strategy. Training is performed with a set of
100 features from action and non-action sequences, extracted from one movie of the test
set.

Global Motion

First, a global GIST feature [OT06] is extracted from every frame of the video. This
feature gathers the image gradients of sub-regions in 16 orientation histograms with 8
bins each. A simple motion feature is then generated for every video frame by comparison
with the features of the 25 successive frames using Euclidean distance. The arrows in
the bottom part of Figure 1 show this task for the leftmost frame in the film strip. The
resulting motion features have 25 dimensions.

Local Motion

While the global motion is suitable to gather the general amount of change in a scene,
local motion can be used to describe what is going on in a scene on a much finer level.
It collects information about the motion of different objects in relation to the camera
movement. In contrast to global motion, we extract local motion characteristics of one
second by comparison of the starting frame to the 5th, 10th, and 25th following frames
instead of using every frame. This is shown in the upper part of Figure 2.1. Since
such a sparse frame matching would hardly work with classical tracking or optical flow
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2. Action Scene Detection from Motion and Events

approaches, local SIFT descriptors are used instead. In our experiments the given frame
intervals have performed best.

We extract SIFT descriptors from Difference of Gaussian (DoG) points [Low04] in every
frame to compute local motion. A filtering step is used to limit the maximum number
of DoG points per frame to 350. Thereby, points with low contrast to their scale space
neighborhood are rejected because they tend to be unstable over time compared to high
contrast points. Frames with less than 10 descriptors (e.g. black frames) are thereby
rejected. Similar to the original SIFT approach, a SIFT descriptor of the investigated
frame is re-detected in a following frame when the relative Euclidean distance between
the nearest neighbor and the second nearest neighbor is higher than 60 percent. Finally,
the number of re-detections between a frame and its 5th, 10th, and 25th successor are
used as first 3 dimensions of the resulting motion vector. This vector further includes
the ratio between the first dimension and the other ones (the number of re-detections
of the 10th and 25th frame compared to the 5th frame). In early experiments we also
investigated more complex statistics to describe local motion considering the geometric
correspondences of matches and the actual motion change (translation, scale, orientation),
but the results indicated that the simple statistics perform better.

2.3.2 Event Detection

We further use state-of-the-art object classification methods to find a set of events that
indicate violent activities and action scenes. These events are represented by images
labeled with blood, emergency, fire, armed forces, police or weapons where event-related
objects are shown. These images have been downloaded from Google image search and
Flickr for each of these labels and for an additional non action event class. We used
about 100 images per class.

Event detection is performed with the popular bag of visual features approach [SCVJA10]
using MPEG-7 ColorLayout (CL) features that are densely sampled from about 300
uniform image regions considering 3 different scales. These CL features consist of the 12
values, extracted from the first coefficients of a discrete cosine transformation. We use
CL features because the events of interest are better described by color than by texture
or shape.

All CL features extracted from the downloaded images are clustered with K-Means to
generate a codebook. A codebook dimension of 250 was chosen because of the faster
computation and similar results compared to the dimensions 500 and 1000 on a single test
movie. For training and prediction CL features are extracted from images of each class
and from each video frame, respectively. Finally, each CL votes for up to 3 codebook bins
(cluster centers) using a nearest neighbor search with Euclidean distance and a distance
threshold of 0.5.

Classification is done with a cascaded SVM with RBF kernel, where the 6 event classes
as well as the non-action event class are learned. The best matching class together with
a posterior probability estimate is used as classification output.
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2.4. Results

2.3.3 Fusion and Smoothing

Motion classification provides the basis for combined results. If the global and local motion
results agree on the same class for a frame, this result is adopted without considering
the results of event detection. Otherwise, the event detection results are used to decide
if a frame belongs to action or non-action. For applications where only global motion
or local motion is used in combination with event detection we propose an alternative
fusion. In this case, event detection overrules the motion classification of those frames
where the posterior probability estimate of an event class is higher than 80 percent.

As next step, we smooth the fused results to generate longer sequences of the same scene
type. Thereby, a frame is classified as action or non-action scene when at least 150 of
the next 250 frames vote for action or non-action, respectively. Frames are not classified
when fewer votes are given for both classes which happened to be the case for less than 5
percent of all frames in our experiments. The size of 250 frames was chosen according to
the minimal action sequence length (10 seconds) in the ground truth.

2.4 Results

We have evaluated our system on two different datasets, one with Hollywood action
movies and another, smaller one, with user-generated action movies. Furthermore, the
proposed approaches have been evaluated on frame-level and scene-level to allow for
better comparison with existing approaches.

2.4.1 Datasets

The first dataset includes the 10 feature films listed in Table 2.1. The length, number of
action scenes, and percentage of action frames of these movies are given in Table 2.2. The
second dataset also consists of 10 action movies but generated by amateur filmmakers.
These movies were taken from YouTube and have a length between 4 and 11 minutes.
Although most of these movies follow a straight story line and consist of different shots,
there are considerable differences to the movies of the first dataset. For instance, bad
lighting and stabilization effects often occur together with video artifacts, no expensive
special effects are employed and toy guns with imitated shot sounds are frequently used.
In order to generate the ground truth for both datasets we followed the approach in
[LOM04] and annotated scenes as action scenes when at least one of the following events
occurs: fire or explosion; violence like fighting, gun shots, robberies, shouts and screams,
car chases or crashes, and sounds like alarm or breaking glass. Since there are no open
evaluation sets for action scene detection so far, we made this ground truth publicly
available under [Sor].

2.4.2 Evaluation

Table 2.1 shows the frame-level results of the individual modules for the Hollywood
dataset. The recall values (left sub-columns) state the percentage of correctly classified
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2. Action Scene Detection from Motion and Events

Film Title
Global Local Event
Motion Motion Detection

Crank 1 58.1 67.4 63.6 71.9 16.1 67.5
Crank 2 58.2 67.7 59.8 66.8 15.0 71.6

Boondock St. 59.9 68.7 61.5 67.6 14.8 73.5
The Hunted 69.8 80.0 71.8 78.7 24.5 84.9
John Rambo 67.6 77.9 68.5 77.2 25.3 70.9
Public Enem. 71.1 82.0 75.9 83.1 33.1 77.0
Shoot Em Up 61.0 70.9 61.3 68.9 31.8 56.3
Smokin Aces 67.7 75.4 73.2 79.0 32.9 74.4
Transporter 56.5 72.0 62.5 75.3 12.1 58.9

Wanted 62.5 74.3 64.9 71.8 12.8 40.2
Overall 64.2 74.3 67.9 75.0 22.3 67.8

Table 2.1: Recall (left) and precision (right) of frame-level evaluation for motion and
event detection.

# Length
Action Frame Action Scene
Frames Level Scenes Level

1 84 min 33% 63.8 70.0 15 66.7 68.8
2 96 min 47% 63.3 68.8 26 88.5 71.9
3 108 min 35% 65.8 68.9 23 69.6 69.6
4 91 min 23% 78.9 83.5 19 63.2 63.2
5 87 min 30% 74.5 79.0 20 77.3 68.0
6 143 min 18% 82.6 87.1 16 93.8 83.4
7 87 min 48% 63.7 70.2 19 57.9 68.8
8 104 min 22% 78.7 82.1 23 56.6 68.4
9 95 min 34% 61.7 76.5 13 69.3 64.3

10 95 min 42% 71.8 71.3 23 62.6 72.0
∑

972 33% 71.6 76.7 198 70.6 70.9

Table 2.2: Results of the combined system.

frames while the precision values (right sub-columns) state the number of correctly
classified frames divided by the number of all classified frames. With an overall recall of
64.2% and a precision of 74.3% global motion performs only slightly worse than local
motion. The overall precision of the event detection module, 67.8%, is also promising
although its recall is only 22.3%. This low recall follows the fact that only those frames
(32.9%) with a posterior probability estimate above 80% are classified as action or
non-action scenes for this evaluation, see Section 2.3.3.

The results of the combined system are shown in Table 2.2 for a frame-level and a
scene-level evaluation. On frame-level, the combined system achieved a much higher
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2.5. Conclusions and Future Work

Global Motion Local Motion Event Detection

125 fps 4 fps 14 fps

Table 2.3: Frames analyzed per second.

recall than all individual modules (+5% compared to local motion) and a slightly higher
precision. The scene-level results are computed according to [LOM04]. Although the
overall results of both evaluations are similar, there exist high variations for some movies.
Especially Movie 4 (The Hunted) and Movie 8 (Smokin Aces) have much better results
for the frame-based evaluation than for the scene-based one. The main reason for this is
the low action frame percentage of these movies (see column ‘Action Frames’ of Table
2.2) as correctly classified non-action frames count higher for the frame-based evaluation.
The achieved recall of 70.6% is lower than the recall of the related shot-based systems of
Section 2.2 (74% - 96%) while the precision of 70.9% is similar or better (62% - 71%).
However, most of these related systems are evaluated on smaller datasets of only 4 movies.

A further frame-level evaluation was done for the amateur action movie dataset. The
achieved overall recall of 68.2% and precision of 71.6% are just a few percent lower
than for professional material. A closer examination of the separated motion and event
detectors indicates that local motion and event detection works fine for this content
while the global motion performance decreases compared to the results of Table 2.1. We
conclude that large motion changes are captured from unstable handheld cameras even
for scenes without significant movement. However, as the dataset size is very small with a
total length of just 67 minutes it is unclear if these results can be generalized to different
kinds of user generated content.

2.4.3 Run time

All videos have a frame rate of 25 fps and a frame size of 480x320 pixels. The motion
and event detectors were developed in C++ and for classification the LIBSVM library
was used. The performance evaluation was done on a single core of an Intel 2.66 GHz
quad core machine. Table 2.3 shows the number of frames that are analyzed per second
including image IO and SVM classification.

2.5 Conclusions and Future Work

The main contribution of this work is an action scene detection system that works fine
without using the underlying video structures of feature films, namely shots and scenes.
For this task, we propose the combination of several state-of-the-art content analysis
approaches that lead to different trade-offs between accuracy and speed. The proposed
global motion approach appears to be the best general choice considering the high
frame rate and good results. The overall system shows comparable results to shot-based
approaches on professional feature films and promising results on user-generated action
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2. Action Scene Detection from Motion and Events

movies. To facilitate future research, we further made the ground truth of our test set
publicly available [Sor].

We plan to extend our system by the additional use of audio event detection because
even user-generated action scenes contain typical sounds like gun shots, screams, and
explosions. Furthermore, we want to use human-centered motion and event detection
in order to detect events like people running, laying down, hitting and kicking or the
appearances of blood on face or body, or a weapon in hand.
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CHAPTER 3
New Content-Based Features for
the Distinction of Violent Videos

and Martial Arts1

3.1 Introduction

In this paper we described a content-based solution for the detection of violent video
content. More specifically, we focused on one step in a greater plan: the differentiation
of user-generated violent videos (which are often objectionable content on video sharing
websites) from martial arts videos (which are not). The novel methods are two general-
purpose feature transformations and a categorization scheme that balances over- and
under-fitting.

The greater plan is a three-step process for violence detection: First, retrieving everything
from a source that is potentially violent, secondly, filtering out martial arts and similar
content, and thirdly, classifying the remaining videos as violent or not. Potential
applications include the forensic analysis of video surveillance content and automated
blocking of unwanted content on video sharing websites. Both applications are of highest
relevance today: For example, in the Vienna underground approx. 480MB video content
is produced per second. Currently, without knowing the exact train/station number and
time, it is not possible to retrieve forensically potentially relevant content. An automated
process with fair precision would improve this situation drastically.

In many works on violence detection, the classification task is applied on highly dis-
criminative film genres, e.g. horror and romance. In contrast, we propose a method,

1Published in: Proceedings of the International Conference on Acoustics, Speech, and Signal Processing.
IEEE Press, 2013.[HE13]
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3. New Content-Based Features for the Distinction of Violent Videos and

Martial Arts

which automatically distinguishes between user-generated violent videos and martial
arts videos. Obviously, this problem requires a more sophisticated approach since a
lot of content similarities do exist between these genres. For this end, we present the
first implementation of a novel feature for video genre identification which is based on
high-level perceptual Gestalt principles. Theoretically, this feature was first described in
[Eid11].

In the remainder of the paper, we describe the novel feature transformations, the
categorization approach, the ground truth and the experimental results. In addition, the
next Section summarizes relevant related work.

3.2 Related Work

Only a few works about content-based violence detection can be found in the literature so
far. In [GMK+10] a combination of two individual kNN classifiers (one for audio features
and one for visual features) is used to distinguish between violence and non-violence video
segments. The approach of [CHWS11] utilizes motion, blood detection, face detection
and some film production rules together with an SVM to detect violence in movies.

The second research direction that is related to our work is video genre classification. For
instance, in [YLYH07] semantic features and text features derived from the title, tags,
and video description are used to perform web video genre classification. In the work of
[HSH07] average shot length, color variance, motion, lighting key and visual effects are
combined to categorize action, drama and thriller films.

3.3 Proposed Approach

Below, we describe the employed content-based features, classifiers and the ground truth.
The test videos were segmented automatically into shots using the free tool Shotdetect
[Mat]. Shots are decomposed into frames, of which the novel Gestalt Interest Points
(GIP), jitter descriptions, color and SIFT are extracted. For extracting GIP, color and
SIFT features, each 25th frame of a shot serves as a key frame; for jitter detection,
the first n frames of each shot are taken as key frames. A detailed description of the
descriptions and their semantic interpretation by categorization follows.

3.3.1 Gestalt Interest Points

To describe the local information in an image, we use the novel GIP and SIFT. GIP is
based on the Gestalt law of closure [Kof35] and the idea that, unlike other local methods,
some weaker points are also useful as interest points in addition to the local extrema.

The Gestalt law of closure states that the perception of individuals fills in visual gaps
in incomplete shapes. For example, humans are able to recognize a whole circle, even if
there are gaps in its contour. For our approach this means that due to the Gestalt law
of closure it is still possible to recognize what an image depicts, only by considering its
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3.3. Proposed Approach

Figure 3.1: The left edge map of a face is represented by points from a Harris corner
detector and a Laplacian of Gaussian (LoG) operator. Many of the important face
features (e.g. the eyes) are thereby lost. The rightmost image shows the GIP description.
It preserves the perceptual features of the original stimulus well but does not produce a
longer description than the LoG operator. [Eid11]

local representation. This effect is shown in Figure 3.1. Obviously, such interest point
sets are more useful for media understanding than points from which humans cannot
identify the semantic content of an image. If the user cannot reconstruct the object from
the interest points, how should the machine?

We developed several different methods for the implementation of GIP. It turned out
that the following procedure leads to the best classification results for capturing body
movement: Every n-th frame is converted to a gray scale image and then convoluted with
an edge operator (e.g. Sobel) to get the gradient vectors and gradient vector magnitudes
for each image location. The resulting gradient image is split into m− by−n (e.g. 10x10)
macro-blocks. For each block, we identify the three largest gradient magnitudes. These
magnitudes are used to construct the image descriptor. It is composed of the three
positions, the three orientations and the average of the three above selected magnitudes of
each image block. Among the advantages of this straightforward scale-less implementation
are the guarantee that the visual object shape is preserved in the description, and that
heaps of high-curvature interest points are avoided: compared to SIFT, SURF and related
methods the local description is more evenly distributed over the entire input signal
without ending up in a global description.

3.3.2 Jitter

User generated videos often contain a considerable amount of jitter because such videos
are often captured with hand-held cameras. In our work, jitter is a very useful descriptor
for user-generated video identification. To extract the jitter descriptors we use an adapted
version of Matlab’s video stabilization algorithm. For our purpose, we employ only the
first part of this algorithm. To accomplish jitter detection, only the first 25 frames of each
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3. New Content-Based Features for the Distinction of Violent Videos and

Martial Arts

shot are taken into account. Experiments showed that this magic number represents a
well-performing trade-off between accuracy and speed in the given domain. The following
procedure is applied to the key frames.

Figure 3.2: Left-Top: Interest point correspondences between consecutive frames of a
martial arts video. Right-Top: Interest point correspondences between consecutive frames
of a violent video. Left-Bottom: Interest point displacements over 25 frames for a martial
arts video. Right-Bottom: Interest point displacements over 25 frames for a violent video.

For the extraction of the jitter descriptor the displacements of selected interest points
from a frame A to its successor B are measured. In both frames a corner detection
algorithm selects interest points around salient image regions such as corners. In the next
step, the selected points in frame A and frame B are matched using correspondences in
their neighborhood. Figure 3.2 shows the matched points with circles indicating points
of frame A and plus symbols indicating points of frame B. The lines connecting points of
frame A with points of frame B in the right top of Figure 3.2 represent the displacement
vectors. In the example, they indicate a video that contains a significant amount of
jitter. For performance reasons, we compute not more than 150 displacement vectors
between each pair of key frames. The 150 x- and 150 y-components of the vectors are
concatenated to form a 300-dimensional vector. Additionally, the mean is taken from
these 300 values. For the 25 shot key frames, we get 25 mean values. Arranged in the
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3.3. Proposed Approach

temporal order of the frames they form a signal; cf. bottom of Figure 3.2. Means and
variances of the interval lengths between neighboring zero crossings are then calculated
from this signal. Our experiments show the value of this description type in the sketched
domain.

3.3.3 Color

Color is a fast and effective way for describing visual media. We assume that color
characteristics differ significantly between martial arts videos and user generated violent
videos due to quality differences in the recording devices and the fact that professional
videos undergo color correction in post-production. Therefore, the video quality of
consumer videos should not come up to professionally produced content. Our color
feature serves as a baseline for jitter descriptions. We utilize the HSV color space to
describe each key frame. The feature vector is composed of mean and variance of each of
the three HSV color channels. In early experiments we also investigated RGB and CIE
XY color space, but the results indicated that the HSV color space performs better for
the given task.

3.3.4 SIFT

Inspired by [SCVJA10], we use SIFT combined with the Bag of Features (BoF) approach
for our prototype. SIFT descriptors are extracted per key frame and transformed into
histograms. We employ the SIFT-BoF implementation of the freely available CORI
framework [Sor11] to compute this feature that serves as a baseline for the GIP features
in the prototype.

3.3.5 Classification

Our goal is to group the shots of the test videos into two classes: martial arts shots and
user generated violent shots. To accomplish the task, we use a separate Support Vector
Machine (SVM) [SS02] for each of the four features and finally fuse the classifier decisions
by applying a combination of a decision rule and majority voting. Combining SVM
categorization together with rule-based method generalizes well for the given domain,
because the SVM is a rigid method that avoids over-fitting on the feature data. Feeding
the SVM output into a decision rule, however, opens a new degree of freedom which
allows to adapt to the semantics in the ground truth. The classification algorithm was
composed based on experiments in Weka and is designed as follows.

Jitter detection plays a fundamental role in the classification process. If the jitter-SVM
judges a shot with confidence score above an empirically defined threshold as a user-
generated violent shot, the other classifiers are not considered anymore. The confidence
score is computed from the relative number of frames of a shot classified as user generated
violence. The judgments of the classifiers for the other features are taken into account if
the confidence score of jitter detection is below the confidence threshold. In this case the
final decision is derived by majority voting of the three non-jitter classifiers.

33

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3. New Content-Based Features for the Distinction of Violent Videos and

Martial Arts

Martial arts User gen. violence
Rec. Prec. F1 Rec. Prec. F1

Jitter-based classification 51 77 61 95 85 90
Color-based classification 72 41 52 64 87 74

GIP-based classification 81 64 72 85 93 89
SIFT-based classification 81 44 57 65 91 76

Fused classification 83 96 89 99 94 97

Table 3.1: Recall, precision and f1-score of the proposed method for both video categories.

3.4 Results

3.4.1 Dataset

We assembled a dataset that contains videos of the dataset from [SCVJA10] and videos
taken from youtube.com and gorillafights.com. The dataset is composed of 214 videos
(10 hours in total), 107 for each category. The martial arts category consists of wrestling,
sumo, boxing, kick boxing, karate and cache fight videos; the user-generated violent part
is composed of indoor and outdoor videos that show people who fight against each other.
In order to generate the ground truth for the dataset, we labeled each video by hand. As
mentioned above, some videos of one category are very similar to videos of the other and,
therefore, they can easily be misclassified.

3.4.2 Evaluation

For the evaluation of the proposed methods, the dataset was divided into two parts:
one-third for training and the rest for testing. In the first step of the experiment, the
categorization process was conducted for each of the four features separately. Finally, the
algorithm for fusing the classification outputs, as described in Section 3.3.5, was applied.
Table 3.1 presents the results.

The f1-scores of the color-based classification are the lowest among all features. Never-
theless, this proves that color and also lighting conditions are in average to some degree
different between the two categories. These differences can also be observed by the naked
eye. An advantage of color is the low computational effort required for feature extraction,
which is the lowest of all four considered features. The achieved f1-scores of the jitter are
significantly higher than the f1-scores of the color feature. This justifies the statement
above, that color (and SIFT) serves as baseline features for the two new approaches.
Some scenes in martial arts videos are produced with handheld cameras and therefore
the occurrence of jitter is not limited to user-generated violent videos. This leads to
confusion and errors in the classification process. Some intended camera movements may
also be misinterpreted as jitter.

The evaluation results for SIFT-based classification are slightly better than color-based
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3.5. Conclusions and Future Work

classification. However, the GIP-based categorization clearly outperforms SIFT. This is a
remarkable result, since both features are general-purpose methods applied on the same
domain and ground truth. The result supports our thesis that weaker interest points are
also useful features and not only the local extrema: Sometimes it makes sense to give up
stronger points for isolated weaker ones that satisfy the Gestalt rules.

As we can see from the experimental results, we proved that the GIP are an effective
feature in classification of video genres. Besides, jitter is very useful to discriminate user
generated videos from professionally produced videos. The last row of Table 3.1 makes
clear that all four described features in combination with the proposed classification
algorithm are highly effective for distinguishing between martial arts videos and user
generated violent videos.

3.5 Conclusions and Future Work

Violent videos are often objectionable content on video-sharing websites, but martial arts
videos are not. Motivated by this problem, we developed a system which automatically
discriminates between these video genres. For this task, we proposed the novel GIP
feature and a novel method for jitter detection. Experiments showed that these features
together with Color information and SIFT are well suited for the given task. Classification
is performed using one SVM for each description type. A combination of a decision rule
and majority voting fuses the classifier results.

We are currently working on a violence detection system that integrates the proposed
algorithm. In a preprocessing step the system will separate violent videos from other
video types. The resulting set of violent videos is processed to filter out martial arts
videos. Furthermore, since the results have been exceptionally good, we will investigate
the GIP feature and jitter detection in greater detail and for other domains. We are
positive that both offer great potential for solving various problems of content-based
retrieval.
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CHAPTER 4
Gestalt Interest Points for Image

Description in Weight-Invariant
Face Recognition1

4.1 Introduction

In this work we suggested a novel approach for the description of face images that
outperforms the state-of-the-art methods for the domain of significant change of person
weight. Face recognition has been an active topic of scientific research for decades now.
The process requires the description of face images and the classification of the descriptions
(e.g. by machine learning). Methods for description include holistic approaches (e.g.
Eigenfaces) as well as local methods. Applications include image annotation for content-
based search, automated video surveillance and ex-post forensic face identification. In
the latter area, months and even years may lie between two images. This makes the
association of a suspect with a proof (e.g. an image from a surveillance camera) a
difficult task – in particular if the suspect has experienced significant weight change in
the meantime. In court the authors have seen cases of in dubio pro reo acquittal due to
insufficient biometric methodology for the association of face images.

This led us to test our GIP description algorithm on the domain. To improve its
performance, we added two modifications that are described in the subsequent Section.
Both are targeted at typical properties of face images: On one hand, face features are
often distinguished by high contrast which is to a certain degree due to morphology of the
human skull. On the other, face features tend to have a clear orientation. Both aspects
are influenced by weight change: Weight gain reduces the availability and contrast of face
features which also influences their orientation. The investigation of the reasonability

1Published in: Visual Communications Proceedings. SPIE, 2014. [HE14]
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4. Gestalt Interest Points for Image Description in Weight-Invariant Face

Recognition

of these assumptions and their implementation is – next to the identification of the
best-performing algorithm – a second target. Furthermore, we hope to improve not
just the recognition performance of the GIP method but as well the efficiency of the
description data.

Below, we describe the GIP algorithm, its modifications (next Section), the test dataset
(Subsection 4.3.1), the evaluation process and the baseline features to which GIP is
compared (Subsection 4.3.2) and the results (Subsection 4.3.3). It turns out that on
the given domain the modified GIP algorithm outperforms state-of-the-art description
methods such as SIFT, SURF, ORB and others. It dominates them both in terms
of recognition accuracy and of description compactness. In summary, the method
described in this paper produces shorter description that contain more weight-invariant
face information.

4.2 Proposed Approach

Below, we briefly describe the Gestalt Interest Points feature (GIP) that are used for
image description in the proposed algorithm [HE13]. After that, we explain algorithm
enhancements and modifications that were specifically developed to improve the quality
of the GIP features for overweight person recognition.

4.2.1 Gestalt Interest Points

The Gestalt Interest Points (GIP) are based on the Gestalt Laws of closure and continuity,
i.e. the idea that, unlike in other local image description methods, certain weaker
candidates are – in addition to the local extrema – also useful as interest points. The
algorithm works as follows: The input image is converted to gray scale and then point-
wise convoluted over the Sobel edge operator to get the gradient vectors and gradient
vector magnitudes of the image. The gradient image is split into m by n (e.g. 16x16)
macro blocks. For each block, the three largest gradient magnitudes m1,2,3 are identified.
The descriptor of each GIP point is composed of the three magnitude values, the three
positions of m and the three orientations of m. Extended experiments have shown that
this simple recipe results in descriptions that satisfy the major Gestalt Laws.[HE13]

Elimination of Low-Contrast Macro Blocks

For the visual perception and recognition of human faces edges appear to carry far
more of the important image semantics than areas with low contrast. According to this
assumption, we assume that interest points in low contrast image macro blocks may
sometimes be discarded for the benefit of better edge description elsewhere. Hence, below
we experiment with a simple scheme for the elimination of low-contrast points: For each
image macro block we calculate the variance of gray values. If the variance of a block
is below a certain threshold t, then the three interest points of this macro block are
discarded. During our experiments we investigated the influence of t on recognition
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4.2. Proposed Approach

Figure 4.1: The point in the origin indicates a GIP and vector a its gradient, which is within
one of the four circle segments. In this case the GIP will be accepted as interest point. If vector
b was the gradient of this GIP, the GIP would be discarded because its underlying edge has
diagonal orientation.

accuracy. Results are depicted in the Figures 4.4, 4.5. Explanations are given in the
Results Section.

Elimination of Interest Points on Diagonal Edges

The similarity grouping experiments of Olson and Attneave [OA70] showed that human
beings are significantly faster in grouping horizontal or vertical lines than of diagonals or
other patterns. As an explanation for this they assumed that significantly larger parts
of the receptive field are oriented horizontally and vertically than diagonally. This idea
inspired us to experiment with discarding interest points that are not on horizontal or
vertical edges, as these might be less important for the description and recognition of
faces. To prove the hypothesis we integrated this concept into the GIP feature extraction
algorithm.

Figure 4.1 depicts the basic idea of the implementation of this modification of the GIP
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4. Gestalt Interest Points for Image Description in Weight-Invariant Face

Recognition

algorithm. The adjustable inclination angle α defines circle segments. We apply the
inverse tangent function on the gradient vectors of each GIP to get the directions in
which the gradients point. If one gradient vector of a GIP doesn’t point in a direction
within one of the circle segments, the GIP is discarded. In this case the underlying edge
is considered too diagonal and therefore its interest points are considered to be of too
limited use for the face recognition process.

Combination of Both Concepts

In our variation of the original GIP algorithm we integrated both modifications introduced
above. In the first step we eliminate all image macro blocks which are underneath
threshold t. The contrast of these macro blocks is considered as too low and therefore
we discard the whole block and hence the GIP points within the block. In the second
step, the GIP in the remaining macro blocks are tested for being sufficiently straight
(horizontal, vertical). If not, they are also discarded. These two steps should eliminate a
considerable number of GIP points which – so the hypothesis – do not contribute to the
face recognition process to a sufficient degree. Hence, the modifications should make the
GIP extraction algorithm more efficient for the problem at hand. Moreover, describing
an image with less information should have a positive effect on resource usage and the
performance of the recognition process.

4.3 Results

In this Section, the used dataset and the experimental results are presented and discussed.

4.3.1 Dataset and Evaluation Task

To our knowledge, a standardized dataset for the recognition of faces of overweight people
is currently not available. The commonly used databases (FERET, UMIT, etc.) do not
include such material. This is unfortunate as the problem is of high practical relevance,
in particular in the forensic application of face recognition.

Therefore, we had to compile a dataset for our experiments. It turned out that pairs of
face images with significant weight gain/loss in-between are hard to gain. Eventually,
we succeeded in assembling a dataset of face photos for a group of fifteen persons who
underwent significant weight change (at least twenty kilograms) in less than one year.
The majority of the photos were taken from a diet web forum.[Red] Others were provided
by acquaintances of the authors.

For the experiments below, without loss of generality we employ the face images with
lower weight as the training set. The test set consists of the face photos that show
the higher weight. Figure 4.2 shows three example images and descriptions extracted
by the GIP algorithm. The evaluation task is to associate each test image with the
corresponding training image. Success is measured as accuracy, i.e. here the number of
true positives. The ground truth is provided by the authors.
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4.3. Results

Figure 4.2: Our novel variations of the GIP-algorithm were applied on pictures such as these
examples. GIPs which are within low-contrast macro blocks and many of the GIPs on diagonal
edges were discarded. Left: Shows a normal weight person and the detected GIP points, indicated
as dark blue circles. Middle: Shows the same person after 30 kilograms of weight gain and the
detected GIP points. Right: Shows the person image rotated by 30 degrees and the detected GIP
points.

Remark: In practical forensic application, pictures of suspects (e.g. taken by a surveillance
camera) are typically of highly variable quality. To evaluate how well our and the state-
of-the-art local description algorithms can deal with this aspect, the photos in the dataset
are left in their original resolutions, ranging from 201x285 to 508x728 pixels. However,
the contrasts of the test images were adapted to the contrasts of the training images using
histogram equalization because this step improves the general classification performance
without limiting the generality of the experiment.

4.3.2 Baseline Features

Five commonly used local feature description methods were chosen to be compared
with the GIP feature: SIFT [Low04], SURF [BETVG08], MSER [MCUP02], FREAK
[Ort12] and ORB [RRKB11]. We quantized/trained all of them with the popular BoVW-
algorithm [CDF+04]. The description methods can be characterized as follows.

• SIFT: The Scale-Invariant Feature Transform algorithm [Low04] is very popular for
detecting and describing local features in images. We employ the OpenCV [Bra00]
implementation to compute this feature. Each interest point is described by a 128
elements vector.

• SURF: The Speeded Up Robust Features algorithm [BETVG08] works similar
to SIFT but is several times faster than SIFT. We use the OpenCV [Bra00]
implementation for our work. Each point is again described by a 128 elements
vector.
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4. Gestalt Interest Points for Image Description in Weight-Invariant Face

Recognition

Table 4.1: Overall Results.

Accuracy Average Number of

Method Accuracy 30◦ rotated Values per Face

BoVW+SIFT 20% 13.3% 25,309

BoVW+SURF 33% 13.3% 57,984

BoVW+MSER 6.7% 6.7% 132

BoVW+FREAK 20% 20% 59,473

BoVW+ORB 13.3% 13.3% 8,883

BoVW+GIP 53.3% 53.3% 52,536

BoVW+GIP

minus low-contrast IPs 53.3% 53.3% 23,086

BoVW+GIP

minus diagonal IPs 46.7% 46.7% 23,101

BoVW+GIP

minus both IP types 46.7% 46.7% 10,425

• MSER: The Maximally Stable Extremal Regions algorithm [MCUP02] detects
blobs in images. Each blob is described by a four elements vector. For our work we
use the VlFeat [VF08] implementation of MSER.

• FREAK: The Fast Retina Keypoint algorithm [Ort12] uses binary descriptors to
describe keypoints. It employs a pseudo- human-like manner of capturing visual
information – coarse in peripheral regions of the retina and fine in the central fovea
region. FREAK is a particularly fast image description algorithm. We use the
dovgalecs[Kor] implementation for our work. Each interest point is described by a
64 elements vector.

• ORB: The Oriented FAST and Rotated BRIEF algorithm [RRKB11] is basically a
fusion of two other algorithms (FAST keypoint detector and BRIEF descriptor)
with many modifications (e.g. rotation invariance) to enhance the performance and
add functionality. We use the OpenCV implementation for our work. Each point is
described by a 32 elements vector.

For classification of the features we simply use the Euclidean distance. Hence, all standard
descriptors as well as our approach are employed in exactly the same way. This is a
mandatory requirement for comparing the description performance for the recognition
problem at hand.
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4.3. Results

Figure 4.3: The average number of description values per face and categorization accuracy in
percent as a function of image macro block variance threshold t. The variance of an image macro
block has to be above t. A value of t = 0 means that no image macro blocks are discarded
(equivalent to the original GIP algorithm).

4.3.3 Evaluation

The second column of Table 4.1 shows that using the five state-of-the-art features
SIFT, SURF, MSER, FREAK and ORB to identify the faces of people who experienced
significant weight change delivers only moderate classification accuracies. Of all five
features, with 33 percent SURF provides the best results. However, to obtain this result
in average 57,984 description values per face (last column) are necessary. This number is
calculated as the product of the average number of description vectors per face (453) by
the size of one description vector (128). Using the MSER feature in average only 132
description values per face are required. In return, the classification accuracy is only 6.7
percent which is far below an acceptable rate for practical application.

Compared to the five popular features above, the GIP description algorithm is in its
original form with 53.3 percent by far more accurate. This performance is 20 percent
ahead of the SURF algorithm that leads the state-of-the-art description methods. As
Figure 4.3 shows, discarding interest points that lie within low-contrast macro blocks
does not affect the accuracy until the threshold reaches t = 70. At the same time, the
average number of description values per face goes down from 52,536 to 23,086. That is,
by discarding low-contrast blocks we maintain the original accuracy of the GIP algorithm
but reduce the amount of data to just 44%. The required information for this result is
even less than the information SIFT, SURF and FREAK need to achieve their lower
performance. Hence, we consider it just to say that for the given domain, the GIP
approach clearly dominates the state-of-the-art algorithms.

43

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

4. Gestalt Interest Points for Image Description in Weight-Invariant Face

Recognition

Figure 4.4: The average description values per face and categorization accuracy in percent as a
function of circle segment angle alpha. A value of alpha = 0.8 radians means that no GIPs are
discarded (equivalent to the original GIP algorithm). If there are no perfect straight lines in the
face image dataset then for alpha = 0 the accuracy will drop to zero.

Figure 4.4 shows that the elimination of diagonal edges in the GIP algorithm does
not affect the accuracy until an alpha = 0.64 is reached, but this modification reduces
the average number of description values per face drastically. With α = 0.0009 and
23,101 description values the algorithm still reaches an accuracy of 46.7 percent. A
classification accuracy of 46.7 percent is still significantly higher than the results reached
by the commonly used local feature transformations. In comparison to the original GIP
algorithm less than half of the information is enough to achieve results that are only
slightly inferior. We find these results encouraging to employ these modifications also in
other application domains.

The combination of discarding interest points with low contrast and of points on diagonal
edges leads to a significant reduction of the average number of description values required
per face to 10,425 values. Figure 4.5 illustrates the behavior of the algorithm. An
accuracy of 46.7 percent is still significantly higher than the results of the baseline
features. Therefore, the combination of both methods appears to be a well-performing
trade-off between performance and accuracy. This result supports our hypothesis that
interest points on almost horizontal or vertical edges are more useful for face description
than other points. Furthermore, it indicates that our hypothesis (certain interest points
in low contrast areas can be neglected) has empirical substance. There appears to exist a
trade-off between Gestalt perception and the focusing on salient points.

Eventually, we evaluated the sensitivity against rotation of our approach. All baseline
feature extraction methods are to a certain degree rotation-invariant. To find out how
robust the GIP approach is against rotation, we conducted an experiment with all test

44

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

4.4. Conclusions and Future Work

Figure 4.5: The average number of description values per face and categorization accuracy in
percent as a function of circle segment angle alpha with t = 70.

images rotated by 30 degrees. The third column of Table 4.1 depicts the outcome. As can
be seen, both SIFT and SURF deliver lower accuracy for rotated images. The accuracy
of MSER, FREAK and ORB remains constant. Likewise, GIP is not affected by rotation:
The performance remains constant. Hence, we consider it fair to conclude that the
modified GIP approach is a highly competitive local description approach for the problem
under consideration.

4.4 Conclusions and Future Work

We have introduced a novel approach for the description of face information for recognition.
The algorithm is based on our Gestalt Interest Points approach and modified in two
respects: Certain low-contrast points are eliminated, and diagonal points are neglected.
The approach was tested empirically. The results are twofold:

1. The modified GIP approach describes faces significantly better than the state-of-
the-art methods do. Its accuracy is at least 20% better than of the first competitor
(SURF). As assumed, the relative completeness of Gestalt interest points makes a
huge difference in recognition performance.

2. GIP descriptions are more compact than most other descriptions and they are
rotation-invariant. That is, we need less disk space and processing power for
description storage and evaluation. This is an important advantage in a big data
domain such as face recognition. The rotation invariance is a simple requirement
satisfied by most – yet not all – algorithms.
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4. Gestalt Interest Points for Image Description in Weight-Invariant Face

Recognition

For the future, we plan the following enhancements:

1. One major theme is the provision of an industry ready algorithm. For that we
require an automated procedure for the optimization of threshold t. We plan the
implementation of a heuristic scheme that is based on state-of-the-art methods
from operations research. In this process, we will continue to refine and enlarge
our image database by collecting more pairs of face images with significant weight
change.

2. To improve the perceptual level of GIP, we are developing an algorithm that fuses
it with the FREAK approach. There, detected Gestalt points serve as input for
the FREAK algorithm. Hence, FREAK is employed to describe GIP points.

These modifications should widen the applicability of the approach while preserving the
central idea of description in accordance to the Gestalt rules.
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CHAPTER 5
An Efficient DCT template-based

Object Detection Method using
Phase Correlation1

5.1 Introduction

In we suggested a novel template-based object detection approach that outperforms the
state-of-the-art methods for the domain of vehicle detection. Object detection has been
an active topic of scientific research for decades now and various approaches (e.g. viola
jones method) emerged. Applications include image annotation for content-based search,
automated video surveillance and pedestrian detection.

Many psychological works [Pyl02, Kos94] assume that human object recognition is based
upon object templates stored in the brain or on simplified representations of them. It
is therefore not surprising that this concept was also employed for computers. The
traditional theory of template models [New92] assumes that image-like representations of
different views of an object are stored in the brain. This theory goes hand in hand with
high computational complexity and considerable storage requirements. The templates are
probably transformed in a more efficient representation to compensate these drawbacks.
We adopted this assumption for the proposed algorithm and reduced the object templates
to their essential aspects.

In visual template matching, the goal is to find the region in one image that matches a
specific template. According to [Eid12a] template matching falls into two sub problems,
namely encoding the input stimuli in some kind of description and similarity measurement,
which is typically solved by convolution. The convolution output will be highest for

1Published in: 50th Asilomar Conference on Signals, Systems and Computers, 2016. [HE16]

47

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5. An Efficient DCT template-based Object Detection Method using Phase

Correlation

areas which most closely match the template. In contrast to one-dimensional template
matching the input images are usually not smoothed in visual template matching. In the
past, template matching was often only used in dedicated hardware solutions because of
the computational complexity. The presented method reduces computation complexity
drastically.

The main contribution of this paper is proposing a fast DCT-based PC method for
detecting and precisely localizing objects in images, which requires little training effort.
A combination of DCT and PC can be found in [PP15] but for the purpose of image
mosaicing. In many applications like weapons targeting or videogrammetry, it is important
to precisely localize an object of interest instead of simply recognizing that there is an
object somewhere in the image. Because of the relatively short time until the algorithm
is trained, it is especially suitable for ad hoc queries where a long training time is
not acceptable or not economical, e.g. in manufacturing as a part of quality control.
Additionally, a big advantage of DCT is that a lot of digital media is stored as DCT
transformed data, e.g. the widely used MPEG and JPEG compressed files. For these
types of media, the first step of our algorithm can be omitted and makes it more efficient
again.

Below, we describe our DCT-PC algorithm, the test dataset, the evaluation process
and the baseline method to which our approach is compared. Finally, we present the
results of our experiments. It turns out that on the given domain the DCT-PC algorithm
outperforms the state-of-the-art viola jones method. It dominates it both in terms of
detection accuracy and training effort. In summary, the method described in this paper
requires considerably less training time to detect objects much more accurately.

5.2 Proposed Approach

We developed a system which, given an image as input, returns a list of locations at
which instances of the searched object class are detected in the image. Note that this
problem is distinct from and more challenging than the problem of simply deciding an
input image contains an instance of the searched object class or not. Evaluation criteria
for the detection problem are discussed later in the paper.

Below, we explain the theory behind our algorithm and after that the algorithm itself.
Our approach for learning to detect objects consists broadly of two stages, which are
outlined briefly below:

1. DCT

DCT is a variant of Fourier transform suitable for many image processing applica-
tions but using only real numbers. It represents a signal as a sum of cosine functions
of different frequencies. There are several slightly different variants of DCT. The
DCT-II is probably the most commonly used form and for the one-dimensional
case it is defined as follows:
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5.2. Proposed Approach

Xk =
N−1
∑

n=0

xn cos[
Π

N
(n +

1

2
)k] k = 0, ..., N − 1. (5.1)

A two-dimensional DCT is simply a separable product of 1D DCTs along each
dimension. Typically, an image is transformed applying 2D DCT on 8 by 8 image
blocks. The dimensionality of DCT coefficients matrix is equal to the size of the
input image. To save computing time and storage requirements the number of DCT
coefficients can be reduced (similarly as in JPEG compression). Most of the image
information is concentrated in a few DCT coefficients, which are located in the
upper left corner of the DCT coefficients matrix. With the inverse cosine transform
(IDCT) it is possible to transform an image back into spatial domain, which can be
done lossless, if all the DCT coefficients are involved.

We wanted to find a quick way to compute the DCT and compared 3 different
implementations, namely the Matlab built-in implementation, Narasimha’s imple-
mentation [NMP78] and the DCT from the Medical Image Registration Toolbox
(MIRT) [Myr]. It turned out that the MIRT-DCT implementation is approximately
one third faster than the Matlab DCT and therefore the fastest among the three
considered followed by Narasimha’s implementation. Due to these findings we used
the MIRT-DCT implementation for our experiments, although probably even faster
methods exist.

2. Phase Correlation

If an image and a translated version of this image is given, the PC can be used
to find the displacement between these two images. The shifting property of the
Fourier transform states that the coordinate displacement of two functions in spatial
domain is transformed as difference of phases in Fourier domain. A difference of
phase means that for example two sine waves with equal period duration have
different zero crossings. PC is based on this property. The main part of PC is
calculating the so called cross-power spectrum R:

R =
Ga ◦G∗

b

|Ga ◦G∗

b |
(5.2)

Ga and Gb are the Fourier transformed input images. Ga is element-wise multiplied
with the complex conjugate of Gb and this product is then element-wise normal-
ized. Finally, R is transformed back into spatial domain using the inverse Fourier
transform and the peak in the resulting function denotes the translation of the two
input images. The surface of PC is characterized by a sharp symmetric peak at
the location of a found object instance, which can be interpreted as a belief score
plus very low amplitude peaks at other locations. PC is used for image registration
[FZB02], motion estimation [KABN12] and as it is presented in this work also for
object detection.
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5. An Efficient DCT template-based Object Detection Method using Phase

Correlation

Figure 5.1: Overview of our DCT-PC algorithm. An object template (top left) and a
search image (top right) serve as input. After zero padding the template both input
images are transformed into frequency domain and a reduced set of the resulting DCT
coefficients is then correlated with PC. The algorithm provides the template location in
the search image as output.

50

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5.3. Results

According to [PP15] instead using PC someone could also use cross correlation (CC).
But the authors demonstrated that this method is not that suitable for their application
of image mosaicing in comparison to PC. From these findings and the already mentioned
advantages of DCT combined with performing correlation in frequency domain, we can
clearly conclude, that PC is the preferable method for the proposed approach. CC is
not invariant to lighting conditions and the main problem is that the CC function is
characterized by a lower broader peak centered at the registration point, which is only a
local maximum, accompanied by other peaks. The sharp and global PC’s peak instead
indicates the percentage of the overlapping area.

The FFT-based PC technique is efficient for many applications but as already mentioned,
replacing FFT with DCT makes it possible to compress images by using only a very
limited number of coefficients where all the energy is concentrated. Therefore, it is
computationally less expensive and reduces storage requirements. The proposed DCT-PC
method is represented schematically in Fig. 5.1 and the steps are described as follows:

1: function detectObjects(I, T , C)
Input: Gray-scale search image I and object templates T

Output: Array C representing search image locations at which instances of the
object class are detected

2: Read search image I and convert it from RGB to gray-scale
3: for all t ∈ T do
4: Enlarge t to the same size as I using zero padding
5: Compute DCT of I and take the complex conjugate of t

6: Filter out less important DCT coefficients
7: Compute the normalized cross power spectrum
8: Apply IDCT to get the coefficients matrix
9: Save matrix indices C of coefficients > threshold T0

10: end for
11: return C

12: end function

Fig. 5.2 depicts the impact on a car template when it will be transformed into frequency
domain by DCT and then transformed back into spatial domain by applying inverse
DCT on a reduced set of the coefficients. With 50 percent coefficients the car is clearly
identifiable but with only 4 percent it is hardly possible to recognize it for human beings.
How many coefficients are necessary for our DCT-PC method to identify cars will be
presented later in this work.

5.3 Results

In this Section the used dataset and the experimental results are presented and discussed.
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5. An Efficient DCT template-based Object Detection Method using Phase

Correlation

Figure 5.2: Left: Template of a car. Middle: The template omitting 50 percent DCT
coefficients. Right: The template omitting 96 percent DCT coefficients.

Figure 5.3: Examples of detection on the UIUC dataset. The top row shows correct
detection results with 100 percent DCT coefficients and a typical PC output at far
right. The bottom row shows some false positive examples with only four percent DCT
coefficients and a typical PC output at far right.

5.3.1 Dataset

To test detection performance, we used the UIUC car dataset [AAR04]. It is divided into
two parts: The first part includes 170 gray-scale images, containing a total of 200 side
views of cars, with some images containing multiple cars. All the car images in this test
set are of size 100 x 40. The second part consists of 108 gray-scale images containing 139
cars at various sizes with a ratio between the largest and smallest cars of about 2.5. In
the next Section we will study the properties of this approach for solving the task of car
detection.

5.3.2 Evaluation

Two different baseline algorithms, namely FFT-based phase correlation and the detection
framework by viola and jones [VJ01] have been considered for qualitative as well as
quantitative comparison. Viola and Jones combine Haar-like features with the adaptive
boosting (AdaBoost) [FS97] algorithm, which can be used to improve the performance of
a classifier. Although the framework is fast, it is prone to over-fitting in some applications
and training can be very time consuming. Like many others in the object detection
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5.3. Results

Figure 5.4: PR curves for the UIUC single-scale dataset. Note that the performance is
getting worse as the number of DCT coefficients decreases. But with only 20 percent of
the DCT coefficients the performance of our method is still better than the viola jones
method.

domain, we present our results utilizing Precision-Recall (PR) curves. A PR curve
illustrates the trade-off between recall and precision over a range of threshold parameter
values. Such a threshold is included in many object detection algorithms and in our work,
it is called T0.

Similar to the viola jones method we have to train our DCT-PC algorithm with templates
of the relevant objects. The goal of the training stage is finding the threshold value T0

which achieves the highest F-measure. This value represents the best trade-off between
recall and precision. After determining T0 the algorithm can be employed to find object
instances which are not included in the train set.

The top row of Fig. 5.3 shows some detection results with 100 percent DCT coefficients
classifier. All the cars are correctly detected and the corresponding PC function (top
right) is characterized by a sharp peak at the image location where a car was found.
More precisely this peak denotes the upper left corner of the bounding box in the first
search image (top left). The bottom row shows some false positive examples. In this
case only four percent of the DCT coefficients were used for detection and the results
are not as good as with 100 percent coefficients. Note that there is no sharp peak in the
corresponding PC function (bottom right). Therefore, no certain statement can be made
about the location of a potential car in the test image.

Fig. 5.4 depicts the PR curves of our experiments for the single-scale car dataset
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5. An Efficient DCT template-based Object Detection Method using Phase

Correlation

Figure 5.5: PR curves for the UIUC multi-scale dataset. With only 10 percent of the DCT
coefficients the performance of our method is still better than the viola jones method.

with different numbers of DCT coefficients and Table 5.1 compares the corresponding
computation times. Each point of a curve represents a PR value pair for a certain value of
T0. The PR curve of the viola jones method is made upon PR values of different classifier
stages. With 100 percent DCT coefficients the best classification results are achieved. The
results are very similar to the FFT-PC results. However, according to Table 5.1 FFT-PC
is with 742 ms per image the slowest method. DCT-PC with 100 percent coefficients
is per image about 100 ms faster than FFT-PC and with a recall of 100 percent and
a precision of 98 percent it clearly outperforms the viola jones method for our domain.
Omitting 50 percent of the DCT coefficients has hardly any effect on the classification
results and the computation time. With only 20 percent of the coefficients the algorithm
still achieves much better results than the viola jones method and with 442 ms per image
it is about 300 ms faster than the DCT-PC with 100 percent coefficients. This proves that
the algorithm becomes faster as the number of DCT coefficients decreases. The DCT-PC
results fall below viola jones results only after the number of coefficients comes down
to 10 percent. These experiments demonstrated that omitting up to 80 percent of DCT
coefficients, which corresponds to a strong image compression, still delivers comparable
high classification results and is about twice as fast as classification with 100 percent
coefficients.

Fig. 5.5 shows the PR curves of our experiments for the multi-scale car dataset with differ-
ent numbers of DCT coefficients and Table 5.2 compares the corresponding computation
times. From the results it can quite clearly be seen that classifying this multi scaled cars
is much more challenging than classifying the single-scale car dataset. With at least 50
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5.3. Results

Method
Training time Average time

(hours) per image (ms)

FFT-PC 0.5 742
DCT-PC with 100% DCT coefficients 0.5 638
DCT-PC with 50% DCT coefficients 0.5 640
DCT-PC with 20% DCT coefficients 0.5 442
DCT-PC with 10% DCT coefficients 0.5 378
DCT-PC with 5% DCT coefficients 0.5 345
DCT-PC with 4% DCT coefficients 0.5 335

viola jones 48 1.4

Table 5.1: Comparison of computation times using UIUC single-scale dataset.

Method
Training time Average time

(hours) per image (ms)

FFT-PC 0.5 853
DCT-PC with 100% DCT coefficients 0.5 654
DCT-PC with 50% DCT coefficients 0.5 736
DCT-PC with 20% DCT coefficients 0.5 503
DCT-PC with 10% DCT coefficients 0.5 399
DCT-PC with 5% DCT coefficients 0.5 352
DCT-PC with 4% DCT coefficients 0.5 345

viola jones 48 3.7

Table 5.2: Comparison of computation times using UIUC multi-scale dataset.

percent of the DCT coefficients the recall is about 80 percent and the precision is close to
100 percent. Although the FFT-PC method delivers slightly higher classification results
it is about 200 ms per image slower. With only 10 percent coefficients the DCT-PC
method delivers a recall equal to 66 percent and a precision equal to 78 percent. This
is much better than the viola jones method. Note that for the single-scale dataset at
least 20 percent coefficients were necessary to outperform the viola jones method. When
reducing the set of coefficients to 5 percent the algorithm performs not as good as the
viola jones method anymore. So, omitting up to 90 percent of DCT coefficients, which
corresponds to an even stronger image compression than classifying the single-scale car
dataset, the algorithm still delivers comparable high classification results.

Table 5.1 indicates that the viola jones method takes in average 1.4 ms to detect a car
in an image. Although this is faster than our DCT-PC algorithm the 48 hours which
are necessary for training is a lot longer in comparison to 30 minutes for our algorithm.
Furthermore, the recall and the precision of the viola jones method is relatively low. In
other words, the training of our algorithm is one hundred times faster while delivering a
much higher classification performance for our application domain.
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5. An Efficient DCT template-based Object Detection Method using Phase

Correlation

5.4 Conclusions and Future Work

In this work, we have presented a novel approach for object detection in images. The use
of DCT reduces the computational complexity significantly, thereby making the method
suitable for applications involving compression and transmission of images as well as
videos. Experimental results on a publicly available vehicle dataset have shown the
effectiveness of the proposed method compared to the state-of-the-art viola jones method.
The experiments demonstrated that omitting up to 90 percent of DCT coefficients, which
corresponds to strong image compression still delivers comparable high classification
results and is about twice as fast as classification with all coefficients. For the UIUC car
dataset the proposed algorithm classifies cars much more accurately and the training is
one hundred times faster than the baseline method, which makes it a good choice for ad
hoc queries.

For the future, we plan to speed up the matching process. We are positive that this can
be accomplished through integrating an image pyramid into the algorithm. The lower
resolution images can then be searched for the template, in order to yield possible start
positions for searching at the larger scales. The larger images can then be searched in a
small window around the start position to find the best template location.
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CHAPTER 6
The Gestalt Interest Points

Distance Feature for Compact
and Accurate Image Description1

6.1 Introduction

The main contribution of this paper was the modification of a previously defined method
for local description of visual media based on the Gestalt Laws. We employed established
distance measures such as the Jaccard coefficient in the feature extraction process, aiming
at making the descriptions more expressive and robust against image transformations
and noise. The result is a competitive and compact local visual descriptor that can be
used in combination with various machine learning methods, including deep networks.

Deep learning is the predominant method in visual information retrieval today. Though
frequently applied on the pixel level, there are good reasons to combine deep networks
with signal processing-based feature extraction methods in order to create a powerful
visual media analysis scheme. For once, there appears to be sufficient evidence that a
similar approach is also taken in the human brain [Kan13]. Then, decades of fruitful
scientific research have yielded a multitude of sophisticated visual description methods.
Eventually, in particular the local point-based description methods are able to provide
strong descriptions of visual cues that are in-line with the findings about the processing
of information in the visual cortex.

The remainder of the paper is structured as follows. Section 2 introduces Gestalt-based
Interest Points and motivates our approach for refinement, which is described in technical

1Published in: International Symposium on Signal Processing and Information Technology (ISSPIT).
IEEE, 2017. [HE17]

57

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

6. The Gestalt Interest Points Distance Feature for Compact and Accurate

Image Description

(a) Grey scale image (b) Image gradients

(c) Three GIP per block

Figure 6.1: GIP algorithm overview.

detail in Section 3. Experiments and results are given in Section 4 with the conclusions
and an outlook on future work in the last Section.

6.2 Background and Motivation

Below, we briefly explain the theory behind the Gestalt Interest Points (GIP) algorithm.

6.2.1 Gestalt Interest Points

The GIP algorithm was introduced in [HE13] and is based on the Gestalt Laws of closure
and continuity, i.e. the idea that, unlike in other local image description methods, certain
weaker candidates are – in addition to the local extrema – also useful as interest points.
The algorithm works as depicted in Figure 6.1. After the input image is converted to
gray scale (Figure 6.1a) the image gradient vectors are calculated (Figure 6.1b). The
gradient image is split into m by n (e.g. 16x16) macro blocks. For each block, the three
largest gradient magnitudes are identified. The pixel positions which correspond to these
magnitudes are the so-called GIP (Figure 6.1c).

After detecting these points, feature vectors are computed to describe the image. Each
feature vector describes one image block and is defined by:
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6.3. Proposed Approach

F = (m1, m2, m3, p1, p2, p3, o1, o2, o3) (6.1)

where m1, m2, m3 are the three gradient magnitude values, p1, p2, p3 are the three absolute
positions and o1, o2, o3 are the three orientations of the interest points, which were chosen
within one macro block. Experiments have shown that this simple recipe results in very
compact descriptions that satisfy the major Gestalt Laws [HE13]. Note that, in the
original version of the algorithm, the absolute pixel positions were chosen as a feature.
This can have a negative impact on the classification accuracy in certain cases and will
be discussed extensively later in this work.

Two major algorithmic improvements were made in [HE14]. According to these improve-
ments, interest points in low-contrast macro blocks (below threshold t) and interest points
on diagonal edges (not within inclination angle α) were discarded. It could be shown
that they are not yet sufficiently discriminative for the recognition process.

6.3 Proposed Approach

This Section describes general properties of image features and after that we propose a
new feature as part of the GIP descriptor.

6.3.1 Features

The goal of a feature descriptor is to provide a unique and robust description of an image
feature, e.g., by describing the intensity distribution of the pixels within the neighborhood
of the point of interest. Most descriptors are thus computed in a local manner; hence a
description is obtained for every point of interest identified previously. The dimensionality
of the descriptor has direct impact on both its computational complexity and matching
accuracy. A short descriptor may be more robust against appearance variations like
different scales, translations or rotations, but may not offer sufficient discrimination and
thus give too many false positives.

As already mentioned, the GIP descriptor contains the three absolute positions of the three
interest points detected within one image block. The problem with the absolute positions
is that they are not sufficiently robust against image transformation, e.g. scaling. To
improve the GIP descriptor, we propose a new feature, the so-called Inter-GIP Distances
(IGD). They are intended to replace the interest point’s absolute positions in the GIP
descriptor.

6.3.2 Inter-GIP Distances (IGD)

As described previously, the GIP algorithm detects three interest points inside each image
block. These three points could also be interpreted as the corner points of a triangle.
The distances between these points could therefore be seen as the triangle’s side lengths
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6. The Gestalt Interest Points Distance Feature for Compact and Accurate

Image Description

and can serve as features. Figure 6.2 visualizes this concept and the result is one triangle
within every image block.

The term distance can have different meanings. For instance, the so-called Cityblock
distance (see equation 6.3) between two points is calculated as the distance in x plus
the distance in y, which is similar to the way we move in a city. The Euclidean distance
(6.5) is instead calculated as the length of the line segment connecting two points. The
Chebychev distance (6.2) is also known as chessboard distance, since in the game of chess
the minimum number of moves needed by a king to go from one square on a chessboard
to another equals the Chebychev distance between the squares. The Minkowski distance
(6.6) can be considered as a generalization of three other distances, the Euclidean if p = 2,
the Cityblock if p = 1 and the Chebychev distance if p = ∞. For our experiments we
defined p = 3. The Jaccard distance (6.7) measures dissimilarity between sample sets.

Since a variety of different distance functions do exist, the question arose, which one
would be the best for our purpose. We also wanted to measure, how the choice of a
certain distance function affects the classification accuracy/speed. Therefore, one goal
of this work was to find the most suitable distance measure to compute the IGD. We
decided to test our algorithm with several known distance functions, which are listed for
the two-dimensional case in equations (6.2)-(6.7).

DChebychev = max(|x2 − x1|, |y2 − y1|) (6.2)

DCityblock = |x2 − x1|+ |y2 − y1| (6.3)

DCosine = 1− PQ′

√

(PP ′)(QQ′)
(6.4)

DEuclidean =
√

(x2 − x1)2 + (y2 − y1)2 (6.5)

DMinkowski = p

√

√

√

√

n
∑

i=1

|xi − yi|p (6.6)

DJaccard = 1−

n
∑

i=1

min(xi, yi)

n
∑

i=1

max(xi, yi)
(6.7)

where P = (x1, y1) and Q = (x2, y2) representing two points in the two-dimensional space.
Please note that (6.4) is actually a similarity measure, hence inverse to the others. That,
however, has no effect on the discriminative value of the descriptor. In future work we
will analyze the performance of our algorithm with other metrics. Further information
about distance functions can be found in [Eid12b]. We present our experimental results
in the next Section.
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6.4. Experimental Results

Figure 6.2: Inter-GIP Distances

6.4 Experimental Results

In this Section, the datasets on which we applied our algorithm and an extensive evaluation
are presented and discussed. One goal of our experiments was to find the IGD distance
measure which maximizes the categorization accuracy while keeping the computational
complexity as low as possible. Moreover, we wanted to find out how robust our modified
GIP algorithm is against image scaling.

We compare our method to several different state-of-the-art algorithms, namely CNN
[LBBH98], SIFT [Low04], SURF [BETVG08], BRISK [LCS11] and FREAK [Ort12]. Ad-
ditionally, we compare GIP-IGD to the original GIP method (GIP-ABS) [HE13][HE14],
which produces feature vectors containing absolute pixel positions. Recently, the Convo-
lutional Neural Network (CNN) offers a very accurate state-of-the-art technique for many
general image classification problems. The SIFT and SURF descriptors are both vectors
containing floating point values. More recent binary descriptor methods like BRISK and
FREAK are less computationally expensive but on the other hand their accuracy is lower.

After quantizing the extracted descriptors with the popular BoVW-algorithm [CDF+04]
we fed the resulting histograms into Matlab’s Classification Learner App. The app
compares several different Classifiers, e.g., different variations of Trees, Support Vector
Machines (SVM), Nearest Neighbor Classifiers, Ensemble Classifiers and so forth. It
turns out that the Medium Gaussian SVM is best suited for our categorization problems.
The F1 measure is used for evaluation. It is the harmonic average of the precision and
recall, where an F1 score reaches its best value at 1 (perfect precision and recall) and
worst at 0. The performance metric was evaluated with 5-fold cross validation.

6.4.1 INRIA Horses Categorization

In our first evaluation task, we tested the detection performance with the INRIA Horses
dataset [FJS10], consisting of 170 images containing horses, and 170 without horses. The
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6. The Gestalt Interest Points Distance Feature for Compact and Accurate

Image Description

goal of the evaluation task was to categorize the images into images containing horses
and images without horses. Because the horses appear at different scales, and against
cluttered backgrounds, the categorization is considered to be a sophisticated problem.

6.4.2 Food-5K Categorization

The second dataset which we used to test our algorithm is the Food-5K dataset [SYE16].
It consists of 2,500 food images, which cover a wide variety of food items and 2,500
randomly selected non-food images. Some food images also contain other objects or
people. The Food-5K dataset is with a total size of 5,000 images significantly bigger than
the INRIA horses dataset. Figure 6.3 shows some examples of food and non-food images
in Food-5K.

Food image classification plays a very important role for dietary assessment, which
became a health issue of great interest in recent years. Many food items look similar and
even for human beings they are sometimes hard to distinguish. Therefore, high-accuracy
food classification is a hard problem to solve. The goal of this evaluation task is to
categorize the images into food and non-food images.

6.4.3 Discussion

The experimental results of applying our algorithm on the INRIA Horses dataset are
shown in the left column and the results for the Food-5K dataset are presented in the
right column of Figure 6.4. Figures 6.4a and 6.4b depict the F1-scores over extraction
time of our IGD experiments with different distance measures. Adjusting the values
of the two GIP parameters t and α causes the algorithm to extract more or less image
feature vectors. Therefore, these parameters indirectly affect the extraction time per
image and the categorization accuracy because they determine the number of extracted
feature vectors. With higher t and lower α, the number of extracted feature vectors
per image decreases. It is assumed that the remaining descriptors carry a considerable
amount of information and descriptors with less information are omitted. A small set of
descriptors for the categorization task reduces the computational complexity significantly.

As already mentioned, the binary descriptor methods BRISK and FREAK are very fast
and therefore strong competitors when it comes to computational complexity. Although
they are fast, their F1-scores are relatively low. The F1-scores of SURF and SIFT are
higher but not as high as the F1-scores of GIP. SIFT is with about 400 ms extraction
time per image, comparatively slow. The clear winner in terms of F1-score is the CNN
but the serious drawback is the high computational complexity. The CNN needs more
than a second to extract the features from one image and therefore it is by far the slowest
method. A CNN can achieve extremely high accuracies, but this advantage does not
come without a price. CNNs in general are computationally expensive and relatively
slow, even with graphical processing units. Additionally, a huge set of training data is
needed, which can be difficult to provide and the training process itself can be very time
consuming.
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6.5. Conclusion

Figure 6.3: Example images of Food-5K dataset. The top row shows food images and
the bottom row non-food images.

Figures 6.4c and 6.4d show the F1-scores over scaled versions of the test images. As
mentioned earlier, GIP-ABS does not work well when it comes to categorizing scaled
images. In contrast, GIP-IGD is to a certain degree scale-invariant. Especially, GIP-IGD
in combination with the Minkowski distance measure delivers outstanding results in the
case of horse categorization, and in the case of food categorization GIP-IGD delivers
good results in general, no matter which distance measure is used. For our application
domains GIP-IGD is more robust against scaling than SURF, SIFT, BRISK and FREAK.
The CNN has the highest accuracy but as mentioned above, it is very slow.

Figures 6.4e and 6.4f depict the average number of feature values extracted from one
image. The description vectors of SURF, BRISK and FREAK are 64-dimensional and
the SIFT vector has 128 elements. Hence, they are more memory-consuming than the
9-dimensional GIP-IGD feature vectors. For example, in case of using FREAK for horse
categorization a total number of 918 ∗ 64 = 58, 752 feature values per image are necessary
to get a comparatively poor F1-score of 69%. In other words, Figure 6.4 demonstrates
that GIP outperforms SIFT’s, SURF’s, BRISK’s and FREAK’s accuracy while reducing
the descriptor values per image to only a few percent.

6.5 Conclusion

In our experiments we demonstrated that it is possible to classify images fast and with
high accuracy using only a few and very compact GIP image descriptors. The GIP
feature vector is much more compact than all the feature vectors of the evaluated baseline
competitor methods. Furthermore, viewer descriptor values have a positive impact on
classifier training time and storage requirements. For example, this is an important
advantage for low-power devices, mobile devices and in the big data domain. We also
demonstrated that the replacement of absolute pixel positions through IGD feature
makes the GIP feature vector more robust against image scaling. In future work we
will investigate, how efficient and accurate GIP is in combination with Deep Learning
methods.
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6. The Gestalt Interest Points Distance Feature for Compact and Accurate

Image Description

(a) (b)

(c) (d)

(e) (f)

Figure 6.4: The experimental results of applying our algorithm on the INRIA Horses
dataset are shown in the left column and the results for the Food-5K dataset are presented
in the right column. Our algorithm is also compared to several different baseline methods.
The different F1-scores for each IGD distance measures in figures 6.4a and 6.4b arise
through adjusting the two GIP parameters t and α, which are described in Section 6.2.1.
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CHAPTER 7
Gestalt Interest Points with a

Neural Network for
Makeup-Robust Face

Recognition1

7.1 Introduction

In this work we presented a prototype-based method which is faster than CNNs while
delivering a very high categorization accuracy for makeup-robust face recognition. Face
recognition has been an active topic of scientific research for decades now. The rapid
evolution of face recognition systems into real-time applications has raised new concerns
about their ability to resist presentation attacks, particularly in unattended application
scenarios such as automated border control.

Dantcheva et al. [DCR12] claimed in their study that the application of facial cosmetics
significantly decreases the performance of both academic face verification approaches and
commercial approaches. As shown in Figure 7.2, significant appearance changes can be
observed for individuals with and without makeup. Obviously, the faces with makeup
have smoother skin, longer eyelashes, etc. Thus, there might be a large gap between
non-makeup and makeup domains. However, if we look further through higher semantic
representation levels, the gap becomes smaller. The intuition behind this is that some
visual traits remain unchanged regardless of makeup. Eventually, as the representation
goes up to semantic levels, the two images are both described as faces, and hence the gap
diminishes. In our proposed make-up robust face recognition method, we utilize certain
visual traits on higher semantic representation levels.

1Published in: 25th International Conference on Image Processing (ICIP). IEEE, 2018. [HE18]
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7. Gestalt Interest Points with a Neural Network for Makeup-Robust Face

Recognition

Convolutional neural networks (CNNs) have become very popular in recent years, due
to their near-perfect recognition accuracy on unconstrained datasets. CNNs have been
shown to be extremely accurate in face recognition (FR) tasks [PVZ15a], [SLWT15a].
Most high-accuracy FR systems today rely on deep-learning methods and they are already
being deployed in commercial face-verification applications [SKP15]. One problem of
CNNs is their high computational complexity.

The main contribution of this paper is a fast and accurate face recognition method
that is inspired by cognitive science and robust to cosmetic changes. Additionally, the
dataset for the experiments reported in the paper will be made publicly available and
can be obtained by sending an e-mail request. It turns out that on the given domain the
proposed approach outperforms state-of-the-art description methods such as SIFT, SURF
and others. It dominates them both in terms of recognition accuracy and in description
compactness.

The remainder of this paper is organized as follows. Related research work is reviewed in
Section 7.2. Section 7.3 explains the proposed approach in detail. In Section 7.4, the
dataset and experimental results are presented.

Figure 7.1: Example output of the GIP algorithm. The GIP algorithm is fast and highly
effective. Because it is inspired by cognition it extracts very little, but well-selected image
information.

7.2 Related Work

To our knowledge, there is limited scientific literature on addressing the challenge of
makeup-robust face recognition. Chen et al. [CDR15] addressed this problem with a
patch-based ensemble learning method. Song et al. [LSW+18] synthesize a non-makeup
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7.3. Proposed Approach

image from a face image with makeup via a generative network. After that, deep features
are extracted from the synthesized image to further accomplish the makeup-robust face
recognition. Zheng et al. [ZK17] proposed a hierarchical feature learning framework for
face recognition under makeup changes. Their method seeks transformations of multilevel
features because these features tend to be more invariant on higher semantic levels, and
less invariant on the lower levels.

7.3 Proposed Approach

1) 2) 3) 4) 5) 6) 7) 8) 9) 10) 11) 12) 13)

14) 15) 16) 17) 18) 19) 20) 21) 22) 23) 24) 25) 26)

Figure 7.2: Some example images of the 26 subjects contained in our self-compiled dataset.
The images are collected from YouTube makeup tutorials. The top row shows images of
people without makeup and the bottom row shows images of the same individuals with
makeup. Note the variations in pose, illumination and expression and the significant
dissimilarities of the same identities.

Cognitive computing methods often make use of a variety of cognitive concepts. Our
proposed method is, on the one hand, inspired by visual perception and by biological
neural networks, on the other hand. The psychological theories behind our proposed
method are described below.

David Marr [Mar82] described visual perception as a multistage process. In the first stage
a 2D sketch of the retina image is generated, based on feature extraction of fundamental
components of the scene, including edges, regions and so forth. The second stage extracts
depth information by detecting textures. Finally, a 3D model is generated out of the
previously gathered information.

Hermann von Helmholtz examined in his work [Hel25] about visual perception that the
information gathered via the human eye is a very simplified version of the real world. He
therefore concluded that most of the visual perception processes take place in the brain.
In his theory vision could only be the result of making assumptions and conclusions from
incomplete data, based on previous experience.
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7. Gestalt Interest Points with a Neural Network for Makeup-Robust Face

Recognition

Gestalt psychology [Kof35] is an attempt to understand the laws behind the ability to
acquire and maintain meaningful perceptions in an apparently chaotic world. According
to this theory, there are eight so-called Gestalt Laws that determine how the visual system
automatically groups elements into patterns: Proximity, Similarity, Closure, Symmetry,
Common Fate, Continuity as well as Good Gestalt and Past Experience.

The psychological theories mentioned above build the foundation of the Gestalt Interest
Points algorithm (GIP) [HE17], which serves as the artificial visual perception building
block of our proposed method. Firstly, as inspired by David Marr the GIP algorithm
extracts certain edge and texture information. Secondly, inspired by the way Helmholtz
described visual perception, the information gathered by the GIP algorithm greatly
simplifies the input image. Therefore, the algorithm is fast and highly effective because
it extracts very little but well-selected image information. Thirdly, the GIP algorithm
is based on the Gestalt Laws of Closure and Continuity, i.e. the idea that, unlike in
other local image description methods, certain weaker candidates are – in addition to
the local extrema – also useful as interest points. The GIP algorithm works as follows.
After the input image is converted to gray scale the image gradient vectors are calculated.
The gradient image is split into m by n (e.g. 16x16) macro blocks. For each block, the
three largest gradient magnitudes are identified. The pixel positions which correspond
to these magnitudes are the so-called GIP. Interest points in low-contrast macro blocks
(below threshold t) and interest points on diagonal edges (not within inclination angle
α) are discarded. It could be shown that they are not yet sufficiently discriminative for
the recognition process. After interest point detection, feature vectors are computed to
describe the image. Each feature vector describes one image block and is defined by:

~F = (m1, m2, m3, p1, p2, p3, o1, o2, o3),

where m1, m2, m3 are the three gradient magnitude values, p1, p2, p3 are the three absolute
positions and o1, o2, o3 are the three orientations of the interest points, which were chosen
within one macro block. Experiments have shown that this simple recipe results in very
compact descriptions that satisfy the major Gestalt Laws. In [HE17] the algorithm and
its continued development are explained in detail. Figure 7.1 depicts an example output
of the GIP algorithm.

The second building block of our proposed method is an artificial neural network (ANN).
ANNs are computing systems inspired by the biological neural networks that constitute
the brains of humans and animals. Such systems learn (progressively improve performance
on) tasks by considering examples. The idea behind ANNs is not new, but it has been
popularized more recently because we now have lots of data and GPU-based processors
that can achieve successful results on hard problems. There are many kinds of ANNs,
but in general they consist of systems of nodes with weighted interconnections among
them. Typically, neural networks learn by updating the weights of their interconnections.
Nodes are arranged in multiple layers, including an input layer where the data is fed into
the system; an output layer where the answer is given; and one or more hidden layers,
for the learning of example patterns. Our applied ANN is a feed-forward network with a
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7.4. Evaluation

tangent sigmoid transfer function:

tansig(n) =
2

(1 + e−2∗n)− 1
(7.1)

in the hidden layer, and a softmax transfer function

softmax(n) =
en

∑

(en)
, (7.2)

in the output layer. For training the network its weight and bias values are updated
according to the scaled conjugate gradient backpropagation method [Mol93].

Our proposed approach is a combination of GIP feature extraction with ANN classifica-
tion (GIP-NN). GIP and ANNs are both inspired by cognition. Therefore, the logical
consequence for us was to combine both concepts into a powerful recognition system.
The detected Gestalt Interest Points serve as input for the ANN. One advantage of our
approach is that we do not need color information, which is often not available, e.g.
frames of surveillance cameras. Actually, it is very likely that a color-based recognition
approach would perform worse, because makeup changes the skin color and therefore the
recognition process may leads to false positives.

7.4 Evaluation

In this Section, the datasets on which we applied our algorithm and an extensive evaluation
are presented and discussed.

7.4.1 Dataset

In the works of Chen et al. (e.g. [CDSR17]) they made certain datasets publicly available.
However, these datasets are not appropriate for our application domain because they
consist of only a few images per subject. Since one component of our recognition system
is a neural network, we need a large set of face images to train it. Therefore, we decided to
compile a dataset by ourselves, consisting of 26 subjects from YouTube makeup tutorials.
Figure 7.2 shows some example images. In total 23,145 video frames of the subjects
before and after the application of makeup were captured. We used Matlab’s cascade
face detection strategy to crop out faces from the frames. The makeup in the resulting
face images varies from subtle to heavy. The cosmetic alteration affects the quality of the
skin due to the application of foundation and change in lip color and the accentuation
of the eyes by diverse eye makeup products. This dataset includes some variations in
expression and pose. The illumination condition is reasonably constant over multiple
shots of the same subject. In a few cases, the hair style before and after makeup changes
drastically.
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7. Gestalt Interest Points with a Neural Network for Makeup-Robust Face

Recognition

7.4.2 Baseline algorithms

We compare our method to several different state-of-the-art hand-crafted feature extrac-
tion algorithms, namely SIFT [Low04], SURF [BETVG08], BRISK [LCS11] and FREAK
[Ort12]. After quantizing the extracted descriptors with the popular BoVW-algorithm
[CDF+04] we categorize the resulting histograms with a neural network. Additionally, we
compare our method to a CNN [LBBH98]. One drawback of CNNs is that they usually
require a large amount of training data in order to avoid over-fitting. Since our training
data is relatively little to train a CNN, we used the pre-trained and well established
AlexNet [DDS+09]. In a second stage we trained a multi-class linear SVM with CNN
features extracted from our own training data. This is a common technique when it
comes to applying CNNs to problems with small training sets and furthermore, it saves a
significant amount of training time.

7.4.3 Experimental results

The following experiment was designed for exploring the effectiveness of the GIP-NN
method in matching after-makeup against before-makeup face samples and for comparing
our approach to the different baseline methods. Note that there is no overlap between
training images and test images of the subjects and therefore this experiment is a very
sophisticated recognition task. For the training stage 19,635 non-makeup face images of
26 subjects serve as input. Henceforth, the classification stage assigns each of the 3,510
makeup test images to one of the 26 subjects. Experiments were conducted using Matlab
R2016b on a 64-bit Windows operating system with Intel Core i7-3632QM 2.20 GHz
CPU and 8 GB RAM.

The number of hidden layers of a neural network has great impact on its performance.
To find the optimal number of hidden layers we applied our algorithm on a small subset
of our dataset with different numbers of hidden layers. The result is depicted in Figure
7.5. We identified that 200 hidden layers maximize the mean accuracy for our application
domain.

In Figure 7.3 some example ROC curves are shown. As expected, the CNN-based baseline
method is the strongest competitor. For subject 14 the CNN-based baseline method is
the most accurate but for subject 25 our method clearly outperforms all the baseline
methods. The subjects 3, 9, 21 and 24 are a big challenge for all methods. Figure 7.2
shows that even for human beings it is difficult to identify these people because the
make-up changes their faces drastically.

Figure 7.4 compares the mean accuracies over feature extraction time of the different
methods. GIP-NN is clearly more accurate than all the hand-crafted feature extraction
algorithms, yet with 59.5 percent less accurate than the CNN-based method with 68
percent. But this advantage of the CNN-based method does not come without a price
because it is significantly slower than the proposed approach. Our method extracts
the features of one image in 350 ms on average. In contrast the CNN-based baseline
method needs on average 980 ms for feature extraction. Furthermore, with our GIP-NN
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7.5. Conclusion

approach the whole makeup-robust face recognition experiment took only about two
hours to complete. In contrast the same experiment lasted more than 5 hours with the
CNN-based recognition method and the same hardware. Another advantage of the GIP
algorithm is that it describes images more compactly than all the other feature extraction
baseline methods [HE17]. That is, we need less disk space and processing power. This is
very beneficial for a big data domain like face recognition.

7.5 Conclusion

In this work we introduce a novel approach for makeup-robust face recognition based
on the GIP algorithm and an artificial neural network. The approach is, on the one
hand, inspired by visual perception and by biological neural networks, on the other
hand. We evaluated our method empirically with a self-compiled dataset composed by
YouTube makeup tutorials of 26 subjects. Our experiments showed that GIP-NN is very
accurate and almost three times faster than the CNN-based baseline method. Especially
for surveillance fast and accurate face recognition is essential. We demonstrated that our
method is highly effective for the domain of makeup-robust face recognition.
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7. Gestalt Interest Points with a Neural Network for Makeup-Robust Face

Recognition

Figure 7.3: ROC curves of our experiments for 6 of the 26 subjects. The numbers in
parentheses in each legend indicate the Area Under the Curve (AUC) values.
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7.5. Conclusion

Figure 7.4: The mean accuracies over feature extraction time of the different methods.

Figure 7.5: The mean accuracies over different number of neural network’s hidden layers.
For our application domain a neural network with 200 hidden layers delivers the highest
accuracy.
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CHAPTER 8
Gestalt Descriptions for Deep

Image Understanding1

8.1 Introduction

Deep learning is a predominant method in visual information retrieval today. Though
typically applied on the pixel level, there are good reasons to combine deep learning
methods with signal processing-based feature extraction methods in order to create a
powerful visual media analysis scheme. For once, there appears to be sufficient evidence
that a similar approach is also taken in the human brain [Kan13]. Then, decades of
fruitful scientific research have yielded a multitude of sophisticated visual description
methods. Eventually, the local point-based description methods in particular are able to
provide strong descriptions of visual cues that are in-line with the findings about the
processing of information in the visual cortex.

In this work, we present a novel local description approach inspired by the Gestalt Laws
as a pre-processing step for deep learning. To the best of our knowledge there are no
other scientific works about utilizing Gestalt Laws to pre-process images for deep learning
until now. The experiments in Section 8.3.2 and 8.3.3 were made to test the fundamental
idea, different parametrization and some variations of our method. We concluded that
it outperforms all of the baseline local description methods to which we compared it.
However, the experiments of Section 8.3.3 revealed that a general-purpose CNN is often
more accurate, despite much slower, than our approach. Based on our findings, we
decided to fuse our method with the CNN approach to build an even more powerful
image recognition system. It turns out that feeding the output of our method into a
CNN makes the image recognition process more accurate and robust against over-fitting

1Under review for: Pattern Analysis and Applications Journal. Springer Press.
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8. Gestalt Descriptions for Deep Image Understanding

for our application domain of make-up-robust face recognition. This is due to the heavily
compressed and content-rich image description produced by our approach.

In machine learning, a CNN is a class of Deep Neural Networks (DNNs), most commonly
applied to describing visual imagery. CNNs are computing systems inspired by the
biological neural networks that constitute the brains of humans and animals. Such
systems learn tasks by considering examples utilizing a sophisticated learning algorithm.
Typically, CNNs learn by updating the weights of their interconnections. CNNs are
arranged in multiple layers, including an input layer where the data is fed into the
system; an output layer where the answer is given; and several hidden layers, for the
learning of example patterns. Although CNNs trained with back-propagation had been
around for decades, and GPU implementations of Neural Networks for years, including
CNNs, fast implementations of CNNs with max-pooling on GPUs in the style of Ciresan
and colleagues helped to make progress on computer vision. For the first time, in 2011
this approach achieved superhuman performance in a visual pattern recognition contest
[CMM+11]. A few years later the AlphaGo system [SHM+16] was very important to
generate wide public awareness of DNNs and thus also for CNNs.

As already mentioned, one part of this work demonstrates the effectiveness of our method
as a pre-processing step for a CNN. However, a CNN is only one type of Deep Network,
and our method could also be combined with other types, e.g. Deep Residual Networks
(ResNets) proposed by Kaiming et al. [HZRS16]. One could assume that building more
accurate deep learning models could be performed by simply stacking more and more
layers. Kaiming et al. demonstrated the depth problem, i.e. to some point, accuracy
would improve, but beyond about 25+ layers, accuracy tends to drop. As a solution for
this problem, Kaiming et al. presented the ResNets which have since allowed the training
of over 2000 layers with increasing accuracy. A ResNet builds on constructs known from
pyramidal cells in the cerebral cortex. ResNets do this by utilizing skip connections or
short-cuts to jump over some layers. The motivation for skipping over layers is to avoid
the problem of vanishing gradients [GB10], by reusing information as residuals from a
previous layer until the layer next to the current one has learned its weights.

8.1.1 Theories of Visual Perception

Cognitive computing methods often make use of a variety of cognitive concepts. Our
proposed method is inspired by visual perception. The psychological theories behind our
proposed method are described below.

David Marr [Mar82] described visual perception as a multistage process. In the first stage
a 2D sketch of the retina image is generated, based on feature extraction of fundamental
components of the scene, including edges, regions and so forth. The second stage extracts
depth information by detecting textures. Finally, a 3D model is generated out of the
previously gathered information.

Hermann von Helmholtz examined in his work [Hel25] about visual perception that the
information gathered via the human eye is a very simplified version of the real world.
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8.1. Introduction

Figure 8.1: The left edge map of a face is represented by points from a Harris corner
detector and a Laplacian of Gaussian (LoG) operator. Many of the important face
features (e.g. the eyes) are thereby lost. The rightmost image shows the GIP description.
It preserves the perceptual features of the original stimulus well but does not produce a
longer description than the LoG operator [Eid11].

He therefore concluded that most of the visual perception processes take place in the
brain. In his theory, vision could only be the result of making assumptions and drawing
conclusions from incomplete data, based on previous experience.

Gestalt psychology [Kof35] is an attempt to understand the laws behind the ability to
acquire and maintain meaningful perceptions in an apparently chaotic world. According
to this theory, there are eight so-called Gestalt Laws that determine how the visual system
automatically groups elements into patterns: Proximity, Similarity, Closure, Symmetry,
Common Fate, Continuity as well as Good Gestalt and Past Experience. Especially the
Gestalt Law of Closure was of great interest for our work. The Gestalt Law of closure
states that the perception of individuals fills in visual gaps in incomplete shapes. For
example, humans are able to recognize a whole circle, even if there are gaps in its contour.
For our approach this means that due to the Gestalt Law of closure it is still possible to
recognize what an image depicts, only by considering its local representation. This effect
is shown in Figure 8.1. Obviously, such interest point sets are more useful for media
understanding than points from which humans cannot identify the semantic content of
an image. If the user cannot reconstruct the object from the interest points, how should
the machine?

The remainder of the paper is arranged as follows: we first discuss the related work
and contributions of this paper in Sections 8.1.2 and 8.1.3, and then we provide a
comprehensive overview of the Gestalt Interest Points (GIPs) algorithm in Section 8.2.
The details of our Gestalt Regions of Interest (GROI) method are presented in Section
8.2.2. Experimental results are analyzed in Section 8.3, and conclusions are finally given
in Section 8.4.
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8. Gestalt Descriptions for Deep Image Understanding

8.1.2 Related Work

A fundamental aspect of our work is the deployment of Gestalt Laws to describe images in
a meaningful and efficient way. The basic Gestalt rules were first proposed by Wertheimer
et al. [Wer23] for specifying the perceptual relationship between the human vision system
and the perceived visual world. Some important problems in computer vision are modeled
by utilizing the Gestalt principles [DMM04, DP15]. In [SC15] the authors proposed a
novel method for establishing visual correspondences between images based on Gestalt
theory. Their method detects visual features from images, with a particular focus on
improving the repeatability of the local features in those images containing the same
semantic contents. In [BW07] four new image features are presented, inspired by the
Gestalt Laws of Continuity, Symmetry, Closure and Repetition. The resulting image
representations are used jointly with existing state-of-the-art features to improve the
accuracy of object detection systems. The authors of [KYK06] proposed a context-based
method for object recognition inspired by the Gestalt Laws of Proximity and Similarity.
Qiu et al. [QWCF16] presented a novel lung nodule detection scheme based on the
Gestalt visual cognition theory. The proposed scheme involves two parts which simulate
human eye cognition features such as simplicity, integrity and classification. In [YRS+18]
the authors presented a method for image salient object detection with Gestalt Laws
guided optimization.

The second research direction that is related to our work is the development of methods
which combine deep and handcrafted image features. For instance, in [NPBP18] the
authors combined deep and handcrafted image features for Presentation Attack Detection
in face recognition systems. Their method uses a CNN to extract deep image features
and the multi-level local binary pattern (MLBP) method to extract skin detail features
from face images. Qiangliang et al. [GXH18] detect keypoints with a method utilizing
the Difference of Gaussian (DOG) operator. Then, they describe the keypoints by the
proposed local convolutional features which are inspired by a CNN. In their work they
showed results of applying the proposed method on the domain of power transmission
line icing monitoring. In [ASCT17] they merged SIFT with CNN features for facial
expression recognition. Because local methods like SIFT do not require extensive training
data to generate useful features, the authors achieved comparatively high performance
on small data.

8.1.3 Contributions

We list the main contributions of this work as follows: (1) We present the combination of
the novel Gestalt Region of Interest (GROI) method with a CNN in Section 8.3.4. We
applied it on the problem of makeup-robust face recognition and our experimental results
show that it outperforms a conventional CNN for the given task. The presented GROI
method and the results of the makeup-robust face recognition experiments are completely
new and have not yet been made publicly available by us in previous works. (2) We
provide a detailed overview of our previously presented [HE13, HE14, HE17, HE18] GIP
feature which defines the fundamental basis of the GROIs. It can be used as a feature
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8.2. Proposed Approach

(a) Grey scale image (b) Image gradients

(c) Gestalt Interest Points

Figure 8.2: GIP algorithm overview.

in itself without a CNN for image understanding tasks where a long training time is
unacceptable and / or a huge amount of training data is unavailable. (3) Additionally,
we show our experimental results on various forensic application domains in sections
8.3.2 and 8.3.3, which can be also found in previously published material [HE14, HE17].

8.2 Proposed Approach

In this Section we provide a detailed overview over the Gestalt Interest Points (GIPs)
algorithm [HE17]. Below, we illustrate how the GIPs are detected and described by
feature vectors. Furthermore, it is shown how to interconnect the GIP method via GROIs
with a CNN to exploit the strengths of a highly effective local description method and
deep learning.
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8. Gestalt Descriptions for Deep Image Understanding

8.2.1 Gestalt-Interest-Points Detection

The theories of visual perception mentioned in Section 8.1.1 build the foundation of the
GIP algorithm. Firstly, as inspired by David Marr the GIP algorithm extracts edge
and texture information. Secondly, inspired by the way Helmholtz described visual
perception, the information gathered by the GIP algorithm greatly simplifies the input
image. Therefore, the algorithm is fast and highly effective because it extracts very little
but well-selected image information. Thirdly, the GIP algorithm is based on the Gestalt
Laws of Closure and Continuity, i.e. the idea that, unlike in other local image description
methods, certain weaker candidates may – in addition to the local extrema – also be
useful as interest points.

The algorithm works as depicted in Figure 8.2. After the input image is converted to gray
scale (Figure 8.2a) the image gradient vectors are calculated (Figure 8.2b). The gradient
image is split into m by n (e.g. 16x16) macro blocks but not every block is interesting
for further processing. For human perception edges appear to carry far more of the
important image semantics than areas with low contrast. According to this assumption,
we assume that low-contrast image macro blocks may sometimes be omitted for the
benefit of better edge description elsewhere. For each block, we calculate the variance of
gray values. If the variance of a block is below a certain threshold t, then the block is
excluded from subsequent processing steps. During our experiments which are presented
later in this work, we investigated the influence of t on the recognition accuracy. For
each remaining image block, the three points with the largest gradient magnitudes are
identified. This point set is called P and a subset of points Q ⊆ P is selected according
to the strategy described in the following paragraph.

The similarity grouping experiments of Olson and Attneave [OA70] showed that human
beings are significantly faster in grouping horizontal or vertical lines than of diagonals or
other patterns. As an explanation for this observation they assumed that significantly
larger parts of the receptive field are oriented horizontally and vertically rather than
diagonally. This concept inspired us to experiment with discarding interest points that
are not on horizontal or vertical edges, as these might be less expressive for the description
and recognition process. Figure 8.3 depicts the basic idea of the implementation. The
adjustable inclination angle α defines circle segments. We apply the inverse tangent
function on the gradient vectors of each image point from P to get the gradient directions.
All image points with gradient vectors pointing in a direction within one of the circle
segments are added to Q. If one gradient vector does not point in a direction within one
of the circle segments, the underlying edge is considered to be diagonal and therefore
we suppose that its interest points – so the hypothesis – are of insufficient use for the
recognition process. Describing an image with less information should have a positive
effect on resource usage and the performance of the recognition process. The remaining
image points contained in Q are the so-called GIP (Figure 8.2c).
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8.2. Proposed Approach

Figure 8.3: The point in the origin indicates a GIP and vector a its gradient, which
is within one of the four circle segments. In this case, the GIP will be accepted as an
interest point. If vector b was the gradient of this GIP, the GIP would be discarded
because its underlying edge has diagonal orientation.

8.2.2 Gestalt-Interest-Points Description

After detecting the GIPs, feature vectors are computed to describe the image. Each
feature vector describes one image block and is defined by:

F =
(

m1 m2 m3 p1 p2 p3 o1 o2 o3

)

(8.1)

where m1, m2, m3 are the three gradient magnitude values, p1, p2, p3 are the three absolute
positions and o1, o2, o3 are the three orientations of the interest point’s gradients, which
were chosen within one macro block. Since this is the basic version of the GIP feature
vector that employs absolute pixel position values, we denote the GIP algorithm utilizing
the feature vector described in this Section as GIP-ABS.

Experiments have shown that this simple recipe results in very compact descriptions
that satisfy the major Gestalt Laws. Figure 8.4 depicts an example output of the GIP
algorithm. Among the advantages of this straightforward scale-less implementation are
the guarantee that the visual object shape is preserved in the description, and that
clusters of high-curvature interest points in close proximity are avoided: compared to
SIFT, SURF and related methods the local description is more evenly distributed over
the entire input signal without ending up in a global description. The GIP-ABS pseudo
code is presented in Algorithm 1.
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8. Gestalt Descriptions for Deep Image Understanding

Algorithm 1 The Gestalt Interest Points detection algorithm

1: function detectGIPs(im, t, α, Q, F )
Input: Input image im, variance threshold t, inclination angle α

Output: Gestalt Interest Point set Q and Gestalt Interest Point descriptors F

2: imgrey ← convert(im)
3: [FX, FY ]← gradients(imgrey) ⊲ gradient velocity components FX and FY
4: M ←

√
FX. ∗ FX + FY. ∗ FY ⊲ gradient magnitudes

5: imgCube← [FX, FY, M ] ⊲ 3 layers, each layer size == size(im)
6: cubes← divide(imgCube, 16) ⊲ divide into [16x16x3] cubes
7: for all C ∈ cubes do
8: MAGS ← CM ⊲ gradient magnitudes, [16x16] matrix
9: V X ← CF X ⊲ gradient velocity components x-direction, [16x16] matrix

10: V Y ← CF Y ⊲ gradient velocity components y-direction, [16x16] matrix
11: if V ar(MAGS) < t then
12: continue ⊲ discarding low contrast image blocks
13: end if
14: Mmax ← find3GreatestMagnitudes(MAGS)
15: indices← find(MAGS == Mmax) ⊲ find matrix indices of magnitudes
16: ORIENTATIONS ← abs(atan2(V Y [indices], V X[indices]))
17: if diagonal(ORIENTATIONS, α) then
18: continue ⊲ discarding interest points on diagonal edges
19: end if
20: absIndices← calcAbsoluteImgIndices(indices)
21: Q.add(absIndices)
22: F.add([Mmax, absIndices, ORIENTATIONS])
23: end for
24: return Q, F

25: end function

26: function diagonal(O, α, diagonal)
Input: gradient orientations O, inclination angle α

Output: boolean diagonal

27: a← 90− α

28: b← 90 + α

29: c← 180− α

30: for all o ∈ O do
31: if not[o <= α OR (o > a AND o < b) OR o >= c] then
32: return diagonal← true

33: end if
34: end for
35: return diagonal← false

36: end function
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8.2. Proposed Approach

Figure 8.4: A face image on the left and its GIP representation on the right. The GIP
algorithm is fast and highly effective. Because it is inspired by cognition, it extracts very
little but well-selected image information.

Inter-GIP Distances (IGD)

As described above, the GIP-ABS descriptor contains the three absolute positions of
the three interest points detected within one image block. The absolute positions are
causing the GIP-ABS descriptor to be neither translation-invariant nor scale-invariant
and are therefore not appropriate for some application domains where translation- and
scale-invariance are desired. To address this issue, we developed a GIP descriptor which
contains the so-called inter-GIP distances (IGD). They are intended to replace the interest
points absolute positions in the GIP descriptor when needed. During our experiments
which are presented later in this work, we tried both variants of the GIP descriptor and
investigated their influence on the recognition process. The idea of GIP-IGD is as follows.
As described previously, the GIP algorithm detects three interest points inside each image
block of an image. These three points are interpreted as the corner points of a triangle.
The distances between these points could therefore be seen as the triangle’s side lengths
and can serve as features. Figure 8.5 visualizes this concept and the result is one triangle
within every image block.

Since a variety of different distance functions do exist, the question arose, which one
would be the best for the GIP-IGD operator. We also wanted to measure, how the choice
of a certain distance function affects the classification accuracy and speed. Therefore,
one goal of this work was to identify the most suitable distance measure to compute the
IGD. We decided to test our algorithm with several known distance functions, which are
listed for the two-dimensional case in equations (8.2)-(8.7).

DChebychev = max(|x2 − x1|, |y2 − y1|) (8.2)

DCityblock = |x2 − x1|+ |y2 − y1| (8.3)
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8. Gestalt Descriptions for Deep Image Understanding

Figure 8.5: Inter-GIP Distances.

DCosine = 1− P ′Q
√

(P ′P )(Q′Q)
(8.4)

DEuclidean =
√

(x2 − x1)2 + (y2 − y1)2 (8.5)

DMinkowski = p

√

√

√

√

n
∑

i=1

|xi − yi|p (8.6)

DJaccard = 1−

n
∑

i=1

min(xi, yi)

n
∑

i=1

max(xi, yi)
(8.7)

where P = (x1, y1) and Q = (x2, y2) representing two points in the two-dimensional space.
The Minkowski distance (8.6) can be considered a generalization of three other distances,
the Euclidean if p = 2, the Cityblock if p = 1 and the Chebychev distance if p = ∞.
For the experiment in Section 8.3.3 we defined p = 3. Please note that (8.4) is actually
a similarity measure, hence inverse to the others. That, however, has no effect on the
discriminative value of the descriptor. Further information about distance functions can
be found in [Eid12b].

Gestalt Regions of Interest (GROI)

Later in this paper we present our experimental results of combining GIP with a CNN.
For feeding the output of the GIP algorithm into a CNN we enhanced the GIP algorithm
to produce so-called Gestalt Regions of Interest (GROI) images. Since GIPs are the
basis for GROIs, the GROI images are also based on the Gestalt principles. They are
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8.3. Experiments and Results

(a) raw pixel image (baseline) (b) GROI image
(t = 0, α = 30, s = 4)

(c) GROI image
(t = 0.5, α = 38, s = 4)

(d) GROI image
(t = 1, α = 38, s = 6)

(e) GROI image
(t = 1.5, α = 38, s = 8)

(f) GROI image
(t = 1.5, α = 45, s = 6)

Figure 8.6: An example face image and its Gestalt Region Of Interest (GROI) image
representations. Each GROI image was produced with different parameter combinations.

intended to be produced in a preprocessing step of a CNN to feed the CNN only with the
most interesting image regions. Converting images into GROI images works as follows:
In the first step the GIPs are detected in the input image as described in Section 8.2.1.
These GIPs are serving as center pixels for quadratic regions of interest. The size of these
squares is controlled through parameter s. The remaining pixels of the image, which
are not within the squares are set to white. They are considered as not useful enough
for the recognition process. Furthermore, we claim that preserving only the GROIs for
training a CNN, instead of using the whole images, reduces the risk of data-over-fitting
drastically. Figure 8.6 shows various GROI example images produced with different GIP
parameters t and α (see Section 8.2.1 for detailed explanation) and GROI parameter s.

8.3 Experiments and Results

In this Section we present the experimental results of applying the GIP algorithm on
various application domains – all related to concrete forensic applications. We used two
different evaluation measures for our experiments, namely accuracy and F1-score. In
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8. Gestalt Descriptions for Deep Image Understanding

terms of statistical significance, accuracy is the better choice when a huge number of
test samples is unavailable. Based upon the size of the test set, we decided to use the
accuracy for some experiments, and for others we utilized the F1-score.

8.3.1 Overview of Experiments

In Section 8.3.2 we show the results of applying the GIP-ABS algorithm for the recognition
of faces of people that have undergone significant body weight change [HE14]. As described
in Section 8.2.1 the GIP detection algorithm is based on the assumption that some interest
points contribute more to the description of images than others. This experiment was
designed to find out which GIPs can be eliminated to make the whole method more
efficient while retaining our classification results. The remaining GIPs are the fundamental
basis for our final GROI-CNN experiments. Furthermore, we investigated the robustness
of GIP against image rotation.

The experimental results of Section 8.3.3 present the GIP-IGD algorithm applied on two
different image classification tasks [HE17]. This experiment shows that only a few of the
very compact GIP-IGD image descriptors are necessary to quickly classify the images
from the datasets with high accuracy. Furthermore, we compared our results to several
local point-based description methods and to a CNN. As mentioned in Section 8.2.2,
GIP-ABS does not work well when it comes to categorizing scaled images. In contrast
this experiment shows that GIP-IGD is resilient to some scale changes.

The final experiment and the ultimate goal of this work is presented in Section 8.3.4.
As demonstrated in the experiments of Section 8.3.3 our method outperforms the other
applied local description methods. Nevertheless, the CNN dominates our method and all
the other applied local description methods in terms of accuracy for the given application
domain, but it is significantly slower. Therefore, we decided to merge the GIP method
and CNNs to create an even more powerful recognition system. This experiment shows
that a special variant of the GIP algorithm as a preliminary stage for a CNN outperforms
a conventional CNN for the given application domain.

8.3.2 GIP for Weight-Invariant Face Recognition

This Section describes the application of GIP-ABS on the description of face images in
a way that outperforms the baseline methods for the domain of significant change of
person weight. In addition, the experimental results of investigating the influence of the
GIP parameters t and α on the recognition accuracy are presented. Adjusting t and α

causes the algorithm to extract more or fewer GIPs from the image. This experiment was
designed to find out which GIPs can be omitted to make the whole method more efficient
while retaining our classification results. The remaining GIPs are the fundamental basis
for our final GROI-CNN experiments. Eventually, we show our evaluation of GIP with
respect to sensitivity against rotation. The results are an extension of a previously
published work [HE14].
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8.3. Experiments and Results

We assumed that the ability of the GIP algorithm to select interest points within high-
contrast image blocks and on non-diagonal edges (Section 8.2.1) should increase the
face recognition performance. Both are targeted at typical properties of face images:
On the one hand, face features are often distinguished by high contrast which is to a
certain degree due to the morphology of the human skull. On the other hand, face
features tend to have a clear orientation. Both aspects are influenced by weight change:
Weight gain reduces the availability and contrast of face features which also influences
their orientation. The investigation of the reasonability of these assumptions and their
implementation are – next to the identification of the best-performing GIP parameters –
a second target of our research.

Dataset

To our knowledge, a standardized dataset for the recognition of faces of overweight people
is currently not available. The commonly used databases (UMIT, FERET, etc.) do not
include such material. This is unfortunate as the problem is of high practical relevance,
in particular in the forensic application of face recognition. As a consequence, we had
to compile a dataset for our experiments. It turned out that pairs of face images with
significant weight gain/loss in-between are hard to find. Eventually, we succeeded in
assembling a dataset of face photos for a group of fifteen persons who underwent significant
weight change (at least twenty kilograms) in less than one year. The majority of the
photos were taken from a diet web forum [Red]. Others were provided by acquaintances
of the authors.

Experimental Setup

Five local feature description methods were chosen for comparison with the GIP fea-
ture: SIFT [Low04], SURF [BETVG08], MSER [MCUP02], FREAK [Ort12] and ORB
[RRKB11]. After feature extraction with one of the above methods, we received multiple
feature vectors for each image. Then we generated a vocabulary composed of 300 visual
words via the k-means clustering algorithm and quantized all the feature vectors with
the popular BoVW-algorithm [CDF+04]. Each of our images were now represented by a
single histogram. For classification of the features, we employed the Euclidean distance.
Hence, all standard descriptors as well as our approach are employed in exactly the same
way. This is a mandatory requirement for comparing the description performance for the
recognition problem at hand. During our experiments it turned out that on the given
application domain the GIP algorithm outperforms the above-mentioned state-of-the-art
description methods. It dominates them both in terms of recognition accuracy and of
description compactness. In summary, the GIP algorithm produces shorter description
that contains more weight-invariant face information.

For the experiments, without loss of generality we employ the face images with lower
weight as the training set. The test set consists of the face photos that show the higher
weight. Figure 8.7 shows three example images and descriptions extracted by the GIP
algorithm. The evaluation task is to associate each test image with the corresponding
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8. Gestalt Descriptions for Deep Image Understanding

Figure 8.7: The GIP-algorithm was applied on pictures such as these examples. GIPs
which are within low-contrast macro blocks and many of the GIPs on diagonal edges
were discarded. Left: The image shows a normal weight person and the detected GIP
points, indicated as dark blue circles. Middle: Shows the same person after 30 kilograms
of weight gain and the detected GIP points. Right: Shows the person image rotated by
30 degrees and the detected GIP points.

training image. Due to the small number of samples success is measured as accuracy, i.e.
here the number of true positives. The ground truth is provided by the authors.

Remark: In practical forensic application, pictures of suspects (e.g. taken by a surveillance
camera) are typically of very low quality. To evaluate how well ours and the state-of-
the-art local description algorithms can deal with this aspect, the photos in the dataset
are left in their original resolutions, ranging from 201x285 to 508x728 pixels. However,
the contrast of the test images was adapted to the contrast of the training images using
histogram equalization because this step improves the overall classification performance
without limiting the generality of the experiment.

Evaluation

The second column of Table 8.1 shows that using the five baseline interest point features
SIFT, SURF, MSER, FREAK and ORB to identify the faces of people who experienced
significant weight change delivers only moderate classification accuracies. Of all five
features, SURF provides the best results with 33 percent. However, to obtain this
result an average of 57,984 description values per face (last column) are necessary. This
number is calculated as the product of the average number of description vectors per face
(453) times the size of one description vector (128). Using the MSER feature, only 132
description values per face are required on average. In return, the classification accuracy
is only 6.7 percent which is far below an acceptable rate for practical application.

Compared to the five baseline features above, the GIP description algorithm is by far

88

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

8.3. Experiments and Results

Table 8.1: A comparison of classification accuracies and the average number of description
values per face for identifying faces of people who experienced significant weight change.

Accuracy Average Number of
Method Acc. 30◦ rotated Description Values per Face

BoVW+SIFT 20% 13.3% 25,309
BoVW+SURF 33% 13.3% 57,984
BoVW+MSER 6.7% 6.7% 132
BoVW+FREAK 20% 20% 59,473
BoVW+ORB 13.3% 13.3% 8,883
BoVW+GIP 53.3% 53.3% 52,536
BoVW+GIP t = 70 53.3% 53.3% 23,086
BoVW+GIP α = 0.0009 46.7% 46.7% 23,101
BoVW+GIP t = 70 α = 0.0009 46.7% 46.7% 10,425

more accurate in its original form with 53.3 percent. This performance is 20 percent
ahead of the SURF algorithm that leads the baseline description methods. As Figure 8.8
shows, discarding interest points that lie within low-contrast macro blocks does not affect
the accuracy until the threshold reaches t = 70. At the same time, the average number
of description values per face goes down from 52,536 to 23,086. That is, by discarding
low-contrast blocks, we maintain the original accuracy of the GIP algorithm but reduce
the amount of data to just 44%. The required information for this result is even less
than the information SIFT, SURF and FREAK need to achieve their lower performance.
Hence, we consider it justified to say that for the given domain, the GIP approach clearly
dominates the baseline local description methods.

Figure 8.9 shows that the elimination of diagonal edges in the GIP algorithm does not
affect the accuracy until an α = 0.64 is reached, but this modification reduces the average
number of description values per face drastically. With α = 0.0009 and 23,101 description
values, the algorithm still reaches an accuracy of 46.7 percent. A classification accuracy
of 46.7 percent is still significantly higher than the results reached by the commonly
used local feature transformations. We find these results encouraging to employ these
modifications also in other application domains.

Selecting interest points within high-contrast image blocks and on non-diagonal edges
leads to a significant reduction of the average number of description values required to
10,425 values per face. Figure 8.10 illustrates the behavior of the algorithm. An accuracy
of 46.7 percent is still significantly higher than the results of the baseline features. This
result supports our hypothesis that interest points on almost horizontal or vertical edges
are more useful for face description than other points. Furthermore, it indicates that our
hypothesis (certain interest points in low contrast areas can be neglected) has empirical
substance. There appears to exist a trade-off between Gestalt perception and focusing
on salient points.
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8. Gestalt Descriptions for Deep Image Understanding

Figure 8.8: The average number of description values per face and categorization accuracy
in percent as a function of image macro block variance threshold t. A value of t = 0
means that no image macro blocks are excluded from the recognition process.

Figure 8.9: The average description values per face and categorization accuracy in percent
as a function of circle segment angle α. A value of α = 0.8 radians means that no GIPs
are discarded. If there are no perfect straight lines in the face image dataset then for
α = 0 the accuracy will drop to zero.
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8.3. Experiments and Results

Figure 8.10: The average number of description values per face and categorization
accuracy in percent as a function of circle segment angle α with t = 70.

Eventually, we evaluated the sensitivity of our approach against rotation. All baseline
feature extraction methods are to a certain degree rotation-invariant. To find out how
robust the GIP approach is against rotation, we conducted an experiment with all test
images rotated by 30 degrees. The third column of Table 8.1 depicts the outcome. SIFT
and SURF are known from literature as scale and rotation-invariant features. In many
works they have been very successfully applied in numerous different application domains.
However, for our specific application domain, Table 3.1 shows that SIFT and SURF
deliver lower accuracy for rotated images. The accuracy of MSER, FREAK and ORB
remains constant. Likewise, GIP is not affected by rotation: The performance remains
constant. Hence, we consider it fair to conclude that the GIP approach is a highly
competitive local description approach for the problem under consideration.

In summary, it appears that the GIP approach describes faces in a weight-invariant way
to a sufficiently higher degree than the baseline methods do. Its accuracy is at least 20%
better than the first competitor (SURF). As assumed, the relative completeness of Gestalt
interest points makes a clear difference in recognition performance. GIP descriptions
are more compact than most other descriptions and they are rotation-invariant. That
is, we need less disk space and processing power for description storage and evaluation.
This is an important advantage in a big data domain such as face recognition. Rotation
invariance is a simple requirement satisfied by most – yet not all – algorithms.

The GIP algorithm is based on the assumption that some interest points contribute more
to the description of images than others. The experiment demonstrated that certain
well-selected GIPs can be omitted in order to make the whole method more efficient
while retaining our classification results. The remaining GIPs are the fundamental basis
for our final GROI-CNN experiments presented in Section 8.3.4.
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8. Gestalt Descriptions for Deep Image Understanding

8.3.3 GIP-IGD for Image Categorization

In this Section, we present an extensive evaluation of applying the GIP algorithm in
combination with the IGD feature vector (GIP-IGD) on image categorization. GIP-IGD
is described in Section 8.2.2. One goal of the following experiments was to find the
IGD distance measure which maximizes the categorization accuracy while keeping the
computational complexity as low as possible. Moreover, we wanted to test how robust
our GIP-IGD algorithm is against image scaling. The presented results are an extension
of a previously published work [HE17].

As demonstrated in the experiments of this Section our method outperforms all of the
other applied local description methods. Nevertheless, the CNN dominates our method
and all the other applied local description methods in terms of accuracy for the given
application domain, though it is much slower. Therefore, we decided to build a bridge
between the GIP method and CNNs to create an even more powerful recognition system.
The experimental results addressing this issue are presented in Section 8.3.4.

Datasets

In our first evaluation task, we tested the detection performance with the INRIA Horses
dataset [FJS10], consisting of 170 images containing horses, and 170 without horses. The
goal of the evaluation task was to categorize the images into images containing horses
and images without horses.

The second dataset which we used to test our algorithm is the Food-5K dataset [SYE16].
It consists of 2,500 food images, which cover a wide variety of food items and 2,500
randomly selected non-food images. Some food images also contain other objects or
people. The Food-5K dataset with a total size of 5,000 images is significantly bigger than
the INRIA horses dataset. The goal of this evaluation task was to categorize the images
into food and non-food images.

Experimental Setup

We compared our method to several different local feature description algorithms, namely
SIFT [Low04], SURF [BETVG08], BRISK [LCS11] and FREAK [Ort12]. Additionally,
we compared GIP-IGD to GIP-ABS and to a CNN. Recently, the CNN offers a very
accurate state-of-the-art technique for many general image classification and object
recognition problems. The SIFT and SURF descriptors are both vectors containing
floating point values. More recent binary descriptor methods like BRISK and FREAK
are less computationally expensive, but their accuracy is lower.

After quantizing the extracted local descriptors with the BoVW-algorithm [CDF+04] we
fed the resulting histograms into Matlab’s Classification Learner App. The app compares
several different Classifiers, e.g., different variations of Trees, Support Vector Machines
(SVM), Nearest Neighbor Classifiers, Ensemble Classifiers and so forth. It turned out that
the Medium Gaussian SVM appeared to be best suited for our categorization problems.
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8.3. Experiments and Results

Evaluation

The experimental results of applying our algorithm on the INRIA Horses dataset are
shown in Figure 8.11 and the results for the Food-5K dataset are presented in Figure 8.12.
Figures 8.11a and 8.12a depict the F1-scores over extraction time of our IGD experiments
with different distance measures. Adjusting the values of the two GIP parameters t and
α causes the algorithm to extract more or fewer image feature vectors. Therefore, these
parameters indirectly affect the extraction time per image and the categorization accuracy
because they determine the number of extracted feature vectors. With higher t and
lower α, the number of extracted feature vectors per image decreases. It is assumed that
the remaining descriptors carry a considerable amount of information and descriptors
with less information are omitted. A small set of descriptors for the categorization task
reduces the computational complexity significantly.

As already mentioned, the binary descriptor methods BRISK and FREAK are very
fast and therefore strong competitors when it comes to computational complexity. Yet,
their F1-scores are relatively low. The F1-scores of SURF and SIFT are higher but not
as high as the F1-score of GIP. SIFT is with about 400 ms extraction time per image,
comparatively slow. The clear winner in terms of F1-score is the CNN but the serious
drawback is the high computational complexity. The CNN needs more than one second
to extract the features from one image and therefore it is by far the slowest method.

Figures 8.11b and 8.12b show the F1-scores over scaled versions of the test images. As
mentioned earlier, GIP-ABS does not perform well when it comes to categorizing scaled
images. In contrast, GIP-IGD is resilient to some scale changes. Especially, GIP-IGD in
combination with the Minkowski distance measure delivers outstanding results in the
case of horse categorization, and in the case of food categorization GIP-IGD delivers
good results in general, no matter which distance measure is used. For our application
domains GIP-IGD is more robust against scaling than SURF, SIFT, BRISK and FREAK.
The CNN has the highest accuracy but as mentioned above, it is significantly slower.

Figures 8.11c and 8.12c depict the average numbers of feature values extracted from
one image. The description vectors of SURF, BRISK and FREAK are 64-dimensional
and the SIFT vector has 128 elements. Hence, they are more memory-consuming than
the 9-dimensional GIP-IGD feature vectors. For example, in case of using FREAK for
horse categorization a total number of 918 ∗ 64 = 58, 752 feature values per image are
necessary to get a comparatively poor F1-score of 69%. In other words, Figures 8.11
and 8.12 demonstrate that GIP outperforms SIFT’s, SURF’s, BRISK’s and FREAK’s
accuracy while reducing the descriptor length per image to only a few percent.

A CNN can achieve extremely high accuracies, but this advantage does not come without
a price. CNNs in general are computationally expensive and slow compared to interest
point features, even with graphical processing units. Additionally, a huge set of training
data is needed, which can be difficult to provide and the training process itself can be
very time consuming. We showed above that it is possible to use the GIP feature for
image understanding tasks where a long training time is unacceptable and / or a huge
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8. Gestalt Descriptions for Deep Image Understanding

(a) Grey scale image

(b) Image gradients

(c) Gestalt Interest Points

Figure 8.11: The experimental results of applying our algorithm on the INRIA Horses
dataset. Our algorithm is also compared to several different baseline methods. The
different F1-scores for each IGD distance measure in Figure 8.11a arise through adjusting
the two GIP parameters t and α, which are described in Section 8.2.1.

94

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

8.3. Experiments and Results

(a) Grey scale image

(b) Image gradients

(c) Gestalt Interest Points

Figure 8.12: The experimental results of applying our algorithm on the Food-5K dataset.
Our algorithm is also compared to several different baseline methods. The different
F1-scores for each IGD distance measure in Figure 8.12a arise through adjusting the two
GIP parameters t and α, which are described in Section 8.2.1.
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8. Gestalt Descriptions for Deep Image Understanding

Figure 8.13: Before (top line) and after (bottom line) makeup examples of four subjects
contained in our makeup dataset.

amount of training data is unavailable. As demonstrated our method outperforms all
the other applied local description methods. Nevertheless, the CNN dominates these
methods including ours in terms of accuracy for the given application domain. Therefore,
we decided to build a bridge between the GIP method and CNNs to create an even more
powerful recognition system. The next Section shows that the GROI variant of the GIP
algorithm merged with a CNN outperforms a conventional CNN for the given application
domain.

8.3.4 Deep Gestalt Regions of Interest for Makeup-Robust Face
Recognition

In our last experiment we present the results of training a CNN with the novel GROI
images for the domain of makeup-robust face recognition. The rapid evolution of face
recognition systems into real-time applications has raised new concerns about their ability
to resist presentation attacks, particularly in unattended application scenarios such as
automated border control. Research about makeup-robust face recognition is still very
limited and we think that our work could be beneficial in solving this problem. Dantcheva
et al. [DCR12] claimed in their study that the application of facial cosmetics significantly
decreases the performance of both academic face verification approaches and commercial
approaches. As shown in Figure 8.13, significant appearance changes can be observed for
individuals with and without makeup.

To our knowledge, there is only limited scientific literature that addresses the challenge
of makeup-robust face recognition. Chen et al. [CDR15] addressed this problem with a
patch-based ensemble learning method. Song et al. [LSW+18] synthesize a non-makeup
image from a face image with makeup via a generative network. After that, deep features
are extracted from the synthesized image to further accomplish the makeup-robust face
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8.3. Experiments and Results

recognition. Zheng et al. [ZK17] proposed a hierarchical feature learning framework for
face recognition under makeup changes. Their method seeks transformations of multilevel
features because these features tend to be more invariant on higher semantic levels, and
less invariant on the lower levels.

Many recent works on face recognition have proposed numerous variants of CNN archi-
tectures [PVZ+15b, WZLQ16, SLWT15b]. GROI images and CNNs are both inspired
by cognition. Therefore, it appears reasonable to merge both concepts into one powerful
face recognition system. In this experiment after-makeup against before-makeup face
samples were matched and it was designed for exploring the effectiveness of feeding GROI
images into a CNN. To obtain baseline results to which we can compare our method,
we decided to feed the unmodified raw pixel images into the same CNN which we fed
with the GROI images. Note that there is no overlap between training images and test
images of the subjects and therefore this experiment is a very sophisticated recognition
task. For the training stage 6,000 non-makeup face images of 6 subjects serve as input.
Henceforth, the classification stage assigns each of the 1,200 makeup test images to one of
the 6 subjects. One advantage of our approach is that we do not need color information,
which is often not available, e.g. frames of surveillance cameras. Actually, it is very likely
that a color-based recognition approach would perform worse, because makeup changes
the skin color and therefore the recognition process may lead to false positives.

Dataset

Since we wanted to keep CNN training times as low as possible, we decided to utilize a
subset of the self-compiled YouTube makeup dataset, which we presented in an earlier
work [HE18]. This subset consists of 6 subjects with 1,000 non-makeup face images per
subject for training and 200 makeup images per subject for testing. Figure 8.13 shows
some example images. On the one hand, the dataset is small and therefore it saves
training time but, on the other hand, it is big enough to deliver reasonable experimental
results. However, we plan to employ the GROI method on bigger datasets in future work.
The makeup in the test face images varies from subtle to heavy. The cosmetic alteration
affects the quality of the skin due to the application of foundation and change in lip
color and the accentuation of the eyes by diverse eye makeup products. This dataset
includes some variations in expression and pose. The illumination condition is reasonably
constant over multiple shots of the same subject. In a few cases, the hair style before
and after makeup changes drastically.

Experimental Setup

We implemented a prototype for this experiment utilizing Python in combination with
the machine learning framework Tensorflow [ABC+16] and the high-level neural networks
API Keras [C+15]. The structure of the chosen CNN model is shown in Table 8.2. It is
an adapted version of the VGG-like model from the Keras website. VGGNet [SZ14] was
invented by VGG (Visual Geometry Group) from University of Oxford. According to
VGGNet we also use filters of size 3x3 because smaller filters generally provide better
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8. Gestalt Descriptions for Deep Image Understanding

Table 8.2: Structure of the adapted example CNN model from Keras website [Cho]

Layer Name (type) Output Shape

conv2d_1 (Conv2D) (158, 158, 32)
conv2d_2 (Conv2D) (156, 156, 32)
max_pooling2d_1 (MaxPooling2) (78, 78, 32)
dropout_1 (Dropout) (78, 78, 32)
conv2d_3 (Conv2D) (76, 76, 64)
conv2d_4 (Conv2D) (74, 74, 64)
max_pooling2d_2 (MaxPooling2) (37, 37, 64)
dropout_2 (Dropout) (37, 37, 64)
conv2d_5 (Conv2D) (35, 35, 64)
max_pooling2d_3 (MaxPooling2) (35, 11, 64)
dropout_3 (Dropout) (35, 11, 64)
conv2d_6 (Conv2D) (35, 10, 64)
max_pooling2d_4 (MaxPooling2) (17, 10, 64)
dropout_4 (Dropout) (17, 10, 64)
flatten_1 (Flatten) (10880)
dense_1 (Dense) (256)
dropout_5 (Dropout) (256)
dense_2 (Dense) (6)

results. The number of layers was chosen to satisfy our requirements. On the one
hand, we wanted a CNN with enough layers to ensure high accuracies, and on the other
hand, limiting the number of layers for shorter training times was a second important
requirement.

During training of a CNN its network weights are updated iteratively by an optimization
algorithm. The choice of this optimization algorithm is crucial for the performance of a
CNN. We empirically identified that the Adam optimization algorithm [KB14] with an
initial learning rate lr = 0.00001 and the categorical cross entropy loss function leads
to fast training accuracy convergence for our dataset. Each epoch the training progress
was validated using 10 percent of the training images. To avoid long training times and
possible over-fitting we decided to use an early stop strategy. A patience value of 15
was set, i.e. the number of epochs to wait before early stop, if the validation accuracy
stagnates.

A powerful hardware infrastructure is necessary when it comes CNN training. For our
experiments we decided to run them on Crestle [Cre]. The Crestle servers are equipped
with NVIDIA Tesla K80 GPUs and therefore they have been considered adequate for our
purposes.
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8.3. Experiments and Results

Figure 8.14: Train accuracies for each epoch of the training process. Each line marker
denotes one train epoch.

Evaluation

Figure 8.14 shows the training accuracies for each epoch over the training period and
Figure 8.15 the validation accuracies, respectively. See Section 8.2.2 for a detailed
explanation of the parameters t, α and s. As mentioned above the validation set
comprises 10 percent of the train images. We trained six types of CNNs, one with the
raw pixel images and 5 with different versions of GROI images. For a visual overview
of the different input image types see Figure 8.6. As can be seen in Figure 8.14 and
Figure 8.15 the CNN fed by the raw pixel images leads to the fastest convergence, closely
followed by the CNN fed by GROI images with parameters t = 1.5, α = 38 and s = 8. A
greater value for s causes the algorithm to produce bigger GROIs. We assume that this
is the reason why the training employing GROI images produced with s = 8 leads to
similar convergence as with raw pixel images. The GROI images with s < 8 leading to
slower training and validation accuracy convergence.

For test purposes the resulting model was stored after every fifth training epoch during
the training process. These models were used to classify the make up images from the
test set. Each line marker in Figure 8.16 denotes an accuracy produced using one of
these stored models. After 30 training epochs the CNN model trained with the GROI
images (t = 1.5, α = 45, s = 6) starts to outperform the baseline CNN trained with the
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8. Gestalt Descriptions for Deep Image Understanding

Figure 8.15: Validation accuracies for each epoch of the training process. Each line
marker denotes one train epoch.

unmodified images. With the model trained for 50 epochs by the GROI images (t = 1.5,
α = 45, s = 6) 88.3 percent of the test images are classified correctly. The baseline model
in comparison delivered only 80 percent accuracy after 50 epochs of training. The peak
of 89.8 percent was produced after 60 epochs with the model trained with the GROI
images (t = 1, α = 38, s = 6).

Figure 8.16 demonstrates that training a CNN by GROI images clearly outperforms a
CNN trained from raw pixel images for the domain of makeup-robust face recognition.
The model trained with GROI images (t = 1.5, α = 45, s = 6) produces the highest
accuracies among all models. With a greater parameter t more low-contrast GROIs are
omitted. A value of 45 degrees is the maximum for α and this means that the parameter
does not have any effect on producing GROI images.

As described above the CNN trained with GROI images leads to slower training conver-
gence in comparison to the CNN trained with raw pixel images. This fact in combination
with the high test accuracies proves that our presented method is more robust against
over-fitting than the conventional method, training a CNN by raw pixel images. Another
advantage of the GROIs is that it is possible to describe the semantic content of images
more compactly than with whole images. For example, it would be possible to store
only the GROIs and their center point coordinates instead of storing GROIs on white
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8.4. Conclusion

Figure 8.16: Test accuracies for stored train models. For every fifth training epoch
the resulting model was stored during the training process. These models were used to
classify the make up test images. Each line marker denotes an accuracy produced using
one of these stored models.

background, thus requiring less disk space. This is a very important argument in big
data domains such as face recognition.

8.4 Conclusion

In this work, we proposed a novel visual perception inspired local description approach as
a pre-processing step for deep learning. To show the effectiveness of our GROI method
we fed its output into a state-of-the-art convolutional neural network. Our experimental
results revealed that it outperforms a CNN that is trained on images which are not
pre-processed by our method in the domain of makeup-robust face recognition. The
problem of makeup-robust face recognition is of high relevance for practical life and
our method could be helpful in solving this problem. The proposed GROI method
interconnected with a CNN dominates a conventional CNN in terms of accuracy and
robustness against over-fitting. Another advantage of the GROI approach is that it is
possible to describe the semantic content of images more compactly than with whole
images.

In our opinion, a serious comparison between the results of this work and results of
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8. Gestalt Descriptions for Deep Image Understanding

other works in a scientifically substantiated way is not possible based on the facts (i)
we could not find many works about makeup-robust face recognition and, (ii) we had
to assembly our own dataset to fit our needs. Nevertheless, we want to list the results
of some other works. Chen et al. [CDR15] reached a Rank-1 accuracy of 89.40 percent
applying their patch-based ensemble learning method in combination with Commercial
Off-The-Shelf (COTS) Systems on the YMU-dataset. The bi-level adversarial network
(BLAN) proposed by Song et al. [LSW+18] delivers up to 94.8 percent Rank-1 accuracy
applied on three different datasets. Zheng et al. [ZK17] proposed a new hierarchical
feature learning framework and achieved an accuracy up to 81.11 percent with two
different datasets. As we showed in our experiments, with our method an accuracy of 89.8
percent was reached through applying the GROI method on our self-compiled makeup
faces dataset. These results could be a baseline for future work.

The GROI feature is based on the earlier presented GIP feature. We showed that
it is possible to use the GIP feature as a feature in itself without a CNN for image
understanding tasks where a long training time is unacceptable and / or a huge amount
of training data is unavailable. Experiments have demonstrated that the GIP algorithm
results in very compact descriptions that satisfy the major Gestalt Laws.

However, a CNN is only one – but successful – example of a deep learning method
and our approach could also be combined with other methods, e.g. ResNets. As is
evident from our experiments, the output of our algorithm consists of heavily compressed
content-rich information. We assume that adding this information as residuals to the
output of ResNet convolution operations could improve the ResNet in a similar way as
the CNN was improved during our experiments. Furthermore, with higher accuracy it
would be possible to use fewer network layers and thus shorten the training time of the
network. Experiments addressing this topic are planned for future work.
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List of Figures

1.1 The left edge map of a face is represented by points from a Harris corner
detector and the second a Laplacian of Gaussian (LoG) operator. Many of
the important face features (e.g. the eyes) are thereby lost. The rightmost
image shows the GIP description. It preserves the perceptual features of the
original stimulus well, while not producing a longer description than the LoG
operator [Eid11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 We have no difficulty seeing that this image shows two apples, although there
are big differences between them, e.g. color, texture, shape, size, orientation
and lighting. In addition, the front apple partially covers the back. . . . . 4

1.3 Picture of a house facade in Vienna. Some of the gestalt laws can be identified
in this image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1 Motion features extraction. The difference of an investigated frame (leftmost
one) to the frames of the following second are captured by global gist (lower
arrows) and local SIFT features (upper arrows). . . . . . . . . . . . . . . 23

3.1 The left edge map of a face is represented by points from a Harris corner
detector and a Laplacian of Gaussian (LoG) operator. Many of the important
face features (e.g. the eyes) are thereby lost. The rightmost image shows the
GIP description. It preserves the perceptual features of the original stimulus
well but does not produce a longer description than the LoG operator. [Eid11] 31

3.2 Left-Top: Interest point correspondences between consecutive frames of a mar-
tial arts video. Right-Top: Interest point correspondences between consecutive
frames of a violent video. Left-Bottom: Interest point displacements over 25
frames for a martial arts video. Right-Bottom: Interest point displacements
over 25 frames for a violent video. . . . . . . . . . . . . . . . . . . . . . . 32

4.1 The point in the origin indicates a GIP and vector a its gradient, which is within one

of the four circle segments. In this case the GIP will be accepted as interest point.

If vector b was the gradient of this GIP, the GIP would be discarded because its

underlying edge has diagonal orientation. . . . . . . . . . . . . . . . . . . . . 39
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4.2 Our novel variations of the GIP-algorithm were applied on pictures such as these

examples. GIPs which are within low-contrast macro blocks and many of the GIPs on

diagonal edges were discarded. Left: Shows a normal weight person and the detected

GIP points, indicated as dark blue circles. Middle: Shows the same person after

30 kilograms of weight gain and the detected GIP points. Right: Shows the person

image rotated by 30 degrees and the detected GIP points. . . . . . . . . . . . . . 41

4.3 The average number of description values per face and categorization accuracy in

percent as a function of image macro block variance threshold t. The variance of an
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6.4 The experimental results of applying our algorithm on the INRIA Horses
dataset are shown in the left column and the results for the Food-5K dataset
are presented in the right column. Our algorithm is also compared to several
different baseline methods. The different F1-scores for each IGD distance mea-
sures in figures 6.4a and 6.4b arise through adjusting the two GIP parameters
t and α, which are described in Section 6.2.1. . . . . . . . . . . . . . . . . 64

7.1 Example output of the GIP algorithm. The GIP algorithm is fast and highly
effective. Because it is inspired by cognition it extracts very little, but well-
selected image information. . . . . . . . . . . . . . . . . . . . . . . . . . . 66

7.2 Some example images of the 26 subjects contained in our self-compiled dataset.
The images are collected from YouTube makeup tutorials. The top row shows
images of people without makeup and the bottom row shows images of the
same individuals with makeup. Note the variations in pose, illumination and
expression and the significant dissimilarities of the same identities. . . . . 67

7.3 ROC curves of our experiments for 6 of the 26 subjects. The numbers in
parentheses in each legend indicate the Area Under the Curve (AUC) values. 72

7.4 The mean accuracies over feature extraction time of the different methods. 73

7.5 The mean accuracies over different number of neural network’s hidden layers.
For our application domain a neural network with 200 hidden layers delivers
the highest accuracy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

8.1 The left edge map of a face is represented by points from a Harris corner
detector and a Laplacian of Gaussian (LoG) operator. Many of the important
face features (e.g. the eyes) are thereby lost. The rightmost image shows the
GIP description. It preserves the perceptual features of the original stimulus
well but does not produce a longer description than the LoG operator [Eid11]. 77

8.2 GIP algorithm overview. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

8.3 The point in the origin indicates a GIP and vector a its gradient, which is
within one of the four circle segments. In this case, the GIP will be accepted
as an interest point. If vector b was the gradient of this GIP, the GIP would
be discarded because its underlying edge has diagonal orientation. . . . . . 81

8.4 A face image on the left and its GIP representation on the right. The GIP
algorithm is fast and highly effective. Because it is inspired by cognition, it
extracts very little but well-selected image information. . . . . . . . . . . 83
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8.6 An example face image and its Gestalt Region Of Interest (GROI) image
representations. Each GROI image was produced with different parameter
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8.7 The GIP-algorithm was applied on pictures such as these examples. GIPs
which are within low-contrast macro blocks and many of the GIPs on diagonal
edges were discarded. Left: The image shows a normal weight person and the
detected GIP points, indicated as dark blue circles. Middle: Shows the same
person after 30 kilograms of weight gain and the detected GIP points. Right:
Shows the person image rotated by 30 degrees and the detected GIP points. 88

8.8 The average number of description values per face and categorization accuracy
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