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Being able to probe electrolyte structures and ion mobility in nanometer confined cavi-

ties/pores is central for the fundamental understanding and steering of various processes

in biologic and material systems. Here, we review how force probe experiments were

utilized for studying interfacial physics at solid/liquid/solid interfaces. We discuss recent

technological achievements, and show how micro-to-nano and ultimately subnanometer

confinement can be achieved and probed using the Surface Forces Apparatus. We discuss

ion-mobility and structuring in confined spaces during reactive and non-reactive condi-

tions. This includes ion-layering and confinement induced effects, such as enhanced re-

activity, decreased ion-mobility, electric double layer overlapping and more. We limit the

discussion to electrochemical and ionic liquid systems, yet we discuss the broader per-

spective how to develop the technique further, and how recent advances can already find

new exciting applications, across sometimes unexpected fields. These range from studying

physiologic processes, to technologic application in catalysis, microfluidics or geology.
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I. INTRODUCTION

In recent years molecular scale probing of solid/liquid interfaces in electrochemical systems

has seen an increased interest due to high demand for viable electrochemical energy storage and

conversion technology. In electrochemical devices both ion structures at extended open interfaces

as well as structuring in restricted geometries play an important role for optimizing performances

and enabling technological breakthroughs.

As indicated in figure 1a, the structure of solutes and solvent on a charged (or polarized) surface

is characterized by the formation of the so-called electric double layer (EDL). The EDL balances

any surface charging by screening this charge via adsorption and/or accumulation of oppositely

charged ions at the solution interface. Several EDL models evolved over the last century.19 There

is consensus that the Stern-model41, which has been modified and upgraded several times1,17,34,43,

captures the qualitative essence. It describes the EDL comprising of an inner layer with specifically

and non-specifically adsorbed ions and preferentially oriented solvent molecules (Stern layer), and

an outer layer with a "diffuse" Poisson-Boltzmann distribution of ions (Gouy-Chapman layer).

While the diffuse ion distribution can be predicted well, in particular for low concentration elec-

trolytes ranging from 0.1 mM to 100 mM, the inner layer structure and ion mobility remain exper-

imentally challenging to asses. Yet, and we will see, these are accessible to force and simulation

probe experiments.

Specifically, at gap sizes larger or equal to the Debye screening length, λD, the ion distributions

is governed and well-described by continuum physics, i.e. Poisson-Boltzmann equations, using

constant charge or potential,19,33 or more sophisticated charge regulation models such as the charge

regulation approach6,44. Here, recently discovered and unexpected diffuse contributions in highly

concentrated salt solutions, such as ionic liquids16 or aqueous solutions3,39 used e.g. in water

electrolysis, remain challenging in terms of a quantitative description.37

Interesting aspects arise when EDLs of two apposing surfaces overlap at molecular separation

distances. As shown in figure 1b, already a simple macroscopic experiment - i.e. confining mil-

limeter sized balls between two flat surfaces - reveals that the mere presence of confining walls

results in peculiar structural arrangements at separation distances approaching the diameter of the

spheres. In this case, the marked triangular features form due to a tendency to minimize the volume

occupied by the spheres in the confined space.19

The physical picture of overlapped sub-Debyelength - i.e. molecularly - confined double layers,
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and how this influences molecular structure, charging dynamics and electrochemical processes is

less well understood. Yet, this is central to many electrochemical applications, including battery

charging, nano-fluidics, corrosion processes and electrocatalysis. Figure 1d shows typical force

versus distance characteristics recorded in molecular fluids, in this case ionic liquids with varying

tail length. This data reveals a highly unusual oscillatory behaviour, indicative of a distance depen-

dent layering of the confined ions during approach to molecular dimension. Solvation dynamics

in such restricted spaces can be considerably slower compared to bulk solvation5, ion diffusion

and migration may be enhanced or limited depending on the chemistry21 or reactivity of confining

walls.

Force probe experiments emerged as a powerful tool for probing EDLs and structure of ions
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interfaces. A liquid near a solid surface forms an interfacial
layer where the molecular structure is different from the
organization of the liquid molecules in the bulk. The structure
and dynamics of the interfacial layer are controlled by the
discrete character of the ions and solvent molecules. However,
a direct experimental observation of the three-dimensional
structure of hydration layers has remained elusive until the
development of the 3D-AFM.26 The observation of atomically
resolved hydration layers on a mica−water interface26 was
either reproduced or followed by similar observations on other
interfaces.43−50 The sensitivity and the spatial resolution of the
instrument have extended those observations to non-ideal
surfaces such as the ones represented by lipid membranes,44

proteins,46 or DNA.50 Those images highlighted a key feature
of 3D-AFM: its capability to visualize hydration structures on
stiff crystalline surfaces as well as on soft biomolecules.

There are other AFM approaches that claim some three-
dimensional depth.51−57 However, those approaches should
not be confused with the 3D-AFM method presented here.
First, those approaches aim to image subsurface structures, and
3D-AFM aims to image the organization of liquid molecules
above a solid surface. Second, the imaging mechanisms are
different. Lastly, subsurface AFM methods cannot achieve
atomic resolution. Similarly, the 2D zx maps of solid−liquid
interfaces generated by combining FM-AFM imaging and force
spectroscopy58−60 should be considered sections of a full 3D-
AFM image.
In the last 15 years, several AFM-based methods such as

topography imaging,18,19,61−63 force spectroscopy (1D)34,64−68

and xz mapping (2D)58−60,69−71 have been applied to study a
variety of solid−liquid interfaces and properties. Those
contributions have explored several capabilities of AFM to

Figure 1. 3D-AFM images and models of solid−liquid interfaces. (a) 3D-AFM map obtained on a mica surface immersed PBS. Adapted with
permission from ref 88. Copyright 2010 National Institute for Materials Science. (b) 3D-AFM map of mica immersed in a 6 M RbCl
solution. Adapted with permission from ref 48. Copyright 2016 Springer Nature. Here, the z depth is obtained by plotting the changes in the
tip’s phase shift as a function of the spatial coordinate (x, y, z). (c) 3D-AFM force map of a clinochlore surface in a 100 mM KCl aqueous
solution. The 3D image shows the local hydration structures at the boundary edges between two terraces. Adapted with permission from ref
98. Copyright 2016 Springer Nature. (d) Schematic view of a tip immersed in a liquid near a solid surface. The liquid includes solvent
molecules (far less than in a real experiment) and ions. (e) MD snapshot of a calcite−water−tip interface. The tip is simulated by a calcite
nanoparticle. The oxygen and the hydrogen of the water molecules are depicted in red and white, respectively. The calcium (green) and
carbonates (red and light blue) of the calcite crystal are visible. Reproduced with permission from ref 92. Copyright 2015 American Physical
Society.
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FIG. 1. a) Characteristic surface potential decay into an aqueous electrolyte, and electric double layer

schematic indicating Stern, diffuse layer and bulk electrolyte (reprinted with permission from the American

Chemical Society3). b) Experimental result indicating ordering of macroscopic 5 mm diameter spheres

confined between two hard walls. Volume minimization results in triangular features at certain gap sizes,

DS. c) 3D force probe experiments with an AFM allow the direct visualization of surface atoms and solvent

molecule densities at slid/liquid interfaces. Here water layering at a mica surface is shown (reprinted with

the permission of the American Chemical Society11). d) Force probe experiments with a Surface Forces

Apparatus provide a detailed distance dependent force profile of extended layers formed between confining

interfaces. Here, force versus distance profile between two mica surfaces are shown in immidiazolium based

ionic liquids with (1) a 4-carbon, and (2) a 10-carbon chain, respectively. Data indicates the formation

of stable bilayers between the surfaces for 10-carbon long side chains (modified and reprinted with the

permission from RSC38).
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at surfaces with high lateral resolution. Atomic force microscopy based molecular scale imaging

in 2D, and recently also in 3D,11 is becoming the exciting state-of-the-art to image structures at

non-confined solid/liquid interfaces. It is now possible to record force maps representing positions

of surface atoms, and electrolyte molecules with sub-Å resolution in all three dimensions. As

shown in figure 1c, with its unprecedented resolution, this technique will continue to provide deep

insight into processes at solid/liquid interfaces, but will not be reviewed extensively in this work.

In recent year we, and other groups started to introduce force probe techniques based on the

surface forces apparatus (SFA) principle (sometimes also called the surface forces balance, SFB)

as sensors for ion structuring, and ion dynamics in nano-confined spaces and in extreme small spa-

tial confinement, opening up exciting new possibilities. Here we review these recent technological

achievements and discuss ion layering and confinement induced effects, as probed using the SFA

technique. While necessarily focusing the discussion on a limited, yet by no means complete set

of results, we intend to provide a broader perspective about how the developed techniques can find

new and exciting applications across sometimes unexpected fields. Therefore we start with a short

definition and overview of the broad range of phenomena where confinement, and processes in

confinement play a central role.

II. CONFINED SOLUTES AND SOLVENTS AND THEIR IMPORTANCE IN NATURE

AND TECHNOLOGY

Extreme spatial confinement is characterized by limiting the space between two more or less

rigid walls to separation distances, DS or D, which are in the range of molecular and ionic di-

ameters. Such extreme confinement is central to many phenomena and processes in nature and

technology including clay swelling, battery charging, micro-fluidic devices, localized and crevice

corrosion, self-assembly and self-organized assemblies, oil recovery, biomineralization, friction as

well as charge and material transport across bio-membranes.

How electrolytes structure and flow in restricted geometries has been, more or less, realized

as potentially central aspect for driving functionality in all of these areas. Yet, experimental suc-

cess and evidence are scarce and often limited to specific techniques and applications. Confined

structure and dynamics are considered to be a result of combined effects of purely spatial limita-

tions, i.e. the physical presence of confining walls (see again figure 1b), and chemical/physical

interactions of confined matters with the confining walls. These can include Coulomb interactions,
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specific or non-specific interactions, and hydrogen bridging among others. In general, confinement

effects are manifested in (1) modified ion/solvent migration and diffusion rates, (2) by molecular

structures evolving in confined interaction, and (3) by the repulsive/attractive forces generated in

confined spaces. This results in a variety of phenomena across all disciplines, that are caused or

controlled by these effects.

a. Materials science and geology. For instance in corrosion science it is central to under-

stand how halide ions and proton diffuse in/out of a charged crevice or crack tip, where they can

induce localized accelerated materials degradation. Such a confinement induced degradation is of-

ten detrimental to applications.8 It is possible that forces generated by ions diffusing and layering

into a crack tip, generate an additional repulsive EDL force that drives fast crack-tip propaga-

tion rates during stress corrosion cracking.40 Similarly, in geochemistry, the effect of confinement

controls processes such as dissolution/reprecipitation of contacting rocks, playing a central role

in rock-metamorphosis.10,23 Concrete hardening and plasticity can be modulated effectively by

controlling inter particle forces of closely confined calcite particles.25

Confinement induced first order phase transitions from a fluid to a solid state were observed

during sliding and during approach of simple organic liquids into molecular confinement (e.g.

cyclohexane or silanes20). Similar effects were seen for aqueous systems where the viscosity

increased dramatically upon electrochemical polarization on a confining surfaces.45 Such confine-

ment induced phase changes, and the close overlap of hydrated surfaces can have a profound effect

on friction forces and damage/wear during sliding.26

b. Biologic and soft matter systems. Also, water and hydration exhibits a surprisingly slow

dynamic in confined self-organized surfactant assemblies.5 Ultrafast laser spectroscopy revealed a

bimodal fast bulk-like response in the sub-picosecond range, followed by a much slower compo-

nent with hundreds to thousands of picoseconds.9 This has been related to the disruption of the 3D

hydrogen bond network of water in restricted geometries.

Confinement effects were also seen in simulation of molecular association of cavity-ligand

pairs, which primarily interact in the hydrated state. Water-water interactions of approaching

cavity-ligand pairs, concerted by the interactions of water adsorbed to the confining/ interacting

entities, can be an active player in enabling or rejecting ligand binding.4 Confined water (and

presumably also ions) may hence determine the subtle balance among driving forces for molecular

association of bioactive molecules, broadening the array of levers a biologic system utilizes for

molecular control and precision.
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c. Applications relying on confinement effects. Finally, confinement effects are already uti-

lized in potential technologic applications, including micellar catalysis, electrocatalysis and nano-

fluidics. For instance, when apposing electric double layers overlap, e.g. in solvated nano-

channels, the confined ion layering can be tuned for gating. By tailoring and switching the charge

of a confining wall it is possible to tailor specific transport of ions and charged molecules based on

both, size and electronic polarity exclusion.14 How ions flow and structure in such confined nano-

fluidic channels is central to tailoring such devices. In micellar catalysis and electrocatalysis con-

finement is recognized as a special compartmentalized environment, with beneficial properties for

steering these processes24, and enhancing material stability under reactive (catalytic) conditions.13

III. THE SURFACE FORCES APPARATUS: A DEVICE WITH ULTIMATE

SENSITIVITY FOR EXTREME SPATIAL CONFINEMENT EFFECTS

As we have seen, forces, ion and solvent dynamics and structures in confined space are essen-

tials and often determining drivers for processes in diverse fields. Probing confined structures in a

well controlled system is experimentally challenging. Many experimental results involve probing

bulk systems that consist of a high density of internal interfaces that confine solvent and solutes.

For instance self-assembled architectures, or nano-porous systems are such systems, and can be

studied with the arsenal of available bulk probe experiments, including e.g. X-ray probes.7,18,31

Other approaches involve pure simulations probes, which are currently computationally feasible

at the ab initio level for gap sizes up a few nanometers.21 Again other approaches probe con-

fined surfaces simply after a process in confinement occurred (e.g. in corrosion science) using

post-experimental analysis tools.

Probing a single confined nano-pore, ideally with an in-situ variable pore size and in-situ tun-

able wall properties is much more challenging. In this respect the surface forces apparatus, SFA,

evolved as a unique and powerful method for making well controlled 100-1000 µm2 extended

confined contact zones with sub-nanometer thickness accuracy, for probing ion layering and ion

dynamics.

The inset in figure 2a shows the main feature of an SFA measurement, which is the direct

and absolute measurement of the separation distance, D. This is achieved by setting up a pair of

macroscopic surfaces (typically crossed cylinders) as an interferometer cavity by back-silvering

transparent interacting surfaces, so that white light passing through such a cavity interferes con-
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structively/destructively. The interference pattern depends on the absolute distance between the

surfaces, providing the possibility to in-situ control gap thicknesses with Å resolution. How SFA

works in practice and theory was discussed extensively in our recent work.35

288 roughened Au-3 surface shows a similar granular structure;
289 however, the grains are covered with additional smaller
290 asperities that are formed due to the fast oxidation/reduction
291 cycles applied during the electrochemical roughening. The rms-
292 roughness of the Au-3 surface is about 17 Å, which is only
293 slightly higher compared to the Au-2-surface. Nevertheless, the
294 high number density of small asperities significantly alters the
295 surface morphology, as these asperities extend further out and
296 have a higher radius of curvature compared to the smooth
297 grains of the Au-2 surface.
298 Figure 4 shows the force−distance profiles of the three
299 differently rough gold surfaces facing an atomically smooth
300 mica surface coated with a self-assembled APTES monolayer.
301 These force distance profiles display typical data measured with
302 the EC-SFA during approach and under different (positive and
303 negative) externally applied surface potentials for the three
304 electrode surfaces displaying varying degrees of nanoroughness.
305 The contact distance D = 0 in Figure 4 is defined as the
306 distance measured between the gold electrode and the SAM
307 layer in dry N2 under high load and with no externally applied
308 potential. The experimental “pull-off” force profiles measured
309 during separation were discussed extensively in a previous
310 communication.40

311 Figure 4A shows typical force distance profiles measured
312 during the approach of an atomically smooth gold electrode
313 and an APTES coated molecularly smooth mica surface in
314 1 mM HNO3 at pH = 3. The approach curves show two distinctly
315 different force regimes: At separation distance, D, ranging from
316 40 nm to about 4 nm, the data shows a long-range electric
317 double layer force which is attractive for electrochemical
318 potentials below the PZC and repulsive above the PZC. This
319 interfacial force profile is consistent with the surface chemistry
320 at the apposing interfaces. The surface terminating amine head
321 group of the APTES coated mica surface is charged positively at
322 the experimental pH value of pH = 3, while the surface
323 potential of the gold electrode was modulated in situ using the
324 electrochemical setup. If the electrochemical potential of the
325 gold surface is shifted toward negative values (or in
326 electrochemical phrasing: a cathodic potential shift is applied),
327 electrons are transferred into the gold electrode, leading to a
328 negative charging of the interface. Thus, at negative potentials,
329 below the potential of zero charge, PZC, the interfaces are
330 oppositely charged and the resulting electric double layer forces
331 are attractive. Stepping the applied electrochemical potential to
332 more positive values (i.e., toward anodic potentials) by
333 withdrawing electrons from the gold electrode, results in a
334 positive charging and ultimately oxidation of the interface.
335 Consequently, the electric double layer force between the two
336 positively charged apposing surfaces is repulsive at positive
337 applied electrochemical potentials. Figure 5A shows that DLVO
338 theory (i.e., a superposition of electric double layer forces and
339 attractive van der Waals forces) fits the data very well using
340 constant potential boundary conditions for dissimilar interact-
341 ing surfaces49,50 down to separation distances of about D =
342 4 nm.
343 At separation distance, D, below 4 nm, the force runs in
344 Figure 4A indicate an additional exponential repulsive force
345 contribution due to hydration forces arising from the confine-
346 ment of hydrated ions and water between the two apposing
347 surfaces.51,52 Figure 5A shows that the hydration forces can
348 be fitted well using an empirical exponential force law.18,53 The
349 fitting model, equations, and details of the data fitting are
350 discussed below (see theoretical analysis). Interestingly, the

351hydration forces show a distinct correlation with the applied
352electrochemical potential as well. At potentials above the PZC,
353where the apposing surfaces are both positively charged, the
354hydration forces have an exponential decay with a characteristic
355decay length, λHYD, of 1.14 nm and the apparent hard wall (i.e.,

Figure 4. Typical force−distance profiles measured during approach of
the apposing gold and APTES coated mica surfaces measured as
function of the externally applied electrochemical potentials (ΔU =
U − UPZC) for an atomically smooth (Au-1), moderately rough (Au-2),
and electrochemically roughened gold electrode surfaces (Au-3) shown in
Figure 3. The external applied potentials ΔU are color-coded, and
positions of the hard walls are indicated.
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viscous force exerted by the liquid. Indeed this is found to be
the case: in Fig. 4 we show typical measurements of the
electrode separation vs. time during switching on and off of
an AC electric field across PDMS. When the field is applied the
surfaces move together, with displacement varying exponentially
with time towards a steady-state separation. The timescale is
B1 s and varies with D0; a thinner liquid film drains more slowly
from the confined region between the electrodes. When the
voltage is set back to zero, the surface separation relaxes back
to the initial value over the same timescale.

The mechanical response under the electrostatic and
viscous forces is well described by eqn (12) and (10). This is
seen in Fig. 4 where a single trajectory is compared to eqn (12)
(no fitting parameters), and more directly in Fig. 5 where we
compare in (a) the timescale of the measured response to the
calculation of eqn (12) (no fitting parameters) and in (b)
the magnitude of the deflection (which is proportional to the
attractive force) with the square of the voltage. Again, as in
the control experiment with air, we find that the magnitude of
the displacement is within 10% of the model over the range of
initial distances studied (D0 = 0.4, 1.4, 1.9, 4 and 16 mm) and at
all frequencies studied.

4.3 Surface forces due to AC fields across ionic liquids

With the control experiments in hand and the mechanics of the
experiment well characterised, we now report our measure-
ments with electrolyte (ionic liquid) between the electrodes.
Example measurements are shown in Fig. 6, where the setup
includes mica spacers, and in Fig. 7, where the electrolyte is
directly contacting the gold electrodes with no mica spacers
(i.e. T = 0). The forces measured between the electrodes across
ionic liquids with oscillating electric field are very substantially
different – in timescale, force magnitude, and other features –
compared to the simple dielectric examples.

General form of the measured force. In Fig. 6 we show
examples of the measured surface force as a function of
time during application of a sinusoidally oscillating potential
difference between the electrodes. The trace shows the force to
be zero before application of the field (region marked ‘OFF’),

then, when the field is applied (marked ‘ON’), the force evolves
over time and eventually reaches a steady-state after B103 s.
We denote the force between the surfaces at steady-state in the
applied AC field as Fss, as marked in Fig. 6(a). When the field is
then switched off, the force reverts towards zero over a similar
timescale and with similar (but inverted) features. In some
experiments the force at steady state in the AC field was
attractive, and in others it was repulsive; in Fig. 6 we show
one example of each type of behaviour. The time-evolution of
the force after switching on the field is quite complex: the
direction of the force changes during each single trajectory

Fig. 5 (a) Measured relaxation times (dots) in PDMS films for varying
applied voltages and frequencies as a function of initial surface separation
D0, compared to the model prediction t = g/k (solid line). (b) Measured
displacement as a function of applied voltage V0, for an initial distance
D0 = 3.93 mm and nAC = 0 s!1. The displacement scales with the square of
the applied voltage.

Fig. 6 Measured force (normalised by radius) between mica surfaces
across [C2C1Im][NTf2] ionic liquid as a function of time during switching
on and off the electric field. (a) Example showing the slow evolution
towards a repulsive steady-state in AC electric field. The force at steady
state is denoted Fss, as marked by the horizontal dashed line. The insets
show the detail of the response immediately after the field is turned on and
off. When the field is turned on (indicated by the first vertical green dashed
line), there is an immediate attraction over a few seconds (see first inset),
which is then followed by a strong repulsion over a longer timescale. The
calculated force for a (hypothetical) dielectric liquid of equivalent dielectric
constant and viscosity is plotted for comparison with the solid golden line
in the inset. When the field is turned off (indicated by the vertical red
dashed line) there is a quick repulsion over a few seconds (second inset),
followed by a slow relaxation until the system returns to its original state.
For this example, D0 = 4.4 mm, V0 = 2.82 V, nAC = 104 s!1, T = 2.8525 mm,
k = 150 N m!2, and R = 9.3 mm. (b) Example showing the slow evolution
towards an attractive steady-state in AC electric field. The insets show the
details of the response immediately after the field is turned on and off.
When the field is turned on, there is an immediate repulsion over a few
seconds, which is then followed by the strong attractive force. Again the
calculated force for a hypothetical dielectric liquid with the same viscosity
is plotted as a solid golden line in the first inset. When the field is turned off
there is a quick attraction over a few seconds (second inset), followed by a
slow relaxation until the system returns to its original state. For this
example, D0 = 33.9 mm, V0 = 7.07 V, nAC = 105 s!1, T = 2.95 mm,
k = 179 N m!1, and R = 9.6 mm.
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constant exponential slope. Specifically, Figure 3b shows the fit-
ting of the force run taken at 0.1 V versus Li/Li+. Here, the SEI 
compression part of the force–distance profile can be fitted well 
using an empirically modified De Gennes equation[34,35] for 
compressing grafted polymers
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Here, F(D)/R is the force normalized by the radius, D the 
substrate movement (or mirror shift), 0

dGD  the shift away from 

the plane of origin, L the compressibility of the polymer, and s  
the effective average grafting density, which indicates the 
average distance between two anchor points of the polymer 
chains on the substrate.

The applicability of De Gennes equation (Equation (1)) is 
indeed pointing to grafted polymer structures as a base model 
for SEI. A more complex analysis of the data curves obtained 
from organic–inorganic composite layers will require the 
further development of the theory and is not in the scope of 
this communication. Figure 3c shows the SEI thickness at low 
load and at highest applied loads. The values of the effective 
compressibility L for the force runs performed at 1.3, 0.5, and 
0.2 V versus Li/Li+ remain relatively constant at about 23% of 
the layer thickness during the very beginning of growth and 
slightly higher 27% for the further stages (regions indicated 
in Figure 3b), as shown in Figure 3c. Thus, interestingly, no 
large difference in early and later growth was obtained by SFA, 
which is pointing to a simultaneous evolution from the start of 
both the layer interfacing the electrode and the layer close to 
the electrolyte. A kinetic analysis of the recorded current pro-
files (shown in Figures S1–S4 in the Supporting Information) 
is indicating both organic and inorganic components.

Although the SEI is a complex mixture of inorganic and 
organic compounds, it is noteworthy that the obtained effective 
grafting density in these force runs (2–3 nm) is very similar to 
grafting densities obtained in similar experiments with grafted 
polymer brushes. As such, a mostly inorganic mosaic structure 
of the SEI can be ruled out even at early stages of growth. On 
the contrary, a layered, eventually laterally inhomogeneous SEI 
model with a more compact inner interphase and a flexible 
outer part does explain the observed force profiles. A number 
of different as well as similar models have been suggested 
before.[9,16–18,28] In summary, the combined data analysis of in 
operando SFA and kinetic data therefore suggests a layered 
model as illustrated in Figure 3d.

This result demonstrates that SEIs are to a large volume 
fraction polymeric and potentially flexible in nature. Tuning 
of polymeric structures will hence provide a viable strategy for 
optimizing performance during large volume expansion and 
contraction cycles. The proposed methodology will serve as 
a unique and valuable new tool for analyzing and ultimately 
tuning the mechanical properties of SEI layers by novel addi-
tives or electrolyte formulations. Both compressibility and 
average grafting densities along with long-term measurements 
may serve as effective parameters for understanding and tuning 
the SEI performance over the life-cycle of a battery, from initial 
formation to structural changes during extended cycling, and 
their mechanical properties can be assessed in real time.

Experimental Section
SFA Setup: A surface force apparatus (SFA-2000, SurForce LLC) 

setup was used in this study. Two semitransparent curved disks 
were placed in a crossed cylinder geometry in an argon atmosphere 
inside an airtight steel box. The top disk was mechanically fixed. The 
bottom disk was attached to a spring and displacement mechanics, 
which allowed to move the opposing disks into a well-defined contact 
at a given force. The contact region can flatten and comply with the 
opposing surface due to the glue that was used to fix mica sheets on 
the silica disks. During the experiment, white light was guided through 

Adv. Sci. 2019, 6 , 1900190

Figure 3. In situ SFA force spectroscopy of SEI and analysis. a) Force 
run curves on the SEI on gold-coated mica, taken on different depths of 
discharge, indicated by voltage–time curve (inset). b) De Gennes fitting 
performed on a force run curve. The gray areas indicate the thickness of 
the SEI prior and after compressing. c) SEI thickness values prior and 
after compressing are plotted for three different DoC. Model structure 
sketches of the SEI d) prior and e) after compression.
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To improve the solid electrolyte interphase on any active 
anode material, it is vital to understand its structure, compo-
sition, and formation mechanism. The various factors which 
influence the SEI are the chemical parameters such as the type 
of electrolyte, active material, binder, and the conductive mate-
rial, but also temperature and battery cycling conditions have 
a profound influence. A thorough characterization remains 
challenging due to the nanoscopic structure and its inherent 
3D inhomogeneity.[8–16] The thickness of the forming SEI is a 
critical experimental and theoretical parameter[17–21] and early 
models included polyhetero-microphases of inorganic and 
organic compounds[17] and multilayer models[9,16,18]

Experimentally, postmortem sample treatment may heavily 
influence measured thicknesses[22] as well as risk beam 
damage during spectroscopic analysis.[23] In situ atomic force 
microscopy (AFM)[24–30] is able to directly address thickness 
and surface topography and related mechanical analysis but is 
hampered by the typical sharp tip geometries even if colloidal 
probes are used.[30] In contrast, sampling over a diameter of 
tens of micrometers, an SFA[31,32] enables to analyze both, the 
average absolute growth and the mechanical compressibility of 
the SEI on an alloying anode material (Figure 1c). During an 
SFA experiment, two opposing materials on crossed, cylindrical 

silica or mica disks form an atomically smooth contact and 
create an interferometer. The opposing surface is an atomically 
smooth gold mirror (or any other metal) in contact with electro-
lyte, prepared using template stripping.[7,31] The generated inter-
ference patterns—so-called fringes of equal chromatic order 
(FECO)—reveal the distance (∆D) between the two mirrors 
with a sub-Ångstrom resolution as well as the applied forces. 
The electrolyte used for our experiments reported here was 1 M 
LiPF6 in ethylene carbonate (EC) equally mixed by volume with 
diethylene carbonate (DEC), with additional fluoro-ethylene car-
bonate (10 wt%) and vinylene carbonate (2 wt%). After a dry 
contact is established and the SFA-box was filled with battery 
electrolyte, two different types of galvanostatic SFA experi-
ments were conducted. In a first approach, the SEI growth was 
monitored by manually compressing the interface during the 
electrochemical experiment. In the second approach, the gal-
vanostatic current was applied until predefined voltages, i.e., 
different depths of charge (DoC), were reached, after which 
force experiments were conducted on the freshly electrochemi-
cally modified surfaces. Thus, the evolution of the mechanical 
properties of the SEI revealed by force measurements can be 
monitored together with the absolute thickness. The thickness 
is sensed by the point of initial compression and the final hard 
wall of compressed SEI.

Figure 2 shows the mirror shift together with the directly cor-
responding voltage profile, monitoring the initial SEI growth 
on a pristine Au sample surface as measured by the SFA. The 
distance between the two mirrors slowly relaxes to finally 4 nm 
after the contact is closed, in line with the earlier observed wet-
ting phenomena.[7] The galvanostatic experiment is started after 
opening the contact between the sample mirror surfaces, and 
a constant current of −20 mA is applied. The initial limits of 
the voltage were 0.4 and 3.0 V versus Li/Li+, completing the 
first discharge. After each cycle, a rest period is maintained for 
100 s before the next cycle is commenced. After four cycles, 
the lower voltage limit was removed and the current reversed 
after 1000 s. Visibly, no electrolyte reduction product deposition 
occurs at 2.5 V versus Li/Li+, at the gold electrode during the 
initial 4000 s. With the potential then dropping well below 2.5 V 
during the first charge cycle, the mirror shift starts to increase 
to 12, 16, and then 20 nm, indicating the growth of an SEI.

The existence of a new reaction layer was also confirmed 
using X-ray photoelectron spectroscopy (XPS). High-resolution 
Au 4f spectra from the Au substrate are displayed in Figure 2b. 
At 2.6 and 2.3 V versus Li/Li+, the Au 4f peaks are clearly visible 
i,ii). However, at 0.4 V iii) and after one complete cycle iv), 
the Au photoelectrons cannot be detected anymore indicating 
an electron-blocking film of at least 10 nm. During the first 
four cycles, the SEI keeps growing with the SFA intermirror 
distances increasing to 27 nm. As the voltage limit is removed, 
here in the fifth cycle, the voltage drops to 0.2 V versus Li/Li+ 
and forms a plateau caused by the lithiation of gold forming 
Li–Au alloys.[33] This lithiation does not occur directly at the 
contact spot, but in the less confined direct surrounding. After 
minor growth at the beginning of the alloying reaction, the 
SEI thickness remains rather stable during the rest of the gold 
lithiation. Upon reversing the current, during the dealloying 
reaction, the SEI grows an additional 1.5 nm. Finally, an inter-
mirror distance of 33 nm is reached. A typical SEI signature is 
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Figure 1. SEI model structures and battery-SFA setup. SEI models 
suggested by a) Peled[17] and b) Aurbach.[18] c) Experimental setup of the 
electrochemical surface forces apparatus (SFA), modified for lithium-ion 
battery testing (battery-SFA).

a)

b)

c) (1)

(2)

FIG. 2. a) Force versus distance characteristic as a function of the applied potential, recorded between a

polarized gold surface and a positively charged self-assembled monolayer (reprinted with permission from

the American Chemical Society45). b) In-situ SFA force spectroscopy of a solid electrolyte interface taken

on different depths of discharge allow both mechanical and thickness characterisation. A sketch of a typical

SEI is shown (reprinted with permission from Wiley30).

Here we want to limit the discussion to the essentials: White light multiple beam interferom-

etry (MBI) provides absolute distance control in an SFA; and lateral contact areas diameters are

typically in the 10-100 µm range. This practically means SFA generates an extended extreme

contact confinement by approaching two molecular smooth surfaces to small separation distances,

and practically down to direct contact with D = 0. The distances are tracked with Å -precision by

analyzing wavelength shifts of white light interference spectra in transmission or reflection mode.

With reflection mode it is possible to confine any metallic surfaces.28,35

SFA was initially quite restricted to muscovite surfaces. Recent developments, including new

analytical35 and experimental ideas,28,47 enable us now to use almost any surface combination.

Specifically, electrochemically polarizable ultra-smooth and real surfaces have been studied in

great detail over the last decade.27,32,36,42,46
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In the following subsections we will highlight a number of remarkable recent SFA-based ex-

perimental results that drive our understanding of structure and dynamics of ions in confinement

and during approach of two EDLs in systems with relevance for electrochemical technology.

A. Surface structuring and electric double layer forces in nano-confined gaps during

reactive and non-reactive electrochemical polarization.

a. Electric double layer forces and confined ions during potentiostatic polarisation. Figure

2a shows the first experimental force versus distance profile recorded during approach of a molec-

ularly smooth positively charged amine-terminated surface, and a molecularly smooth polarizable

gold electrode, at pH = 3.46 The approach curves follow the expected trend; switching from at-

tractive to repulsive with the increasing electrochemical potential of the gold surface, given that

the apposing surface is positively charged. The long-range repulsion forces from D = 40 to D = 5

nm are due to the overlap of the approaching diffuse EDLs, and can be fit well with standard EDL

models.46

It is most interesting to note that the absolute distance measurement in an SFA provides a

direct view into the confined electrolyte at different potentials. The confined EDL thicknesses are

labelled as hard walls in the figure. Specifically, at negative polarization of the gold surface the

positively charged amine surface is only separated by a sub-nanometer thin water layer, which

in this case is presumably hydration water of the two surfaces. Charge neutrality in this sub-

nanometer gap is achieved by the opposite charging of the surfaces. At positive polariszation of

the gold, the positive amine surface is separated at a larger distance of about 2.5 nm, indicating

the necessary confinement of counter ions in the gap between the two similarly charged surfaces.

This result is so far interesting as it provided a first proof-of-principle that confined EDLs can

be modulated in-situ by electrochemical potential variation, and an SFA can track such changes

with sub-Å accuracy.

b. Detecting the formation of reaction products during electrochemical polarization. Fig-

ure 2b shows a more recent SFA force versus distance experiment, recorded during consecutive

approaches in a typical battery electrolyte (LiPF6 dissolved in organic ethers) between a mica sur-

face and a gold surface.30 In this experiment a constant anodic current flow was applied to the gold

surface. This results in the dynamic formation of decomposition products from the electrolyte that

aggregated on the electrode surface, forming the so called solid-electrolyte-interface (SEI) which

8



is essential to the stable operation of any commercial lithium ion battery anode.

Confining the SEI allowed to measure its thickness in-situ during growth as a function of the

polarization time. At the same time the typical shape of the force versus distance characteristic

during compression allowed to understand the mechanical properties of the formed SEI.

This is an experimental insight that is not accessible to other techniques such as AFM force

probing, which lacks the absolute distance control. As such, with SFA it is possible to monitor dy-

namic reactions and interaction forces during polarization of a nano-meter confined electrochem-

ical interface. Similarly, SFA was uniquely used for detecting surface changes during corrosive

degradation in confined gaps.27

■ EXPERIMENTAL SECTION
Experiments were performed on chips (see the schematic in Figure 2)
that were prepared by bonding an oxidized silicon wafer (100 mm

diameter silicon <100> N-type, University Wafer Inc.) to a
borosilicate glass wafer (Schott Borofloat 33, 13% B2O3, 13% B2O3,
4% Na2O/K2O, 2% Al2O3, 500 μm thick, flat edge, University Wafer
Inc.). Critically, the bond did not extend to the circumference such
that there was a very small air gap around the circumference. We refer
to the section of the unbonded region where the wafers are separated
by only 0−100 nm as “the crack” and the boundary between the
bonded and unbonded regions as the “crack tip”. At the crack, the
wafers were inclined at an angle of about 0.02°. The bonded wafers
were broken into chips that contained the unbonded region. The
fabrication of the chips and the analysis of the amount and thickness
are described in an earlier publication.32

Test solutions contained (a) a simple salt of LiCl, CsCl, or NaCl at
a concentration in the range of 0.5−10 M, (b) fluorescein in the range
of 3.75−15 μM (i.e., about 106 more dilute than the simple salt), and
(c) NaOH to bring the pH to 9.4 (cNaOH ≈ 10 μM, also about 106

more dilute than the simple salt), where the fluorescein exists as a
highly fluorescent dianion. The chips were immersed in a solution for
at least 12 h prior to an experiment to allow equilibration. The simple

salts were roasted overnight in a furnace at 375°C to combust organic
contaminants. Water was purified using a Milli-Q purification device.
For each concentrated salt solution (cMCl ≫ 0.50 M) that we
examined, we also examined a reference chip with relatively dilute salt
solution (cMCl = 0.50 M) that enabled the calibration of the emission
intensity. Salt solutions exhibit significant volume change on mixing;
so, each solution was prepared in a graduated cylinder by weighing
the appropriate mass of salt for a specific concentration and adding in
volumes of water (while mixing) using a micropipette until the
desired volume for the target molar concentration was reached. The
refractive indices of the salt solutions were measured as required for
the optical analysis and are provided in Table S1 in the Supporting
Information.

Our standard fluorescein concentration was 15 μM, but for very
concentrated salt solutions (>5 M), seemingly anomalous results led
us to believe that the concentration at the interface has exceeded the
level required for significant quenching, and experiments were
repeated at a series of diminishing fluorescein concentrations until
(a) we could obtain a plateau in intensity at large separations and (b)
we could obtain the same intensity/bulk concentration for successive
dilutions. The results were consistent with the idea that the
concentrated salt solutions lead to an increase in the concentration
of fluorescein at the solid−liquid interface and therefore self-
quenching. For the most concentrated salt solutions (cLiCl = 7 M
and cLiCl = 10 M), experiments were performed at a fluorescein
concentration of 3.75 μM.

Separation, D, was measured using an interference of 445 nm light,
and the amounts in the crack per unit area, n/A, were measured using
fluorescence microscopy.32 In the interference images shown in
Figure 2, multiple interference fringes are observed orthogonal to the
crack tip (position on the picture is given by the red dotted line),
indicating monotonically increasing separation orthogonal to the
crack tip. The minimum and maximum intensities were used to
calibrate the intensity for the thickness measurement. As the pixel size
is fairly large (1 μm × 1 μm) in comparison to the measured gradient
in separation (≈0.7−0.9 nm/pixel), we treated the sample in each
pixel as a pair of parallel plates at a single film thickness. The position
of the interference bands varies from image to image as each sample
has a different crack angle. n/A was calibrated using a reference chip
that contained a solution of fluorescein and the same salt type but at
0.5 M concentration. We assume that the decay length is very short at
0.5 M, and so the solution concentration in the thin film is the same
as in bulk and therefore known for all but the thinnest films. We fit the
experimental data for the 0.5 M solution to the optical model from 10
to 150 nm and also set both model and experiment to zero intensity at
zero separation. This optical model fits the data very well, as shown in
the previous work.32 Once the optical model has been calibrated using
the 0.5 M solution, it can be used to determine the amounts in the
more concentrated solutions where the amounts in the thin film are
unknown. The dependence of the fluorescence on the salt
concentration is minor, as shown in Figure S1.

Each salt condition was measured three to four times using chips
from three to four different sets of wafers and three to four fresh salt
solutions. Error bars indicate the standard error of a parameter from
these four independent measurements. Errors arising from the salt
dependence of the fluorescence and the optical model are considered
in the Supporting Information, Figures S1 and S2. Repeat measure-
ments on the same chip showed a much smaller standard error than
repeats from different chips, from which we conclude that the main
source of variation was differences in the surface chemistry and
roughness of the chip.

■ RESULTS
Surface Excess in Concentrated Salt. Our results utilize

aqueous 15 μM solution of the fluorescent compound,
fluorescein in water at pH 9.4. Fluorescein is divalent at this
pH. The experimental variables are the separation between the
two interfaces, D, the concentration of the simple salt, and the
type of cation in the chloride salt (LiCl, NaCl, or CsCl). The

Figure 2. (a, b) Interference (λ = 445 nm) and (c, d) fluorescence
emission (λ = 525 nm) images of the thinnest section of the crack
with the salt concentrations indicated. The dotted lines serve as an
approximate guide to the eye for the D = 0−30 nm region, as
determined from the interference image. Images have been colorized
at the interference and emission wavelengths. (e) Schematic of the
chip (not to scale). Note that z is the distance from the midplane of
the thin film.
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which was not observed experimentally (Figure 3). Measure-
ment of surface excess is very good for distinguishing the
constant charge from the constant potential boundary
condition because the ion densities have qualitatively different
dependence on D: at a constant potential, the surface excess
decreases with smaller separation, whereas at constant charge,
the surface excess increases.

■ DISCUSSION
Decay Length. Lee et al. have developed a scaling

argument, which suggests that the decay length in concen-
trated salt solution should scale as19

κ ∼− l c aL
1

B b
3

(9)

where lB is the Bjerrum length of the solution

π
= ϵ ϵl e

kT4B

2

0 r (10)

and a is the ion diameter. Lee et al. give a physical
interpretation of this scaling starting with a neutral salt lattice
that would not screen the potential but adding charge defects
due to water molecules and the finite temperature that leads to
the screening of the potential. The defect concentration scales
with the solvent (water) concentration and inversely with the
salt concentration; so, the screening is less for more
concentrated solutions. For both simple salts and ionic liquids,
they find that the decay lengths obtained from surface force
measurements have the appropriate scaling given in eq 9.19

Substituting eq 10 into eq 9

κ ∼ ϵ− −c TaL
1

b r
1 3

(11)

There is considerable variation of ϵr across the range of salt
concentrations that we use; so, we have examined the effect of
cbϵr−1 at a fixed temperature. For each individual salt (fixed a),
Figure 6 indicates that κL−1 ∼ cbϵr−1, as predicted by Lee et al.19

The larger ion, Na+, has a greater slope than the smaller ion,
Li+, qualitatively in agreement with eq 11. Quantitatively,
(aNA+/aLi+)3 ≈ 2.1 and (aNaCl/aLiCl)3 ≈ 1.3, whereas the ratio of
slopes is about 5; so, the ion size dependence is not in
quantitative agreement. Recall that the surface excess of Cs+

was too low to enable us to measure the decay length.
The original model proposed by Gebbie et al.11 to explain

anomalous decay was based on the assumption that the ions
are not fully dissociated in confined concentrated electrolytes

such that the vast majority of ions are in net-neutral ion pairs
that do not contribute to screening. According to this model,
the screening by dissociated ions only would be given by

κ
α

κ=− −1
G

1
D

1

(12)

where α is the degree of dissociation. Figure 7 shows the values
of α that were obtained from fits to our measured decay

lengths. The fitted fraction of putative dissociation drops
approximately exponentially with the salt concentration from
about 10−3 to 10−5 for salt concentrations from 2.5 to 10 M.
It is not clear why a simple ion pair would associate or

change in the degree of association by so much over this
concentration range, and Kjellander’s explanation of charge
correlation and Lee et al.’s scaling model seem more
reasonable explanations. In addition, our fluorescence measure-
ments provide evidence against the ion association hypothesis
for LiCl and NaCl. It is well known that the emission intensity
of fluorescein depends strongly on the degree of dissociation:
when the anion is neutralized with two H+ cations, the
fluorescence is much weaker than when it is dianionic.35 It
seems very likely that the fluorescence would also be
diminished by neutralization with two Na+ ions. Yet, when
we measure the fluorescence in bulk, we find only a very weak
dependence of the emission intensity as a function of the salt
concentrationa drop of about 7% in the range of 2.5−5.5 M
compared to a 0.5 M solution and only a minor change in the
shape of the spectrum (Figure S1), indicating only a very small
effect of ionic strength on the dissociation of fluorescein in
bulk. Likewise, in the thinnest part of the crack, the ion
association hypothesis suggests a ∼103−105 reduction in
dissociated salt (Figure 7). If the high salt concentration also
caused an association of fluorescein with its protons, there
would be a huge reduction in fluorescence, whereas we observe
very intense fluorescence in thin film containing the
concentrated salt. Thus, our fluorescence measurements
appear to contradict the association hypothesis.

Charge Reversal. The PB model is a mean-field theory; so,
it does not consider charge−charge correlations and in our
implementation does not consider ion size effects or density
oscillations. Theoretical studies and modeling that consider
charge correlations and finite ion sizes do predict more
complex surface structures, including overscreening of surface
charge at low surface potential and crowding of ions at a high
surface potential for single interfaces.36,37 Although our

Figure 6. Test of the scaling relationship of Lee et al.19 (eq 11) to the
decay lengths obtained from PB fits to surface excess measurements
(Figure 5). The lines are least-squared fits to the data for each ion and
have R2 values of 0.98 for Li+ and 0.99 for Na+.

Figure 7. Effective fraction of ions dissociated as a function of salt
concentration. The fraction of ions was determined from the decay
length obtained in our work (Figure 5) and eq 12. The error bars are
the standard error from fits to experimental replicates.
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attractive to repulsive (or vice versa) at finite distances. Fig. 2 B and
C shows the relative magnitude and distance dependence of each
of the three calculated force contributions, as well as the total
calculated force–distance potential (the contributions are addi-
tive) for ΔU = +500 mV and OCP. Importantly, although the
electrochemical potential that is applied to the gold surface, ΔU,

ultimately determines the OHP charge density of the isolated
gold surface, σAu, there is no equation that directly relates the
two values; the value of σAu must be determined by fitting the
measured force–distance profiles.
The long-range interaction forces are well fitted by a Debye

screening length of κ−1 = 11 ± 2 nm for all applied potentials,

Fig. 2. Points correspond to experimental data and solid lines correspond to forces calculated using Eq. 1. (A) Representative equilibrium force–distance, F
(D), profiles measured between mica and gold on approach. Measurements were taken while monitoring the open circuit potential (OCP) (red) and at three
different applied potentials, ΔU, across the ionic liquid [C4mim][NTf2]. Inset shows the same data for distances of D < 10 nm. Equilibrium F(D) profiles
measured on retraction are reversible and are shown in Fig. S1. (Band C) Distance dependence of the individual and total calculated interaction potentials for
(B) ΔU = OCP and (C) ΔU = +500 mV. Calculations for ΔU = −500 and 0 mV can be found in Fig. S3.

Table 1. Measured, calculated, and fitted parameters using Eq. 1

Eq. 1 parameters
Applied potential,

ΔU; −500 mV
Sensed potential,
OCP; −140 mV

Applied potential,
ΔU; 0 mV

Applied potential,
ΔU; +500 mV

Gold surface charge density, σAu; mC/m2 0 ± 0.1 0 ± 0.1 0.4 ± 0.1 3.6 ± 0.1
Mica surface potential, ΨM; mV −198 ± 8 −191 ± 8 −196 ± 8 −193 ± 5
Debye length, κ−1; nm 13 ± 2 12 ± 2 12 ± 2 10 ± 2
Total dissociated ion concentration, Ci; M 0.8 ± 0.3 × 10−4 0.9 ± 0.3 × 10−4 0.9 ± 0.3 × 10−4 1.4 ± 0.3 × 10−4
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■ EXPERIMENTAL SECTION
Experiments were performed on chips (see the schematic in Figure 2)
that were prepared by bonding an oxidized silicon wafer (100 mm

diameter silicon <100> N-type, University Wafer Inc.) to a
borosilicate glass wafer (Schott Borofloat 33, 13% B2O3, 13% B2O3,
4% Na2O/K2O, 2% Al2O3, 500 μm thick, flat edge, University Wafer
Inc.). Critically, the bond did not extend to the circumference such
that there was a very small air gap around the circumference. We refer
to the section of the unbonded region where the wafers are separated
by only 0−100 nm as “the crack” and the boundary between the
bonded and unbonded regions as the “crack tip”. At the crack, the
wafers were inclined at an angle of about 0.02°. The bonded wafers
were broken into chips that contained the unbonded region. The
fabrication of the chips and the analysis of the amount and thickness
are described in an earlier publication.32

Test solutions contained (a) a simple salt of LiCl, CsCl, or NaCl at
a concentration in the range of 0.5−10 M, (b) fluorescein in the range
of 3.75−15 μM (i.e., about 106 more dilute than the simple salt), and
(c) NaOH to bring the pH to 9.4 (cNaOH ≈ 10 μM, also about 106

more dilute than the simple salt), where the fluorescein exists as a
highly fluorescent dianion. The chips were immersed in a solution for
at least 12 h prior to an experiment to allow equilibration. The simple

salts were roasted overnight in a furnace at 375°C to combust organic
contaminants. Water was purified using a Milli-Q purification device.
For each concentrated salt solution (cMCl ≫ 0.50 M) that we
examined, we also examined a reference chip with relatively dilute salt
solution (cMCl = 0.50 M) that enabled the calibration of the emission
intensity. Salt solutions exhibit significant volume change on mixing;
so, each solution was prepared in a graduated cylinder by weighing
the appropriate mass of salt for a specific concentration and adding in
volumes of water (while mixing) using a micropipette until the
desired volume for the target molar concentration was reached. The
refractive indices of the salt solutions were measured as required for
the optical analysis and are provided in Table S1 in the Supporting
Information.

Our standard fluorescein concentration was 15 μM, but for very
concentrated salt solutions (>5 M), seemingly anomalous results led
us to believe that the concentration at the interface has exceeded the
level required for significant quenching, and experiments were
repeated at a series of diminishing fluorescein concentrations until
(a) we could obtain a plateau in intensity at large separations and (b)
we could obtain the same intensity/bulk concentration for successive
dilutions. The results were consistent with the idea that the
concentrated salt solutions lead to an increase in the concentration
of fluorescein at the solid−liquid interface and therefore self-
quenching. For the most concentrated salt solutions (cLiCl = 7 M
and cLiCl = 10 M), experiments were performed at a fluorescein
concentration of 3.75 μM.

Separation, D, was measured using an interference of 445 nm light,
and the amounts in the crack per unit area, n/A, were measured using
fluorescence microscopy.32 In the interference images shown in
Figure 2, multiple interference fringes are observed orthogonal to the
crack tip (position on the picture is given by the red dotted line),
indicating monotonically increasing separation orthogonal to the
crack tip. The minimum and maximum intensities were used to
calibrate the intensity for the thickness measurement. As the pixel size
is fairly large (1 μm × 1 μm) in comparison to the measured gradient
in separation (≈0.7−0.9 nm/pixel), we treated the sample in each
pixel as a pair of parallel plates at a single film thickness. The position
of the interference bands varies from image to image as each sample
has a different crack angle. n/A was calibrated using a reference chip
that contained a solution of fluorescein and the same salt type but at
0.5 M concentration. We assume that the decay length is very short at
0.5 M, and so the solution concentration in the thin film is the same
as in bulk and therefore known for all but the thinnest films. We fit the
experimental data for the 0.5 M solution to the optical model from 10
to 150 nm and also set both model and experiment to zero intensity at
zero separation. This optical model fits the data very well, as shown in
the previous work.32 Once the optical model has been calibrated using
the 0.5 M solution, it can be used to determine the amounts in the
more concentrated solutions where the amounts in the thin film are
unknown. The dependence of the fluorescence on the salt
concentration is minor, as shown in Figure S1.

Each salt condition was measured three to four times using chips
from three to four different sets of wafers and three to four fresh salt
solutions. Error bars indicate the standard error of a parameter from
these four independent measurements. Errors arising from the salt
dependence of the fluorescence and the optical model are considered
in the Supporting Information, Figures S1 and S2. Repeat measure-
ments on the same chip showed a much smaller standard error than
repeats from different chips, from which we conclude that the main
source of variation was differences in the surface chemistry and
roughness of the chip.

■ RESULTS
Surface Excess in Concentrated Salt. Our results utilize

aqueous 15 μM solution of the fluorescent compound,
fluorescein in water at pH 9.4. Fluorescein is divalent at this
pH. The experimental variables are the separation between the
two interfaces, D, the concentration of the simple salt, and the
type of cation in the chloride salt (LiCl, NaCl, or CsCl). The

Figure 2. (a, b) Interference (λ = 445 nm) and (c, d) fluorescence
emission (λ = 525 nm) images of the thinnest section of the crack
with the salt concentrations indicated. The dotted lines serve as an
approximate guide to the eye for the D = 0−30 nm region, as
determined from the interference image. Images have been colorized
at the interference and emission wavelengths. (e) Schematic of the
chip (not to scale). Note that z is the distance from the midplane of
the thin film.
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a) b)
(e)

(f)

FIG. 3. Static force versus distance characteristic in an ionic liquid during application of four different elec-

trochemical potentials, respectively. An unexpected long-range component was reported for these systems

for the first time (reprinted with permission from the National Acedemy of Sciences of the U.S.A.16). b)

Interference ( = 445 nm, (a) and (b)) and fluorescence emission ( = 525 nm, (c) and (d)) images electrolyte

layering in a nano-meter confined gap (concentrations indicated). The dotted lines characterize the D = 030

nm region. (e) Schematic of the experiment and (f) scaling of the measured apparent Debye length with the

solution concentration (reprinted with permission from the American Chemical Society12).

c. Unexpected electric double layer forces in highly concentrated solutions. Figure 3a

shows the first force versus distance characteristic recorded in an EC-SFA across a neat ionic

liquid as a function of the applied potential. In this study Gebbie et. al16 used the electrochemical

SFA to measure forces evolving in such systems at nanometer distances. As can be seen, the

structuring of the ionic liquid indicates confined, strongly ordered and adsorbed ion layers of 2

nm thickness at -500 mV, and thinner and less stable (lower repulsion) layering structures at +500

mV. Around the potential of zero charge the force profile indicates limited ion structuring between
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the surfaces.

This was not unexpected and confirms potential dependent confinement of potential dependent

cation/anions structures. Yet, the clearly visible long-range component of the force profile, i.e.

the attraction starting at about 30 nm, was not expected at all, and it was not observed in similar

measurements in previous studies. Based on expectations and previous results (see e.g. figure 1d,

ionic liquids were considered to behave as highly concentrated solutions, with screening of the

surface charge occurring in the inner electric double layer. I.e. the strongly structured ion layering

was expected to screen any surface charge within a few nanometers of the interface. In his initial

work Gebbie et. al16 interpreted this result as a low concentration of free ions in a matrix of an

essentially neutral ion liquid bulk (defect model). This unexpected finding triggered controversial

discussions, and many systems were remeasured and/or reanalyzed to confirm these long range

forces.15 In subsequent work, other researchers also found this long range effects in other highly

concentrated solutions such as >1 molar aqueous electrolytes,3,37,39. Several competing models

emerged, explaining this long-range component, based on the Bjerrum length, charge-correlations

or defect models in analogy to semi-conductors which are now tested rigorously.

Until recently, the only evidence for long range electric double layer effects in highly concen-

trated solutions originated from force probe experiments. Ducker et. al12 developed an interesting

complementary approach to evaluate the ion concentration into a crack tip. As shown in figure 3b

they utilized a fluorescent dye as electrolyte and measured its intensity into a crack. At the same

time the crack thickness was evaluated using reflection interference pattern. In this work, the ap-

parent Debye length in concentrated electrolytes was found to scale with the inverse concentration,

which is qualitatively in line with models and force measurements. Yet, no quantitative agreement

could be reached, remaining subject to further research and discussion.12

What is interesting in a broader perspective is, that SFA is capable to precisely detect a weak

(and in this case unexpected) long-range force during overlap of electric double layers in confine-

ment. Yet this force was completely missed e.g. in AFM measurements of neat ionic liquids. The

reason for this is again related to the contact geometry and general setup of an SFA experiment.

The SFA generates a considerably larger contact areas in the 100-1000 µm range, hence in terms

of area or radius normalized forces the SFA is considerably more sensitive compared to an AFM.

Only in colloidal probe experiments, where the force/area is equally sensitive compared to SFA,

AFM results were able to also detect these weak electric double layer forces in neat ionic liquids,15

and recently also highly concentrated multivalent electrolytes.39 This comes as no surprise, but it

10



highlights the necessary appreciation of the complementary nature of these two techniques; in

particular when studying surfaces with low surface charge often found in biologic systems (e.g.

amphoteric surfaces), or when studying highly concentrated electrolytes.

B. Ion and surface dynamics during dynamic electrochemical polarization of

micro-to-nanometer confined gaps

So far we have seen that SFA provides an absolute distance measurement and superior force

sensitivity for small integral forces, and it provides direct insight into molecular layering at con-

fined interfaces during static conditions. With these specifications it is possible to design and

perform unique dynamic polarization experiments to reveal ion dynamics in micro-to-nanometer

confined gaps, that are impossible to achieve with other techniques.

a. Electrochemical polarization at constant separation - nanometer scale effects Figure 4a

shows the recorded absolute distance change as a function of time during the potentiostatic oxida-

tion of molecularly smooth platinum surface in 50 mM sulfuric acid.36 Upon stepping the potential

from 400 mV to 1400 mV a significant attractive force moves the surfaces closer by up to 6.5 nm

during the first 4 seconds. Afterwards the distance change levels at 3 Å . These 3 Å correlate

with the thickness of a monolayer of platinum, that was consumed during oxidation of the surface.

Again, SFA proves to be sensitive to electrochemical surface reactions at the monolayer level.

The more surprising result of this study was the initial transient force response after the oxida-

tion. These time dependent forces were related to the ion migration/diffusion out of the confined

contact zone. Specifically, during oxidation of platinum protons are generated, resulting in an un-

balanced electric double layer at the platinum surface and the counter electrode in the experiment.

Ion migration and diffusion must equilibrate this charge imbalance of the EDL.

The measured displacement increased significantly with decreasing surface separations down

to about 30 nm. It is interesting to realize that this suggests that unbalanced electric double lay-

ers generate significant transient forces that are comparable with van der Waals and equilibrated

electric double layer forces. This may have important implications for electrocatalyst stabilities

and corrosion processes in confined spaces in general. Spontaneous release of charge can generate

potentially degrading forces, and fields at unbalanced EDL interfaces may enhance dissolution

reactions.36 At the same time this result suggested that it is possible to quantitatively analyze the

observed ion migration/diffusion in confined gaps in-situ with the EC-SFA.

11
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As shown in Figure 1A, we use MBI to monitor the
time-dependent change ΔD of the absolute optical
distance D at constant mechanical separation, while
electrochemical signals such as cyclic voltammograms
or potentiostatic step experiments (stepping between
two set electrochemical potentials E) are imposed on
the metal working electrode (Figure 1B). This allows
inducing electrochemical processes such as surface
oxidation (1 in Figure 1B) and reduction (10 in Figure 1B)
or iondesorption andadsorption (2 and20 in Figure 1B).
Simultaneously, one can record the shift of the WE
metal mirror ΔDM caused by interfacial electrochemi-
cal reactions and electrochemical currents passing
through the WE interface. The opposing mica surface
is not involved in any active reactions and acts as a
scanning probe surface, providing the opposing mirror
(at the backside and sealed from solution) to utilize MBI.
In addition, this surface is mounted to a spring and is
hence capable of sensing the solution side response of
the working electrode, that is, a change of the electric
double layer, in terms of measurable displacements
ΔDERF and hence forces F(D) = kΔDERF acting between
the probe surface and the electrochemical interface (the
subscript ERF denotes electrochemical reaction force).
The inset in Figure 1A further details the experimen-

tal observables. Any resulting shift of the position (ΔD)
caused by the actively progressing reactions at the
interface is recorded with frame rates ranging up to 50
frames per second. A measured ΔD can be directly
related to the sum of a shift of the reflecting metal
surface ΔDM and an electrochemical reaction force
(ERF) FERF(D) = kΔDERF acting between the mica probe
surface and the metal mirror WE. Forces F(D) are
distance-dependent and can be easily identified by
increasing the working distance D. Any interaction
force decays with increasing D, and a plot of the force
(FERF(D) = kΔDERF) as a function of D reveals the force
law of any nonequilibrium forces during an active
process. Shifts in ΔDM of the metal mirrors due to
electrochemically induced changes such as consump-
tion of and/or deposition of reflecting layers on the
electrochemically activemetal mirror result in absolute
and real-time measured translations of the reflecting

interface. For instance, as shown in Figure 1A (right), if
metal is consumed and transformed into a transparent
oxide, the reflecting metal is shifted by ΔDM as indi-
cated. Such a shift is not distance-dependent and thus
clearly distinguishable from an acting force. The optical
analysis of ΔDM provides a very accurate measure of
the optical properties of interfacial chemistry changes.
In essence, this method is complementary to spectro-
scopic ellipsometry,34 which analyzes reflected light,
while here we analyze light transmitted through an
interferometer. In addition, our method allows simul-
taneous study of both the metal and the solution side
of an electrochemical interface in real time with micro-
second time resolution under dynamically evolving
conditions.
Using the setup shown in Figure 1, we studied in real

time both dynamic and static oxidation and reduction
of Au, Pt, and Pd noble metal surfaces, that is, the
electrochemically driven formation/breakdown of only
a few atomic layer thick metal oxides.
Figure 2 shows the optical mirror shift ΔD during

potentiostatic oxidation of Pt, Pd, and Au surfaces. The
reduction is shown in the Supporting Information (see
Figure S3). The results of these experiments reveal
interesting differences between the different metal
surfaces. First, Pt and Au oxidation proceeds quickly
within about 5 s, forming a stable steady-state passi-
vating oxide film while the Pd oxidation proceeds
gradually. The converged metal mirror shift ΔDM after
oxidation is 2.5( 0.6, 9( 0.6, and 10( 0.6 Å for Pt, Pd,
and Au, comparing well with 1, 3, and 3 times the
monolayer (ML) thickness of the metal. For Pt, it is
straightforward to calculate the real electrochemically
active area using the hydrogen adsorption peaks
(assuming 210 μC cm!2 of charge per hydrogen ML)
in the cathodic potential region. This allows giving
an accurate measure of the ML consumption based
on transferred charges. For the experiment shown in
Figure 2, we calculate 0.9 ML of metal consumption for
Pt, which compares well with the EC-SFA data.
In addition to ΔDM, we observed a large negative

distance shift ΔD = ΔDERF (see again Figure 2) within
the first few seconds of the oxidation process of

Figure 2. Distance shiftΔD during potentiostatic oxidation experiments recorded in 50mMH2SO4 for Pt, Pd and Au. Shifts of
ΔDERF due to electric double layer depletion forces and ΔDM due to metal mirror shifts caused by surface oxidation are
indicated. These contributions to ΔD can be clearly distinguished based on their distance and time dependence.
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for other potential variations (Supplementary note 3). In Fig. 4a
the broken and solid black curves are the calculated values of ∆ts
and ∆tr, respectively, from equation (3). The red curve in Fig. 4a
is the calculated hydrodynamic damping time from the peak
maximum (corresponding to the red curves shown in Fig. 3a), in
the absence of any electrostatic force Fe, and shows that such
damping alone cannot account for the significantly longer decay
times ∆tr at Di ≳ 80 nm.

Figure 4b shows the variation of the overall charging time
((∆ts(Di)+ ∆tr(Di)) with Di for two different salt concentrations,
2 mM (squares) and 5 mM (triangles), where the solid black
curves are the calculated fits from equation (3) for the two cases.
These curves show good agreement with the respective measured
charging times (∆ts(Di)+ ∆tr(Di)), indicating that our equations,
which provide a description of the dynamics, though they do not
clarify the mechanism of the nano-slit charging, can provide a
good description of the data. The blue curve is the variation of the
characteristic charging time τTL according to the transmission
line model for nano-pore charging, described earlier and
discussed in the following section.

Figure 4c shows the variation of the overall charging time when
the NaNO3 salt in Fig. 4a, b is replaced by a different salt, LiClO4,
which moreover has much larger differences between its ionic
diffusion coefficients (Li+ and ClO4

−), as considered in the
following section.

Mechanism of nano-slit charging. It is of interest to consider the
EDL charging dynamics in the context of the classic transmission
line (TL) approach noted earlier24,28,36. In our configuration
(Fig. 1b), the nano-pore or nano-slit is the gold-mica gap about
the region of closest approach, D=Di, strictly the region between
two crossed cylinders of mean radius R. Its effective geometry – as
in the Derjaguin approximation18, which is valid for Di « R in the
present case – is that of a circular slit bounded by a spherical
surface and a flat, with a slit radius r= L, in contact with an ion
reservoir (because the slit is formed by two orthogonal cylindrical
surfaces, it is symmetric about its midplane). L is the distance
required by ions from the reservoir (at r= L) to fully permeate

the pore to its center (r= 0), where its thickness is hp=Di, to
compensate for the charge induced on the gold by the potential
step ∆Ψapp. Within the TL model, the characteristic charging time
of the EDL within such a circular slit is then expected to scale as
τTL= (L2 / D)(λD/hp)6,24. The surface separation at r= L, D=
Di+ (L2/2 R) (Fig. 1b), must be sufficiently large to provide for
the required excess of ions. This corresponds to a value L ≈ (2
R∆σ / c0e)1/2 (Supplementary note 2), where ∆σ is the change in
the gold surface charge density σ arising from ∆Ψapp. In Fig. 4b, it
is shown as a solid blue curve, the characteristic time τTL= (L2 /
D)(λD / hp) expected for a pore of length L, and width hp=Di. The
fit to the experimental data corresponds to L= 150 μm. This is
within a factor 2 of the value L= (2 R∆σ / c0e)1/2 ≈ 87 μm eval-
uated for the corresponding potential step (∆Ψapp=+ 0.2
V → –0.2 V in 2 mM salt) (Supplementary Note 2), which is
believed to arise from the different geometries considered in the
two cases.

The characteristic time τTL= (L2 / D)(λD / hp) also predicts that
EDL charging is faster for higher salt concentrations, since (in our
configuration) a larger c0 is associated both with a smaller L
(~c0–1/2), as well as a smaller λD (~c0–1/2), suggesting τTL ~ c0–3/2.
This is indeed observed for EDL charging from higher salt
concentrations as shown in Fig. 4b, where the experimental
charging time is roughly 3.5-fold larger in the 2 mM NaNO3
salt compared with the 5 mM salt, similar to the expected ratio
(c0, 2 mM/c0, 5 mM)–3/2 ≈ 4.

In addition, we would expect from the expression for τTL that
ions with different diffusion coefficients D would result in different
charging times. Additional cations need to permeate the slit from
the reservoir when the applied potential change renders the
surface charge more negative (e.g. ∆Ψapp=+ 0.2 V→ –0.2 V),
and additional anions need to permeate for the opposite case.
For the NaNO3 salt, Fig. 4a,b, where the D values for Na+ (D=
1.3 × 10–9 m2 s–1) and NO3

–(D= 1.9 × 10–9 m2 s–1) differ by
some 40%, there is a slight indication that EDL charging is
slower when ∆Ψapp=+ 0.2 V → – 0.2 V (red squares in Fig. 4a,
when it is controlled by transport of slower Na+ ions) relative to
∆Ψapp= – 0.2 V →+ 0.2 V (green squares, when charging occurs
by transport of NO3

– ions). However, when NaNO3 is replaced by

Df  = 280 nm

D i = 291 nm D i = 112 nm

Df  = 92 nm

Df  = 128 nm

D i = 148 nm D i = 37 nm

Df  = 20 nm

D i = 268 nm

Df  = 253 nm

Df  = 196 nm

D i = 209 nm

a

b

Fig. 3 A magnified view of peaks measured at different surface separations (Di) in 2mM NaNO3. a The red solid lines describe the motion of the lower surface
from Di to Df in the presence of hydrodynamic damping alone as obtained by the analytical solution D tð Þ ¼ DiDf= exp $tknDi=6πR

2η
! "

Di $ Dfð Þ þ Df

# $
to the

equation of motion kΔD tð Þ ¼ 6πR2η½ðdD=dtÞ=DðtÞ' with a boundary condition D(t=0)=Df. They show that for the larger Di values (Di > ca. 80 nm, see
Fig. 4a) the relaxation of the surfaces from Df back to Di is significantly slower than can be accounted for by hydrodynamic damping. Scale bars: horizontal
– 0.4 sec; vertical – 5 nm. b The black solid lines are the solution to equation (3) which describes the transient motion in surface separation D(t) in response to a
positive step potential (‒ 0.2 V→+0.2 V), where for all traces the parameters are fully determined (no adjustable parameters) (Supplementary note 6). Scale
bars: horizontal – 0.4 sec; vertical – 5 nm
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microscopy (AFM), and X-ray diffraction provided very
detailed understanding of steady-state oxide struc-
tures,24!27 ion layering,28 and passivation29 at electro-
des. However, time resolution still limits the investiga-
tion of active interfaces. In particular, consider, for
instance, an active surface oxidation or reduction
reaction that proceeds within, at most, a few seconds,
and hence subsecond dynamics at an electrochemi-
cally active interface are fundamental to electrocata-
lysis, corrosion, and materials for energy harvesting.
The in operando concomitant assessment of quali-

tative and quantitative structural and dynamic aspects
of both the solution side and the metal side of an
electrochemical interface has not been feasible to date.
Recently, we developed an electrochemical (EC) at-
tachment to the surface forces apparatus (SFA)30!32

and applied templating techniques to generate mole-
cularly smooth gold (Au) films for use in the EC-SFA.30!32

Here we extend these techniques to noble metals
(platinum and palladium) and visualize and quantify
electrochemicalmetal oxidation, reduction, and the solu-
tion side equilibration in real time. Figure 1A shows the
schematic of the EC-SFA setup. An atomically smooth
mica surface, which is coated at the backside with a

semitransparent 45 nm thick Ag layer, is facing a molecu-
larly smoothmetalmirror (Au, Pt, or Pd) in 50mMaqueous
H2SO4 solution. The distance, D, between the two oppos-
ing surfaces can be measured and controlled with sub-
Angstrom accuracy using white light multiple beam
interferometry (MBI).33 Simultaneously, electrochemical
potentials and currents can be controlled at the metal
mirror working electrode (WE),30 and any force acting
between the surfaces is measured by a spring (spring
constant, k) to which the apposing surface is mounted.

RESULTS AND DISCUSSION

Here we use a novel experimental EC-SFA protocol;
electrochemicalMBI at constant separation; to study in
detail an active electrochemical process under both
equilibrium and nonequilibrium conditions. For this
method, the reflecting working electrode surface (Au,
Pt, and Pd) is placed facing the back-silvered mica
surface at controlled and fixed “mechanical” separation,
and the absolute “optical” distance D between the
electrochemical interface and an opposing inert surface
is measured using MBI as previously described.33 An
additional schematic of the interferometer is shown in
Supporting Information (Figure S2).

Figure 1. (A) Schematic of the electrochemical SFA setup. The small inset details experimental observables. (B) Typical current
versus time profile of (left) a potential step and (right) a cyclic voltametry experiment indicating electrochemical processes
such as surface oxide film growth/reduction (1/10) and hydrogen adsorption/desorption (2/20) (cf. text for details).
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Fig. 2a. In Fig. 2b are shown D(t) traces in response to
Ψapp= –0.2 V →+ 0.2 V and back again, at selected Di values
covering the range of pore widths Di examined. Importantly, this
also demonstrates the repeatability and reproducibility of our
dynamic measurements, indicating that no chemical reaction
occurs at the gold (this is shown directly by cyclic voltammetry,
ref. 45 and in the Supplementary Figure 4). In Fig. 2c are
magnified peaks at different Di values. Such transient peaks reflect
the EDL perturbation by ∆Ψapp (at t= 0) and its subsequent
charging, and are analyzed below (for clarity we focus on the
–0.2 V →+ 0.2 V transition though identical considerations apply
to the reverse transition).

Transient forces during EDL charging. The force Fe(t) attracts
the charged mica surface due to the induced positive charge on
the gold surface, changing the surface separation Di by ∆D(t)=
(Di – D(t)). This motion is opposed by the bending of the spring
(of constant Kn) on which the mica surface is mounted, which
exerts an opposing force Fk= Kn∆D, and by a hydrodynamic
damping force FH (arising from extrusion of the liquid as the
surfaces approach or separate). Van der Waals (vdW) attraction
between the surfaces is negligible since D is always > 20 nm, and
we may set the normal surface force as equal to Fe. The equation
of motion is thus Fe(t)= Fk+ FH+m(d2D/dt2), where the last
term is inertial and m is the mass of the mica surface and its
mount. We note that the magnitude of m(d2D/dt2) (where m ≈
3 × 10–3 kg), as determined from the D vs. t plots (Fig. 1d or

Fig. 2b), is ca. 10–9N, which is negligible compared with the
hydrodynamic (FH=O(10−6 N)) and spring (Fk=O(10–6 N))
force terms, and may be ignored. The hydrodynamic force,
between a sphere approaching a flat a closest distance D away
across a liquid of viscosity η, is46 FH= 6πR2η[(dD / dt) /D], and
the equation of motion becomes:

Fe tð Þ ¼ KnΔD tð Þ þ 6πR2η dD=dtð Þ=D tð Þ½ & ð1Þ

Before solving equation 1, we address an important qualitative
point concerning the EDL charging. Following the potential
change on the gold surface at t= 0, Fe is a maximum but
immediately begins to decay as the EDL recharges. During the
initial motion (t < ∆ts) Fe exceeds Fk, but at t= ∆ts, where D=Df
(Fig. 1d), it has decayed so that Fe(∆ts)= Fk= Kn(Di –Df). At
longer times t > ∆ts, Fe becomes smaller than the spring force Fk,
and the mica surface is pushed back towards its equilibrium
position D=Di over the period ∆tr. The crucial point is whether
the period ∆tr is due to hydrodynamic damping alone, or to a
slower process due to Fe decay arising from increased screening
associated with EDL charging limited by ion transport within the
gap. To resolve this we solve for the motion of the surfaces from
D=Df at the peak to D=Di, on the assumption of hydro-
dynamic damping alone. The relevant equation is simply
equation (1) with Fe set to zero, and boundary condition D=
Df at t= 0. The resulting D(t) variation is given in Fig. 3
and shown as the red curves in Fig. 3 a. We see that for traces at
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Fig. 1 a Schematic of the Surface Force Balance (SFB) and three-electrode configuration, with the principle components labeled, as described in detail in the
experimental section. During measurements, the electrodes are immersed in an electrolyte solution inside a quartz bath, custom-designed to prevent
leakage of current to the ground. Potentials applied to the gold surface were in the so-called double-layer range (i.e., where the electrode is ideally
polarized), to ensure, crucially, the absence of any electrochemical reactions44,45 (Supplementary note 5). b A section through the intersurface gap at
closest separation D, showing its pore-like structure, where λD is the Debye length, L is the radius of the circular pore, δD is the change in pore width at a
distance L from the pore center due to curvature of the surfaces (δD≅ L2/2R). The schematic is not to scale: L is typically 100 μm, while D is of order
100 nm, giving a (diameter/thickness) ratio of ca. 1000 for the pore/slit. c D(t) traces taken in 5 mM NaNO3 at D= 50 nm based on video recording of the
motion of the interference fringes in the SFB, in response to positive and negative potential steps as indicated by the upper potential trace. The obtained
peaks reflect the movement of the lower surface (mica) in response to application of a positive (‒ 0.2 V→ 0.2 V) or negative (0.2 V→ ‒ 0.2 V) step
potentials. Scale bars: horizontal – 2 s; vertical – 10 nm. d A magnified view of the peak circled in red in the D(t) plot in (c), demonstrating its asymmetric
shape, where ∆ts and ∆tr signify the initial motion and relaxation time, as shown, and ∆D is the distance shift from initial surface separation Di= 50 nm to
extremal separation Df= 27.8 nm (prior to its relaxation back to Di). Scale bars: horizontal – 0.2 s; vertical – 5 nm
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FIG. 4. Electrochemical SFA force probe experiments at constant separation during dynamic change of

the surface potential. In a) a platinum surface was oxidized, resulting in the formation of an oxide and

the release of protons. The release of protons and subsequent charge regulation at the interface dominates

the initial response (∆DERF ). Simultaneously the nanometer scale surface oxidation (∆DM can be tracked

(reprinted with permission from the American Chemical Society36). In b) this concept was extended to

quantitatively analyze and simulate ion migration into a charging nanopore with dimensions of D > 30nm

(reprinted with permission from NPG42).

In this direction Tivony et. al42 utilized the same constant separation approach to measure the

charging of a similar nanoslit during stepping the potential in the EDL charging regime. Figure 4b

shows the transient distance change during potentiostatic polarization between -200 mV and +200

mV at surface separations from between some 100 nm and 30 nm.

Here, no reaction occurs and simple EDL charging was studied. Specifically, during negative

polarization cations are driven into the gap in this polarization window, charging the EDL. And

during positive polarization cations are driven out of the confined gap. This study found that the

nanoslit charging time is on the order of seconds, which is far slower than the time for charging a

non-confined surface. The time for charging increases at smaller gap sizes, and it decreases with

the ion concentration.

This study was further able to provide a quantitative comparison of the observed transient

force with the transmission line model, that explains pore charging. Fitted charging times were

within the order of magnitude comparable to classical transmission line calculations. These two

pioneering studies showcase how SFA can be utilized to generate stable nanometer confinement

for evaluation of dynamic processes such as pore charging and reactivity in confinement.
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b. Electrochemical polarization at constant separation - micrometer ranged effects. Inter-

estingly, transient force responses are not limited to nano-pore charging experiments and poten-

tiostatic experiments. Recently, Perez-Martinez et. al32 demonstrated that AC variations across a

micrometer thick gap of an ionic liquid can generate a distance independent force response with

extremely slow equilibrium times of up to 1000 seconds. Figure 5a shows attractive and repul-

sive force responses as a function of time caused by an alternating electric field at frequencies

above the characteristic charging time of an EDL. How this result relates to the "unexpectedly"

long electrostatic decay length and bulk characteristics of ionic liquids is an interesting and open

question.
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Figure 1 | Charging of narrow electrode pores with room-temperature ionic liquids. a, Side-view snapshot of one half of the molecular dynamics system
featuring an electrode pore (width: 0.53 nm) and part of the room-temperature ionic liquid reservoirs connected to it. b, Schematic of a continuum
phenomenological model. The equilibrium ion densities at zero electrode polarization (corresponding to the potential of zero charge) are set inside the pore
of width L and length H. The ion densities corresponding to a non-zero voltage are set close to the pore entrances, and are kept fixed as the system is
allowed to evolve in time. c–e, Top-view snapshots of the ionic structure inside the negative electrode pore when a voltage of 3 V is imposed impulsively
between the positive and the negative electrode pores (for a 3 ns video, see Supplementary Movie M2). The blue and orange spheres represent cations and
anions, respectively. Wall atoms are not shown for clarity.

diameter can be written as31

J± =�D±r⇢± ⌥D±⇢±Grc� D±⇢±

⇢max �⇢6

r⇢6 (1)

where D± is the ion’s di�usion coe�cient (for simplicity we shall
use the same D⌘D±), ⇢± is the ion density, c = ⇢+ � ⇢� is the
charge (in units of the elementary charge) and ⇢6 the total ion
density, and ⇢max is the total ion density at close packing; we never
reach ⇢max in our calculations. G is a parameter characterizing
the screening of the ion–ion electrostatic interactions due to the
electronic polarizability of metallic pore walls; when the pore is
made narrower, the screening becomes stronger, and the ion–ion
interactions and hence G decrease (Methods). The first term in the
ion flux is simply di�usion. The second term comes from the ion
‘migration’. It is due to the screened electrostatic interactions and is
collective in nature. The last term has entropic origin and represents
the transport of ions due to the gradient of total ion density along the
pore. Equation (1) together with the local conservation law define
the MFT model for the dynamics of pore charging.

The RTIL reservoir is not explicitly accounted for in the MFT
model. Rather, the ion densities close to the pore entrance are
set to the equilibrium densities corresponding to some non-zero
voltage (Methods), and the ion densities inside the pore are allowed
to evolve from their equilibrium values at the potential of zero
charge (PZC).

The numerical solution reveals that charging of pores wetted
by RTILs at the PZC is a di�usive process. This can also be seen
analytically by noting that the time/space variation of total ion
density is small compared with the variation of charge density (this
is true up to times ⇡15 in dimensionless units, see Supplementary
Movie M1). Then the last term in equation (1) can be ignored and
one easily arrives at the di�usion equation for the charge density,
@t c = @xDe�@xc(x , t), where De�(⇢6) =D(1+ ⇢6G) is the e�ective
di�usion coe�cient. Interestingly, the di�usion-type equation
arises also in the transmission line model (TLM). This may explain
the success of the TLM in interpreting impedance spectroscopy
data for nanoporous electrodes4,32. We emphasize, however, that the
physical meanings of the above equation and the TLM model are
di�erent: in TLM, the ‘e�ective di�usion coe�cient’ comprises the
double-layer capacitance and the bulk resistance of RTILs. Here,
it expresses the collective behaviour of ions due to the inter-ion
interactions in ultra-narrow pores.

From the analytical solution of the di�usion equation33 one
readily finds a square-root behaviour at short times (Fig. 2a)

Q/Q1 ⇡4
�
De�/⇡H 2

�1/2 pt (2a)

and an exponential saturation at long times (Fig. 2b)

Q/Q1 ⇡1� 8
⇡2

e�t/⌧ (2b)

with the relaxation time ⌧ =H 2/⇡2De�, where H is the pore length.
The di�usive nature of charging originates from the fact that

the ion migration is proportional to the charge density gradient
(the second term in equation (1), which follows from the solution
of the Poisson equation for the electrostatic potential inside the
pore). This contribution enhances the ion transport, as compared
to the ion’s self-di�usion, and leads to De�/D�1. By narrowing the
pore, the ion–ion interactions become more screened, thus G and
De� ⇠ 1+⇢6G decrease; this means that wider pores charge faster
(Fig. 2d). Interestingly, a similar di�usion slow-down is observed in
micellar systems,where the ‘apparent’ di�usion coe�cient decreases
on adding salt34. Similarly to our case, where the screening is due
to metallic pore walls, the salt screens the electrostatic interactions
between the micelles and reduces their collective di�usivity.

The pore occupancy (that is, the total number of ions inside the
pore) increases in the course of charging and reaches values higher
than the final, equilibrium occupancy. This overfilling is more
distinct for narrow pores (Fig. 2c) and disappears for su�ciently
wide pores (not shown). Interestingly, de-filling extends over time
scales much longer than overfilling and is accompanied by a third
‘super-slow’ regime (see the long tail in Fig. 2b). This super-slow
regime, however, seems to be of little practical importance in the
present system as the pore is approximately 99% charged at its onset.

Ion di�usion in charged nanopores. Although the ions’ self-
di�usion coe�cient is frequently assumed constant at a given
temperature29–31,35, it depends on ion densities, pore size and other
factors. In bulk and in mesopores such a dependence is relatively
weak or moderate27,36, and can be neglected in many relevant
situations. As we shall see, however, this is not the case for
subnanometre pores, where the ion di�usivity dependsmarkedly on
ion concentrations or the degree of pore charging.

For other parameters kept fixed, the self-di�usion coe�cient
(D±) becomes a complicated function of total (⇢6) and charge (c)
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Figure 5 | Self-di�usion and charging in ionophobic pores. a, Comparison of charging ionophobic and ionophilic pores of the same width (0.53 nm). The
ionophobic pore is free of ions at the potential of zero charge. Local defects protruding into the pore centre slow down charging but do not change the
charging dynamics qualitatively (dotted line; only an ionophobic pore with defects was considered). b, Cation’s self-di�usion coe�cient inside a negatively
charged ionophobic pore at di�erent cation densities (no anions present in the pore, and pore walls are free of defects). The dashed line denotes the
Knudsen di�usion coe�cient. For comparison, the short dash line shows the bulk di�usion coe�cient (Fig. 3).

De� becomes comparable to the self-di�usion coe�cients, with
De�/D⇡0.5 to 1.0. This is closely related to the de-filling character
of charging discussed above. In this case, the first and third terms in
equation (1) dominate, and charging becomes subdominant to de-
filling. Physically, such a slow-down can be understood by noting
that low co-ion concentrations and strong screening of ion–ion
interactions in nanopores reduce collective e�ects. In other words,
the co-ions have to di�use on their own in the sea of counter ions to
find a way out of the pore, and henceDe� becomes comparable toD.

Fast charging of nanopores filled with RTILs is a result of both
collective e�ects, due to the ion–ion interactions, and accelerated
ions’ self-di�usion during charging (Fig. 3b). The collective e�ects
also play an important role in charging such narrownanopores filled
with conventional organic electrolytes, as ion–ion interactions are
strong enough due to partial ion de-solvation3. However, we do
not expect ions’ self-di�usion to vary significantly in the course of
charging. This is because the ions, although partially desolvated, are
surrounded by solvent molecules throughout the charging process,
and thus ions’ di�usion is to a large extent controlled by the ion–
solvent, rather than ion–ion interactions.

Acceleration by ionophobicity
Our results suggest that charging of narrow ionophilic pores is
nearly always accompanied by overfilling, which itself is a fast
process. The price one has to pay, however, is de-filling, which turns
out to slow down charging significantly. It thus seems beneficial
from the practical point of view to use electrodes with wide
pores, where overfilling and hence de-filling are reduced or vanish.
Unfortunately, however, in most cases increasing pore size reduces
the capacitance and stored energy density5,7.

Motivated by the MFT results (Fig. 2c,d; ref. 31), we explore
here a di�erent possibility of accelerating charging, by making
the surface of nanopores ionophobic. Pore ionophobicity can be
achieved, for instance, by using mixtures38 of di�erent RTILs or by
adding surfactants39. In this workwemimic it by tuning the ion–wall
van der Waals interactions, so that the pores are free of RTILs at the
PZC (Methods).

Ionophobic pores charge initially in a front-like fashion, with
counter ions spreading quickly throughout the pore (Supplementary
Movie M3); this is followed by a slower ‘di�usive’-like charging,
much like for wide ionophilic pores. Importantly, however, we find
that ionophobic pores charge an order of magnitude faster than
ionophilic pores at the same conditions. For instance, in ionophilic
pores 90% of charging is achieved in 4 ns, whereas only ⇡0.2 ns is
needed in the case of ionophobic pores.

A distinct feature of ionophobic pores is the behaviour of the
self-di�usion coe�cient (D+ in our case). At an early stage of
charging, the ion density inside the pore is low and the ion–ion
separation is much larger than the ion–wall separation, hence the
ion di�usion is limited by collisions with the pore walls. In this
case, the self-di�usion coe�cient is very large and approaches
the Knudsen limit (Fig. 5b), where the ion’s mean free path is
large compared to the pore size, and hence the collisions of ions
with the pore walls, rather than between the ions, contribute the
most to the di�usion coe�cient (see Supplementary Section III.1).
As more counter ions enter the pore, the di�usion coe�cient
gradually reduces. Importantly, the pore becomes highly charged
before the di�usion coe�cients decreases significantly. For instance,
when charging reaches 90%, the self-di�usion coe�cient,D+ ⇡2.57
⇥ 10�8 m2 s�1, is higher than in an ionophilic pore and in the
bulk at comparable conditions. Incidentally, the strong variation of
D+ explains why the MFT, where we assumed a constant di�usion
coe�cient, underestimates the acceleration of charging due to
ionophobicity of pore walls.

So far we have focused on ‘smooth’ walls, but local defects are
ubiquitous in practical electrode materials and may slow down
molecular transport significantly, as, for example, in the case of
fluid transport in carbon nanotubes40. To assess the e�ect of
surface defects on charging, we performed simulations where the
pore-wall atoms protrude into the pore centre and locally impede
the ion transport (see Supplementary Section II). Although charging
of the pore with defects is slower (Fig. 5a), the defects do not seem
to a�ect the charging dynamics qualitatively, and in particular its
acceleration in ionophobic pores.

Finally, it is interesting to note that we observe a transition
between collective Fickian di�usion and (near) self-di�usion in
both ionophobic and ionophilic pores. Its e�ect on charging is
di�erent, however. For ionophilic pores the charging undergoes a
transition from collective to self-di�usion, and this slows down
charging. In contrast, for ionophobic pores a transition from
Knudsen-type self-di�usion to collective di�usion is observed, and
the onset of collective modes slows down the dynamics.

In summary, a phenomenological model and molecular dyna-
mics simulations show that charging of ionophilic pores, of width
comparable to the ion diameter, follows an e�ective di�usion law.
Such charging is a complex process, complicated by a myriad of
factors, such as extreme confinement and ion crowding, image
forces and screened interactions, and so on. Thus, the ‘law of e�ect-
ive di�usion’ is not only remarkable but also of practical importance.
Indeed, it can, for instance, help simplify the development of ‘whole
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viscous force exerted by the liquid. Indeed this is found to be
the case: in Fig. 4 we show typical measurements of the
electrode separation vs. time during switching on and off of
an AC electric field across PDMS. When the field is applied the
surfaces move together, with displacement varying exponentially
with time towards a steady-state separation. The timescale is
B1 s and varies with D0; a thinner liquid film drains more slowly
from the confined region between the electrodes. When the
voltage is set back to zero, the surface separation relaxes back
to the initial value over the same timescale.

The mechanical response under the electrostatic and
viscous forces is well described by eqn (12) and (10). This is
seen in Fig. 4 where a single trajectory is compared to eqn (12)
(no fitting parameters), and more directly in Fig. 5 where we
compare in (a) the timescale of the measured response to the
calculation of eqn (12) (no fitting parameters) and in (b)
the magnitude of the deflection (which is proportional to the
attractive force) with the square of the voltage. Again, as in
the control experiment with air, we find that the magnitude of
the displacement is within 10% of the model over the range of
initial distances studied (D0 = 0.4, 1.4, 1.9, 4 and 16 mm) and at
all frequencies studied.

4.3 Surface forces due to AC fields across ionic liquids

With the control experiments in hand and the mechanics of the
experiment well characterised, we now report our measure-
ments with electrolyte (ionic liquid) between the electrodes.
Example measurements are shown in Fig. 6, where the setup
includes mica spacers, and in Fig. 7, where the electrolyte is
directly contacting the gold electrodes with no mica spacers
(i.e. T = 0). The forces measured between the electrodes across
ionic liquids with oscillating electric field are very substantially
different – in timescale, force magnitude, and other features –
compared to the simple dielectric examples.

General form of the measured force. In Fig. 6 we show
examples of the measured surface force as a function of
time during application of a sinusoidally oscillating potential
difference between the electrodes. The trace shows the force to
be zero before application of the field (region marked ‘OFF’),

then, when the field is applied (marked ‘ON’), the force evolves
over time and eventually reaches a steady-state after B103 s.
We denote the force between the surfaces at steady-state in the
applied AC field as Fss, as marked in Fig. 6(a). When the field is
then switched off, the force reverts towards zero over a similar
timescale and with similar (but inverted) features. In some
experiments the force at steady state in the AC field was
attractive, and in others it was repulsive; in Fig. 6 we show
one example of each type of behaviour. The time-evolution of
the force after switching on the field is quite complex: the
direction of the force changes during each single trajectory

Fig. 5 (a) Measured relaxation times (dots) in PDMS films for varying
applied voltages and frequencies as a function of initial surface separation
D0, compared to the model prediction t = g/k (solid line). (b) Measured
displacement as a function of applied voltage V0, for an initial distance
D0 = 3.93 mm and nAC = 0 s!1. The displacement scales with the square of
the applied voltage.

Fig. 6 Measured force (normalised by radius) between mica surfaces
across [C2C1Im][NTf2] ionic liquid as a function of time during switching
on and off the electric field. (a) Example showing the slow evolution
towards a repulsive steady-state in AC electric field. The force at steady
state is denoted Fss, as marked by the horizontal dashed line. The insets
show the detail of the response immediately after the field is turned on and
off. When the field is turned on (indicated by the first vertical green dashed
line), there is an immediate attraction over a few seconds (see first inset),
which is then followed by a strong repulsion over a longer timescale. The
calculated force for a (hypothetical) dielectric liquid of equivalent dielectric
constant and viscosity is plotted for comparison with the solid golden line
in the inset. When the field is turned off (indicated by the vertical red
dashed line) there is a quick repulsion over a few seconds (second inset),
followed by a slow relaxation until the system returns to its original state.
For this example, D0 = 4.4 mm, V0 = 2.82 V, nAC = 104 s!1, T = 2.8525 mm,
k = 150 N m!2, and R = 9.3 mm. (b) Example showing the slow evolution
towards an attractive steady-state in AC electric field. The insets show the
details of the response immediately after the field is turned on and off.
When the field is turned on, there is an immediate repulsion over a few
seconds, which is then followed by the strong attractive force. Again the
calculated force for a hypothetical dielectric liquid with the same viscosity
is plotted as a solid golden line in the first inset. When the field is turned off
there is a quick attraction over a few seconds (second inset), followed by a
slow relaxation until the system returns to its original state. For this
example, D0 = 33.9 mm, V0 = 7.07 V, nAC = 105 s!1, T = 2.95 mm,
k = 179 N m!1, and R = 9.6 mm.
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FIG. 5. F

rom micrometer to sub-nanometer pores. a) Measured force between mica surfaces across [C2C1Im][NTf2]

as a function of time during switching on/off an electric field across the fluid. Data indicates a very slow

103 s evolution towards a (1) repulsive or (2) attractive steady state in an AC field (reprinted with

permission from RSC32.) b) MD simulation of charging dynamics in sub-nanometer pores. The schematic

shows a typical snapshot of the simulated systems featuring a 5.3 Å pore connected to an ionic liquid

reservoir. The simulation result illustrates the typical charging time of an ionophobic and an ionophilic

pore, illustrating that wall/ion interactions can drastically accelerate charging dynamics (reprinted with

permission from NPG21).
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IV. APPROACHING THE LIMITS - REAL-TIME VISUALIZATION OF ION

MIGRATION IN SUB-NANOMETER CONFINED SPACES

So far we have seen charging dynamics and charging effects at surface separation in the tens

of nanometer-to-micrometer range. The ultimate limit of a pore charging experiment will be to

approach dimensions that are accessible to MD simulations, where pores of about 1 nm, or less, can

be simulated easily.21 Figure 5 shows the result of an MD study by Konrat et al.21. A nanopore with

0.53 nm height, shown in the inset, was simulated in an MD experiment. Tuning of the wall/ion

interactions allowed to make the charging pores ionophilic or ionophobic. As can be seen in the

figure, results indicate a considerably increased charging dynamic of ionophobic pores, suggesting

new routes for materials engineering.

In this direction a number of experimental efforts indicate the feasibility of the SFA approach

to also study and detect ion dynamics in such sub-nanometer pores.

initially less ordered. In the mica–mica and mica–gold
experiments, no deviation of the behaviour seen in Fig. 3a was
observed upon the application of additional force.

In the mica–graphene experiment, increasing the force by
increments of B5 mN (3.1 bar) results in further stepwise
thinning of the confined film thickness, as shown in Fig. 3d.
This behaviour can be interpreted as further removal of mobile
layers of the electrolyte molecules. The thickness of the interface
film is B8 nm. However, after a short stabilization period, a
further increase in contact pressure can then apparently push out
more electrolyte. This indicates an increased mobility of battery
electrolytes over graphene surfaces. Here the lowest value of
B3.6 nm of the total layer thickness can be reached. Assuming a

perfect symmetry in the 5.1-nm-thick nano-layer between the two
(symmetrical) mica surfaces suggests the thickness of the rigid
film on mica to be B2.5 nm (Fig. 3b), and hence the rigid-film
thicknesses on gold and graphene to be B1.6 and B1.0 nm,
respectively (Fig. 3a, d).

This is very similar to the initial wetting layer on the graphene
surface above (B1.3 nm). The relative changes in thickness with
each push-out step vary, depending on the actual distance before
the step. During the first pushing steps at wider gaps, that is,
larger distances from the lower limit in total thickness (3.6 nm)
often larger steps in distance are observed, which we interpret as
multiples of quantized single-molecular layers25. Indeed, closer to
the lower limit in total distance, the jump-ins are consistently
1.8–2.2 Å thick (see also Supplementary Fig. 3). Interestingly, the
planar Li–EC solvates Liþ (EC)x (x¼ 1, 2 or 3) have a maximum
thickness of 1.7 Å (ref. 26). Thus, taking the intermolecular and
interlayer electrostatic interactions into account, we speculate that
EC-solvated Li ions form the mobile layers in the mica–graphene
experiments, explaining also the differences in the mobility at the
different interfaces. From all the described results it can be
concluded that the mobility of the confined electrolyte layers
increases in the order micaogoldographene. The flat profile
across the mica–graphene interface and a homogeneous mirror
shift during the experiments in confinement indicate the rather
rigid structure of the films after restoring the contact. All
experiments were repeated multiple times, showing similar trends
with disks prepared separately. For graphene, the surfaces could
be reused showing the same trends in the experiments, proving
that no reaction with the electrolyte occurred at defect sites. The
role of hydrophobicity on the wetting behaviour was also
investigated by growing a hydrophobic 1-undecanethiol self-
assembled monolayer (SAM) on a gold disk (Supplementary
Fig. 4). The wetting behaviour closely resembles the mica–gold
experiment, rather than the more hydrophobic mica–graphene
wetting experiment, indicating that graphene surface chemistry,
not hydrophobicity, is a crucial factor in the wetting behaviour.

Influence of water on nano-confined electrolyte. It is now also
instructive to look directly into the response of nano-confined
electrolyte in the presence of water. The presence of even small
quantities of water is a nearly unavoidable fact in interfacial
processes and, in particular, at Li-ion battery interfaces. Hence,
we also injected a small droplet of water into the vicinity of the
contact volume, which was first immersed in organic solvent
(Fig. 4a), and followed the response of the interfacial layer
thickness. Therefore, the SFA disks were contacted at stable
pressure by piezo-control after multiple contact-separation cycles.

As can be seen in Fig. 4a, following an initial slow variation of
the layer thickness, the confined layer thickness on mica remains
stable after water injection. On gold, the initially 4.0-nm-thick
wetting layer gradually decreases in layer thickness by 8–10 Å. As
such, for both mica and gold this indicates slow material
transport over tens of seconds. In contrast, on graphene, as can be
seen in Fig. 4a, an abrupt drop within 1 s is observed, indicating
very fast removal of interfacial species. For graphene, the water
injection was additionally performed at different applied
pressures, which resulted in different magnitudes of these sudden
drops in the layer thickness. The largest decrease (B2.5 nm) was
observed when no additional pressure was applied after restoring
the contact at DB5.2 nm by piezo-control. By increasing the
pressure, the confined volume was decreased, and the layer
shrinkage was reduced to B1.6 and B0.9 nm, for initial layer
thicknesses of DB4.0 and DB3.4 nm, respectively (see again
Fig. 4a). Such a decrease in layer thickness can be attributed to the
preferred solvation of interfacial ions by water compared with
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Figure 2 | Initial wetting behaviour upon lithium-ion battery electrolyte
injection. (a) Layer size evolution of the mica–mica (green), mica–gold
(red) and mica–graphene (blue) opposing materials during electrolyte
injection. Population analysis of the collected data for opposing materials:
(b) mica–graphene, (c) mica–mica and (d) mica–gold.

ARTICLE NATURE COMMUNICATIONS | DOI: 10.1038/ncomms12693

4 NATURE COMMUNICATIONS | 7:12693 | DOI: 10.1038/ncomms12693 | www.nature.com/naturecommunications

www.advancedsciencenews.com
www.advmatinterfaces.de

© 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1802069  (4 of 11)

area, directional and grain dependency along with a weakly pro-
nounced potential dependency.

First, in this example and in general, the corrosion of the con-
fined Ni75Cr16Fe9 initiated at a single specific location (marked 
by an arrow in the displayed example) within the confined area 
Ac for all probed samples. From this location, corrosion pro-
gressively propagated out in all spatial directions. This behavior 
is consistent with the diffusive propagation of an aggressive 
crevice environment, starting from a particular initiation site. 
This is consistent with the strongly acidifying breakdown of the 
protective Cr2O3 into soluble chromate, which releases 10 pro-
tons per formula unit as follows

→ − −Cr O + 5H O 2CrO + 6e + 10H2 3(s) 2 ( l) 4(aq)
2 +

(aq)  (1)

At the final stage as shown in Figure 2c,d after mica has 
been removed, a very pronounced dark corroded region on 
Ni Cr Fe75 16 9 was observed. This dark region coincides with the 
lower intensity that propagated in the real time NR images and 
is marked with red dashed lines in the interferometric images 
in Figure 2 a–c.

In contrast, on pure Ni (see again Figure 1e), pitted areas 
were observed inside, and in the close vicinity of, the confined 

zone, and general roughening and to a lesser degree pitting 
was observed over the entire surface. Interestingly, and as can 
be seen in the figure as well, specifically grains with vicinal 
orientations close to (111) show an increased pitting also out-
side of the confined zone. Considering that the anodic dissolu-
tion of nickel only generates 2 protons per unit formula, the 
less significant corrosive attack of nickel in the confined zone 
can be explained by the less acidic local environment as well. 
In addition, the observed roughening is in good agreement 
with weaker protective properties of the passive film on nickel, 
which dissolves at the applied potentials according to the nickel 
Pourbaix diagram.

We additionally performed XPS analysis of the surface 
chemistry of the corroded region and outside of the confined 
regions, for both materials. Data are shown in Figures S4/S5 in 
the Supporting Information. For the Ni Cr Fe75 16 9  alloy, the data 
indicate that the oxide composition inside and outside of the 
crevice shows a very clear trend of Ni(OH)2 depletion and Cr2O3 
as well as Fe2O3 enrichment. This further confirms the expecta-
tion, that a passive Cr2O3 layer is enriched at the surface, and 
that its breakdown results in a strong acidification of the crevice 
environment according to Equation (1). XPS of the nickel sur-
face revealed the expected formation of a NiO/Ni(OH)2 layer, 
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Figure 2. Real-time corrosion analysis. a–d) Screen-shots of the video of the corrosion progress at different times (+1, +5, +10 min and after corrosion). 
e) Lateral crevice corrosion progression along the major elliptical axis (X) and (Y) for Ni75Cr16Fe9 plotted against the time/applied potential. The vertical 
line indicates that all directions progress with approximately similar rates. f) Schematic of corrosion mechanism around the area of confinement for 
both samples. The local pH increase is indicated (red shaded area).

c)         Reactive spreadinga)    Ion diffusion and “EDL swelling” b) Nano-pore wetting
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regions change their local thickness at different times
(Alcantar et al., 2003). This transition appears to happen
in two stages, a fast and a slow rate, attributed to the fast
rate of diffusion of calcium ions into the gap and the
calcium ions binding/exchanging with the previously
bound sodium ions, respectively. We obtain two
diffusion coefficients for Ca2+, a fast one of D≈4×
10−10m2/s and a slow one of D≈6×10−12m2/s. The
fast event is a factor of two slower than its diffusion in
bulk water measured to be D=8×10−10m2/s at 25°C
(Li and Gregory, 1974), however, the rate of ion binding
or exchange is much slower.

This agrees with our observations of crystal growth
between clays in real time. That is, small crystallites
could be seen to grow either at the edges or within a
contact junction in the presence of calcium. These
would nucleate or precipitate quickly (seconds to
minutes) from an initially totally flat contact junction
in adhesive contact in dilute monovalent salt solution to
a 24Å-high crystallite inside the junction within 2h,
then grow much more slowly (days). From the FECO
measurements, such crystals have a refractive index of
1.5±0.1, which is comparable to calcite or aragonite
since their refractive index is 1.49–1.68. We also
mentioned in our previous work the physical and

chemical characteristics of these crystals with XPS
and SIMS (not shown). These results clearly show the
presence of calcium and carbonate ions inside the
contact junctions in which crystallites had grown
(Alcantar et al., 2003).

3.2. Mica–fluid–quartz

The results of dissimilar surfaces are different from
that of similar surfaces. The analysis of the FECO
fringes for the mica–quartz case was performed by
approximating the system to an asymmetrical two-
layer interferometer. Some of the parameters that were
determined for the symmetric mica–mica system were
not determined for the mica–quartz system such as
refractive index of the interfacial media between the
surfaces, owing to the fact that the quartz layers were
much thicker than mica sheets, lowering considerably
the resolution of the MBI technique. However, we
were able to calculate the thickness of the quartz
layers by using Eq. (5). These values were confirmed
with E-SEM images of the edge of the polished quartz
and fused silica pieces before placing them in contact
with any electrolyte solutions (i.e. thickness of quartz
from a Z-cut crystal=8μm and thickness of fused

Fig. 4. The swelling of a water film fromD=0–2Å toD=20Å is caused by raising the solution ionic strength from 0 to 6mMNaCl while the surfaces
were kept under a high pressure, 32atm (shown as □). The reduction of the “contact” radius r with time arises from the penetration of sodium ions
into the gap and produces the growth of a hydration layer and force, the separation of the surfaces to 20Å, and the elimination of the adhesion force.
The resulting effects of increasing the double-layer and ion-correlation forces are determined when 30mM CaCl2 solution are introduced in the
solution (shown as●). In contrast to the case shown in the pure system, the film thickness (which had a finite value of 23Å at t=0) decreased and the
contact radius increased (slightly) with time.

227A. Anzalone et al. / Chemical Geology 230 (2006) 220–231

FIG. 6. Probing dynamic processes in nanometer and sub-nanometer confined spaces with the SFA. a) An

initially only 0-2 Å thick sub-nanometer sized pore filed with water was monitored during ion diffusion

(NaCl and added 30 mM CaCl2) into , resulting in a swelling to 8 Å and 13Å nanopore, respectively

(reprinted with permission of Elsevier2). b) shows the (1) initial dehydration of a single water layer confined

between two hydrophilic mica surfaces, followed by the (2) wetting and separation of the gap to 12 Å

(reprinted with permission from NPG29).

Figure 6 shows a set of experiments that approached ion dynamics in nanometer-to-subnanometer

confinement in an SFA. Figure 6a shows a study by Anzalone et. al2, where Na+ and Ca2+ diffu-

sion into a sub-nanometer sized pore was studied. Transient EDL swelling upon exchanging water

in the confined initial gap was recorded. Ion exchange time scales were found to be in the range
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of 20-100 seconds, indicative of slow ion diffusion rates in such small gaps.

Figure 6b shows an initial dehydration of a monolayer of adsorbed water out of a contact

formed between two mica surfaces. In this study by Moremans et. al29 dehydration was initiated

by surrounding the contact with hygroscopic battery fluid. The first step (1) characterizes water

diffusion out of the confined zone (2-3 Å confinement) and indicates dehydration time scale on

the order of 20-30 seconds. The second step, (2) the rehydration of the dry interface by battery

fluid occurs within a shorter time scale of 5-10 seconds for a graphene interface, while the gap

does not wet with battery fluid for gold and mica surfaces. This is in line with the observations

of the mentioned theoretical study,21 indicating that the wall/solute and wall/ion interactions are

controlling the wetting process.

V. CONCLUSIONS AND PERSPECTIVES

Force probe experiments in an SFA evolved as a powerful tool for exploring ion structures, ion

mobility as well as forces in a range of systems. We feel that these exciting developments, with

new analysis and measurement approaches and protocols at hand, is starting a new era for probing

confinement effects in electrochemical systems with EC-SFA.

The close approach of experimental probe and simulation dimensions (at least for the confine-

ment height), will stimulate new synergistic research that aims at understanding ions and solvent

dynamics in extremely confined spaces. With new surface designs it seems to become possible

to generate nanometer and sub-nanometer confinements with tailored chemistry to study ionopho-

bic/ionophilic gaps during dynamic charging.

A field were we see enormous room for further improvement is the coupling of the SFA tech-

nique with complementary methods such as fluorescence microscopy,22 X-ray scattering and re-

flectivity measurements,48 as well as vibration spectroscopies.22

In this direction the results of Ducker et. al12 are exciting. It is possible to simultaneously ex-

tract complementary information from fluorescence and distance probes, this combined approach

has yet to emerge in a productive SFA setup. First efforts are promising delivering proofs-of-

principle,22 and we expect interesting results, in particular also in the bio direction, in the near

future. With the emerging opportunity to combine force and fluorescence probe experiments it

seems just a technicality to build a combined confinement SFA/high resolution microscopy setup

for studying diffusion processes in confined spaces at the molecular scale.
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Further, various approaches for delivering an X-SFA and in-situ combinations with neutron

scattering methods have emerged over the last decades. This combined setup is extremely chal-

lenging, yet we expect more than just proofs-of principle in this direction. For instance, we could

recently test a setup based on a flat-on-cylinder geometry to simultaneously measure scattering

and X-ray reflectivity. Initial results are very promising, and open complementary paths to study

pore charging mechanism.48

Finally, the SFA community will need to deal with active feedback regulations in SFA. So far,

constant distance experiments rely on very excellent temperature stabilisation, to limit any thermal

drift on the time scale of the experiments. An active distance and force feedback regulations has

not yet been build into an SFA setup.
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