Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verflgbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

TECHNISCHE
UNIVERSITAT
WIEN

Vienna University of Technology

MASTERARBEIT

Generalized Steiner Point Maps

zur Erlangung des akademischen Grades

Master of Science

im Rahmen des Studiums

Technische Mathematik

eingereicht von

Tobias Schadauer, BSc
Matrikelnummer: 00525650

ausgefithrt am Institut fiir Diskrete Mathematik und Geometrie
der Fakultat fiir Mathematik und Geoinformation der Technischen Universitat Wien

Betreuung
Betreuer: Univ. Prof. Dr. Franz Schuster

Wien, 19.10.2020

(Unterschrift Verfasser) (Unterschrift Betreuer)


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

“ayloljqig usipn NL e ud ul s|ge[rene si sisayl SIUl JO UOISIaA feulBblio pasoidde ay L < any a8pajmoud JnoA
“JreqbBnyan yauloljqig usipn N1 Jep ue isi liagrewoldiq Jasalp uoisiareulblLO aponipab ausiqoidde aig v—@_-_u.o__ﬁ__m


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

Contents

Preface

Acknowledgments

1

Motivation

1.1 The Buffon Needle Problem . . .. .. ..
1.2 Valuations and Integrals . . . . ... ...
1.3 The Intrinsic Volumes for Parallelotopes .

The Theorem of Hadwiger

2.1 The Lattice of Polyconvex Sets . . . . ..
2.2 Invariant Measures on Grassmannians . .
2.3 The Intrinsic Volumes for Polyconvex Sets
2.4 The Volume Theorem for Polyconvex Sets
2.5 Hadwiger’s Characterization Theorem . .

The Classical Steiner Point Map
3.1 Prerequisites . ... ... ... ......
3.2 Characterization of the Steiner Point Map

Compact Lie Groups and Representations
4.1 Lie Groups . . . . . .. ... ... ....
4.2 The Compact Classical Lie Groups . . . .
4.3 Representations . . . . . .. ... ... ..
4.4 Characters and the Peter-Weyl Theorem .
4.5 Infinite-dimensional Representations . . .

Lie Algebras
5.1 Basic Definitions . . . . .. ... ... ..
5.2 The Exponential Map . . . .. ... ...

5.3 Abelian Lie Subgroups and Lie Algebra Structure . . . . . . . ..

Roots, Highest Weights and Highest Weight Classification
6.1 Representations and Complexification of Lie Algebras . . . . . .

6.2 Weights . . . .. ..
6.3 Roots . . . . . . . e

6.4 The Killing Form, the Standard sl(2, C) Triple and Lattices . . .
6.5 The Weyl Group, Simple Roots and Weyl Chambers . . . . . . .

6.6 Highest Weights . . . . . . . . . .. ... .. .

6.7 The Weyl Integration and Character Formulas and the Highest

Weight Classification . . . . . . . .. ... ... ... ... ...,

iii

> N =

co Qo

13
13

15
15
16

24
24
25
26
29
30

32
32
33
35


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

7 The Generalized Hadwiger Theorem by Alesker, Bernig and

Schuster 52
7.1 Prerequisites . . . . . . ... Lo 52
7.1.1 Induced Representations and Frobenius Reciprocity The-

103 3 0 52

7.1.2  Branching Theorem for SO(n) . .. ... .. ... .... 53

7.1.3 Valuations and Normal Cycles . . . . ... ... .. ... 53

7.1.4 The Rumin-de Rham Complex . . ... ... ... .... 56

7.2 Statement and Proof . . . . .. ... o000 58

8 Unitary Steiner Points 64
8.1 Decomposition of Tensor Products of Irreducible Representations

- Klimyk’s Formula . . . . ... ... .. .. ... .. ... .. 64

8.2 Theorem of Helgason . . . . . . ... ... ... ... ....... 66

8.3 Unitary Vector Valued Valuations. . . . . ... .. ... ... .. 73

ii


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

Preface

In this thesis we study valuations. Let V be a Euclidean vector space and let A
be an Abelian semigroup. A function i defined on the non-empty convex bodies
in V' and taking values in A is called a valuation if

#(AUB) = u(A) + n(B) — u(AN B),

whenever A, B and A N B are convex bodies. In [14] Hadwiger achieved a
landmark result characterizing all scalar valued continuous Euclidean motion
invariant valuations; this will be the first important result we will encounter.
Alesker, Bernig and Schuster [8] accomplished a generalization of Hadwiger’s
characterization by characterizing all continuous translation invariant SO(n)-
equivariant valuations with values in an irreducible SO(n) representation T
Wannerer used this in [23] to determine the dimensions of the vector spaces of the
continuous translation invariant unitary equivariant vector valued valuations.
And from this he characterized the Steiner point map as the continuous unitary
affine transformation equivariant valuation from the convex bodies in C" to C™.
Recently Boroczky, Domokas and Solanes [27] provided the dimension of the
space of continuous translation invariant unitary equivariant tensor valuations,
yielding Wannerer’s result as special case. Additionally, utilizing the work of
Wannerer [28], they provided a basis for the space of continuous translation
invariant unitary equivariant vector valued valuations.

After a motivational problem from integral geometry in the first section we
recall valuations and intrinsic volumes on parallelotopes. The second section
transfers these definitions to the lattice of polyconvex sets, and we recall the
volume theorem for polyconvex sets and Hadwiger’s characterization theorem.
In the third section we summarize some definitions from convex geometry and
encounter Schneider’s Steiner point characterization [2, 3].

In sections four to seven we compile the theory of compact Lie groups, that
will be needed in the last two sections. Starting with basic definitions, we move
on to representations, Schur’s lemma and characters. Lie algebras provide a
linearization of Lie groups, and Cartan subalgebras set up the theory of root
space decompositions. This in turn will provide the highest weight classification
of irreducible Lie group representations.

In section seven we gather more foundations for the generalized Hadwiger
theorem: Frobenius reciprocity theorem and a branching theorem for SO(n).
The normal cycle map provides a way to describe the smooth translation invari-
ant valuations, and the Rumin operator enables us to fit the smooth translation
invariant valuations into an exact sequence of SO(n)-modules. With these pre-
requisites we present the statement and proof of the Hadwiger type theorem
achieved by Alesker, Bernig and Schuster in [§].

Section eight starts with results from Klimyk [20] and Helgason [24]. We
follow Schuster [22] and Wannerer [23] in order to calculate the dimension of the
vector space of continuous translation invariant and U(n)-equivariant valuations
with values in C”. Finally the work of Bérdczky, Domokas and Solanes [27]
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1 Motivation

Starting out with a classical motivational problem from integral geometry, the
Buffon needle problem, we move on to introducing valuations. We define in-
trinsic volumes on parallelotopes and see that they form a basis of the vector
space of all continuous invariant valuations on the lattice of parallelotopes. This
section is taken from [1].

1.1 The Buffon Needle Problem

We are first considering the Buffon needle problem, the classical example to
introduce and motivate integral geometry: Given equidistant parallel straight
lines across a plane. What is the probability of a needle of length L, randomly
dropped on this plane, to hit one of the lines? Answering this question and
going further to convex sets A C B, we find the conditional probability of a
randomly drawn straight line meeting A, given that it meets B.

For the Buffon needle problem let’s consider R? with parallel straight lines,
at a distance d from each other, drawn across it. If we drop a needle of length
L at random on the plane, what is the probability of it to meet at least one of
the straight lines?

For an instructive solution let’s consider X to be the random variable count-
ing the number of intersections of a randomly dropped needle of length L with
any of the straight parallel lines. Let L < d so, X takes values in {0,1}. De-
noting by p,, the probability that the needle meets exactly n straight lines, and
by E(X) the expectation of X, we get

E(X) = 0po + 1p1 = p1,

making it sufficient to compute E(X).
Adding another needle rigidly bound to the first one and using the additivity
of the expectation as well as Cauchy’s functional equation we get that

E(X)=rL,

where X is a polygonal line and r € R is still to be determined.

Approximating a rigid wire C' of length L by a polygonal line and passing
to the limit we obtain a similar result. Plugging a circular wire of diameter d
into this equation enables us to calculate r. In the end we get

for a needle with L < d.

We want to apply the methods just used to find answers to problems that are
right at the center of interest of integral geometry. A subset K of R? is called
convex if for any two points z,y in K the complete line segment connecting =
and y also lies within K. A closed curve C in R? is called convex, given that C
is enclosing a convex set.
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We consider compact convex sets K1, Ky in R? such that K; C Ky. Then
the conditional probability that a random point belonging to K> also belongs
to K3 is given by

area(K7)
area(K3)

Instead of points we will now look at lines, intersecting convex sets. Let
AGr(2,1) denote the set of all affine straight lines in R?, and let Z; be the
random variable counting the number of intersections of a straight line taken at
random with a line segment of length L;. The integral

/ Zy d\2,
AGr(2,1)

where d\? denotes up to normalization the unique rigid motion invariant mea-
sure on AGr(2,1), depends only on Lj, therefore it can be expressed as a func-
tion f(L;). Because Z; takes values in {0, 1}, the above integral is equal to the
measure of all affine straight lines, that meet a straight line segment of length
L1. As before, we move from line segments to polygonal lines and to arbitrary
curves. Given convex sets K, K5 in R? with K, C K, we denote the borders of
K;, K5 by Cp, Cs and the set of straight lines meeting C; by D;. Calculating the
above integral for C, Cs, we get that the conditional probability that a random
straight line meeting K5 also meets K; is

M(Dy) Ly _ length(0K:)
)\%(Dg) B L2 N length(aKg) '

(1)

1.2 Valuations and Integrals

We are recalling the notion of a valuation, that is, a finitely additive set function
with values in an abelian semigroup. We define an integral of simple functions
with respect to a given valuation and state Groemer’s integral theorem, which
gives necessary conditions for this integral to be well defined.

Before we can define valuations we have to clarify their domains.

Definition. A partially ordered set L is called a lattice if for all x,y € L there
exist a greatest lower bound x Ay € L and a least upper bound x Vy € L. A
lattice is said to be distributive if for all x,y, z € L the following holds true:

xA(yVz)=(xVy) A(xVz2);
xV(yAz)=(xAy)V(zAz).

Definition. A wvaluation on a lattice L of sets is a function p : L — R satisfying
the following conditions

W(AU B) = p(A) + u(B) — u(AN B); (2)

() =o. (3)
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By iterating equation (2) we obtain

AU AU UA) =) u(A) = > p(Ain Aj)+
i i<j
S AN A;nAy) -,

i<j<k

the inclusion-exclusion principle for a valuation p on a lattice L.
We are interested in linear combinations of indicator functions, as we will
be able to integrate them with respect to a valuation.

Definition. Let L be a lattice, a; € R, and A; € L. A finite linear combination
of indicator functions f = o114, +asla, +- -+ a1y, is said to be an L-simple
function, or a simple function for short.

Because Ixnp = I4Ip holds for indicator functions, the set of all simple
functions forms a ring under addition and multiplication.

Definition. A generating set of a lattice L is a subset G of L which is closed
under finite intersections and where every element of L is a finite union of
elements of G.

The following proposition is a consequence of the inclusion-exclusion princi-
ple for indicator functions and the equation Iqaug = 4 + Ip — IanB.

Proposition 1.1. Given a generating set G of a lattice L, every L-simple func-
tion can be written as a finite linear combination ), | o;Ip, with B; € G.

Definition. Given a lattice L with generating set G, we call v : G — R a
valuation on G if it satisfies (2) and (3) for all A, B € G with AUB € G.

Because G is not required to be closed under unions, (2) might not make
sense for all A, B € G. For the same reason the inclusion-exclusion principle
does not hold in general for v if n > 2.

However, every element B € L can be expressed as a union B = B; U By U
.-+ U B,. So the inclusion-exclusion principle suggests that we can attempt to
extend v to a valuation p on all of L by setting

p(B)=> w(B)) =Y v(BiNBj)+--. (4)

% i<j

It remains to be checked that p(B) is well defined, that is, u(B) does not depend
on the possibly multiple ways B can be expressed as a union. This question
is strongly related to the integrability of simple functions, so we postpone an
answer until after the next definition.
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Definition. Let L be a lattice with generating set G, and v a valuation on G.
For an L-simple function f = a3 4, +aala, +- -+ anla,, we define the integral
of f with respect to v by

n?

/fdl/ = zn:ail/(Ai),
i=1

where A; € G, and 1 <i < n.

In general there are infinetly many ways to express a simple function as a
sum of indicator functions of sets in G. Consequently, it remains to be checked
that the integral is well defined.

Theorem 1.2. (Groemer’s integral theorem) Let G be a generating set for a
lattice L, and let v be a valuation on G. The following statements are equivalent:

(i) p extends uniquely to a valuation on L;

(#1) p satisfies the inclusion-exclusion identities

p(BrUByU---UBy) :ZM(Bi)_ZU(BiﬁBj)+"' ;
i i<j
if Bi€ G and BiUByU---UB, € G for alln > 2;
(#i7) p defines an integral on the vector space of linear combinations of indicator

functions of sets in L.

1.3 The Intrinsic Volumes for Parallelotopes

As a toy case for the theory of invariant valuations on the lattice of finite unions
of compact convex sets in R™, we consider the lattice of finite unions of or-
thogonal parallelotopes. In this setting many of the central results of integral
geometry can be stated and proven with less effort. The intrinsic volumes for
parallelotopes will not just be our first but also one of the most important ex-
amples of valuations, as they form a basis of the vector space of all continuous
invariant valuations on the lattice of parallelotopes.

We first recall the definitions of the lattice of parallelotopes, continuity and
invariance for valuations on parallelotopes and close with Groemer’s extension
theorem, providing a way to construct valuations. Throughout this chapter a
Cartesian coordinate system in R is fixed.

Definition. Par(n) is defined to be the family of sets that are obtained by taking
unions and intersections of orthogonal parallelotopes, that is, parallelotopes
having edges parallel to a fixed basis of R™. Given P € Par(n), we say that P
is of dimension n or has full dimension if P is not contained in a finite union of
hyperplanes of R", that is, P has non-empty interior. Otherwise we shall say
that P is of lower dimension. In general a set P € Par(n) has dimension & if P
is contained in a finite union of k-planes in R™, but is not in any finite union of
(k — 1)-planes.
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Remark. Note that Par(n) is a distributive lattice.

By ﬁ we denote the group generated by translations and permutations of
coordinates in R™. For A C R™ and g € T,, we write gA := g(4) = {g(a) : a €
A}.

Definition. A valuation u defined on Par(n) is said to be invariant if
u(gP) = u(P)

forall g€ T, and P € Par(n). If u(gP) = p(P) only holds for translations g of
R™, we say that u is translation invariant.

We want to impose a continuity condition on the valuations defined on
Par(n) to avoid pathological cases, when we determine all invariant valuations
on Par(n).

Definition. For A C R and x € R" the distance d(z, A) from the point = to
the set A is given by
d(z,A) : = ggg d(z,a),

where d(a, ) = |r—al is the usual distance between points in R™. For K, L C R",
the Hausdorff distance 6(K, L) is defined by

§(K,L): =max (sup d(a,L),supd(b, K)) )
a€eK beL

A sequence of compact subsets K, of R™ convergesto aset K C R", or K,, —» K
if 6(Kp, K) — 0 asn — oo.

Definition. A valuation p on Par(n) is said to be continuous, provided that
w(P;) = pu(P), if P; and P are parallelotopes and P; — P.

Another useful condition is that of monotonicity.

Definition. A valuation p is said to be increasing on Par(n), provided that
p(P) < u(Q), if P,Q € Par(n) and P C Q. Similarly one defines decreasing
valuations. A valuation p is said to be monotone on Par(n) if p is either an
increasing valuation or a decreasing valuation.

Theorem 1.3. The distance § defines a metric on the set of all compact subsets
of R™.

Theorem 1.4. (Groemer’s extension theorem for Par(n)) A wvaluation p de-
fined on parallelotopes with edges parallel to the coordinate azes admits a unique
extension to a valuation on the lattice Par(n).

Our goal is the classification of invariant valuations on Par(n). To begin we
consider the case of R!, where an element of Par(1) is a finite union of closed
intervals.
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Definition. For A € Par(1) set

uo(A) := number of connected components of A;
pl(A) == lenght of A.

Theorem 1.5. Fvery continuous invariant valuation on Par(1) is a linear com-
bination of ug and pi.

Definition. The k-th elementary symmetric functions of x1,xs,...,x, are the
polynomials defined by

eo(xlax27'“7xn) =1
n
er(T1, X2,y vy Tpn) = E iy Ty Ty, 1 < k<.
1<iy < <ig<n

Theorem 1.6. For 0 < k < n, there exists a unique continuous valuation
on Par(n), invariant under translations and permutations of coordinates, such
that

uk(P) = ex(x1,22, ..., Tn),
given that P is a parallelotope with sides of lengths x1,x2, ..., Tpy.

Remark. The valuation pg is called the FEuler characteristic, and due to The-
orem 1.6 it is the only valuation on Par(n) having the value 1 on all non-
empty parallelotopes. Furthermore p,(P) is the volume of P € Par(n), and
24pn—1(P) = surface area(P).

Note that, if a parallelotope P has dimension k < n, the valuation pu;(P)
has ambiguous sense. It might indicate the value u;(P) in R™, but it might
also denote the value of y;(P) in some R™ with P € R™ and k < m < n.
Theorem 1.6 however implies that the two valuations coincide, that is, u*(P) =
p(P). Therefore it is not necessary to indicate the dimension of the product
space of copies of R we want calculate p; in. For this reason puy is called the
k-th intrinsic volume for 0 < k < nm. We summarize this fact in the following
corollary.

Corollary 1.7. The valuations u; on Par(n) are normalized independent of the
dimension n.

As the main result of this chapter we are now able to determine all con-
tinuous valuations that are invariant under translations and permutations of
coordinates.

Theorem 1.8. The valuations g, fi1, ..., e, form a basis of the vector space of
all continuous invariant valuations defined on Par(n).

Remark. The last theorem is a special case of the famous Hadwiger characteri-
zation theorem, which will be discussed later in this chapter.
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Definition. A valuation p on Par(n) is said to be homogeneous of degree k > 0
if

p(aP) = o*u(P)
for all P € Par(n) and all a > 0.

Corollary 1.9. Let u be a continuous invariant valuation defined on Par(n)
that is homogeneous of degree k for some 0 < k < n. Then there exists ¢ € R
such that u(P) = cux(P) for all P € Par(n).


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

2 The Theorem of Hadwiger

We extend the theory of valuations to the lattice of polyconvex sets, that is, the
lattice of finite unions of compact convex subsets of R™. Defining an invariant
measure on affine Grassmannians provides an extension of the intrinsic volumes
to the lattice of polyconvex sets, that is consistent with the notion of the intrinsic
volumes on the lattice of parallelotopes. Characterizing every continuous rigid
motion invariant simple valuation on the lattice of polyconvex sets as the volume,
provides a proof of Hadwiger’s characterization theorem. This part is taken from

[1]-

2.1 The Lattice of Polyconvex Sets

After our observations about valuations on parallelotopes, we turn our attention
to the lattice of polyconvex sets, which is a natural setting for the study of clas-
sical integral geometry. We extend the terminology from the previous chapter
to this new setting, including Groemer’s extension theorem.

Definition. Denote by K™ the collection of all non-empty compact convex
subsets of R™. We call a finite union of compact convex sets a polyconvex
set. For a polyconvex set A, we say that A is of dimension n if A is not
contained in a finite union of hyperplanes in R™. Otherwise, we say that A is of
lower dimension. By Polycon(n) we denote the distributive lattice of polyconvex
sets in R™ together with the union and intersection of sets. Note that K™ is a
generating set for Polycon(n).

Definition. For compact convex sets K and L the Minkowski sum K + L is
defined by

K+L={z+y:x€KandyeL}

Note that K + L in the above definition is convex and, due to + being
continuous as a map from R™ x R” — R"™ and the compactness of K x L, K+ L
is also compact. So the Minkowski addition maps into ™.

In order to extend some of the definitions for valuations on parallelotopes to
polyconvex sets, denote by FE,, the Euclidean group on R", that is, the group
generated by translations and orthogonal transformations. If A C R™ and g €
E,, we write gA = g(A) = {g(a) : a € A}. The subgroup of translations shall
be denoted by T;,.

Definition. A valuation p : Polycon(n) — R is said to be rigid motion invariant,
or simply invariant if

1(gA) = u(A) (5)

for all g € E,, and all A € Polycon(n). If (5) only holds when g € T,,, we say u
is translation invariant.
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Definition. A valuation p : K™ — R is said to be continuous, provided that
w(Ay) = u(A) if A, — A with respect to the Hausdorff metric.

Due to the following result, the classification of all continuous valuations on
Polycon(n) can be reduced to the case of continuous valuations on ™.

Theorem 2.1. (Groemer’s extension theorem for Polycon(n)) A continuous
valuation p on K™ admits a unique extension to a valuation on the lattice
Polycon(n).

We have seen that p is a functional on Par(n) and that po(P) = 1 for a non-
empty parallelotope. This motivates the following theorem, where we extend
the valuation ug to Polycon(n).

Theorem 2.2. There exists a unique continuous invariant valuation pg defined
on Polycon(n) such that pf(K) = 1, given that K is a non-empty compact
convez set.

The valuation pf is called the Euler characteristic. It is normalized inde-
pendent of the dimension of the space R™ and we write o instead of pj. This
follows from the inclusion-exclusion principle, because K € Polycon(n) can be
expressed as a union of elements of K™ and pg has the value 1 on all of K£".

2.2 Invariant Measures on Grassmannians

We recall invariant measures on linear subspaces of R™ and the flag coefficients.
This will be a preparation for the next section, where we will introduce intrinsic
volumes for polyconvex sets with the help of an invariant measure on affine
linear subspaces on R™.

Definition. Let Mod(n) denote the partially ordered set of linear subspaces of
R"™ together with the inclusion relation. For z,y € Mod(n) we define x V y as
the linear subspace spanned by x and y, and = A y as the intersection of  and
y. This defines a lattice structure on Mod(n).

Definition. An element z € Mod(n) has rank k, if the dimension of z is
k. The set of elements of Mod(n) of rank k, denoted Gr(n,k), is called the
k-Grassmannian.

If G with identity element e is a group and S is a set, a left group action of
G on S is a function ¢ : G x S — S satisfying the following properties

ple,xz) =z, for all z € S;
o(gh,x) = ¢(g,¢(h,z)), for all g,h € G and x € S.

We say the group G acts on S.

The orthogonal group O(n) (that is, the group of rotations about the origin
and reflections across hyperplanes through the origin in R™) acts naturally on
Mod(n).


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

It is known that there exists a rotation invariant Haar measure on Gr(n, k),
which is unique up to a common factor. Our objective is to describe this Haar
measure. We start out by considering the rotation invariant measure 7, on
Gr(n, 1) and denote by
Nkp

[n] := 1,(Gr(n,1)) =

)

25n71

where k,, is the n-dimensional volume of the unit ball B,,.
Let 0,_1 be the invariant measure on the unit sphere S"~!, and for any
measurable subset A of Gr(n, 1) let A’ be the subset of S"~! defined by
A=Jznsh
z€A
The measure 7,, then satisfies
on-1(A")
2/4271,1

Tn(A) =

which is clearly invariant under rotations.

Definition. Let (L, <) be a partially ordered set. A chain in L is a linear
ordered subset of L, that is, a subset in which for every pair z,y either z < y
or y < x. A flag is a maximal chain, i.e., a chain F' such that if G O F and G
is a chain, then F' = G.

Definition. Let Flag(n) be the set of all flags in Mod(n). For z € Mod(n),
denote by Flag(z) the set of all flags containing .

Remark. Flag(z) is the set of all sequences (xo, 21, ..., 2,) with 2; € Mod(n)
where dim(z;) =4, xg C 21 C -+ - C &y, and z;, = x for some 0 < iy < n.

Definition. For A € Gr(n, k) let Flag(A) be the set of all flags (zo, 21, ..., Zn)
in Flag(n) such that xj, € A.

We call a sequence of orthogonal straight lines a frame. For (zg, 21, ...,2p) €
Flag(n) we obtain a frame (y1,yo, ..., Yn) by setting

Y1 =T1,Y2 = .’E% mx27y3 = .’Eé_ mxl’)v e Yn = xf{,l mxn
Conversely, given a frame (y1,y2, ..., yn) We obtain a flag by setting

.’E0:{0}7$1 =Y, T2 =Y1 VY2, et Tnn = Y1 V - V Yp.

Consequently, there exists a one-to-one correspondence between flags and frames,
and for a real-valued measurable function f(zo,x1, ..., z,) on flags we find a cor-
responding function f(y1, ¥z, ..., yn) on frames. Let ¢, be the invariant measure
on Flag(n) defined by

/fd¢n ://"'/f(yl;y%~-~7yn)d7-1(yn)d7—2(ynfl)'"dTn(yl)-

10
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The measure of Flag(n) can be calculated to be

¢n(Flag(n)) = [n][n —1]--- [2][1],
which is also denoted by [n]!, where [1] = 1. Note that due to the definition of
[n] we get
nknkn_1-" K1 nlk,

| = —
[n] 2n/€n_1/€n_2 Ko n

Definition. We define the rotation invariant measure v} on Gr(n, k) by

VE(A) = mmmgm)).

2.3 The Intrinsic Volumes for Polyconvex Sets

Extending the invariant measure v} to affine subspaces of R" yields the mea-
sure A7. This measure not only provides an alternative way of describing the
intrinsic volumes for parallelotopes, but also opens the door to an extension
of the intrinsic volumes to all polyconvex sets. Furthermore we will formulate
Sylvester’s theorem.

Definition. Let Aff(n) denote the partially ordered set of all affine subspaces
of R™. The subset of elements of Aff(n) of rank k is denoted by AGr(n, k) and
is called the affine k-Grassmannian.

Remark. The minimal element of Aff(n) is the empty set. The Euclidean motion
group F,,, that is, the group of translations and orthogonal transformations, acts
naturally on Aff(n).

With the goal of constructing a measure on AGr((n, k), that is invariant
under the Euclidean group E,,, we parameterize AGr(n, k) in the following way.
For V € AGr((n,k) we find the maximal linear subspace V- of R™ that is
orthogonal to V. Take note that as it is a linear subspace, V' contains the
origin. Next we find the unique maximal linear subspace of R™ or(V) that is
orthogonal to V1. or(V) has dimension k and we say V and or(V) are parallel.
By p(V) we denote the point V N VL. We obtain a one-to-one correspondence
between AGr(n, k) and Gr(n, k) xR™: For V € AGr(n, k) we get the unique pair
(or(V),p(V)) in Gr(n,k) x R™, where p(V) lies in or(V)+ = V. Conversely
for a pair (Vp,p) € Gr(n, k) x R™ we translate the subspace V by the vector p
to get a unique element of AGr(n, k).

For a measurable function f : AGr(n,k) — R let f : Gr(n, k) x R” — R be
given by f(Vo,p) = f(Vo +p). We are now in a position to define an integral
for a measurable function f : AGr(n, k) — R via

/ faxg = / F(Voup) dp dp (Vo).
Gr(n,k) JVy+

where dp denotes the Lebesgue measure on V- =2 R"~*. The invariance of \?
under E, follows from the invariance of v} and the Lebesgue measure.

11
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Definition. For A C R™, AGr(A4; k) denotes the set of all V' € AGr(n, k) such
that ANV # ().

For parallelotopes we can now interpret the intrinsic volumes p,,_; with the
help of the measure A}. For now, there would appear, a yet to be determined,
factor C}} in Theorem 2.3. However, after calculating the intrinsic volumes of
the unit ball with the help of Hadwiger’s theorem, it can be shown that these
factors C}' are actually all equal to 1. For the sake of brevity and simplicity,
we will use this result already at this point, however note that of course all
following results can be proven with the C}! still in place.

Theorem 2.3. For a parallelotope P in Par(n)
ok (P) = Np(AGE(P; k). (6)
The last theorem motivates us to extend the intrinsic volumes in the following
way.
Definition. For K € K" we define
fin -1 (K) := AL (AGr (K k), (7)
where 0 < k < n.

It can be shown that p)'_, is a continuous valuation on K™, and by Groemer’s
extension Theorem 2.1 it can be uniquely extended to a valuation pj._, on
all polyconvex sets in R™. Note however that (7) does not hold for arbitrary
polyconvex sets. Hadwiger’s formula is however an explicit formulation of the
extension of the intrinsic volumes to all of Polycon(n). We will later see that,
like the intrinsic volumes on Par(n), p_, (K) is not actually dependent of the
dimension n of the embedding space.

Theorem 2.4. (Hadwiger’s formula) For an arbitrary A € Polycon(n),

i (K) = / Ho(AN V) dAL(V),
AGr(n,k)

For further details check [14].

We are now able to generalize (1). For non-empty K,L € K™ with K C L
and L being of dimension n, we get AGr(K; k) C AGr(L; k) and the conditional
probability that M € AGr(n, k) meets K, given that it meets L, is given by

N (AGH(K: k)
N (AGH(Li k)

This leads us to the following theorem.

Theorem 2.5. (Sylvester’s theorem) For K,L € K™ with K C L and L be-
ing of dimension n the conditional probability that an affine subspace of R™ of
dimension k meets K, assuming that it meets L, is given by

Hsz(K)
uﬁ_k(L) .

12


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
blio
nowledge

L]
|
rk

2.4 The Volume Theorem for Polyconvex Sets

In this short section we will see that every continuous rigid motion invariant
simple valuation on the polyconvex sets is actually, up to a constant, the n-th
intrinsic volume. This result will play a big part in the proof of Hadwiger’s
characterization theorem.

Definition. A valuation p on K™ or Polycon(n) is called simple if pu(K) = 0,
whenever K is not of dimension n (K is of lower dimension). It is called even if
p(—K) = p(K) for all K € K™ and odd if p(—K) = —p(K) for all K € K.

Remark. Note that every valuation g : K™ — R can be decomposed into an
even and an odd part:

U= feven + Hodd-

To see this, define fepen (K) = 2 (W(K)+u(—K)) and froaq == 1 (W(K)—p(—K)).

The following theorem will be of utmost importance in the proof of Had-
wiger’s characterization theorem.

Theorem 2.6. (The volume theorem for Polycon(n)) Let u be a continuous
rigid motion invariant simple valuation on K™ or Polycon(n). Then there exists
c € R, such that p(K) = cpn(K) for all K in K™ or Polycon(n).

For the intrinsic volumes on parallelotopes we saw that they are independent
of the dimension of the embedding space. This result can be extended to the
polyconvex sets.

Theorem 2.7. The valuations p}} are normalized independent of the dimension
n of the embedding space.

Due to the above theorem from now on we write p;, for )} and call these
valuations the intrinsic volumes.
2.5 Hadwiger’s Characterization Theorem

We go on to the main result of this part - the famous Hadwiger characterization
theorem and its direct consequences.

Theorem 2.8. (Hadwiger’s characterization theorem) The wvaluations
L0y 41y -y b fOrm a basis of the vector space of all continuous rigid motion
invariant valuations defined on polyconver sets in R™.

Proof. Let p be a continuous rigid motion invariant valuation and H C R”
a hyperplane. Because the restriction of u to H is a continuous rigid motion
invariant valuation on an affine space of dimension n — 1, we can assume that

W(K) = 3 cin(A)
1=0

13
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by induction on the dimension n. Note that the case n = 0 is trivial, considering
R? = {0}. As every convex set of lower dimension can be moved into H with
a rigid motion, and because the valuations p; are invariant, we obtain that the
valuation

n—1
H = Z Cili
=0

is simple. Due to the volume theorem for polyconvex sets (Theorem 2.6)

n—1
=Y Cifti = Cfin.
i=0
So p can be expressed as a linear combination of the intrinsic volumes. O

Definition. A valuation p on Polycon(n) is said to be homogeneous of degree
k> 0if

p(aP) = o*u(P)
for all P € Polycon(n) and all a > 0.

Corollary 2.9. For a continuous rigid motion invariant valuation
= Polycon(n) — R of degree k there exists ¢ € R such that u(K) = cux(K) for
all K € Polycon(n).

Theorem 2.10. (The mean projection formula) Let 0 < k < n and K € K™
then

p(K) = (K| Vo) dvy (Vo).
Gr(n,k)

To put the last theorem into words: The k-th intrinsic volume of a compact
convex subset of R™ is equal to the integral of the k-dimensional volumes of the
projections of K onto all k-dimensional subspaces of R™.

14
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3 The Classical Steiner Point Map

We have considered the Hadwiger theorem for scalar valued valuations, later on
we will discuss a more general version for vector valued valuations. This will
enable us to classify the Steiner point map with a different approach; But before
that, we look at the characterization due to Schneider. Throughout this section
we denote by (-,-) the standard inner product on R”. We want to start out
with some basic definitions and results from convex geometry and introduce the
Steiner point map. This part is taken from [2] and [3].

3.1 Prerequisites
We begin with a few basic definitions from convex geometry.

Definition. For « € R and u € R™\ {0} the hyperplane H, . with normal vector
u is defined by

Hyo :={xeR": (z,u) =a}.
A hyperplane bounds two closed halfspaces

H,,:={zreR": (z,u) < a};

Hf, :={zeR": (z,u) > a}.
Definition. We take A C R"™, a hyperplane H C R" and the two closed
halfspaces bound by H and denoted by H~ and H". Then H is said to
support A at x if x € AN H and either A C H- or A C HT. H is called

a support plane of A if H supports A at some point x. Given H = H, , sup-
ports A and A C H, ,, then H, , is called a supporting halfspace of A, and u is

u,a

;
called an exterior or outer normal vector of H as well as H,, .

The following theorem is the motivation for our particular interest in sup-
porting planes and halfspaces.

Theorem 3.1. Each K € K" is the intersection of its supporting halfspaces.

We are not completely satisfied with this result and want to be more specific
about the supporting halfspaces of a closed convex set. First however, we require
some more definitions.

Definition. Let R = RU {—00,00}. Given a function f : R® — R and o € R
we define

{f=a} ={zeR": f(x) = a},

and the sets {f < a}, {f < a},... are defined accordingly. A function f :R" —
R is called convez, given that {f = —oo} =0, {f = co} #R", and

FL=Nz+Ay) <A =N f(z) + Ay

for 7,y € R*,0 < A < 1. Let f: R" — R be convex, then domf := {f < oo}.

15
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Now we are ready to introduce the support function of a closed convex set
A in R"™.

Definition. For K € K" we define the support function h(K,-) = hx by
h(K,u) :=sup{(x,u) : x € K}
for w € R™. Furthermore for u € dom h(K,-) we set
H(K,u):={z eR": (z,u) = h(K,u)};
H™(K,u):={x e R": (z,u) < h(K,u)};
F(K,u):=H(K,u)NK.

H(K,u), H (K,u), and F(K,u) are called the support plane with exterior nor-
mal vector u, the supporting halfspace with exterior normal vector u, and the
support set of K with exterior normal vector u, respectively. For bounded K the
definitions of the support plane and the supporting halfspace coincide, however
for unbounded K it might happen that F(K,u) = (.

In order to gain some intuition for the notion of the support function we
consider u € S"~! Ndom h(K,-). Due to the Cauchy-Schwarz inequality for
inner products, |(z,wu)| is maximal for = being a scalar multiple of u. In this
case |(x,u)| = ||lul, so the support function is the signed distance between the
support plane with exterior normal vector u and the origin. In the case that u
is pointing into the open halfspace containing the origin, the signed distance is
negative.

The support function has various properties that follow directly from the
definition.

Proposition 3.2. Given a non-empty closed conver set K in R™, then its
support function h(K,-) has the following properties

(1) MK +t,u) = h(K,u) + (t,u) for u e R™;
(11) h(K, Au) = Ah(K,u) for A >0 and h(K,u+v) < h(K,u)+ h(K,v).

For K € K", h(K,-) is sublinear and convex. Conversely the following
statement holds.

Theorem 3.3. If f : R™ — R is a sublinear function, then there is a unique
convex body K such that f = h(K,-).

So a K € K" is completely determined by its support function.

3.2 Characterization of the Steiner Point Map

Our goal is to characterize the Steiner point map as the unique vector valued
continuous rigid motion equivariant valuation.
By H* we denote the k-dimensional Hausdorff measure on R, and I" denotes

the gamma function. The surface area of the unit ball is w, = H"~1(S"71) =
271_11,/2
NER
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Definition. The Steiner point map s : K™ — R" is defined by

1
s(K) = —/ h(K, u)u dH" " (u).
Rp Jgn-1
Definition. A function f on K™ with values in some abelian semigroup is called
Minkowski additive if
f(K+L)=f(K)+ f(L),for K,L € ™.

A Minkowski additive function f with values in a real vector space or in K™ is
called Minkowski linear if it satisfies

FOAK) = Af(K),for K € K" and A > 0.

Theorem 3.4. The support function h : K™ — C(S™1) is Minkowski additive,
and so is the Steiner point map s : K™ — R™.

Our special interest in the Steiner point map stems from its invariance prop-
erties.

Proposition 3.5. The Steiner point map is equivariant under rigid motions,
that is, given a rigid motion g : R™ — R™ and K € K", it satisfies s(gK) =
gs(K).
Proof. Let g be a rotation, then h(gK,u) = h(K, g *u). Considering the spher-
ical Lebesgue measure is rotation invariant, we get s(¢K) = gs(K). Now let g
be a translation, then, due to Proposition 3.2, we need to calculate

1 n—1
— (t,w)u dH" ™ (u)

Wn Jgn—1

for t € R™. As the integral is linear in ¢ and invariant under rotations and
reflections fixing ¢, we get

* (t,u)u dH" (u) = at

Wn Jgn—1

with a € R independent of ¢. Choosing |¢| = 1 and an orthogonal basis (eq, .., €5,)
of R™ we obtain

a :/Snil(t,u)Z AH " (u) = ii/gnl(ei,w A" (u)

1
:f/ 2 dH () = w,.
S‘nfl

n

This results in
1
. / (t,u)u A" (u) = ¢
Wn Sn—1

completing the proof. O
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Theorem 3.6. Letn > 2. If a map ¢ : K™ — R" is Minkowski linear, equiv-
ariant under rigid motions and continuous at the unit ball B™, then ¢ is the
Steiner point map s.

Proof. The group of rotations SO(n) is compact, therefore, given € > 0, we can
decompose SO(n) into finitely many nonempty Borel sets A, ..., Ap o) of
diameter less then e. We choose pi.. € Ay and denote vy . = v(Ag ), where
v denotes the Haar measure on SO(n). For any continuous real function f on
SO(n) we have the usual estimate

()
lim F(or,e)vk, :/ fdv.
e—0 ]; ( 6) ¢ SO(n)

Let K € K™, if K = {z}, then ¢(K) = z = s(K), due to the rigid motion
invariance of . Now let us assume that dim K > 0. We choose v € R",x € S"~1
and ¢ > |v| and define a convex body K. by

Hence

e—0

lim (o (K.), y) = /S o [ RN, ) ()

_ / (v, p) (9 (K), py) dv(p),
SO(n)

considering fso(n)(cp(K),py) dv(p), as a function of y, is odd and rotation in-
variant and therefore zero.
The support function of K. is given by

m(e)

h(Kea y) = Z [C + (Ua lel‘)]h(K’ pk,ey)yk,a
k=1

and hence satisfies
lig h(Kev) = [ e+ (vupnA(E. ) di(p).

Now, as the integral is invariant under translations of K and positive if the
origin o € relint(K),

/ ch(K, py) du(p) = r
SO(n)

18
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is a positive real number that depends only on K and v. The integral
Hag) = [ (o pn)h(. py) dv(p)
SO(n)

satisfies I(x,y) = I(y,x) if n > 3, as I(rz,7y) = I(x,y) for each rotation
7 € SO(n), and for n > 3 we can choose 7 such that 72 = y and 7y = .
Denoting

sim [ b, pa) dv(p)
SO(n)

for n > 3 we thus have I(z,y) = (z,y). For n = 2, I(z,y) is not symmetric in
x and y, but in this case we can write

1

I(z,y) == o

/0 (0,u(€ + a)h(K, u(n + a) do

with u(a) := (cos a)e; + (sin a)ea, where {ej, e} is an orthonormal basis of R?,
and = u(§),y = u(n). An elementary computation yields

I(z,y) = (A1 cos€ + Agsing) cosn + (Arsing — Az cosé) sing

where the A; only depend on K and v; therefore again we have I(z,y) = (2,y)
with some vector z only depending on K, v and x. Thus, in both cases we get

lim A(Ke,y) =7+ (2,9) = M(B(z,7),y),

where B(z,r) is the ball with center z and radius r. This holds for each y €
S~ hence lim._,o K. = B(z,r) in the Hausdorff metric. (Observe that point
wise convergence of support functions implies uniform convergence on S”~1.)
From this we get r~}(K. — 2) — B™ for ¢ — 0 and thus p(r (K. — 2)) —
©(B"™) by the assumed continuity of ¢ at B™. As ¢(B™) = o by the rotation
equivariance of ¢, we arrive at p(K.) — z and thus

lim(p(Ke),y) = (2,y)

e—0

for y € S"~1. We have proved that
[ o)), pw) doe) = (210,
SO(n)

which only depends on K,v,x,y and not on ¢. Considering that the Steiner
point map has all the properties of ¢, this yields

/ (0, p) (9K — 5(E). py) dv(p) = 0.
SO(n)

The choices v := ¢(K) — s(K) and x = y now result in ¢(K) = s(K). O
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Minkowski additivity and continuity imply Minkowski linearity, so we get
the following version of the characterization of the Steiner point map by Rolf
Schneider as in [3].

Theorem 3.7. For n > 2 let ¢ : K™ — R™ be a map with the following
properties

(1) oK1 + K3) = ¢(K1) + ¢(K3), for Ky, K3 € K™
(i1) @ is equivariant under rigid motions;
(#i1) @ is continuous,
then ¢ is the Steiner point map s.

Proof. Given a Minkowski additive map ¢ from K™ into R™ or R we have 2K =
K + K for K € K™, and hence ¢(2K) = 2p(K). By induction we get p(kK) =
kp(K) for k € N. For k,m € N one obtains ko(K) = ¢(kK) = o(m(k/m)K) =
me((k/m)K), and therefore p(¢K) = qp(K) for ¢ € Q with ¢ > 0. The
continuity now leads to ¢(AK) = A\p(K) for real A > 0. O

Definition. Let F be a family of sets and A be an abelian semigroup, then a
function ¢ : F — A is called a valuation on F if

P(KUL)+@(KNL)=p(K)+¢(L)
fKUL KNL, K, LEcF.

A straight cylinder is a convex body K € K" such that K = Ky + K, where
dim K; > 1 and the convex hulls of K; and K5 are orthogonal. We need the
following lemma from Hadwiger, see [3], to achieve a further characterization of
the Steiner point map.

Lemma 3.8. Let x : K™ — R be a functional with the following properties
(i) x(K +a) = x(K) for a € R";
(ii) x(K1 UK3) = x(K1) + x(K2), if K1, Ky, K1 UK3 € K"
and dim(K; N Ks) < n;
(#31) x is continuous;
(vi) x(Z) = 0 for straight cylinders Z € K".
Then x is Minkowski additive.

Theorem 3.9. For n > 2 let ¢ : K™ — R™ be a map with the following
properties

(1) ¢ s a valuation on K™;
(i1) @ is equivariant under rigid motions;

(#i7) ¢ is continuous,

then ¢ is the Steiner point map s.
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Proof. We use induction on the dimension n. First let n = 2. For K € K? we
define x,(K) := (o(K) — s(K),b), where b € R? is arbitrary. Given that K is
a line segment or a rectangle, there exists a rigid motion mapping K to K and
fixing the point s(K), and thus o(K) = s(K), as ¢ is rigid motion equivariant.
It is easy to see that y; satisfies the other properties in Lemma 3.8, therefore
X» is Minkowski additive. Considering that b was arbitrary and s is Minkowski
additive, it follows that ¢ is Minkowski additive as well. So by Theorem 3.7 we
get ¢ = s.

Now let n > 2 and assume the statement to be correct for 2 < m < n —
1. Further let E,, £, C R™ be two orthogonal plains containing the origin of
dimensions p > 1 and g > 1 respectively. Given convex bodies K; C E, and
Ky C E,, then there exists a unique presentation

O(K1 + Ka) = o1(K1, K2) + (K1, Ka),

where (pl(Kl,Kg) € Ep and (pg(Kl,KQ) S Eq. We fix a bOdy Q - Eq, and the
above equation defines a functional ¢ (-, Q) mapping every convex body in E,
to a single point in E,. Given convex bodies K1, Ko C E), such that K; U K» is
a convex body in F),, then ¢ being a valuation together with the trivial relations

(K1+Q)U (K2 + Q) = (K1 UK,) +Q,
K+ Q)N (K + Q) = (KiNKy) +@Q

results in

P1(K1UK3),Q) +¢1((K1 N K3),Q) = ¢1(K1,Q) + ¢1(K2, Q).

Hence ¢4 is a valuation. If A’ : E, — E, is a rigid motion fixing the origin,
then there exists a rigid motion A : R® — R™ which is the identity on £, and
such that A|g, = A’. Considering the rigid motion equivariance of ¢, we get

P1 (A/Ka Q) = A/§01 (Ka Q)

If A: R" — R" is a translation mapping E, to itself, we again have that ¢ is
equivariant with respect to A, and thus ¢ is rigid motion equivariant. As ¢ is
continuous so is 1, and therefore ¢; satisfies the same requirements on E, as
o does on R™. In the case that p > 2 the induction hypothesis now results in
1(K, Q) = 5(K).

Now let us consider the case p = 1. We denote points on the straight line F,
by their oriented distance from the origin and the line segment with end points
a and b by ab. For a convex body K C E, we abbreviate ¢ (ab, K) = f(a,b).
The translation equivariance and additivity of ¢4 (-, K) yield the equations

fla+e,b+c¢) = f(a,b) +c, ()

f(0,a+0) + f(a,a) = f(0,a) + f(a,a+b). 9)
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From (8) we derive f(a,a) = v+ a where v = f(0,0) as well as f(a,b+a) =
f(0,b) + a. With this (9) results in f(0,a +b) +~v = f(0,a) + £(0,b), and
thus the function f(0,-) — v satisfies Cauchy’s functional equation. With the
continuity of ¢1 (-, Q) we get f(0,a) = aa+~ with o = f(0,1) —~ and (8) yields
f(a,b) = f(0,b—a)+a= (1 —a)a+ ab+ . Thus we have

p1(ab, K) = (1 — a(K))a + a(K)b + v(K),

where a(K) and y(K) depend on the choice of K. In a similar way as above
it can be shown that the functional ¢q(ab, ) on E, is additive, rigid motion
invariant and continuous for a fixed line segment ab . Considering a and b can
be chosen at will, & and v must have these properties as well. Due to the first
functional theorem of Hadwiger, see [29] page 211, there exist real constants
¢i, d; such that for all convex bodies K C E; the equations

a(K):qu(K), YK) = d;Wi(K)

hold, where W; denote the quermassintergrals, see [2] page 209. For 0 < r < ¢
we choose an r-dimensional convex body K C I, that is symmetric with respect
to an (n—2)-dimensional plane F,,_o containing the origin. The reflection across
the plane F,, o+ %(a +b) is a rigid motion mapping the convex body ab+ K to
itself. Considering ¢ is rigid motion equivariant the point p(ab+ K) has to lie
within the plane fixed by the reflection, thus ¢1(ab+K) = 3(a+b). Asa and b
can still be varied, we get that a(K) = 1 and y(K) = 0. Now we consider that
Wi(K)=0for0<i<g—7r—1and W;(K) #0 for ¢ —r <i < q. Regarding
r = 0,1,...,q one after the other we find ¢,W, = %,ci =0for0<i<qg-—1
and d; = 0 for 0 < i < ¢. Thus a(K) = § and y(K) = 0 for all convex bodies
K C E,, and therefore ¢;(ab+ K) = 1(a +b) = s(ab).

We have shown that ¢1(K,Q) = s(K) holds for arbitrary convex bodies
Q C E, and K C E,. Similarly it can be shown that ¢3(P, K) = s(K) holds
for arbitrary convex bodies K C E, and P C E, and thus

(P +Q)=¢1(P,Q) + ¢2(P,Q) = s(P) + 5(Q) = s(P+ Q)

for P € E, and Q € E;. So we have proven ¢(Z) = s(Z) for an arbitrary
straight cylinder Z.
Now we set

xXo(K) = (p(K) — s(K),b)

for an arbitrary b € R™ and K € K". Let E,_1 be a hyperplane containing the
origin, then the restriction of ¢ to E,,_; is a valuation, rigid motion equivariant
and continuous and thus ¢(K) = s(K) for K C E,,_; due to the induction
hypothesis and therefore x;(K) = 0. Considering x; is translation invariant we
get xp(K) = 0 for all K € K™ with dim(K) < n. Due to ¢ being a valuation
and I (38) in [3], we get Xb(Kl U K2) = Xb(Kl) + Xb(KQ) for all K1,Ky, € K™
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with K73 U Ky € K" and dim(K; N K3) < n. Furthermore x; is continuous
and xp(Z) = 0 for all straight cylinders Z, so due to Lemma 3.8, as b can be
varied, it is Minkowski additive. Thus, due to Theorem 3.7 p(K) = s(K) for
all K € K. O

We encountered Hadwiger’s characterization theorem for continuous rigid
motion invariant valuations with values in R. The group of rigid motions in
R™ consists of translations and rotations. The group of rotations SO(n) is a
famous and important example of a so-called compact Lie group, that is, a
compact topological space endowed with a group structure, such that some ex-
tra conditions are met. In this work we will encounter a more general version of
Hadwiger’s theorem proven by Alesker, Bernig and Schuster [8], characterizing
continuous translation invariant SO(n)-equivariant valuations with values in an
irreducible SO(n) representation I'. As well as the work of Wannerer 23|, who
characterized the Steiner point map (using said generalized Hadwiger theorem)
as the continuous unitary affine transformation equivariant valuation from the
convex bodies in C™ to C™. As background we need to recall some Lie group
theory, in particular compact Lie groups. Introducing the definition of a Lie
group and providing the compact classical Lie groups as examples, we move on
to representations, which will prove to be integral in the understanding of Lie
group structure and classification. The character of a Lie group representation
determines a representation up to isomorphism, and the Peter-Weyl theorem
will show us that every compact Lie group is indeed a closed subgroup of a uni-
tary group. We move on to Lie algebras the linearizations of Lie groups. Cartan
subalgebras will enable us to introduce the famous root space decomposition,
and highest weights will provide a classification of irreducible representations.
At last we will recall the second determinantal formula which we will directly use
in the proof of the general version of Hadwiger’s theorem. This part is mainly
taken from [4]. For background on smooth manifolds and Lie algebras see [7],
for a more detailed view of the exponential map see [6]; the root space decom-
position of the special orthogonal group is taken from [9], see [10] for details on
examples of highest weights and [19] for infinite dimensional representations.
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4 Compact Lie Groups and Representations

We recall the definition of a Lie group and a notion for maps between Lie groups
and give the compact classical Lie groups as examples. The later are of particu-
lar interest because they play an integral role in the structural theory of compact
Lie groups. Furthermore the concept of a representation of a Lie group will be
discussed, that is, a way of almost (up to the kernel of a Lie group homomor-
phism) viewing a Lie group as a subgroup of the general linear group of a vector
space. We will have a look at the famous lemma of Schur, which has count-
less uses in representation theory due to its strong statement about irreducible
representations. Finally we will see that every finite dimensional representation
of a compact Lie group is a direct sum of smaller building blocks, namely ir-
reducible representations. This section is taken from [4] and the subsection on
infinite dimensional representations from [19].

4.1 Lie Groups

Definition. A topological manifold is a second countable Hausdorff topological
space, which is locally Euclidean of dimension n.

Given a topological manifold we want to add a smooth structure to it. As it
is locally Euclidean, we can move to R™ where smoothness is a familiar concept.

Definition. Let M be a topological manifold of dimension n. A smooth atlas
is a set of charts {(Us, @a) : @ € A} on M, such that M = J, 4 Ua, and for all
a, B € A with U, NUg # 0 the transition map o = @popsl: pa(UNV) —
¢p(UNV) is a smooth map on R™. A smooth manifold is a topological manifold
with a maximal smooth atlas.

Remark. Every (smooth) atlas can be completed to a unique maximal (smooth)
atlas.

We are now able to define the central object of this chapter: the Lie group.

Definition. A Lie group G is a group and a smooth manifold such that

(7) the multiplication map p: G x G — G mapping (g, h) — gh is smooth;

(ii) the inversion ¢ : G — G mapping g — ¢~ is smooth.

Due to the manifold structure of Lie groups, finding subgroups is a bit more
complicated.

Definition. Given a Lie group G and a subgroup H of G. H is a Lie subgroup
of G given that it is provided with a topology and smooth structure making it a
Lie group and an immersed submanifold of G. So the embedding ¢ : H — G is
a smooth immersion, that is, a smooth map with injective differential at every
point of H.
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Theorem 4.1. Given a Lie group G with a subgroup H, then H is a reqular Lie
subgroup (a Lie subgroup the topology of which agrees with the relative topology)
if and only if H is closed.

Theorem 4.2. A closed subgroup of a Lie group is a Lie group in its own right
with respect to the relative topology.

As in every theory, when introducing objects with a certain structure, we
also want to talk about maps between these objects that are compatible with
the given structure.

Definition. A Lie group homomorphism is a smooth (group) homomorphism
between two Lie groups. A Lie group isomorphism f is a bijective Lie group
homomorphism between two Lie groups.

Definition. A Lie group is called a linear Lie group, or a matriz Lie group if
it is isomorphic to a closed subgroup of GL(n,C).

Later we will see that every compact Lie group is a linear Lie group.

4.2 The Compact Classical Lie Groups

We want to give some examples for Lie groups. Especially, due to their impor-
tance in the theory of Lie groups, we want to introduce the so called compact
classical Lie groups SO(2n), SO(2n + 1), SU(n), and Sp(n).

Definition. The special linear group is defined by
SL(n,F) := {A € GL(n,F) : det(A) = 1}
where F is a field.

As the determinant is continuous, SL(n,F) is a closed subgroup of the Lie
group GL(n,F) and thus a Lie group (see [4] for example).

Definition. The orthogonal group is the closed subgroup of GL(n,R) defined
by

O(n) :={A € GL(n,R) : ATA=1,}
where AT denotes the transpose of the square matrix A.

The column vectors of an orthogonal matrix have length 1. So topologically
speaking, O(n) may be viewed as a closed subset of the compact set S"~1 x

S§n=1x ... x §n=1 C R™. Therefore O(n) is a compact Lie group.

Definition. The special orthogonal group is the closed subgroup of O(n) defined
by

SO(n) :={A € O(n) : det(A) = 1}.
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As a closed subgroup of a compact Lie group SO(n) is a compact Lie group
itself. Later we will see that the behavior of SO(n) depends heavily on the
parity of n, and thus SO(2n) and SO(2n + 1) are considered as two separate
infinite families of Lie groups.

Definition. The unitary group is the closed subgroup of GL(n,C) defined by
U(n) :={A € GL(n,C): A"A=1,}
with A* denoting the complex conjugate transpose of A.

For a unitary matrix each column vector has length 1. So U(n), topologically,
is a closed subset of S2n~1 x §2n—1 ... x §2n—1 C R4"* . As before it follows
that U(n) is a compact Lie group.

Definition. The special unitary group is the closed subgroup of U(n) defined
by

SU(n) :={A € U(n) : det(A) = 1}.
As a closed subgroup of a compact Lie group SU(n) is a compact Lie group
itself.
Definition. The symplectic group is the subgroup of GL(n,H) defined by
Sp(n) :={A € GL(n,H) : A*A =1}
with A* denoting the quaternionic conjugate transpose of A.

Sp(n) is a compact Lie group (see [4] for example).

4.3 Representations

Representations are of utmost importance in the theory of Lie groups, as they
provide a way to look at a general linear group from the point of view of a Lie
group. There are two ways to introduce a representation of a Lie group, and
considering both have their specific merit, we will discuss them both. The first
way uses the concept of a Lie group homomorphism.

Definition. A (finite-dimensional) representation of a Lie group G on a finite
dimensional complex vector space V is a Lie group homomorphism p : G —
GL(V). The dimension of the representation is the dimension of V.

The second way to introduce Lie group representations, which is equivalent
to the first one, uses group actions.

Definition. A (finite-dimensional) representation of a Lie group G on a finite
dimensional complex vector space V is a map p : G x V— V with the following
properties:

(@) p(g): V=V, v p(g,v) is linear;
(ii) ple.g) = g;
(ii) p(g1, (92, v)) = p(9192,v),
where g,91,92 € G, v € V and e is the identity element in G.
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The fact that (p,V) is a representation might also be expressed by saying
that V' is a G-module or that G acts on V. Instead of p(g,v) it is common to
write g - v or gv if the representation is clear from the context.

Definition. Let (p, V) and (p’, V’) be finite dimensional G-modules, then A €
Hom(V, V') (the space of linear maps V' — V) is called an intertwining operator
or G-map if it is equivariant, i.e., it satisfies Ao p(g) = p'(g) o A for g € G. The
set of all G-maps is denoted by Homg(V,V’). Two representations V' and V'
are equivalent, we write V = V' if there exists a bijective G-map from V to V.
An element v of V' is called G-invariant if g -v = v for all g € G. The set of
G-invariant elements of V is denoted by V.

From given representations and their vector spaces, one can look at natural
ways to construct “new” vector spaces from given ones, i.e., the sum, tensor
product, hom-spaces, and so on and find representations on these “new” vector
spaces as well.

Theorem 4.3. Let V and W be finite dimensional representations of a Lie
group G then

(1) G acts on VAW by g(v,w) = (gv, gw);
(it) G acts on VQ W by ngi Qw; = ngi X gwy;
(iii) G acts on Hom(V, W) by (gA)(v) = g(A(g~v));

k
(iv) G acts on ®V by ngil®~~®vik :ngil ® - ® guip;

k
(v) G acts on /\V by ngil A ANy, = ngil Ao A gugs
(vi) G acts on S*(V) by ngil Cey, = Z(gvil) - (gvi);
G acts on V* by (gA)(v) = A(g~);

(iv) G acts on V by the same action as it does on V.

)
)

(vii

Here /\k denotes the k-fold exterior product , S* the k-fold symmetric product
and V the conjugate space where the scalar multiplication is given by multiply-
ing with the conjugate.

We have seen that representations can be glued together to obtain represen-
tations on “larger” spaces. In order to build a classification of representations it
makes sense to ask two questions: What are the smallest building blocks? Can
every representation be built from these smallest building blocks? The first
question leads directly to the next definition.

Definition. Let G be a Lie group acting on the finite dimensional complex
vector space V. A subspace U C V is G-invariant (we also say a submodule or a
subrepresentation) if gU C U for all g € G. A nonzero (that is, not equal to the
trivial representation {0}) representation is irreducible if the only G-invariant
subspaces are trivial, i.e., {0} or V. A representation is called reducible if it has
a proper (non-trivial) G-invariant subspace.
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Remark. A nonzero finite dimensional representation V' is irreducible if and only
if V = spang{gv : g € G} for each nonzero v € V.

The next lemma has a variety of applications in the structural theory of
representations.

Theorem 4.4. (Schur’s lemma) Let G be a Lie group and let V and W be finite
dimensional G-modules. If V. and W are irreducible, then

dim Homg(V,W) = {1 ?f veEw

0 ifVzWw
Definition. Let G be a Lie group and V be a finite dimensional G-module. A
bilinear form (-,-) : V x V. — C is called G-invariant if (gv, gw) = (v,w) for
all g € G and for all v,w € V. V is called unitary given that there exists a
G-invariant Hermitian inner product on V.

Theorem 4.5. Every representation of a compact Lie group is unitary.

Another way to describe U(n) is as {A € GL(n,C) : (Av, Aw) = (v,w)},
where (-, -) denotes the standard Hermitian inner product on C™. This is equiv-
alent to the way we introduced U(n) considering (Av, Aw) = (Av)*TAw =
v*A*Aw. As a consequence of the preceding theorem, we get that a finite di-
mensional representation (p : G — GL(V), V) of a compact Lie group G yields
a Lie group homomorphism into a unitary group. We will see later that every
compact Lie group is isomorphic to a subgroup of a unitary group. So every
compact Lie group is a linear Lie group.

Definition. A finite dimensional representation of a Lie group is called com-
pletely reducible if it is a direct sum of irreducible submodules.

Now we can get back to the question we asked above: Can every represen-
tation be built from irreducible representations? For non-compact groups there
are reducible but not completely reducible representations, for compact groups
however we have the following result.

Corollary 4.6. Every finite dimensional representation of a compact Lie group
1s completely reducible.

We are now able to write every finite dimensional representation V of a
compact Lie group G as V = @, n;V; where the V; are not equivalent irre-
ducible G-modules and n;V; = V; @ --- @ V; (n; copies). The natural number
n; is called the multiplicity of V; in V and is given by n; = dim Homg(V;, V).
Given an irreducible G-module V' and some arbitrary G-module W we denote
the multiplicity of V' in W by m(V, W).

As a consequence of Schur’s lemma we get:
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Corollary 4.7. Let V be a finite dimensional representation of a Lie group G

then

(1) V is irreducible if and only if dim Homg(V,V) = 1; in particular for an
irreducible V' every G-map f:V — V is of the form f = X 1d for A € C;

(#4) If V is irreducible, then the G-invariant inner product on V is unique up to

multiplication by a positive real number.

4.4 Characters and the Peter-Weyl Theorem

We consider the character of a Lie group representation, an important concept,
as it determines a representation up to isomorphism. The Peter-Weyl theorem
will provide the means to see that every compact Lie group is a closed subgroup
of a unitary group.

Definition. Let G be a Lie group with finite dimensional unitary representation
(p, V). The functions f;’:v : G — C mapping g — (gu,v) with u,v € V, where
(+,-) denotes the G-invariant Hermitian inner product on V, are called matriz
coefficients of G. The collection of all matrix coefficients is denoted by MC(G).

Definition. Let G be a Lie group with finite dimensional representation (p, V).
The character xy : G — C of G is defined by xv(g) = tr p(g) where tr p(g)
denotes the trace of the matrix p(g).

Theorem 4.8. Let G be a compact Lie group and V; and V be finite dimensional
G-modules, then

(i) xv € MC(G);
(i) xv(e) = dimV;
(#i1) If Vi =2 Vs, then xv, = Xva;
(iv) xv(hgh™) = xv(g) for g,h € G;
(v) Xvieva = X + Xva;
( ) XVi@Ve = XVi X Va5
(vii) xv-(9) = xv(9) = xv(9) = xv(g~");
(viti) xc(g) = 1 for the trivial representation C.

Theorem 4.9. 1) Let V,V;, W be finite dimensional representations of a com-
pact Lie group G, then

/GXV(g)XW(g) dg = dim Homg (V, W).

In particular, [, xv(g) dg = dim(V), where V< denotes the set {v € V : gv =
v for g € G}, and if V and W are irreducible, then

| xtorw e do - {(1) i
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2) V is, up to equivalence, completely determined by its character, that isV = W
if and only if xv = xw. In particular, V = @, n;V; if and only if xv =

Ei nixXv;-
8) V is irreducible if and only if [, |xv(g)|* dg =1.

By C(G) we denote the set of continuous functions f : G — C and by L*(G)
the set of square integrable functions f : G — C.

Theorem 4.10. (Peter-Weyl theorem) Let G be a compact Lie group, then
MC(G) is dense in C(G) and L*(Q).

We say a representation (p, V') is faithful given that p is injective.

Theorem 4.11. A compact Lie group possesses a finite dimensional faithful
representation.

As we have already hinted at in the last section, we obtain the following
corollary.

Corollary 4.12. FEvery compact Lie group is isomorphic to a closed subgroup
of a unitary group U(n) for some n € N. Thus every compact Lie group is a
linear Lie group.

4.5 Infinite-dimensional Representations

We want to consider representations of compact Lie groups on infinite-dimensional
vector spaces as well, because not every representation of interest is finite. There
are some adaptions to be made to the infinite-dimensional case; adding some ad-
ditional structure to our vector spaces, we work with topological vector spaces
instead. We restrict ourselves to Banach spaces, but note that it is possible
to develop infinite-dimensional representations for locally convex vector spaces.
Most of the basic definitions for representations remain unchanged, however
some need to be tweaked. In the end we see that every irreducible represen-
tation of a compact Lie group on a Banach space is finite-dimensional. As a
reference for this subsection see [19] as well.

Given topological vector spaces V,V’ let Hom(V,V’) denote continuous
linear maps from V to V' and let GL(V) denote the invertible elements of
Hom(V, V).

Definition. A representation of a Lie group G on a topological vector space
V is a Lie group homomorphism p : G — GL(V) such that the map G X
V — V defined by (g,v) — p(g)v is continuous. Given two infinite-dimensional
representations (V) p), (V', p’) on a topological vector space f € Hom(V,V’) is
called an intertwining operator or G-map if it is equivariant, i.e., it satisfies f o
p(g) = p'(g)o f for g € G. A closed G-invariant subspace is called a submodule.
A representation of a Lie group G on a topological vector space V is called
irreducible if the only submodules are {0} and V. It is called reducible given
that it has a non-trivial submodule.
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Next up are some specific definitions needed to acquire a decomposition for
infinite-dimensional representations.

Definition. Let V be an infinite-dimensional representation of a Lie group on
a complex Banach space. A vector v € V is called G-finite if it is contained
in a finite-dimensional G-invariant subspace of V. The linear subspace of V'
spanned by all G-finite vectors is denoted by V/. For an infinite-dimensional
complex irreducible representation W of G, we define the W-isotopic component
Viww C V as the space of all v € V for which there is a G-map ¢ : W — V with
v € im(p).

Note that Viy is a linear subspace of V. Given v € Vi the image of the
corresponding G-map ¢ is a finite-dimensional G-invariant subspace of V', so
Viv € V. Now let us consider a compact Lie group G and a vector v € V7,
so there exists a finite-dimensional G-invariant subspace W C V containing v.
We already know that finite-dimensional G-modules decompose into irreducible
submodules, so W = @', n;W; with irreducible W;. Thus v can be written as
a linear combination of vectors each contained in some W;-isotopic component,
and VI = vee Vu where G denotes the set of all isomorphism classes of
finite-dimensional irreducible G-modules.

Theorem 4.13. For any representation of a compact Lie group G on a complex
Banach space V, the subspace VI is dense in V.

As a direct consequence we get:

Corollary 4.14. Given a compact Lie group G, then any irreducible represen-
tation on a Banach space is finite-dimensional.
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5 Lie Algebras

Although in general not being linear objects, it is possible to approximate Lie
groups by their tangent spaces at the identity. Such a tangent space is linear
and we call it a Lie Algebra. As we did before with representations, we try to
gain more insight into the theory of Lie groups by looking at simpler objects, in
this case vector spaces, that are still closely related to Lie groups. After some
basic definitions we will introduce the exponential map, a smooth map from the
Lie algebra of a Lie group to the Lie group itself and compute the Lie algebras
of the compact classical Lie groups. Besides [4] some results were taken from
[6]. For more background on manifolds see [7] for example.

5.1 Basic Definitions

We introduce the very basic concepts: a Lie algebra, Lie subalgebras and Lie
algebra homomorphisms.

Definition. A Lie algebra g is a vector space over a field K with a bilinear
product [-,-] : g X g — g, called the Lie bracket, if the lie bracket additionally
satisfies

(1) [X,Y]=-[Y, X];
(i7) [[X, Y], 2] + [[Y, Z], X] + [[2, X],Y] = 0.

The second equation is called the Jacobi identity.

As with any new structures we want to define maps that preserve the given
structure and its substructures.

Definition. A Lie algebra homomorphism is a linear map ¢ : g — b between
Lie algebras g and h such that

P([X,Y]) = [p(X), e(Y)]
for all X,Y € g.

Definition. A Lie subalgebra b of a given Lie algebra g is a subspace that is
closed under the Lie bracket. An ideal i of a Lie algebra g is a subspace satisfying
[g9,1] Ci. A Lie algebra g is called Abelian if [g, g] = 0.

Remember that given a smooth manifold M the tangent bundle TM is
the disjoint union of all tangent spaces to points in M. That is, TM :=
Upenrs ToM = Upep{(pv) : v € T,M}, and the projection 7 from T'M onto
M is given by w(p,v) = p. A vector field X : M — TM is a smooth section
of the tangent bundle, i.e., a smooth right inverse to the projection 7. Given
a vector field X, we write the value of X at p as X,,. For a Lie group G the
diffeomorphism [, : G — G is defined by [,(h) = gh. A vector field X is called
left invariant given that di,X = X or d(ly), X, = Xgn at a point h € G where
d(ly) : Ty,M — Ty, M denotes the differential of ;. It can be shown (see [7] for
example) that the set of left invariant vector fields together with the Lie bracket
for vector fields is a Lie algebra.
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Definition. The Lie algebra of smooth left invariant vector fields of a Lie group
G is called the Lie algebra of G and is denoted by g.

For a Lie group G and v € T.G we get a vector field that is left invariant
by setting v} := d(ly)ev € TyG. A fundamental fact is that this map gives an
isomorphism between g and T.G.

Theorem 5.1. Let G be a Lie group. The map € : g — T.G defined by £(X)
X, is a vector space isomorphism with inverse T : T.G — g defined by 7(v) =
Thus, g is finite-dimensional with dimension equal to dim G.

l

For a compact Lie group G we already know that G is a closed subgroup
of GL(n,C), so T.G can be viewed as a subspace of Ty, (GL(n,C)). We define
gl(n,F) := M, ,(F), the space of n x n matrices over the field F. Remember
that for a smooth manifold M tangent vectors in 7, M can also be understood
as equivalence classes of curves v in M such that «(0) = p.

Theorem 5.2. Let G be a Lie subgroup of GL(n,C), then
g2 {7 (0):7(0) =1, and v: (—¢,e) = G,e > 0, is smooth} C gl(n,C)
where the Lie bracket is given by
[X,)Y]=XY -YX.

For X; = ~4/(0) € g and r € R consider the smooth curve v = ~;(rt)y2(t)
mapping some neighborhood of 0 € R to G. Then ~'(0) = (ry1(rt)y2(t) +
Y1(rt)¥5(t))|t=0 = r X1+ X2. So g is a real vector space, but not a complex one.

Remark. In the same way T,G can be identified with {7/(0) : v(0) = g and ~ :
(—e,e) = G,e > 0, is smooth} C gl(n,C).

5.2 The Exponential Map

The exponential map is a smooth map from the Lie algebra of a Lie group to
the Lie group itself with interesting properties; it commutes with the differential
of a Lie group homomorphism and provides a way to compute the Lie algebra
of a Lie group.

Remember that for v € T,G we get a smooth vector field v! and the integral
curve v : J — G, J C R of v! through e, that is, the unique maximally defined
smooth curve in G satisfying v(0) = e and +/(¢) = Ufy(t).

Theorem 5.3. Let G be a linear Lie group, X € g ,and v be the integral curve
of X through e. Then

Moreover v is defined for allt € R and a homomorphism.
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Definition. Let G be a linear Lie group, X € g and 7y be the integral curve of X
through e. The exponential map of G exp : g — G is defined by exp(X) = v(1).

Theorem 5.4. Let G be a linear Lie group, then:

(i) The exponential map is a smooth map from g to G;
(i) The exponential map restricts to a diffeomorphism from some
neighborhood of 0 in g to some neighborhood of e in G,
(iii) g = {X € gl(n,C) : '™ € G for t € R};
(tv) When G is connected, exp g generates G.

Definition. Let ¢ : H — G be a Lie group homomorphism between linear Lie
groups H and G. The differential of v, dp : h — g is defined by

d

= () e=o-

dp(X) = 7

Theorem 5.5. Suppose ¢, p; : H— G are Lie group homomorphisms between
linear Lie groups H and G, then:

(i) The following diagram is commutative

h —¥ g

exp l J/exp

H—*> G
that is, e™(X) = o(eX) for X € g;
(i) The differential do is a Lie algebra homomorphism;
(#i1) If H is connected and dp1 = dps, then o1 = ps.

Definition. Let G be a linear Lie group. For g € G the conjugation c4 :
G — G is the Lie group homomorphism given by c,(h) = ghg~'. The adjoint
representation of G on g, Ad : G — GL(g), is defined by Ad(g) = dcy. The
adjoint representation of g on g, ad : g — End(g), is defined by ad(g) = dAd,
that is, ad(X)Y = 24 (Ad(e!X)Y)|i—o for X,Y € g.

Remark. Note that

d
Ad(g)X = deg(X) = —(ge" g™ Nli=0 = gXg7",
and
ad(X)Y = %(Ad(etx)Yﬂt:O = %(etXYe_tX)\tzo = XY -YX =[X,Y].

We calculate the Lie algebra of U(n) using Theorem 5.4. Let X be an
element of the Lie algebra of U(n), then I, = e/ (e!X)* = e!Xe!X" holds for
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t € R. Differentiating with respect to ¢ at 0, implies X + X* = 0. Conversely,
X = —X* implies e'¥ !X = e!Xe~tX = [, So the Lie algebra of U(n), denoted
by u(n), turns out to be

u(n) ={X € gl(n,C): X* = -X}.

For the special unitary group SU(n) we get an additional condition: 1 =
det(e!X) = "X for t € R, implying, after differentiation, that trX = 0. Con-
sidering trX = 0 implies det(e!*) = 1, we get that

su(n) ={X € gl(n,C) : X* = - X, trX = 0}.

In a similar way the Lie algebras of O(n), SO(n) and Sp(n) can be calculated
to be

o(n) ={X € gi(n,R): X' = —X};
so(n) ={X € gl(n,R) : X' = - X, trX = 0} = o(n);
sp(n) ={X e gl(n,H) : X" = -X}.

5.3 Abelian Lie Subgroups and Lie Algebra Structure

The idea of a Cartan subalgebra is introduced, which we will later use to de-
compose a Lie algebra into root spaces. We have seen that every compact Lie
group G is isomorphic to a Lie subgroup of U(n). Thus every element in G
can be diagonalized via conjugation in U(n). However, it is even possible to
diagonalize every g € G using conjugation in G. Furthermore we will see that
every Lie algebra of a compact Lie group can be decomposed into a semisimple
and an Abelian part.

Definition. Let G be a compact Lie group. A maximal torus of G is a maximal
connected Abelian Lie subgroup of G. A Cartan subalgebra of g is a maximal
Abelian Lie subalgebra of g.

Theorem 5.6. Given a compact Lie group G and a connected Lie subgroup T
of G, then T is a mazimal torus if and only if t is a Cartan subalgebra of g. In
particular, mazimal tori and Cartan subalgebras exist.

Theorem 5.7. (Mazimal torus theorem) For a compact connected Lie group G
with mazximal torus T and h € G,

(1) there exists g € G such that ghg™* € T}
(ii) the exponential map is surjective, i.e., G = expg.

Example. We want to examine the Lie group SO(n) which behaves differently
in odd and even dimensions. For SO(2) a maximal torus is given by

cosf; sinb;
—sinf; cos6;

cosf; sind,
—sinf; cosb,
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and the corresponding Cartan subalgebra is given by

0 6
-6, O

0 o
-6, 0
For odd dimension we get a maximal torus of SO(2/ 4+ 1) by

cosfl; sinf;
—sinf#; cosf;

T = 20, R
cosf; sind,
—sinf; cosb,

1
and the corresponding Cartan subalgebra is given by
0 60
-0, 0
t= 0; R
0 6
-6, 0

0

Definition. Let g be the Lie algebra of a linear Lie group. Then g is called
simple if it has no proper ideals and dim g > 1, that is, g has no ideals besides
{0} and g and it is not Abelian. g is called semisimple if it is a direct sum of
simple Lie algebras. g is called reductive if it is the direct sum of a semisimple
Lie algebra and an Abelian Lie Algebra. By g’ we denote the ideal of g spanned
by [g,g] and by 3(g) :== {X € g: [X, g] = 0} the center of g.

Theorem 5.8. Let g be the Lie algebra of a compact Lie group, then

g=9®3(9),

so g is reductive, considering g’ is semisimple and 3(g) is Abelian.
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6 Roots, Highest Weights and Highest Weight
Classification

After introducing the concept of a representation of a Lie algebra, we define
weight spaces as a way to decompose a given Lie algebra representation. The
well known root space decomposition is a weight space decomposition with re-
spect to the adjoint representation, and it provides tremendous insight in the
structural theory of Lie algebras. The Killing form, a symmetric complex bi-
linear form on the complexification of a Lie algebra, provides, inter alia, an
identification of roots with elements of the Cartan subalgebra. We see that the
root space decomposition decomposes a representing vector space into triples of
one dimensional subspaces isomorphic to s[(2,C). And the lattice of analyti-
cally integral weights will play an important role in the classification of highest
weights of irreducible representations. This part was taken from [4] and the
part on the second determinantal formula from [8].

6.1 Representations and Complexification of Lie Algebras

Similarly to Lie groups we want to define a morphism from a Lie Algebra to a
vector space of endomorphisms. This will turn out to be a useful tool in the
study of Lie algebras.

Definition. Let g be the Lie algebra of a linear Lie group, V' a finite-dimensional
complex vector space and p : g — End(V) linear. The pair (p, V) is a repre-
sentation of g if p is compatible with the Lie bracket, that is, p([X,Y]) =
p(X)op(Y)—p(Y)op(X) for X,Y € g. A representation is called irreducible if
there are no proper p(g)-invariant subspaces. Otherwise it is said to be reducible.

Remark. Again, depending on the context, we simply write V or p for a rep-
resentation and X - v or Xwv instead of p(X)(v) for v € V. For a finite dimen-
sional vector space V of dimension n, we can view a representation as a map

p:g—gl(n,C).

Definition. Let (p,V) and (p’,V’) be finite-dimensional representations of a
Lie algebra g, then ¢ € Hom(V, V') is called an intertwining operator if it is
equivariant, i.e., it satisfies po p(X) = p'(X) o ¢ for X € g. Two representations
V and V' are equivalent, we write V' = V'  if there exists a bijective intertwining
operator from V to V.

In the next theorem we see that Lie group and Lie algebra representations are
strongly interconnected, and this connection is compatible with the exponential
map.

Theorem 6.1. Let G be a linear Lie group with a finite-dimensional represen-
tation (p, V), then (dp, V') is a representation of g such that X = p(eX). If G
is connected, p is completely determined by dp, and a subspace W CV is p(G)-
invariant if and only if it is dp(g)-invariant. In particular, for connected G, V
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1s irreducible under G if and only if it is irreducible under g. For a connected
compact G, V is irreducible if the only endomorphisms of V' commuting with all
the operators dp(g) are scalar multiples of the identity map.

In the previous chapter we saw that g is a real vector space. However, our
representations map into endomorphism spaces of complex vector spaces. So we
need to expand g to become a complex vector space in order to get the vector
space of a representation.

Definition. For a real vector space V' the complexification of V', Vi, is defined
by Ve = V ®@g C with the scalar multiplication z’(v ® 2) := v ® ('2).

The complexification of a real vector space is a complex vector space, and it
is isomorphic to V @iV. Given a Lie algebra g we can extend the Lie bracket to
gc by C-linearity and get a Lie algebra gc. A representation (p, V) of g can be
extended, again by C-linearity, to a representation of gc. So given a Lie algebra
g of a compact Lie group, we can identify gc with g @ g where the Lie bracket
is the C-linear extension of the Lie bracket in gl(n, C).

Example. The complexification of so(n) can be realized by so(n)c = {X €
gl(n,C) : X* = —X} and will be denoted by so(n,C).

Lemma 6.2. Let g be the Lie algebra of a linear Lie algebra, then a represen-
tation V' of g is irreducible if and only if it is an irreducible representation of

dc-

6.2 Weights

The weights of a representation provide a decomposition of a representing vector
space indexed by elements of the dual space of a Cartan subalgebra.

Let (p,V) be a finite-dimensional representation of a compact Lie group
G. Every representation of a compact Lie group is unitary, so there exists a G-
invariant inner product (-, -) on V. Because 4 |,_q applied to (p(e'*)Y7, p(e!X)Y2) =
(Y1,Y3) results in (dp(X)Y1,Y2) + (Y1,dp(X)Y2) = 0, we see that dp is skew-
Hermitian on g and Hermitian on ig. Now let us consider a Cartan subalgebra t
and its complexification t¢. Then t¢ acts as a family of commuting normal oper-
ators on V. Due to the spectral theorem each of these operators dp(H), H € t¢ is
diagonalizable, and as they all commute they are simultaneously diagonalizable.
So the following is well defined.

Definition. Let g be the Lie algebra of a compact Lie group G with finite-
dimensional representation (p, V) and t a Cartan subalgebra of g. There is a
finite set A(V) = A(V, t¢) C t§ called the weights of V' such that

V= P Va

acA(V)
where

Vo={veV :dp(H)v=alH)v HE tc}
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is nonzero. This decomposition of V is called the weight space decomposition of
V' with respect to tc.

Let (p, V) and (p’, V') be two equivalent finite-dimensional Lie algebra repre-
sentations of a Lie algebra g with ¢ : V' — V’ being the corresponding bijective
intertwining operator and v € V, for some o € A(V). Then p'(H)p(v) =
d(p(H)(v)) = ¢p(a(H)v) = a(H)p(v), so the weights of (p, V) are weights of
(p', V') as well. The same argument can be made for ¢~! and therefore equiva-
lent representations of a Lie algebra have the same weights. Given a Lie algebra
isomorphism ¢ : @ — b and a finite-dimensional representation (p, V') of a, then
po ¢! is a representation of b. So isomorphic Lie algebras have the same
finite-dimensional representing vector spaces.

Example. The trivial representation of a Lie group G is given by p : G —
GL(1,C),p(g) = 1. The corresponding Lie algebra representation dp(H) =
%p(em)h:o = 0 is the zero map on C. So we get C as the weight space of the
trivial map 0 € tg.

Example. We have found a Cartan subalgebra for so(n)c, however, in the real-
ization we utilized, there is no Cartan subalgebra consisting of diagonal matrices.
Considering it will be easier to work with diagonal matrices, we introduce an
isomorphic realization of SO(n) that gives rise to a Cartan subalgebra consisting
of diagonal matrices. Define

L 1 Il Il L 0 Il
TQl = ﬁ < ZIl —ZIl > and Egl —( Il 0

for even dimensions n = 2/ and

Ty O Ey O
T21+1 = < 02l 1 > and E21+1 2:< 02l 1 )

for odd dimensions n = 2I+1. Then our new realization of the special orthogonal
group is defined by

SO(E,) = {9 € SL(n,C) : § = EngEn,g'Eng = E,}
with the corresponding Lie algebra
so(E,) ={X €gl(n,C): X = E,XE,,X'E, + E,X =0}
and complexification
s0(Ey)c = {X €gl(n,C): X'E, + E,X = 0}.
Note that E, = T'T, and T, = T;l. Tt can be shown that SO(E,) is a
compact subgroup of SU(n), the map g — T}, 1¢T,, is a Lie group isomorphism

from SO(n) to SO(E,,), and the map X — T, ' XT,, is a Lie algebra isomorphism
from so(n) to so(E,) and from so(n)c to so(E,)c.
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For even dimensions a maximal torus of SO(2!) is given by

T = {diag(e™, ..., e, e~ . e70) 9, € R}

with the corresponding Cartan subalgebra
t = {diag(ib, ..., 10;, —ib1, ..., —i6;),0; € R}
and complexification
tc = {diag(a1, ag, ..., a;, —ay, —as, ..., —aq;) : a; € C}.
For odd dimensions n = 2] + 1 we get a maximal torus
T = {diag(e', ..., 7" e 1) 6, ¢ R}

with the corresponding Cartan subalgebra

t = {diag(ib, ...,i0;, —ib1, ..., —i6;,0), 0, € R}
and complexification

tc = {diag(ay, az, ..., a;, —ay, —as, ..., —a;,0) : a; € C}.

The standard representation of SO(E,,) on C" is given by the matrix multipli-
cation from the left by X € SO(E,), p(X) = X and dp(H) = Lellt|,_g = H
because H € tc is a diagonal matrix. Define ¢; € t via ¢;(H) being the i-th
entry of the diagonal of H € ¢, then the weights of the standard representation
of SO(E,,) on C™ for even n are given by {£e; : 1 <14 < |[n/2]|} and the weight
spaces by V., = spanc{e;} and V_., = spanc{e;y|n/2/}. In the case that n
is odd we have to add the weight 0 with weight space V = spanc{e,} to the
previously obtained.

Theorem 6.3. Let G be a compact Lie group, with mazimal torus T and a
finite-dimensional representation (p, V'), and let V = @aEA(V) V. be the weight
space decomposition with respect to tc. Then every a € A(V) is imaginary
valued on t and real valued on it. Fort € T choose H € t such that e = t,
then tv, = e* )y, for v, € V.

Remark. Note that because a € A(V) is completely determined by its values
on either t or {¢ by C-linearity, we can view « as an element of t* or (it)* as
well.

6.3 Roots

The weight space decomposition applied to the adjoint representation of a Lie
algebra results in the root space decomposition, an integral part of the structural
theory of Lie algebras.

Let us consider a compact Lie group G, then the domain of Ad(g) € GL(g)
can be extended to gc via C-linearity. This provides a representation (Ad, gc)
with the differential ad : gc — End(gc) (extended by C-linearity) being a rep-
resentation of gc. This leads to a weight space decomposition that is important
enough to get its own name.
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Definition. Let g be the Lie algebra of a compact Lie group and t a Cartan
subalgebra. The elements of the finite set A(gc) = A(ge, tc) C ¢, that satisfies

gc = tC S @ Jas
a€A(ge)
where
9o ={Z€gc:[H,Z]=a(H)Z H € tc}

is nonzero, are called roots of gc. This decomposition of g¢ is called the root
space decomposition of gc with respect to t¢.

Note that tc = go = {Z € gc : [H,Z] =0, H € tc} as t is a maximal abelian
subspace in g.

Example. For s0(F2.1)c the condition X*E, + E,X = 0 leads to a block
form for its elements

0 ¢ —bt
50(Ea41)c = bom p |:p=-pg=—q¢,
—c q -m!

where m, p, ¢ are complex [ x [ matrices and b,c € C'. A basis for the elements
of $0(FE9;4+1)c where the only nonzero matrix entries are contained in b and ¢
is given by b; 1= e; 0 — €,1+i and ¢; 1= eg; — €440 for 0 <7 < I, where ¢; 5 is
the matrix having all zeros except a single 1 in i-th row and j-th column. To
calculate the corresponding roots, we look at

[H,bi] = a;b;, [H,ci]=—ac;
for H € tc. We extend to a basis of all of so(FEy41)c via
M j =€ — eyt for 1 <i 75 <;
Dij =€ 145 — €j144 for 1 <1 <5 <
Qi,j “=€l+ji — €l+ti,j for1 <1 <3< l,

and again we see that our basis elements are simultaneous eigenvectors under

the ad(H) for H € t¢ as
[H, mi ;] =(a; — aj)mi;;
[H, pi ] =(ai + a;)pi j;
[H, qi,5] = = (ai + a;)qi ;-
So we obtain the roots of s0(Esq;11)c given by
A(EU(E2l+1)(C) = {i{;‘i:lg 7 S l} U {i(é:‘z iEj) 01 S 7 S] S l}

For even dimensions the situation is just a simplification and the roots are given
by

A(so(Ea)c) ={x(ei £¢;) : 1 <i<j <}
(see [30] and [9] for details).
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6.4 The Killing Form, the Standard sl(2, C) Triple and Lat-
tices

The Lie algebra of a linear Lie group can be equipped with a symmetric bilinear

form: the Killing form. Given that the Lie algebra is semisimple, the Killing

form yields an inner product. We will see that the Lie algebra of a compact

Lie group consists of copies of sl(2,C), and the lattice of analytically integral
weights will be of particular interest in the highest weight theory.

Definition. Let g be the Lie algebra of a compact Lie group. The Cartan
involution 0 : gc — gc is given by (X ®2) = X ®%, X € g,z € C. Equivalently
if Z € gcisgiven by X +iY for X,V € g® 1, then (Z) = X — Y.

Lemma 6.4. Let g be the Lie algebra of a compact Lie group. If a € A(gc),
then —a € A(ge) and g—o = 0gq.

Definition. Let g be the Lie algebra of a linear Lie group. The Killing form
is the symmetric complex bilinear form B : g¢ X gc — C defined by B(X,Y) =
tr(ad(X) oad(Y)) for X,Y € gc.
Theorem 6.5. Let g be the Lie algebra of a compact Lie group G, then
(i) For XY € g, B(X,Y) = tr(ad(X) o ad(Y)) on g;
(#4) B is Ad-invariant, i.e., B(Ad(g)X,Ad(9)Y) = B(X,Y) for g€ G
and XY € gc;
(#i1) B is skew ad-invariant, i.e., B(ad(Z)X,Y) = —B(X,ad(2)Y)
for XY, Z € gc;
(iv) B restricted to g’ x g’ is negative definite;
(v) B restricted to go X gp is zero when a+  # 0 for o, B € A(ge) U {0};
(vi) B is nondegenerate on go X g—o- If g is semisimple with a Cartan
subalgebra t, then B is also nondegenerate on tc X tc;
(vii) The radical of B, radB = {X € gc : B(X,gc) = 0}, is the center of gc;
(viti) If g is semisimple, the form (X,Y) = —B(X,0Y) is an Ad-invariant
inner product on gc;
(iz) Let G be simple and choose a linear realization of G such that g C u(n).
Then there exists a positive ¢ € R such that B(X,Y) = c tr(XY) for
X, Y e gc.
Due to Theorem 6.5, given a semisimple Lie algebra of a compact Lie group

B is a nondegenerate form on tc = t®it, and as such it induces an isomorphism
between it and (it)* in the following way.

Definition. Let g be the Lie algebra of a compact Lie group, t be a Cartan
subalgebra of g and « € (it)*. Assume that g is semisimple and let u,, € it be
uniquely determined by the equation

o(H) = B(H,ua)
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for all H € it, and given that « # 0, let

2Uq

hg = ———.
B(ug, uq)

If g is not semisimple, that is, g = g’ @ 3(g) with a nonzero center, define
uq € it C it by restricting B to it’. Given o € A(gc), as discussed before, «
can be viewed as an element of (it)*. Now we can find u,, and h, as above, and
by C-linear extension «(H) = B(H,u4) holds for H € tc.

The Lie algebra of a compact Lie group contains many copies of s[(2,C). In
fact root spaces come in pairs (ga,g—«), and together with h, € t, where h,,
is given by the Lie bracket of the basis vectors of g, and g_,, they span an
isomorphic copy of sl(2, C).

Theorem 6.6. Let g be the Lie algebra of a compact Lie group, t be a Cartan
subalgebra of g and o € A(ge). For a nonzero E, € go let F, = —0E, €
9—«. Then E, and F, can be rescaled such that [Ey, Fy] = hy and sl(2,C) =
spang{Ey, Fo, ho} with {E., Fy, ho} corresponding to the standard basis

0 1 0 0 1 0
E—<0 O>’ F(1 O),and H<0 1)

of s1(2,C).
Corollary 6.7. Let g be the Lie algebra of a compact Lie group, t be a Cartan
subalgebra of g and o € A(gc), then:

(i) The only multiple of v is +a;
(7i) dim g, = 1;
(138) If B € A(gc), then a(hg) = £{0,1,2,3};
() If (p,V) is a finite-dimensional representation of G and X € A(V),
then A(hq) € Z.
So the root space decomposition decomposes V' into t¢ and the one-dimensional
subspaces g, where a triple E, € g4, Fo = 0E, € g_o and [E,, F,] € t¢ is

isomorphic to sl(2,C).
It is possible to transport the Killing form to (it)* by setting

B()‘lv )‘2) = B(“>\1vu)\2)

for A1, A € (’L’t)*

In the following paragraphs we define lattices of a Lie algebra and the lattice
of analytically integral weights will be of particular importance in the highest
weight theory.

Definition. Let g be the Lie algebra of a compact Lie group with maximal torus
T and t the corresponding Cartan subalgebra of g. The root lattice, R = R(t)
is the lattice in (it)* defined by

R = spang{a:a € A(ge)}-
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The set of algebraically integral weights, P = P(t), is the lattice given by
P={xe€ (it)* : Mha) €Z for a« € A(ge)},

where A € (it)* is extended to an element of (tc)*. The set of analytically integral
weights, A = A(T), is the lattice given by

A={Xe (it)" : A(H) € 2miZ whenever exp(H) = I for H € t}.
Example. The root lattice of so(Fq;)c is given by

R(s0(Eqy)c) = spang{+(e; £ ¢;): 1 <i < j <1}
1 !

:{Z)\iEi Y EZ,Z)\i S QZ},
i=i i=1

where the second equality holds because the roots are given by pairs of ¢;s.

Let E; denote the 20 x 2] matrix with all zeroes except a single 1 in the
i-th diagonal position. Then h, for a € A(so(Ey)c) is given by h., ., =
(Ei = Ej) = (Biyi — Ejt1), heite; = (Bi + Ej) = (Eiqq + Ej1) and hoq = —hq.
The algebraically integral weights can be calculated as

l
P(SO(EQl)(C) = {Z ()\Z‘ + )\2061) HPVS Z} .

=1

Recall that a Cartan subalgebra of so(Eg) is given by t =
{diag(iby, ..., 10;, —ib1, ..., —i0);) : 6; € R} so the condition exp(H) =1 for H € t
boils down to i6; € 2miZ. Therefore the set of analytically integral weights for
s50(FEq)c is given by

l
A(ﬁU(EQl)C) = {Z Ni€i P A\ € Z,)\l S Z} .

=1

For odd dimensions, we get in a similar way that
I+1
R(EO(E21+1)(:) = A(EO(E21+1)C) = {Z Ni€i T A\ € Z,)\i c Z}
and

1+1
P(so(Ey41)c) = {Z ()\i + )\20> €1\ € Z} ,

i=i
(see [30]).
Definition. Given a compact Lie group G with maximal torus T the character

group on T, x(T), is the group of all Lie homomorphisms & : T — C\ {0}.
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Theorem 6.8. Given a compact Lie group G with mazximal torus T, then

(i) RCACP;

(i1) Given X € (it)*, X is in A if and only if there exists &\ € x(T) satisfying
Ex(exp(H)) = M) for H € t, where X € (it)* is extended to an element
of (tc)*by C — linearity. The map A — & establishes a bijection
A +— x(T).

6.5 The Weyl Group, Simple Roots and Weyl Chambers

The Weyl group is introduced in an algebraic and in a geometric way. Further-
more we introduce systems of simple roots, a concept that in some way can be
compared to that of the basis of a vector space.

Definition. Given a compact Lie group G with maximal torus 7. The normal-
izer of T in G is defined by N(T) :={g € G: gTg~! =T}. The Weyl group of
G is defined by W(G,T) := N/T.

It can be shown, that this definition is up to isomorphism independent of

the choice of a maximal torus.
For g € N,H € t and )\ € t* we can define an action of N on t and t* by

g(H) =Ad(9)H;
g\ (H) =X(g~ (H)) = MAd(g™ ") H).
As before this action can be extended to an action on tc,it, (tc)* and (it)* by
C-linearity.
We want to consider the realization of the Weyl group as a reflection group
as well.

Definition. Given the Lie algebra g and Cartan subalgebra t to a compact Lie
group for « € A(ge), 7o : (it)* — (it)* is defined by

B(\ «)
B(a, )

ra(A) :=A—2 a=A—Ahqy)a.

By W(A(gc)) we denote the group generated by {r, : o € A(gc)}-

As usual the action of W(A(gc)) on (it)* is extended to an action on t*
by C-linear extension. r, acts on (it')* as the reflection across the hyperplane
perpendicular to a.

Definition. Given a Cartan subalgebra t of the Lie algebra g of a compact Lie
group, let t' :=tNg'. A system of simple roots, Il = II(gc), is a subset of the
set of roots A(gc) that is a basis of (it')* and furthermore satisfies the property
that any root 8 € A(gc) can be written as

B="Y kaa,

a€cll
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with the set {kq : a € II} being completely contained either in Zsg :={k € Z :
k >0} orinZ<o:={k € Z: k <0} . The elements of II are called simple roots.
Given a system of simple roots II, the set of positive roots with respect to II is

At (gc) == {ﬂ € Age) : = Z koo such that k, € Z>oVo € H} .
acll

The set of negative roots with respect to II is

A (gc) :== {ﬂ €Age): B = Z koo such that k, € Z<oVa € H} .

acll

So A(gc) is the disjoint union of A*(gc) and A~ (gc), and A~ (gc) =
—A%(gc).

Example. For so(F2)c a system of simple roots is given by {g; — ;11 : 1 <
i <l—1}U{e;—1+&}, and for odd dimensions, we get a system of simple roots
for so(Eo+1)c as {e;i —eiy1: 1 <i <1l -1} U {g}.

In order to see that systems of simple roots exist we need the definition of a
Weyl chamber and the next theorem.

Definition. Given a Cartan subalgebra t of the Lie algebra g of a compact
Lie group the connected components of (it')* \ U,ea(ge) at are called Weyl
chambers of (it)*. Let C' be a Weyl chamber, then oo € A(gc) is called C-
positive if B(C,a) > 0. Furthermore o € A(gc) is called indecomposable with
respect to C if a cannot be expressed as a = 4+ with C-positive 8,7 € A(gc).

Given a Weyl chamber C of (it)* we define a system of roots as
II(C) := {& € A(gc) : « is indecomposable and C-positive}.

Conversely, given a system of simple roots Il the associated Weyl chamber of
(it)* is defined by

CI) :={x e (it)* : B(A\,a) > 0 for a € IT}.

This correspondence establishes a bijection between Weyl chambers and systems
of simple roots, thus guaranteeing the existence of the latter.

Theorem 6.9. Given a Cartan subalgebra t of the Lie algebra g of a compact
Lie group G there is a one-to-one correspondence between

{systems of simple roots} «— { Weyl chambers of (it)"}

mapping a system of simple roots 11 to the associated Weyl chamber C(I1) and
a Weyl chamber C to the system of simple roots II(C). Furthermore W(G) =
W(A(gc)) and W(G) acts simply transitively on the set of Weyl chambers.
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6.6 Highest Weights

We recall highest weights, which will lead to a classification of irreducible rep-
resentations.

Given a compact Lie group G with maximal torus T" and a system of simple
roots II(gc), the decomposition of the roots of A(gc) into positive and negative
roots leads to

gc=n" ®tcdnt,

where

aeAE(ge)
With this in mind we are prepared to define highest weights.

Definition. Given a representation of a compact Lie group G with Lie algebra
g, a system of positive roots AT (gc) and weight space decomposition V =
@/\GA(V) Vi, a nonzero v € V), is called a highest weight vector of weight Ag

with respect to At (gc) if Xv = 0 for all X € n™. We then call \g a highest
weight of V. A weight A € A(gc) is called dominant given that B(\, ) > 0
for all o € II(gc). That is, A lies within the closed Weyl chamber associated to

(gc).

Highest weights are of particular interest considering they determine irre-
ducible representations up to isomorphism. As we have seen in Theorem 6.1,
for a compact connected Lie group G a representation of its Lie algebra deter-
mines a representation on G.

Theorem 6.10. Given a connected compact Lie group G and an irreducible
representation V' of G the following statements hold true:

(i) V has a unique highest weight \o;
(i) The highest weight is dominant and analytically integral;
(#i7) Up to scalar multiplication there is a unique highest weight vector;
(iv) Any weight A € A(V) is of the form
A=A — Z n;oy
a; €(gc)
with n; € Z>o;
(v) For w € W(QG),wVy = Vi and therefore dimVy = dimV,y;
(vi) Using the norm induced by the Killing form, [|A]] < ||Aol|
with equality if and only if A = whg for a w € W(G);
(vit) V is uniquely determined by Ao up to isomorphism.
Because for a compact connected Lie group G an irreducible representation
V' is uniquely determined by its highest weight A\, we write V) for V' and x, for
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its character. With the help of Theorem 6.15, which states that we can compute
highest weights as analytically integral weights, we want to give some examples
of highest weights.

Example. For so(Ey)c a Cartan subalgebra is given by tc =
{diag(as, as, ..., a;, —ai, —as, ...,—a;) : a; € C}. The corresponding roots are
given by A(so(Ey)c) = {£(e; £ ¢;) : 1 < i # j <1} and a system of simple
roots by H(so(Eg)c) = {ai = e; — €41 : 1 <i<1—1}U{a; = g1-1 + &1 }. As
the highest weight \g is also analytically integral we get that \y = Zé:l i€
with \; € Z, so we can also think of Ay as an [-tuple of integers. Because A\ is
also dominant and so(Esy;)c is simple ([25] page 94)

B(Ao,a) = ¢ tr(Aa) = ¢ tr(uyug) > 0

for a € TI(s0(F2;)c). In order to calculate u,, € it, we take a look at its defining
equation «;(H) = B(H,uy,) for H € it. For the right side we get

B(H,u,,) = c tr(diag(as, ..., a1, —a1, ..., —a;) diag(ug, ..., u;, —u1, ..., —uy))
!
= 202%‘%.
i=1

For 1 <i <[ —1 this leads to a; — a;+1 = 2¢ 2221 a;u; and therefore

1
Ua,; = 2*6(62‘,1‘ — €i41,i+1 — €l4i,i+i T €l+z‘+1,l+i+1)~

For ¢« = | we obtain

1

Ug, = —(€1-1,0-1 F €10 — ea1-1,21-1 — €21,21)-
2c

For uy, we get

! l
M(H) = Z Nia; = ctr(H,uy,) = 202%‘%‘
i=1 i=1
and, thus,

1 .
Ung = 2—Cd1ag()\1, ey Ay — ALy ey — A7)
Now we are able to calculate

1

C
B(Xo, ;) = ctr(un,ua) = @(/\i —Xiti+ A — A1) = %(/\i = Ait1)
for1<i<l-—1and

1
B()\(), O[l) = 276()\1 + )\i+1)~
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Considering )\ is dominant these values of the Killing form are greater or equal
to 0 and therefore we obtain

A > > Nog > |

as a condition for the highest weight of an irreducible representation of SO(Esy;).
For odd dimensions it can be calculated in the same fashion that for the highest
weight of an irreducible representation of SO(Esg;41),

Ay =2 N 20,

To sum this up, the highest weights of irreducible representation of SO(E,,) are
given by tuples of integers such that

{)\1 >..>N>0 for odd n, 10)

A1 > .2 Nog >N for even n.

Example. For the trivial representation of the Lie group SO(n), p : SO(n) —
GL(1,C), p(g) = 1, the only weight 0 is also the highest weight. As an |n/2]-
tuple it is given by g = (0, ...,0).

Example. Let’s consider the case of the standard representation of SO(E,,) on
R™, then the highest weight is given by Ag = (1,0, ...,0).

Example. Let I' be the standard representation SO(n) on R™, then A*I'¢ is
an irreducible representation with the highest weight (1,...,1,0,...,0) where 1
appears k times for 1 < k < L%J — 1. For odd n this is also true for & = L%J
However, in case that n is even A™2T¢ is the direct sum of two irreducible
representations A"/2I'¢ = Fa,..1)®Ta,.1,-1) (See [10] for more details). From
the identification of exterior powers we get a natural isomorphism A*T'¢ =2
Anikl—‘(c.

6.7 The Weyl Integration and Character Formulas and the
Highest Weight Classification

Our goal in this subsection is to establish a highest weight classification for
irreducible representations of a compact connected Lie group. We come across
the Weyl integration formula and the Weyl character formula, both important
results for the proof of this classification. Furthermore we get to know another
consequence of the Weyl character formula, the so called second determinantal
formula which will be used in the proof of the generalized Hadwiger theorem.
For more details see [4] and for more details on the second determinantal formula
see [8, 10].

Definition. Let G be a compact Lie group with maximal torus 7" and Lie
algebra g. X € g is called a regular element of g if 3(X) :={Y € g: [X,Y] =0}
is a Cartan subalgebra. Let Zg(g) := {h € G : gh = hg} be the centralizer of
g € G, and given a subgroup H of G denote by H° the connected component of
H containing e. An element g € G is called regular if Zg(g)° is a maximal torus.
For the sets of regular elements of G and g we write G"*Y and g"“Y, respectively.
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The sets of regular elements have a couple of useful properties, in particular
they are dense in a connected Lie group and its Lie algebra.

Theorem 6.11. Given a compact connected Lie group G, then g"¢9 is open
dense in g, and G"%Y is open dense in G.

For the following theorem, recall Theorem 6.8 and the bijection between
analytically integral weights A and the character group mapping A € A to the
character &£.

Theorem 6.12. (Weyl integration formula) Let G be a compact connected Lie
group with mazimal torus T and f € C(G). Then

1 -1
/G 16) dg = /T aw [ g™ gt

where d(t) = [l en+(ge) 11 — E o)) forteT.

Definition. Given a compact Lie group G with maximal torus T let f:t — C
be a function. We say f descends to T if f(H + Z) = f(H) for H,Z € t
with Z € ker(exp). In that case we write F' : T — C for the function given
by F(efl) := f(H). F : T — C is called W-invariant if F(c,t) = F(t) for
we N(T).

Definition. Let G be a compact Lie group with maximal torus 7. Then A :
t — C is defined by

A(H) = H (ex(H)/2 _ g=alH)/2)
acAt(ge)

for H € t.

Definition. Let G be a compact Lie group with maximal torus 7" and A be an
analytically integral weight. Let 2 := {H € t: «(H) ¢ 2miZ for all a € A(gc)}
(this is open dense in t) and p := %ZQGAJr(gC) a, then we define ) : 2 — C by

ZWEW(A(QC)) det(w)e[w(A-ﬁ-p)](H)
A(H)
(w)elw+p)=pl(H)

1 — e—o(H)

ON(H) =

2 wew (A(ge)) et

Ha€A+(gC)(
for H € =.

Lemma 6.13. For a compact Lie group G with mazimal torus T and an an-
alytically integral weight \ the function ©) descends to a smooth W-invariant
function on T"°9, and this function uniquely extends to a smooth class function
on G"°9.
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Theorem 6.14. (Weyl character formula) Given a compact connected Lie group
G with mazximal torus T and V), an irreducible representation of G with highest
weight X\, then x», the character of Vi, satisfies

xx(9) = ©a(g)
for g e G"9.

With the help of Weyl’s integration and character formulas the highest
weight classification can be proven. Recall that we have already established
the well-definedness and injectivity of the correspondence between irreducible
representations and highest weights in Theorem 6.10.

Theorem 6.15. (Highest weight classification) Given a compact connected Lie
group G with mazimal torus T, then there is a one-to-one correspondence be-
tween irreducible representations and dominant analytically integral weights given
by the mapping Vy — A.

We will close this section with the second determinantal formula, which will
be used in the proof of the general version of Hadwiger’s theorem.

Given a tuple of non-negative integers A\ = (A1, ..., A|,,/2)) satisfying (10) we
define an SO(n) module I'y by

P L'yoI'y for eve%l n and A,z # 0, (11)
Ty otherwise,
where \ = (2\1, <y =Alny2))- The second determinantal formula expresses the

character of I'y as a polynomial of the characters F; of the fundamental repre-
sentations A‘T'¢ for 4 € Z. Note that Fy = F,, = 1, and we set F; =0 for ¢ < 0
and ¢ > n. Given a highest weight A the conjugate p of X\ is given by the tuple
= (1, ..., pbs) where s = A1, and p; is the number of A;s in A such that \; > j.

Theorem 6.16. (Second determinantal formula) Let X = (A1,..., |5 2]) be
a tuple of non-negative integers satisfying (10) and let p = (p1, ..., jus) be the
conjugate of \. The character of I'y equals the determinant of the s X s matrix
the i-th row of which is given by

( Fuimiv1 Fu—ive+Fuimi Fu—ivs+ Fumicn oo Fuymigs + Fumicsg2 ) -

Sometimes we allow s to be greater than A;, but this only adds more zeros
to the end of the conjugate not changing the determinant of the matrix defined
above. Let #(), j) be the number of A;s that are equal to j. We can formulate a
corollary which we will need in the proof of the generalized Hadwiger theorem.

Corollary 6.17. Ifi,j € N are such that n/2 <i<mn and i+ j <n, then
FiFj - Filejfl == Zchar(f)\),
A

where the sum ranges over all |n/2|-tuples of non-negative integers A\ =
(A1s e Any2)) satisfying (10) and
A <2, #()‘al):n*i*ja #()‘72)§]
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7 The Generalized Hadwiger Theorem by Alesker,
Bernig and Schuster

We recall the Frobenius reciprocity theorem and a branching theorem for SO(n).
The normal cycle map provides a way to describe the smooth translation invari-
ant valuations, and the Rumin operator enables us to fit the smooth transla-
tion invariant valuations into an exact sequence of SO(n)-modules. With these
prerequisites we are able to generalize Hadwiger’s theorem for valuations with
values in a finite-dimensional irreducible SO(n)-modules. This section is largely
based on [§].

7.1 Prerequisites

We give an overview of the foundations needed in the proof and formulation of
the generalized Hadwiger theorem. Given a Lie group G and a representation
of a closed Lie subgroup H, there exists an induced representation on G itself,
and the Frobenius reciprocity theorem gives a connection between those two
representations. For an arbitrary Lie subgroup H the branching theorem is
about achieving a decomposition of a G-module into irreducible H-modules.
The natural action on the space of smooth translation invariant valuations Val™
turns it into an SO(n)-module. The Rumin operator enables us to describe the
kernel of the normal cycle map and to fit Val®™ into an exact sequence of SO(n)-
modules. This subsection is based on [8] and [11].

7.1.1 Induced Representations and Frobenius Reciprocity Theorem

For this subsubsection we want to give [4] and [8] as references. Let G be a
Lie group with closed subgroup H. Given a representation of G or H it only is
natural to wonder if this induces a representation of the other. The first part
of this question can be answered effortlessly: Given a representation © of G,
a representation Resg@ of H is obtained by restriction. For the converse, let
" be a finite dimensional complex vector space and C*°(G;T") be the space of
all smooth functions from G to I'. Furthermore let I" be a representation of H,
then Ind2T C C*°(G;T) is defined by

Ind&T := {f € C®(G;T) : f(gh) = h™' f(g) for all g € G, h € H},
and the action of G on Ind&T is given by left translation

(9.f)(w) = f(g™"u)

for g,u € G. The Frobenius reciprocity theorem gives a connection between
these two induced representations.

Theorem 7.1. Let G be a Lie group and H a closed subgroup of G. If © is a
representation of G and I' is a representation of H, then

Homg (0, Ind2T) 2 Homy (Res§0,T)
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as vector spaces.

Due to Schur’s lemma the multiplicity of an irreducible representation V of G
in an arbitrary representation of G is given by m(V, W) = dim Homg(V, W) =
dim Homg (W, V). So for irreducible I' and © the Frobenius reciprocity theorem
results in

m(0,IndAT) = m(Res§O,T). (12)

7.1.2 Branching Theorem for SO(n)

Let G be a Lie group, V a G-module that decomposes into irreducible sub-
modules V' = EB:.L:I n;V; and H be a subgroup of G. In general an irreducible
G-module V; is not an irreducible H-module. However, in some settings such
as G being compact and V being finite dimensional, V; can be decomposed
into irreducible H-modules. So V itself can be decomposed into a sum of irre-
ducible H-modules. There exist various formulas describing the multiplicities of
those subgroup modules for classical groups and subgroups, and they are called
branching theorems or formulas. Here we are interested in a branching theorem
in the case of an SO(n) representation restricted to SO(n — 1). See [10] page
426 for further details.

Theorem 7.2. Let Ty be an irreducible SO(n)-module with highest weight A\ =
(M1s s Alny2)), s0 A satisfies (10). Then

SO(n
Ressogn)—nrf\ = @FM,
m
where the sum ranges over all = (p1, ..., pg) with k:= | (n —1)/2] and

AL > > A > g > > g1 > Any2) 2 |px|  for odd n, (13)
AL >y > Ag > o > > g > | Ay 0] for even n.

7.1.3 Valuations and Normal Cycles

We will define a norm on the space of continuous translation invariant complex
valued valuations turning it into a Banach space. This Banach space becomes a
GL(n)-module under the natural action. O(n) finite and smooth valuations are
defined, and the normal cycle map establishes an SO(n)-module isomorphism
between the space of smooth translation invariant valuations of degree ¢ and
those of degree n — i.

First we make some slight adjustments and generalizations to the setting
in which we consider valuations. Let A be an abelian semigroup and V' be an
n-dimensional Euclidean vector space. Denote by (V') the set of all nonempty
convex compact subsets of V.

Definition. A function ¢ : K(V) — A is called a valuation if it satisfies
YK UL)+o(KNL)= oK)+ ¢(L)
for K,L, K UL e K(V).
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We have already come across the following notions in the first part.

Definition. A valuation ¢ is called translation invariant given that ¢(K +v) =
#(K), it has degree i, or is homogeneous of degree i, if p(tK) = t'¢(K), and
it is called even if ¢(—K) = ¢(K) and odd if ¢(—K) = —¢(K) for all v € V,
K € K(V)and t > 0. ¢ is called continuous given that it is continuous with
respect to the Hausdorff metric on (V).

By Val we denote the vector space of all continuous translation invariant
complex valued valuations and by Val;ft its subspace of valuations of degree i
of even/odd parity. The dimensions of Valy and Val,, are given by

dim Valy = dim Val,, =1, (14)

where the first claim is easy to check, the second one was shown by Hadwiger
in [14].
Due to an important result by McMullen, see [12], Val can be decomposed:

Val = ea(Vali+ @ Val; ). (15)
=0

A well known consequence of McMullen’s decomposition is the following corol-
lary.

Corollary 7.3. Let C € K(V) be a fized convex body with non-empty interior.
Then under the norm

6]l = sup{le(K)| : K € C}

the space Val becomes a Banach space. Moreover, a different choice of C yields
an equivalent norm.

There is s natural continuous action of SO(n) on Val defined by
A~ ¢(K) = ¢(A7'K), A€ 80(n), K € K(V),

turning Val into an SO(n)-module.
The following theorem, known as the irreducibility theorem, was shown by
Alesker [13].

Theorem 7.4. The natural action of GL(n) on Vali is irreducible for every
ie{l,..,n}.

We want to introduce two subsets of Val which will turn out to be dense.

Definition. A valuation ¢ € Val is called O(n) finite if the O(n) orbit of ¢,
i.e., the subspace span{A¢ : A € O(n)}, is finite-dimensional. ¢ € Val is called
smooth if the map GL(n) — Val defined by A — A¢ is infinitely differentiable.
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The space of continuous translation invariant O(n) finite valuations is de-
noted by Val’, the space of smooth translation invariant valuations by Val*,
and the subspaces of given parity and degree are denoted by Valgt’f and Valf’oo.
In [6] on page 141 it is shown that Valii’f is a dense O(n)-invariant subspace
of Valf and that Valft’C>O is a dense GL(n)-invariant subspace of Vali. Fur-
thermore, Val/ C Val® and from (15) a decomposition of the spaces Val’/ and
Val®™ can be deduced:

n
Val/ = (P(Val// & Val; 7);

=0
n

Val™ = (P(Val"™ & Val; ).
i=0
The smooth translation invariant valuations can be equivalently described by
the normal cycle map. Let SV = V x S"~! denote the unit sphere bundle on
V. The product structure of SV induces a bigrading on Q*(SV), that is, the
space of all smooth differential forms on SV. w € Q* is translation invariant
given that

tyw = w
for y € V, where t}; is the pullback of the map ¢, : SV — SV given by
ty(z,u) = (z +y,u).

Definition. Given K € K(V), the tangent cone to K at x is the set T(K, z) :=
c{y € V :3e > 0 x + ey € K}, where cl denotes the closure. The normal cone
to k at x is defined by N(K,z) = {f € V*: f(y) > 0 for all y € T(K, x)} (see
[17]). The normal cycle is the Lipschitz submanifold of SV defined by

ne(K) ={(z,u) € SV :z € 0K,u € N(K,z)}

(see [8]). Let QF! denote the space of smooth translation invariant differential
forms on SV with bidegree (k,1). Considering a special case of Theorem 5.2.1
in [17] we get the following lemma.

Lemma 7.5. For 0 <i<n—1 the map v: Q"1 — Val® defined by

v K) = [ w,
ne(K)

18 surjective.

In the next subsection we will discuss the kernel of this map.

Lemma 7.5 is the main tool used in [16] to establish a Hard Lefschetz theorem
for translation invariant valuations. A direct consequence of this result is the
following theorem.

Theorem 7.6. For 0 < i < n the spaces Val® and Val;° .

, are isomorphic as
SO(n)-modules.
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7.1.4 The Rumin-de Rham Complex

Describing the unit sphere bundle as a contact manifold yields the Rumin op-
erator. This operator enables us to describe the kernel of the normal cycle map
and fit the space Val;® into an exact sequence of SO(n)-modules.

We start by introducing the notion of a contact manifold (see [18]). Let M
be a differentiable manifold of dimension n, T M its tangent bundle and £ C T'M
be a smooth field of hyperplanes , that is, at p € M §, C T, M is of codimension
1. Locally ¢ induces a 1-form up to multiplication by a smooth non-vanishing
function f: M — R via §, = kera;, with a;, € Ty M \ {0}. Note that for a to
be globally defined in this way, some extra condition has to be met, namely &
has to be coorientable.

Definition. Let M be a differentiable manifold of dimension 2n+ 1. A contact
structure is a maximally non-integrable hyperplane field £ = kera C T'M, that
is, the (locally) defining differential 1-form « is required to satisfy aA(da)™ # 0.
Such an « is called a contact form, and the pair (M, ) is called contact manifold.

Note that the condition o A (da)™ # 0 is independent of the choice of «, as
(fa) A (dfa)™ = fPHa A (da)m.

Returning to our setting, we have the (2n — 1)-dimensional manifold SV,
which becomes a contact manifold with the canonical contact form

Az,u) (w) = <u7 d(x,u)ﬂ(w)>

for w € T(;,,)SV, where m : SV — V' is the canonical projection (see [8], [11]
and [16]).

Lemma 7.7. Let M be a smooth (2n — 1)-dimensional contact manifold with
global contact form a. If w € Q""1(M), then there exists a unique differential
form Dw € Q"(M) such that Dw annihilates the contact distribution and such
that there exists ¢ € Q" 2(M) with Dw = d(w + a A () and Dw Ao =0. D is
called the Rumin operator.

With the Rumin operator we are able to describe the kernel of the normal
cycle map. As stated in [15], the following theorem is a special case of Theorem
1 in [16].

Theorem 7.8. Given the normal cycle map v : Qb"~=1 — Val®, then for
0<i<n-—1,wcekerv if and only if Dw =0 and T.w = 0.

Our goal is to fit Val;® into an exact sequence of SO(n)-modules. The
product structure of SV induces a bigrading on *(SV'), the space of all complex
valued smooth differential forms on SV. By QF!(SV) we denote the space
of smooth differential forms on SV of bidegree (k,l). Therefore we get the
decomposition

0 (SV) = P art(sv).
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Recall that Q%! C QF!(SV) is the subspace of translation invariant forms.
Furthermore we introduce to following subspaces:
The ideal generated by o and da where « is the contact form of SV

I ={we Q7 :w=arl+daN¢, € QT pe Q]
the subspace of wvertical forms
QW ={we QY aAw=0};
and the subspace of horizontal forms
Q)7 =0 Qi
We fix a point ug € S"~! and let SO(n — 1) be realized as the stabilizer of

SO(n) at wug, that is, SO(n — 1) = SO(n)y, = {A € SO(n) : Aug = up}. Let
Wo = Ty, S ! ® C be the complexification of the tangent space of S"~1 at ug.

Lemma 7.9. Fori,j € N there is an isomorphism of SO(n)-modules

Q)7 = Indgo) |, (AW @ M),

Corollary 7.10. If i,j € N are such that i + j < n — 1, then there is an
isomorphism of SO(n) -modules

(AW @ MW 2 IndSot™ (ATWE @ MWY).

Q” & Indso SO(n—1)

SO (n— 1)
The subspace of primitive forms is defined by

Qi = T
The primitive forms are of particular interest, considering the space Val, fits

into an exact sequence of spaces of primitive forms, as shown in [15]. Note that
dTH C THI+1 thus the exterior derivative induces a linear operator

do : Qi — Qi
Theorem 7.11. For 0 <1 < n there exists an exact sequence
0 AV 050 22 it e, 18 ginsiet Yy g,
The natural smooth action of SO(n) on SV is given by
ly(x,u) = (Yz, Yu)

with ¥ € SO(n). The vector spaces Q%! become SO(n)-modules under the
continuous action

Vow=1) 1w
for ¥ € SO(n) and w € Q%! As dg and v are both SO(n)-equivariant, we get
the following corollary:

Corollary 7.12. For 0 < i < n there is an exact SO(n)-equivariant sequence

of SO(n)-modules

. o d P d : .
0= AVE = Q0 =5 Qb1 =% ... =5 Q51 2 Val® — 0.
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7.2 Statement and Proof

Following Alesker, Bernig and Schuster (see [8]) we formulate and proof the gen-
eralized Hadwiger characterization theorem and see that the Hadwiger theorem
is indeed a special case of this result.

Before we can prove the generalized Hadwiger characterization theorem we
prove an equivalent result, that describes the decomposition of Val; into irre-
ducible SO(n)-modules.

Theorem 7.13. Let 0 < i < n. The vector space Val; is the direct sum of
the irreducible representations of SO(n) with highest weights (A1, A2, ..., A|n/2))
precisely satisfying the following conditions:

(t) A; =0 for j > min{i,n —i}; (16)
(i) [Aj] # 1 for 1 <j < [n/2];
(iid) |No| < 2.

In particular, under the action of SO(n) the space Val; is multiplicity free.

Proof. We have seen that any representation of a compact group decomposes
into irreducible summands, so Val; =2 @ m,I'y where m) is the multiplicity
of the irreducible SO(n)-module I'y in Val; and the direct sum ranges over all
highest weights. Denote by S the set of highest weights satisfying the conditions
(16), then we need to show that m(Val;, \) = 1 for A € S and m(Val;,\) =0
otherwise. The cases ¢ = 0 and ¢ = n are trivial (see equation (14)). Due to
Theorem 7.6 we only need to deal with the cases where n/2 <i < n.

Let T'y be an arbitrary SO(n)-module with highest weight A = (A1, ..., A[/2))-
A'W§ ® AW is finite-dimensional, so the multiplicity m(Ind§82211)(AiW§ ®
AIWE), M) is finite-dimensional due to (12), and therefore the multiplicity of T'y
in the modules Q%7 is finite as well. Because the spaces Val{® are quotients of
in;"_i_l according to Corollary 7.12 the multiplicity of I'y in Val{® is finite too.
According to the exact sequence in Corollary 7.12, Val{® = QL"~~! /ker(v) =
Qpn= =1 dg(Q4" "), For an arbitrary G-module A with submodule B and
an irreducible G-module I we have Homg(A/B,T') = Homg (A, T') /Home (B, T')
and therefore

dim(Homg(A/B,T)) = dim(Homg(A,T)) — dim(Homg (B, T)).
So we get
m(Val;, A) =m(Q5" "1, N)) — m(dg(Q" 72, N)
and repeating this procedure for

dQ(an—i—k) o~ Q;,n—i—Q/ker(dQ) _ Q;,n—i—k/dQ(an—i—k—l)
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results in

n—i—1
m(Val;, A) = (=1)""'m(A'Ve, \) + Y (=D T I m(Qp7, ). (17)
§=0
Let W = W* be the complex standard representation of SO(n — 1), then by
Corollary 7.10 and xv,ev, = Xv; + Xv, We get

m(Q57, X) = m(Indgo( ) | (AW @ ATW), X)

— m(Indgo (" | (A=W @ AT, A),

An application of Corollary 6.17, with n replaced by n—1and 0 < j <n—i—1,
results in

i.q SO(n =
m(Q57,\) =Y m(Indio " | Ty, ), (18)

where T, is defined by (11) and the sum ranges over all k := |(n — 1)/2]-tuples
of non-negative highest weights o = (071, ..., %) of SO(n — 1)-modules such that

<2 Bl ) =n—1—i—j #@2) <] (19)
Denoting by P; the set containing the k-tuples satisfying the conditions (19)
and combining (17) and (18) we get
m(Val;, \) = (=1)"“'m(A'Ve, A) + Y (=D)7hm(Ind§o0” | T, %), (20)
oc€P;

where |o| stands for the sum over all integers of the integer tuple o.
We want to compute depi(—1)‘”‘m(1nd§8§2)71)f‘m A). Due to the Frobe-
nius reciprocity Theorem 7.1

SO(n = SO(n
m(Indggin) |\ Ty, \) =m(Resgon | Tx,To).

Now we use the branching theorem for SO(n), Theorem 7.2, and get
SO(n = _
m(IndsoEn)—mFa, A) :m(@ Ly, lo),
m

where p satisfies the conditions (13). In order to account for the definition of
I'; and the conditions we have derived in (19) for o let A* = (A],..., A}, 5));
where A} := min(A1,2) and A} := |);] for 0 < j < [n/2] and we achieve that

S (D) m(Indig (Y | Ty, A) = (-1,

oeP; o
where the sum on the right ranges over all sequences u = (u1, ..., ux) with
tn—; =0 and
M2 2 2 p2 > > pig—1 2 A, o) = k| for odd n,
N 25 > > > ALl for even n.
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If X, _;41 > 0 there is no such sequence (as j,—; = 0), so we will continue with
Ay _i+1 = 0 and obtain

n—i—1

Z Dl = H Z

M J=1 =25,

These sums and the resulting product are zero, given that the A7 for 0 < j <n—1
have different parity. So we just consider the cases where the A7 have the same
parity, which leads to further simplification

n—i—1  Aj
[I Y uw=Eneo,
j=1 /‘j:)‘;Jrl

as Z#J_A (=i = (—1))‘3f = (—1)’\7. Recall that m(Indgggz)_ L,N) =

J+1 1)

(Resgggz) T [',), so we obtain for i > n/2

(1)1 i Ty = APV,
S (=Dl lm(ndge | Ty, A) =4 1 if A e S,
oEP; 0 otherwise.

In case i = n/2, so n has to be even, we get

(1)t if A= (1,...,1,£1),

o SO(n =
> (=1)7Im(Indgo) | T, A) =4 1

o€P; 0

if e S,
otherwise.

We are now able to calculate m(Val;, A), while differentiating between the cases

above. First we consider i > n/2:

A= (1, .., 1,0, ...,0), that is, I'y = AiVC = AniiVCt

m(Val;, A) =(=1)"~ m(AVe, X) +(~1)""" = 0.

AES:

for all other As:

m(Val;, \) =(—=1)" " m(A"Vg, A) +0
N—_———

If i = n/2, we obtain:
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A= (1,...,1,£1), recall that A™/?V = Fa..n®la,..1,-1)

m(Val, 5, A) =(=1)" m(A"?Vg, A) +(=1)"/>~ = 0.
—_——
=0

AesS:
m(Val,, 2, \) =(—1)"/?m(A"?Ve, \) +1 = 1.
~—_————

=0

for all other As:

m(Val, /2, A) =(—1)"2m(A"2Ve, A) +0 = 0.
——
=0

So we have shown that m(Val;, A\) = 1 if and only if A € S for 1 <1 < n,
that is, A satisfies the conditions (16). O

Our next goal is to reformulate this theorem in terms of continuous transla-
tion invariant SO(n)-equivariant i-homogeneous valuations.

Definition. The vector space of maps f : X — Y between two G-sets X,Y
becomes a G-module with the natural action

g - fl@):=g-¢(g7"-2),9€ G recX.

Denote by I'Val the space of non-trivial continuous translation invariant
valuations with values in I". This space becomes an SO(n)-module with the
natural action from above. We recall what equivariance means in our setting of
valuations: Given a Lie group G and a finite-dimensional G-module I'; ¢ € I'Val
is called G-equivariant if

P(9K) =g - d(K),g9 € G, K € K(V).

By I'Val® we denote the subspace of G-equivariant elements of the module
I'Val. The above notation coincides with the notation for G-invariant elements
of a G-module, however the following lemma clarifies.

Proposition 7.14. A map f: X — Y between two G-sets X,Y is equivariant
if and only if it is invariant under the natural G-action on the space of maps
between G-modules.

Proof. Considering f is G-equivariant and evaluating at ¢~ 1K we get ¢(K) =
g-9(g 1K) = g- ¢(K), where the last action is the natural action on the space
of functions between G-modules, therefore f is G-invariant. The other direction
is similar. O

Lemma 7.15. Given a finite-dimensional SO(n)-module T, then 1 : Val®@T' —
I'Val defined by (¢ @ v) = ¢ - v is an isomorphism of vector spaces. This
statement holds true if we restrict to valuations of degree i.
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Proof. Let ¢« : Val @ I' — T'Val be defined by ¢(¢ ® v) = ¢v. Then ¢ is injective
because its kernel consists only of the zero vector. To show that ¢ is surjective,
take ¢ € T'Val a basis (b;)*_; of I and let b (¢) be defined via b} (¢)(K) :=
bi(¢(K)), K € K(I') where b} is the dual element to b;. It is easy to see that the
b (¢) are continuous translation invariant valuations, so an arbitrary ¢ € I'Val
can be expressed as ¢ = Zle b (¢)b;, and thus ¢ is surjective. Given valuations
of degree i, the bf(¢) are of degree i as well, completing the proof. O

Given a representation I" the representation on the dual space I'* is given by
the action

(A f)(w) = f(A™ )

for A € SO(n),f € T*",u € T. A representation is called self-dual given that
I' and I'* are isomorphic. The following lemma (see Lemma 3.2 in [8]) shows
that if a representation I' satisfies the conditions (16), then I'* satisfies these
conditions as well.

Lemma 7.16. Let A = (A1,..., A\|n/2]) be a tuple of integers satisfying the con-
ditions (16). Given that n £ 2 mod 4, then all irreducible representations T'y
of SO(n) are self-dual. If n =2 mod 4, then the dual of an irreducible repre-

sentation I'y is given by LA 21— Any2) -

Now we can formulate the main theorem of this part: a Hadwiger-type
characterization theorem for continuous translation invariant SO(n)-equivariant
i-homogeneous valuations with values in a SO(n)-irreducible space I'. It is a
consequence of Theorem 7.13 - in fact it is even equivalent.

Theorem 7.17. Let T be a finite-dimensional irreducible SO(n) representation
and let 0 < 1 < n. There exists a non-trivial continuous translation invariant
SO(n)-equivariant valuation of degree i with values in T if and only if the highest
weight of T' satisfies the conditions (16). This valuation is unique up to scaling.

Proof. Let T',, be a finite-dimensional irreducible SO(n)-module of dimension k
and I', Val; be the space of non-trivial continuous translation invariant valua-
tions of degree 7 with values in I';,. Theorem 7.13 states that Val; = @Aes Iy
where S is the set containing all highest weights satisfying the conditions (16).
We want to calculate the dimension of the vector space of the SO(n)-equivariant
maps of I'yVal;. Due to Lemma 7.15 we get

dim(T', Val;)5°™) = dim(Val, ® T,)5°™ = dim(@ T\ @ T,,)5°™

AES
= dim(@ "™ @ 150™) = 3" dim(@ Ty @ I,)50™,
AES AES AES

where the second to last equation holds, as SO(n) acts component wise on tensor
products and sums. Because ¢ : V*@W — Hom(V, W) given by fQw — f(-)w
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is an isomorphism which translates SO(n)-invariance into SO(n)-equivariance,
we get that

> dim(@Ta @T,)%°™ = > " dim Homgo) (I5,T,)
xes AES AES

= Z dim Homgo(n (I'x,T'y) =

vy 0 otherwise.

{1 if 1€ S,
The second equation above holds due to Lemma 7.16 and the last one is a
consequence of Schur’s lemma, so the proof is complete. O

Example. Consider the trivial representation I' (o .. o) of SO(n), then X satisfies
the conditions (16), thus by Theorem 7.17 there exists a non-trivial continuous
rigid motion invariant valuation of degree ¢ which is unique up to scaling. So
the Hadwiger characterization Theorem 2.8 is a special case of Theorem 7.17.

Example. Given the standard representation I'(; . o) = Ve of SO(n), we see
that there is no non-trivial continuous translation invariant valuation of degree
i, because A\ does not satisfy the conditions (16).
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8 Unitary Steiner Points

Klimyk [20] introduced a formula for decomposing the tensor product of irre-
ducible representations I'y,I's, that is easier to calculate than the formula of
Steinberg [32], however requires the knowledge of all weights of T'; or I's. Given
a compact symmetric pair (G, K) a theorem of Helgason [24] provides a bijec-
tion from the spherical representations of (G, K) to Z-linear combinations of
specific fundamental weights. With these two results and the general Hadwiger
characterization theorem, Wannerer [23] calculated the dimensions of the spaces
of continuous translation invariant U(n)-equivariant valuations of degree ¢ with
values in C” for n > 3. Furthermore he characterized the Steiner point map
as the continuous Minkowski additive unitary affine transformation-equivariant
map from IC(C™) to C™. Recently Bordczky, Domokas and Solanes [27] calcu-
lated the dimensions of the space of translation invariant unitary equivariant
tensor valuations for n > 2 using branching, in particular a theorem of King,
and the generalized Hadwiger theorem we encountered above. Additionally,
with the work of Wannerer [28], they were able to provide a basis for the vector
valued case.

8.1 Decomposition of Tensor Products of Irreducible Rep-
resentations - Klimyk’s Formula

In this subsection we want to decompose a tensor product of irreducible rep-
resentations into a direct sum of irreducible representations. We use a for-
mula taken from Klimyk’s Paper [20] and apply it to the SO(2n) representation
C* ® Ty.

Let us consider a semisimple complex Lie algebra g with irreducible rep-
resentations I'y, and I'y,. Then the tensor product of these representations
is fully reducible, that is, it is decomposable into a direct sum of irreducible
representations:

F/\l ® F)\z = Z mHFU« (21)
m

where the summation is over all highest weights 1 of g and m,, is the multiplicity
of I'y in Ty, ® I'y,. There exists an explicit formula from Steinberg [32] to
calculate m,, however given a large Weyl group, it is not easy to apply (see
[21] for more detail). Given that the weights of one of the representations are
known, the formula can be significantly simplified.

Let P be the set of algebraically integral weights and P, be the set of
dominant weights in P. To see that our definition of algebraically integral
weights matches the one in Klimyk’s Paper see [5] Proposition 4.62. Given the
Weyl Group W = W(A(g)) we say, elements of P are equivalent if one can
be obtained by the action of the Weyl group on the other. Denote by {v} the
dominant element equivalent to v € P and by r := % Y oaeat (a) the half-sum
of positive roots.
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Theorem 8.1. If 'y, and I'y, are irreducible representations of a semisimple
Lie algebra g and (21) holds, then

my, = § my ﬁu+)\2+ra
v
{v+Xra+r}=p+r

where the summation is over all weights v of Ty, such that {v+Xo+71} =p+r
and

0 if there exists s € W, s # e such that s(v+ Ao + 1) =
v+ Ao+,

dett t e W if such s does not exist and (v + Ao + 1) =
{v+ra+r1}

ﬂu+)\2 +r =

We want to apply this formula to the SO(2n) representation C2" @ I'y where
C?" is the standard representation of SO(2n) with the highest weight \; =
(1,0,...,0) and Ty is some irreducible SO(2n)-module. We have seen that the
algebraically integral weights are given by

p S (o) onez)

=1

Recall that for a simple root a € II(so(E3y,)c) the h, are given by he, ., , =
(Bi—Eit1) = (Bign—Eiynt1) and he,ye, = (Bit Eiv1) = (Bign+ Eitny1). So
for A = >"1" | Aig; the condition B(X, &) = B(hy, ha) = A(hq) > 0 is equivalent
to the system of equations

)\i_)\i+120, for ].SZSTL—].,

Ap—1+ A >0,
resulting in the condition
AL > > A > A
Therefore the dominant algebraically integral weights are given by
Pr={AeP: > 2> 1> \l}
We take a maximal torus 7' = {diag(e?", ..., "0 e=%1 . =) 0, € R} of

SO(FE2y,). The Weyl group W = W(SO(Es,),T) of SO(FEs,) is given by the
semidirect product

W = Sn X (Zg)n_l

and it acts on (61,...,0,) € it and (Aq,...,\,) € (it)* by all permutations and
even sign changes of the coordinates. Check [4] page 138 for further details.
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The positive roots AT (so(Es,)c) are given by {e; —¢; : 1 < i < j <
nU{e;+¢;:1<1i<j<n} and we calculate

n

r=y Y a=Ya

€A+ (s0(Ean)c) =0

We are now able to calculate the multiplicities m, in the decomposition of
Cnely=> m, I, into a direct sum of irreducible representations using
Theorem 8.1:

m

my = Z my ﬁv+>\+(l,...,1)v
(A (Lo, D} =p4(1,10,1)

where the summation is over all weights of C2", that is, {4¢; : 1 <i < n}, and
m,, is the multiplicity of v in C?”. Using that m,, is 1 it follows that

C"@Th=) Ty,
1

where the summation ranges over all highest weights p of SO(2n) that can be
expressed as = A £ ¢; for some 1 <i < n.

8.2 Theorem of Helgason

We have recalled the theory for the classification of highest weights of a compact
Lie group G. In this section, we want to extend this theory to a compact Lie
group with a compact subgroup K and an involutive automorphism 6 on G.
0 decomposes the Lie algebra g into a direct sum of two vector spaces, one
corresponding to the Lie algebra £ of K. A theory of weights and roots, similar to
the one we have already encountered, relative to this decomposition is described.
Our goal is the classification of spherical representations via D(G, K), which
is the equivalent to the dominant analytically integral weights relative to the
decomposition of g. This provides an additional condition for highest weights of
SO(2n) that have U(n) invariant elements. We will follow Takeuchi’s “Modern
Spherical Functions” [24] and give a rough sketch of the underlying theory.

Definition. Let G be a connected Lie group and K be a compact subgroup of
G. An irreducible representation of G with a K-invariant element is called a
spherical representation, and by D(G, K) we denote the set of all equivalence
classes of spherical representations.

Definition. Let G be a connected Lie group, and let K be a compact subgroup
of G. The pair (G, K) is called a Riemannian symmetric pair if there exists
an involutive C'*° automorphism 6 of G such that Gg C K C Gy where Gy =
{z € G:0(z) = 2} and GY is the identity component of Gy. Given that G is
compact, a Riemannian symmetric pair (G, K) is called a compact symmetric
pair.
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Denoting the differential of 8 by 6 as well and the Lie algebra of G by g, the
Lie algebra £ of the subgroup K is given by

t={Xeg:0(X)=X}.
Setting
m={Xeg:0(X)=-X},
and considering 6 is involutive, we get a vector space decomposition
g=tdm,

where m is called the canonical complement of the pair (G, K) or the pair (g, £).
Because 6 is an automorphism of g, we have [¢,€] C ¢, [¢,m] Cm, [m,m] C .

Definition. Let (G, K) be a Riemannian symmetric pair. A maximal Abelian
subalgebra which is contained in the canonical complement m is called a Cartan
subalgebra of the pair (G, K).

Let a be a Cartan subalgebra of the pair (G, K) and t a Cartan subalgebra
of G containing a, then t decomposes into t = a @ b where b = tN €. Now take
an inner product(,-) on g which is invariant under G and 6, and fix it. Notice
that as 6 is an involution, there always exists such an inner product. Let us
denote by O(t) the group of orthogonal transformations of t with respect to the
inner product (-,-). We define o € O(t) by

o(H)=o0(H+ Hy)=—H+Hy,H, €b,H; € a.

For 0 # a € t set a* := (ao(;) which is called the inversion of a. The following
definition of the roots of g relative to the Cartan subalgebra t is, up to a constant,
equivalent to the one we used before.

Definition. For a € t set
0o ={X €gc:[H,X]=2mi(e, H)X,H € t}
the root subspace associated with « and
(@) ={aet:a#0,9. #{0}}

the set of roots of G relative to t. This leads to a decomposition of gc into the
root subspaces relative to t:

gC:tC+ Z ﬁov

aeX(G)
By definition (c, 3(g)) = {0} and therefore, as g = 3(g) D g’, B(G) Ct =tNyg'.
In a similar fashion we can define roots relative to the maximal abelian

subalgebra a contained in m .
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Definition. For v € a set
§, = {X € gc: [H,X] = 2ni(y, H)X, H € a}
the root subspace associated with v and

NG K)={vet:v#0,8, #{0}}

the set of roots of G relative to a. This leads to a decomposition of gc into the
root subspaces relative to a:

gc=tc+ Z ga-

aeX(G,K)

We set 3p(G) = X(G) Nb, then (G, K) = E(G) \ Lo(G). There is a
another approach (compare to Subsection 6.5) to the concepts of positive and
simple roots: given a linear order on t, A € t is called positive (negative) if
A >0 (A < 0). A positive root « is called simple if a #  + ~ for any
B,v € X(Q), B,y > 0. The fundamental system is the set of all simple roots of
Y (G) with respect to the order >.

Definition. A linear order on t is said to be a o-order if for « € (G, K),a > 0
o(a) > 0 holds.

There always exists a o-order on t. To see that, take a basis {Hq, ..., H;} of
a and a basis {H;41, ..., Hpn } of b and define A > p if

(>\7 Hl) = (/1/7H1)7 B3 ()‘a HT) = (Ma HT)) ()\; HT+1> > (/’La HT+1>
for A, u € t and some 1 <7 < m. Then this order is a o-order.

Definition. A fundamental system with respect to a o-order > is called a
o-fundamental system.

Let m/ = dim(t) and II(G) = {a1,...,am } be a fundamental system with
respect to the o-order >, then we denote IIo(G) = II(G) N Xp(G).

Theorem 8.2. Let (G,K) be a compact symmetric pair. Then (G, K) is a
root system in ', that is:
(i) (G, K) is a subset of a’ consisting of finite nonzero elements and
spans a’ over R;
(#1) (G, K) is invariant under the reflection s, for every v€ £(G, K) ;

(#i1) 2(25’3)) € Z for every v,6 € X(G, K).

Furthermore if II(G) is a o-fundamental system, then there exists a permutation
p of II(G) \ Uy (G) of order 2 such that

ooy = pa; mod {Ily(@Q)}z, 1<i<m —|Uy(G)|,

where {Ily(G)}z denotes the subgroup of t generated by Io(G). The permutation
p is called the Satake involution of the o-fundamental system TI(G).
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Again the positive roots are interesting enough to get their own notation

SHGE) = {a € X(GQ) :a >0}
MG, K)={y € %(G,K) :v > 0}.

Let {aj,...,a, } be the inversions of the fundamental system {a1, ..., ap/ } of
Y (G) with respect to the order >, and let {Aq,..., A, } C ¥ be the basis of ¢/
dual to the inversions, that is,

Q(Al, Oéj)

— 5
(aj, )

(Ai,af) = 1<4,5<m.

A, ...\, are called the fundamental weights of g’ with respect to the order >.
We set o/ = anm’, I’ = dimd’, and considering the Satake involution p leaves
I1(G) invariant, we define M, ..., My € t' by

2Ai if pPo; = O and (a“H()(G)) = {O},
M; =< A; if pay; = oy and (o, 1o (G)) # {0},
A+ Ay if pa; = ap and o # ayr.
We call M;, ..., My the fundamental weights for the pair (g',t') with respect to
the o-order >. These fundamental weights for the pair (g',t') with respect to

the o-order > will help us to describe the weight of a spherical representation
in the case that G/K is simply connected.

Theorem 8.3. Let (G, K) be a compact symmetric pair and let p : G — GL(V)
be a spherical representation of G relative to K, then the multiplicity m, of p
1s identical to 1.

Next up we develop something comparable to the dominant analytically
integral weights we have already encountered, but this time we also have to
take the subgroup K into account. The set

I'G,K)={He€a:expH € K}

has the structure of a geometric lattice, that is, it is a discrete subgroup (iso-
morphic to Z3™®) of the commutative additive group a which contains a basis
of a. Let Z(G, K) be the lattice given by

Z(G,K)={A€a:(\,H)€Z,HecT'(G,K)}
and D(G, K) be the semigroup given by
D(G.K) = {)€ Z(G.K) : (\7) > 0,7 € £ (G, K)}.

Similarly to the role of dominant analytically integral weights in the descrip-
tion of irreducible representation, we will see D(G, K) playing its part in the
description of spherical representations.
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Theorem 8.4. Let (G, K) be a compact symmetric pair such that G/K is simply
connected, then

l/
D(G,K) =3 miM;,m; € Zym; > 0,1 <i <l

i=1

Theorem 8.5. Let (G, K) be a compact symmetric pair, then the mapping
D(G,K) - D(G,K)
sending p to its highest weight \(p) is a bijection.

Corollary 8.6. Let (G,K) be a compact symmetric pair such that G/K is
simply connected, then the mapping that sends p € D(G, K) to its highest weight
Ap) € a is a bijection into the semigroup

l/
> miM;,m; € Z,m; > 0,1 <i <1l

i=1

We want to apply what we have achieved to our specific case of interest:
SO(2n) with the subgroup U(n). Recall that

SO(2n) = {A € gl(2n,R) : ATA =TI det A = 1};
U(n)={A egl(n,C): A*A=1T}.
The map
i:U(n) — gl(2n,R)

. X -Y
X+zY+—><Y ¥ >

is an injective Lie group homomorphism that maps into SO(2n), as

X -Y x -v\" [/x -v XT YT\ (I, 0
Y X Yy X Y X -yT xT )~ 0 I,
is equivalent to (X +4iY)(X+4Y)* = I,. As X+4Y is unitary det(X +3iY) = £1.
Considering the connected U(n) maps onto the connected component of O(2n)

containing the identity, det(X + ¢Y") = 1.Thus we will identify U(n) with the
subgroup of SO(2n) given by

{( Sy ) €50(2n) : (X +iY)(X +iY)" zzn}.

Define
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then

and

6 : SO(2n) — SO(2n)
G +— EGE™!

is a C'* involutive inner automorphism of SO(2n). Because

0(@) = < _%2 ‘ch3 >

the fixed points of 8 are given by
SO(2n)s = {G € SO(2n) : 0(G) = G} = U(n)

and (SO(2n), U(n)) is a compact symmetric pair. The Lie algebra corresponding
to SO(2n) is given by

so(2n) = {X € gl(2n,R) : X© = —X}.
Then s0(2n) decomposes into

t={X €s0(2n): 0(X) = X}

:{(); _; ) 650(2n):XT:—X,YT:—Y}

and

m={X €s0(2n):60(X)=-X}

:{(J}f _5;( ) 650(2n):XT:—X,YT:—Y}.

We recall that a Cartan subalgebra for so(2n) was given by

0 6
—6; 0
t= 01’ cR
0 0,
-6, O
Set
0;
Hy, —27r< 0, 0 )
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for 0; € R. For even n we can decompose t into a maximal abelian subalgebra

Hy 0 0 0 0 0
0 0 0 0 0
=1 0 0 —1('-)191 o0 |reeri<i<ap
0 0 0 0 . 0
0 0 0 0 0 —He,,
contained in m and
Hp, 0 0 0 0 0
0o " 0 0 0 0
b= 8 8 H%/z H091 8 8 10, €R,1<i<n/2
0 0 0 0 .0
0 0 0 0 0 H,
The inner product on so(2n) given by (X,Y) = —tr(X,Y) is invariant un-

der 6 and SO(2n) (see Theorem 6.5). We write H(01,...,60,) for the matrix
diag(Hg, , ..., Hp,). Then the functionals 9; € t* are defined by

9 (H(01,...,0,)) = 6;
and the roots relative to t are given by
Z(SO(2n)) ={x9, £9,;: 1 <i<j<n}
(check to [6] page 219). A basis of a and b is given by

a1 = H(1,0,...,0,—1,0,...,0),
as = H(0,1,0,...,0,0,—1,0, ...,0),

Apjo = H(0,...,0,1,0,...0,—1),
and

b, = H(1,0,...,0,1,0,....,0),
b, = H(0,1,0,...,0,0,1,0,..,0),

byys = H(0,...,0,1,0,...0, 1),

respectively. We combine it to a basis {t1,...,t,} of t, where t; = a1,..,t,/2 =
Un/2,tnj241 = b1,y tn = byp. With this basis we define a o-order on t: Let
A, p € t, then A > p if and only if

Alt1) = p(tr)s - Altr) = pltr), Atr+1) > pu(trsn)
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for some 1 < r < n. With respect to this o-order the positive roots are given
by

YT(SO(2n)) = {¥; £9;:1<i<n/2,i<j<n}U
{=0;x9;:n/2<i<n—-1,i<j<n}.

It can be shown that the application of Corollary 8.6 results in the following
conditions for the highest weight A(p) = (A1, ..., \) of a spherical representation
p of the compact symmetric pair (SO(2n),U(n)):

Ap) = AM=X>A3=X > ..> M1 =\, if n is even,
M= A=A > e =M1 >\, =0 if nis odd.

8.3 Unitary Vector Valued Valuations

We follow Section 6.5.3 by Schuster in [22] and Wannerer [23] and use Theorem
7.13 and the results of Klimyk [20] and Helgason [24] in order to calculate the
dimension of the vector space of continuous translation invariant and U(n)-
equivariant valuations with values in C™. The last part follows the work of
Boroczky, Domokas and Solanes [27] calculating the dimensions of the space
of translation invariant unitary equivariant tensor valuations for n > 2 and
providing a basis for the vector valued case.

Let n > 3, as in the previous subsection we consider U(n) as a subgroup of
SO(n). Let K?™ be the space of convex bodies in R?" and Val (Val;) be the space
of continuous translation invariant valuations @ : K?* — R (of degree i). By
C™Val we denote the real vector space of continuous translation invariant valu-
ations @ : K27 — C™ =2 R2" and by C"Val"™ its subspace of U(n)-equivariant
valuations. For any of those vector spaces a subscript ¢ denotes the subspace of
valuations of the given space of degree ¢. From McMullen’s decomposition [12]
we get a decomposition of C™Val into the subspaces of valuations of degree i by

C"Val = @ C™Val,.
0<i<2n

Keeping this in mind the following theorem is due to Wannerer [23].

Theorem 8.7. Suppose that 0 < ¢ < 2n, then

dimg C"Val?’™ = 2 min{ BJ , {%2_ ZJ } :

Proof. We abbreviate V := R?" and denote by V¢ the complexification of V.
The dimension of VValf(n) over R is the same as the dimension of it’s complex-
ification over the complex numbers, and Lemma 7.15 together with Proposition
7.14 imply

dimgV'Val! ™ = dim¢(V'Val; ® C)V) = dim¢(Val; @ V)™,

73


https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek

Die approbierte gedruckte Originalversion dieser Diplomarbeit ist an der TU Wien Bibliothek verfligbar.

The approved original version of this thesis is available in print at TU Wien Bibliothek.

thele

(]
lio
nowledge

b

i
r

Notice that the first two terms in the last equation are a statement about the
space of unitary equivariant valuations where the last term is about a unitary
invariant subspace. With the decomposition from Theorem 7.13 this leads to

dim(c(Vali (9 Vc)U(n) = dim@(@ e V‘C)U(n)
A

= dimc (T @ Ve)"™) = " dime(Iy ® Ve)'™,
A A

where the sum ranges over all highest weights A = (A, ..., A,,) of SO(2n) satis-
fying
(¢) Aj =0 for j > min{i,n —i};
(i) [Aj| #1 for 1<j < [n/2];
(iii) |Xo| < 2. (22)

The application of Klimyk’s Formula further decomposes

I'y® Ve = @F“,
m

where the us are highest SO(2n) weights that can be expressed as y = A+ ¢y, for
some 1 < k < n. Let us consider T, containing a U(n) invariant element, i.e., it
is a spherical representation of SO(2n) with respect to the compact symmetric
pair (SO(2n),U(n)). In this case, due to Corollary 8.6, the following additional
conditions apply to p = (ft1, ..., fin)

Pl = o > [3 = g > oo > fhp—1 = [ if n is even, (23)
1= 2 > i3 = ft4 > oo 2 flp—2 = fin—1 > pn =0 if n is odd.
Therefore we have

1 if p satisfies (23),

dimeI'[™ =
HICE 0 otherwise.

Now we show that dime(T'y ® V)V = 2 if A satisfies

A1 = 3, Ao = ... = Aoy, = 2, and A; = 0 for j < 2m

for some integer 1 < m < min{|$|, 2%~} and dimc(I'y ® Ve)U™ = 0 oth-
erwise. The conditions (22) result in Ay being either 2 or 0, and thus the
components Az, A4, ... of A are restricted to these two values as well. Therefore,

= X £ g under the condition (23) needs to be equal to A + &2 or A — &7.

This results in Ay = 3,A2 = 2, A3 = ... = Ay = 2 and A; = 0 for j > 2m.

Conclusively there are exactly min{ L%J , L2"2_lJ} choices for m resulting in the

formula we wanted to prove. O
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Denote by U(n) := U(n) x C™ the group of unitary affine transformations
of C™. Now recall Theorem 3.7 characterizing the Steiner point map as a con-
tinuous Minkowski additive rigid motion equivariant map from K" to R™. For
a complex vector space, due to Theorem 8.7, we can weaken the requirements
in Theorem 3.7 to U(n)-equivariance and get the following corollary taken from
Wannerer [23].

Corollary 8.8. Let f: K(C™) — C™ be a continuous map which satisfies

(1) f(K+L)=f(K)+ f(L) for K,L € K(V);

(ii) fog=go f for g € U(n),
then f = s.

Proof. Let K,L € K(C"). As KUL+KNL =K+ L if KUL is convex,
we see that f is a valuation. (¢) and the continuity of f can be used to show
it is of degree 1. Because s is in particular U(n)-equivariant, f — s is unitary

equivariant and translation invariant, thus f — s € Valy(n) = {0}. O

Notice that the U(n)-equivariant valuations do not form a vector space,
considering they are not closed under the addition of functions. However, if
® is continuous translation invariant U(n)-equivariant valuation then ¢ + s,
where s is the Steiner point map, is continuous and U(n)-equivariant. Thus,
translating the vector space of continuous translation invariant U(n)-equivariant
valuations by the Steiner point map s results in the affine space of continuous
U(n)-equivariant valuations.

Corollary 8.9. The continuous U(n)-equivariant valuations ¢ : K(C") — C"
constitute a complex affine subspace of dimension

2k% — k  for n = 2k,
2k +k forn=2k+ 1.

Proof. Due to Theorem 8.7 and Corollary 8.8 the complex dimension of the
affine space of continuous U(n)-equivariant valuations is given by

S [5)- (2]} -5 1)+ 2 [

S HES wiHEE wHEE]

Considering
SVJ_ 2y ki for n = 2k
|2 2y itk forn=2k+1
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we get that

x {H {Qn—iJ} 2k2 — k for n = 2k,
Zmln =, =
— 2 2 2k% +k forn =2k + 1.

In contrast to the last corollary, we reformulate the Steiner point map char-
acterization (Theorem 3.9).

O

Theorem 8.10. Let n > 2. The continuous translation equivariant SO(n)-
equivariant valuations ¢ : K™ — R"™ constitute a real affine subspace of dimen-
sion 0 consisting of the Steiner point map s.

So the Steiner point map from ™ to R™ is the unique continuous translation
equivariant SO(n)-equivariant valuation. However, if we restrict equivariance to
the subgroup U(n) the unitary Steiner point maps from C(C™) to C™ constitute
a complex affine subspace of dimension

2k%2 — k for n =2k,
2k +k forn=2k+1.

Due to the recent work of Boréczky, Domokas and Solanes, see [27], and
Wannerer [28] a basis for the C-vector space of continuous translation invari-
ant unitary equivariant vector valued valuations was found. Let ¢ be an even
valuation of degree k taking values in a finite dimensional real vector space
V. Then the Klain function, see [30], is a function Kl, on the k-Grassmanian
Gr(dim V. k) given by ¢(A) = Kl,(E)volg(A) for A C E € Gr(dimV, k). In
the scalar case Bernig and Fu [29] constructed a basis of Val’™ consisting
of the so-called hermitian intrinsic volumes py 4 defined, considering they are
even, by their Klain functions py 4 for 0 <k <2nand 0,k —n < ¢ < g For
max (0, k—n)<g< {gJ the valuations pu,, comprise a basis for the vector space

Valg(n). For k < m the Klain function puy 4 is given by

5] .
i i
Kl,,  (E)= Z(—l) +a (q) oi(cos®(61), ..., COSZ(HL]C/QJ)),
i=q
where o; is the i-th elementary symmetric function, and 0y, ...,0|;/2) are the
Kahler angles of the k-dimensional linear subspace E. Given the endomorphism
Y of E mapping u € E to the orthogonal projection of v/—1u to E, then ¢

has eigenvalues ++/—1cos 01, ..., £v/—1cos 0| /2], plus a zero eigenvalue for odd
k. These eigenvalues characterize the Kéhler angles. For kK > n

Kl,, . (E) =Kl (E1).

H2n—k,n—k+q

Wannerer [28] introduced the space Area(V') of smooth area measures on an
Euclidean vector space V as certain translation invariant valuations on V taking
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values in the space of signed measures (i.e., measures that can take values in
all of R) of the unit sphere S(V). Therefore, given ® € Area(V) and a convex
body A CV, ®(A4,-) is a signed measure on S(V).

Definition. [23] (Smooth area measures) The vector space Area(V') of smooth
area measures on V is given by all expressions of the form

DK, A) = / w,

N(K)nmy ' (A)

where K € K(V), w € Q"71(SV) a translation invariant smooth (n — 1)-form,
A C S(V) is a Borel set and 75 : SV — S(V) the canonical projection.

Denote by Val(V') the space of continuous translation invariant valuations
with values in R and by V'Val(V) the valuations in Val(V') with values in V.
The globalization map glob : Area(V) — Val(V) is defined by

glob(®)(4) = (4, 5(V)),

and the centroid map by C : Area(V) — V'Val(V) is defined by

C(P)(A) = / u dP(A,u),

5(V)

where we integrate with respect to the measure ®(A, -). Given a linear subspace
E C V, we characterize a restriction map r : Area(V) — Area(E) as follows.
For a Borel set U C S(V) denote U = (U + E+) N S(V). Then the restriction
of ® € Area(V) to E is given by

r(®)(A,U) = (A, U)
for Ae K(F)and U C S(E).

Proposition 8.11. /28] Given 0 < k < 2n, there exists a family Ay, €
Area(V)E(n) with 0,k —n < g < % such that

(1) glob(Ak,q) = fik.q3
(i) for every polytope P and every Borel set U C S(C™)

— volon_j_1(N(P, F) N U)
Ak,q(P’ U) = Z Kl#k,q (F) V2012n,]j,1(52n_k_1) VOlk(F)7 (24)

FeFy
where Fy, is the set of k-dimensional faces, N(P, F) is the set

of outer unit normal vectors to P at points of F', and F is the

k-dimensional linear subspace parallel to F';
(iii) The restriction v : Area(C" ™) — Area(C") corresponding to
the inclusion C™* — C™™ satisfies r(Ayq) = Apq if ¢ > k —m.
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Given a p-dimensional real subspace £ C C™ and the corresponding restric-
tion map 7, it follows from (24) that

Cr(Arg))(A) = cnprC(Ar,q)(A)

for a convex body A in E and ¢, 5 7# 0 only depending on n,p, k. In [28] it was
shown that the family C(Ag4) with 0,k —n < ¢ < g is R-linearly independent.

Due to Theorem 8.7 dimpg (C”ValiU(n) =2min{|4],|22]}. In [27] it was
shown that the family C(Ag,4) with 0,k —n < ¢ < % is in fact C-linearly

independent, thus the following theorem holds.

Theorem 8.12. [27] For n > 2 a C-vector space basis of the complex vector
space (Val, @ C")V(M s given by the family C(Ay.,) where 0 < k < 2n and
max(0,k —n) < ¢ < %.

Corollary 8.13. [27] An R-vector space basis of (Val, @ R*)V(™) is given by
k
{C(Ak,q), V—=1-C(Agg)|0,k—n<g< 2} :

Let S(R?") denote the space of symmetric rank d tensors of R?". Using
branching, in particular a theorem of King [31] and the generalized Hadwiger
theorem (Theorem 7.17)) Boroczky, Domokas and Solanes achieved the following
theorem.

Theorem 8.14. [27] For n > 2,k = 0,...,2n and d > 0, using the notation
f=1%| and | := min{k,2n — k‘} the dzmenswns of W := (S%(R*")Val,,)V(™
18 as follows:

1+ 4] for d = 0,
1 ford=2f>0,l=0,
3f2+2|L —2f2+2f+1 ford=2f>0,1<1<n,

dim(W) =< 3nf?+2|2] -3f2+2f+1 ford=2f>0,l=n,
0 ford=2f+1,1=0,
fE+31f +2[5] —2/2 ford=2f+1,1<1<n,
3nf24+3mf+2|%]| -3f2—f ford=2f+11=n.
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