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Abstract

Floods are the most frequent natural disasters in Europe, causing significant socioeconomic losses. There is a general concern that climate and environmental change may affect the magnitude and frequency of floods. As a consequence, hydraulic structures and flood defences, whose design did not account for those changes, may become inadequate to provide the required protection level over time. Several local and regional trend detection studies have provided evidence of past flood regime changes in Europe. These studies have typically analysed changes in the mean annual flood discharge, while trends in floods associated with large return periods, such as the 100-year flood, have not been studied. Also, their underlying causes have not been explained yet in a quantitative and formally consistent way. The aim of this thesis is to understand whether trends in flood discharges also occurred for larger return periods and to attribute them to their drivers. For this purpose, this thesis proposes new data-based attribution approaches.

In Chapter 2, regional trends in flood quantiles, in particular the median and the 100-year flood, are assessed across Europe with a non-stationary regional flood frequency approach. The flood data analysed in this research consist of a unique pan-European database of annual maximum discharges from 2370 hydrometric stations, covering five decades (i.e. 1960-2010). Results show that in northwestern Europe the trends in flood magnitude are generally positive. In small catchments, the 100-year flood increases more than the median flood, while the opposite is observed in medium and large catchments. In southern Europe flood trends are generally negative. The 100-year flood decreases less than the median flood and, in the small catchments, the median flood decreases less compared to the large catchments. In eastern Europe the regional trends are negative and do not depend on the return period, but catchment area plays a substantial role: the larger the catchment, the more negative the trend.

A data-based attribution approach is proposed in Chapter 3 for selecting which driver best explains variations in time of the flood frequency curve. This approach considers three groups of potential drivers (i.e. atmospheric, catchment and rivers system drivers) and consists of comparing and selecting alternative driver-informed models at the catchment scale, based on an information criterion. This approach is applied to a case study, consisting of 96 gauges in Upper Austria, where flooding has become more intense during the last 50 years. This allowed us to identify changes in extreme daily precipitation as the most probable cause of flood change, as well as to exclude the influence of human intervention on landscape or rivers.

In Chapter 4 we extend the approach of Chapter 3 to estimating the relative contributions of potential drivers to the flood changes across Europe (those detected in Chapter 2) as a function of return period, through a regional non-stationary flood frequency analysis. Extreme precipitation, antecedent soil moisture and snowmelt are the potential drivers considered in this chapter. Results show that, in northwestern Europe, extreme precipitation mainly contributes to changes in both the median and 100-year flood, while the contributions of antecedent soil moisture are of secondary importance. In southern Europe, both antecedent soil moisture and extreme precipitation contribute to flood changes, and their relative importance depends on the return period. Antecedent soil moisture is the main contributor to changes in the median flood, while the contribution of the two drivers to changes in larger floods are comparable. In eastern Europe, snowmelt drives changes in both the median and the 100-year flood.
This thesis contributes to flood change research in two ways: methodologically and factually. It proposes new approaches for the formal attribution of flood changes, which may be relevant in other regions, and it provides continental-scale detection and attribution results for flood changes that improve our understanding of observed flood regime changes across Europe. The understanding of past flood changes is important for better informed flood management strategies.
Kurzfassung


In Kapitel 3 wird ein datenbasierter Attributionsansatz vorgestellt, um zu quantifizieren welche Treiber die zeitlichen Schwankungen der Hochwasserhäufigkeitskurve am besten erklären. Der Ansatz verwendet drei Gruppen potenzieller Treiber (d. h. atmosphärische, einzugsgebietbezogene und flussystembezogene Treiber). Alternative, durch Treiber informierte, Modelle werden auf der Einzugsgebietsskala anhand eines Informationskriteriums verglichen. Dieser Ansatz wird in einer Fallstudie angewendet, die aus 96 Hochwasserzeitreihen in Oberösterreich besteht, wo Hochwasserabflüsse in den letzten 50 Jahren zugenommen haben. Dies erlaubt uns Änderungen des extremen täglichen Niederschlags als wahrscheinlichste Ursache für beobachtete Hochwasseränderungen zu identifizieren und den Einfluss menschlicher Eingriffe auf Landschaft und Flüsse als dominante Treiber auszuschließen.

In Kapitel 4 erweitern wir den Ansatz aus Kapitel 3 auf die Schätzung der relativen Beiträge potenzieller Treiber zu Hochwasseränderungen in ganz Europa (welche in Kapitel 2 detektiert wurden) als Funktion der Wiederkehrperiode im Kontext einer regionalen instationären Hochwasserhäufigkeitsanalyse. Extreme Niederschläge, Bodenfeuchtigkeit und Schneeschmelze sind die potenziellen Treiber, die in diesem Kapitel berücksichtigt werden. Die Ergebnisse zeigen, dass
in Nordwesteuropa hauptsächlich extreme Niederschläge zu Veränderungen sowohl des mittleren als auch des 100-jährigen Hochwassers beitragen, während Beiträge der Bodenfeuchtigkeit von geringerer Bedeutung sind. In Südeuropa tragen sowohl Bodenfeuchtigkeit als auch extreme Niederschläge zu Hochwasseränderungen bei, und ihre relative Bedeutung hängt von der Wiederkehrperiode ab. Bodenfeuchtigkeit trägt hauptsächlich zu Änderungen der mittleren Hochwasser bei, während der Beitrag der beiden Treiber zu Änderungen größerer Hochwasser vergleichbar ist. In Osteuropa führt Schneeschmelze zu Veränderungen sowohl im Median als auch im 100-jährigen Hochwasser.
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Chapter 1
Introduction

Increasing flood hazard in Europe has become a major concern as a consequence of severe flood events experienced in the last decades, as, for instance, the extreme floods occurred in central Europe in 2002 (Ulbrich et al., 2003) and 2013 (Blöschl et al., 2013a), and the winter floods in northwest England in 2009 (Miller et al., 2013) and 2015-16 (Barker et al., 2016). As a result, past flood regime changes in Europe have been investigated by several local and regional trend detection studies. These studies typically analysed catchments individually and investigated whether spatial clusters or coherent regional patterns of flood trends could be observed (e.g. Petrow and Merz, 2009; Prosdocimi et al., 2014; Mangini et al., 2018). The main limitation of most at-site studies is the limited flood data locally available, which results in high uncertainties in the detected trends. In order to overcome the limitation of at-site studies, regional non-stationary flood frequency methods were proposed (e.g., Renard et al., 2006b; Leclerc and Ouarda, 2007), where flood data are pooled across multiple sites within homogeneous regions (Dalrymple, 1960; Hosking and Wallis, 1997) and the regional estimate depend on time (e.g. Cunderlik and Burn, 2003; Renard et al., 2006a; Leclerc and Ouarda, 2007; Hanel et al., 2009) or on time-varying climatic or anthropogenic covariates (e.g. Lima and Lall, 2010; Renard and Lall, 2014; Prosdocimi et al., 2015). Other approaches analysed coherent regional change by testing for the presence of trends in regional variables, such as the number of annual floods in the region (e.g. Hannaford et al., 2013), or with regional tests (e.g. Douglas et al., 2000; Renard et al., 2008).

The above studies are heterogeneous with respect to flood data types, period of records, detection approaches and spatial coverage (Hall et al., 2014). In recent years, thanks to the release of pan-European and global flood databases (Hall et al., 2015; GRDC, 2016), European-wide trend detection studies have been published (Blöschl et al., 2017; Blöschl et al., 2019; Mangini et al., 2018). They revealed evidence of positive trends in the magnitude of the mean annual flood in north-western Europe and negative trends in southern and eastern Europe. However, few examples exist where observed trends in different flood quantiles (e.g. the 100-year flood) are analysed, as changes in the mean annual (or median) flood are typically investigated.

While a wide body of literature on the detection of flood changes is available, proper methods for the identification of their underlying causes (i.e. flood change attribution) have not been proposed yet. According to Pinter et al. (2006), Merz et al. (2012) and Hall et al. (2014), potential drivers of change in flood regimes can be clustered into three groups: atmospheric, catchment and river system drivers. Atmospheric drivers are changes in climate variables, such as total precipitation, precipitation intensity/duration, temperature, and radiation. These changes typically occur consistently over large regions, resulting in gradual changes in time in the mean or variance of peak discharges. Catchment drivers are changes in runoff generation and concentration processes (e.g. changed infiltration and storage characteristics) caused, for instance, by land-use changes. These processes, such as urbanization or deforestation, are more likely to occur gradually in time and at small scales, with decreasing effects on floods with catchment size. River system drivers are changes in processes affecting flood wave propagation, such as river training, the construction of hydraulic structures, modification of river morphology, roughness or
storage. They typically produce step changes in flood peak discharges with increasing effects with catchment size.

The way attribution is approached in flood trend studies is mainly through qualitative reasoning, attempting to explain the change in flood regime with some climate variables (e.g. precipitation and circulation patterns) or with anthropogenic effects (e.g. river training, dam construction or land use change), and citing literature as support for the hypothesised attribution statements (Merz et al., 2012). In other cases, the detected flood changes are quantitatively related to potential drivers and two different approaches have been used in literature: data-based and simulation-based approaches. The data-based approach, usually, tries to statistically correlate the mean or extreme characteristics of the flood time series to climate drivers. Climate indices or other atmospheric variables (usually precipitation) are used as covariates of the flood frequency distribution parameters, in order to allow a better fit to the data (e.g., Šraj et al., 2016; Silva et al., 2017; Steirou et al., 2019). On the other hand, simulation-based methods, try to reproduce the observed flood changes by introducing, in a hydrological model, changes in a potential driver and by observing their effects on the simulated hydrograph characteristics (e.g., Renard et al., 2008; Vorogushyn and Merz, 2013; Skublics et al., 2016). Rarely more than one driver is taken into consideration and catchments are often analysed individually. One exception is Viglione et al. (2016), who proposed a framework for the estimation of the regional relative contribution to flood trends of each of the three drivers, exploiting the scaling with catchment area.

The aim of this thesis is to contribute to recent research on flood regime changes in Europe through the assessment of trends in flood quantiles (e.g. the median and the 100-year flood) across Europe and their attribution to potential drivers. In particular, this thesis addresses the following research questions:

1. Are changes in small and big floods different?
2. Is it possible to identify the main driver of flood change using a data-based attribution approach?
3. Do small and large floods have the same drivers of change?

Each chapter of this thesis corresponds to a scientific paper (published or in preparation). Chapter 2 investigates and compares trends in small versus big flood events (i.e. the median and the 100-year flood) in the period 1960-2010 across Europe, through a regional non-stationary flood frequency approach. Chapter 3 proposes a local data-based attribution approach, which is applied to investigate whether atmospheric, catchment and river drivers determined the river flood changes in Upper Austria. Chapter 4 analyses the relative contribution of three climatic drivers (i.e. extreme precipitation, antecedent soil moisture and snow melt) across Europe on flood changes as a function of the return period. Finally, Chapter 5 presents an overview of the results and the overall conclusion of the thesis.
Chapter 2

Flood trends in Europe: are changes in small and big floods different?

The present chapter corresponds to the following scientific publication in its original form:


Abstract

Recent studies have revealed evidence of trends in the median or mean flood discharge in Europe over the last five decades, with clear and coherent regional patterns. The aim of this study is to assess whether trends in flood discharges also occurred for larger return periods, accounting for the effect of catchment scale. We analyze 2370 flood discharge records, selected from a newly-available pan-European flood database, with record length of at least 40 years over the period 1960-2010 and with contributing catchment area ranging from 5 to 100,000 km$^2$. To estimate regional flood trends, we use a non-stationary regional flood frequency approach consisting of a regional Gumbel distribution, whose median and growth factor can vary in time with different strengths for different catchment sizes. A Bayesian Markov chain Monte Carlo (MCMC) approach is used for parameter estimation. We quantify regional trends (and the related sample uncertainties), for floods of selected return periods and for selected catchment areas, across Europe and for three regions where coherent flood trends have been identified in previous studies. Results show that in northwestern Europe the trends in flood magnitude are generally positive. In small catchments (up to 100 km$^2$), the 100-year flood increases more than the median flood, while the opposite is observed in medium and large catchments, where even some negative trends appear, especially in northwestern France. In southern Europe flood trends are generally negative. The 100-year flood decreases less than the median flood and, in the small catchments, the median flood decreases less compared to the large catchments. In eastern Europe the regional trends are negative and do not depend on the return period, but catchment area plays a substantial role: the larger the catchment, the more negative the trend.

2.1 Introduction

Increasing flood hazard in Europe has become a major concern as a consequence of severe flood events experienced in the last decades, as, for instance, the extreme floods occurred in central Europe in 2002 (e.g. Ulbrich et al., 2003) and 2013 (e.g. Blöschl et al., 2013a), and the winter floods in northwest England in 2009 (e.g. Miller et al., 2013) and 2015-16 (e.g. Barker et al., 2016). Hence a growing number of flood trend detection studies has been published in recent years. These studies typically analyse a large set of time series of flood peaks in a region and test them
for the presence of significant gradual or abrupt changes in flood magnitude or frequency. For example, Petrow and Merz (2009) analysed eight flood indicators, from 145 gauges in Germany over the period 1951-2002, and detected mainly positive trends in the magnitude and frequency of floods. Villarini et al. (2011) tested flood time series of 55 stations in central Europe, with at least 75 years of data, for abrupt or gradual changes and found mostly abrupt changes associated with anthropogenic intervention (such as the construction of dams and reservoirs and river training). Mediero et al. (2014) detected a general decreasing trend in the magnitude and frequency of floods in Spain, with the exception of the north-west. Prosdocimi et al. (2014) investigated the presence of trends in annual and seasonal maxima of peak flows in the UK and found clusters of increasing trends for winter peaks in northern England and Scotland, and decreasing trends for summer peaks in southern England. These studies are highly heterogeneous in terms of flood data types, period of records and detection approaches and it is therefore not trivial to deduce regional patterns of flood regime change at the larger continental scale. Despite this fragmentation, Hall et al. (2014) summarized the findings of previous studies in a map of increasing, decreasing and not detectable flood changes for Europe, and showed the existence of consistent regional patterns. In particular, in central and western Europe flood magnitude appeared to increase with time, while it seemed to decrease in the Mediterranean catchments and in eastern Europe.

More recently, thanks to the availability of European and global high spatial resolution databases, large-scale investigation studies across Europe have been published. Mangini et al. (2018) extracted 629 flood records from the Global Runoff Data Center database (GRDC, 2016) and compared the detected trends in magnitude and frequency of floods from different approaches (annual maximum flood and peak over threshold) for the period 1965–2005. Blöschl et al. (2019) analysed 2370 flood records from a newly available pan-European flood database consisting of more than 7000 observational hydrometric stations and covering the last five decades (Hall et al., 2015) and revealed consistent spatial patterns of trends in the magnitude of the annual maximum flood, with clear positive trends in northwestern Europe and decreasing trends in southern and eastern Europe.

Existing studies typically analyse catchments individually and investigate whether spatial clusters or coherent regional patterns of flood trends can be observed (e.g. Petrow and Merz, 2009; Prosdocimi et al., 2014; Mangini et al., 2018). Based on predefined regions or obtained change patterns, some studies aggregate flood records and local test results in order to assess their field significance (e.g. Douglas et al., 2000; Mediero et al., 2014; Renard et al., 2008). The main limitation of most at-site studies is the short length of the flood peak records locally available for the detection of trends, resulting in low signal-to-noise ratio and hence high uncertainties in the detected trend. Increasing the signal-to-noise ratio can be achieved by pooling flood data from multiple sites within homogeneous regions, as in regional frequency analyses (Dalrymple, 1960; Hosking and Wallis, 1997). Several studies propose non-stationary regional frequency analyses for changes in precipitation extremes and flood trends, that consider the dependency of regional estimates on time (e.g. Cunderlik and Burn, 2003; Renard et al., 2006a; Leclerc and Ouarda, 2007; Hanel et al., 2009; Roth et al., 2012) or on climatic and anthropogenic covariates (e.g. Lima and Lall, 2010; Tramblay et al., 2013; Renard and Lall, 2014; Sun et al., 2014; Prosdocimi et al., 2015; Viglione et al., 2016). Other approaches analyse coherent regional change by testing for the presence of trends in regional variables, as the number of annual floods in the region (e.g. Hannaford et al., 2013), or with regional tests (e.g. Douglas et al., 2000; Renard et al., 2008).

However, most of the cited studies investigate changes in the mean annual (or median) flood only, and few examples exist where observed trends in different flood quantiles are analysed. Typically, flood quantiles obtained with stationary and non-stationary flood frequency approaches are compared (see e.g. Machado et al., 2015; Šraje et al., 2016; Silva et al., 2017). The detection of changes in the magnitude of flood quantiles is much more common for precipitation (e.g. Hanel
et al., 2009) or in flood projection studies (e.g. Prudhomme et al., 2003; Leander et al., 2008; Rojas et al., 2012; Alfieri et al., 2015).

To address this research gap, the aim of this study is to assess the changes in small vs. big flood events (corresponding to selected flood quantiles) across Europe over five decades (i.e. 1960-2010), and to determine whether these changes have been subject to different degrees of modification in time. Moreover, given that the impacts of different drivers of change on floods are expected to be strongly dependent on spatial scales (Blöschl et al., 2007; Hall et al., 2014), it is also of interest to assess the effect of catchment area, by comparing changes of flood quantiles for catchments of different sizes. Since the length of at-site flood records is often not sufficient to enable the reliable estimation of flood quantiles associated with high return periods (i.e. low probability of exceedance, e.g. the 100-year flood), in this study we adopt a (non-stationary) regional flood frequency approach, which pools flood data of multiple sites in order to increase the robustness of the estimated regional flood frequency curve and its changes over time. The methods and the flood database are described in detail in Sect. 2.2. The results are presented in Sect. 2.3, where we show the estimation of the flood quantiles and their trends in one example region (Sect. 2.3.1), the patterns of flood regime changes emerging from a spatial moving window analysis across Europe (Sect. 2.3.2) and the flood regime changes in three relevant macro-regions (Sect. 2.3.3).

### 2.2 Methods

#### 2.2.1 Regional flood change model

In order to quantify the changes in time in flood quantiles corresponding to different return periods for catchments of different size, we propose a regional flood change model that is more robust than local (at-site) trend analysis, in particular regarding trends associated to large quantiles of the flood frequency curve. We assume annual maximum flood peak discharges to follow the Gumbel distribution (i.e. Extreme Value distribution type I), whose cumulative distribution is defined as:

\[
F_X(x) = p = \exp \left(-\exp \left(-\frac{x-\xi}{\sigma}\right)\right) = \exp \left(-\exp (-y)\right),
\]

where \(\xi\) and \(\sigma\) are the location and scale parameter and

\[
y = \frac{x-\xi}{\sigma} = -\ln(-\ln p),
\]

is the Gumbel reduced variate. The corresponding quantile function, i.e., the inverse of the cumulative distribution function, is:

\[
q(p) = \xi - \sigma \ln (-\ln p) = \xi + \sigma y,
\]

In this chapter we consider two alternative parameters which better relate to the literature on regional frequency analysis, especially to the Index-Flood method of Dalrymple (1960) and Hosking and Wallis (1997). The alternative parameters are: (1) the 2-year quantile or median \(q_2\) (which corresponds to the index-flood), and (2) the 100-year growth factor \(x'_{100}\), which gives the 100-year quantile as \(q_{100} = q_2(1 + x'_{100})\) in a similar fashion to the modified quantiles in
Coles and Tawn (1996) and Renard et al. (2006b). The relationships linking these alternative parameters to the Gumbel location and scale parameters are:

\[ q_2 = \xi + \sigma y_2 \]
\[ x'_{100} = \sigma(y_{100} - y_2)/(\xi + \sigma y_2) \]

where \( y_2 = -\ln(-\ln(0.5)) \) and \((y_{100} - y_2) = -\ln(-\ln(0.99)) + \ln(-\ln(0.5))\). The quantile function, with the alternative parametrisation, is here expressed as a function of the return period \( T = 1/(1 - p) \) as:

\[ q_T = q_2 \left( 1 + a_T x'_{100} \right), \quad (2.1) \]

where \( a_T = (y_T - y_2)/(y_{100} - y_2) \) and \( y_T = -\ln(-\ln(1 - 1/T)) \). In particular, \( a_T = 0 \) for \( T = 2 \) and \( a_T = 1 \) for \( T = 100 \).

In the following we estimate the parameters of the Gumbel distribution both locally and regionally. For the local case, we allow the parameters to change with time according to the following log-linear relationships:

\[ \ln q_2 = \ln \alpha_{20} + \alpha_{21} \cdot t \]
\[ \ln x'_{100} = \ln \alpha_{g0} + \alpha_{g1} \cdot t \quad (2.2) \]

For the regional case we introduce the scaling of \( q_2 \) and \( x'_{100} \) with catchment area \( S \), according to the following relationships:

\[ \ln q_2 = \ln \alpha_{20} + \alpha_{21} \ln S \]
\[ \ln x'_{100} = \ln \alpha_{g0} + \gamma_{g0} \ln S + (\alpha_{g1} + \gamma_{g1} \ln S) \cdot t + \varepsilon \]
\[ \varepsilon \sim \mathcal{N}(0, \sigma) \quad (2.3) \]

where the \( \alpha \) and \( \gamma \) terms are parameters to be estimated (the \( \gamma \) terms control the scaling with area) and the \( \varepsilon \) term accounts for the fact that additional local variability, on top of the one explained by time and catchment area, is affecting the index flood but not the growth curve. In our model, a homogeneous region is thus formed by sites whose growth curve depends on catchment area and time only, and whose index flood also depends on other factors which determine an additional noise (here assumed normal).

We investigate changes in flood quantiles associated with fixed annual exceedance probability \( 1 - p \), or, equivalently, with fixed return period \( T = 1/(1 - p) \). The relative change in time of the generic flood quantile \( q_T \) is thus derived, for the local case, from Eq. 2.1 and Eq. 2.2:

\[ \frac{1}{q_T} \frac{dq_T}{dt} = \alpha_{21} + \alpha_{g1} - \frac{\alpha_{g1}}{1 + a_T x'_{100}}, \quad (2.4) \]

and, for the regional case, from Eq. 2.1 and Eq. 2.3:

\[ \frac{1}{q_T} \frac{dq_T}{dt} = \alpha_{21} + \alpha_{g1} + (\gamma_{21} + \gamma_{g1}) \ln S - \frac{\alpha_{g1} + \gamma_{g1} \ln S}{1 + a_T x'_{100}}. \quad (2.5) \]

The model parameters, the quantiles and their local and regional relative trends are estimated by fitting the local and regional models to flood data with Bayesian inference through a Markov chain Monte Carlo (MCMC) approach. One of the advantages of the Bayesian MCMC approach is that the credible bounds of the distribution parameters (and other estimated quantities) can be directly obtained from their posterior distribution, without any additional assumption. The MCMC inference is performed using the R package \textit{rStan} (Carpenter et al., 2017). It generates
samples with a Hamiltonian Monte Carlo algorithm, that uses the derivatives of the density function being sampled to generate efficient transitions spanning the posterior (Stan Development Team, 2018). For each inference, 4 chains, with 100,000 simulations each, are generated with different initial values of the parameters and checked for their convergence. An improper uniform prior distribution over the entire real line is set for the parameters, with the exception of $\alpha_{20}$ and $\alpha_{90}$ for which we use an improper uniform prior distribution over the entire positive real line. When fitting the regional model we make the assumption of regional homogeneity with regards to the distribution of flood peaks, allowing local variability of the median value and its changes in time.

Spatial cross-correlation between flood time series at different sites is not accounted for in this model (i.e. it assumes independence of flood time series in space), however, it is possible to quantify its effects in first approximation in a Bayesian framework through an approach based on a magnitude adjustment to the likelihood (Ribatet et al., 2012). This approach consists in scaling the likelihood with a proper constant exponent to be estimated between 0 and 1, that results in inflating the posterior variance of the parameters and consequent increase of the width of parameter uncertainty intervals, reflecting the overall effect of spatial dependence in the data (see Appendix B). In the case of spatial independence the magnitude adjustment factor is 1, whereas values of the magnitude adjustment factor close to 0 indicate strong inter-site correlation of floods and substantially larger sample uncertainties resulting from the adjusted model compared to the model where spatial cross-correlation is not accounted for. For further details about the method and its application to hydrological data, see Smith (1990), Ribatet et al. (2012) and Sharkey and Winter (2019). We apply this method to an example region in central Europe, in order to quantify the magnitude of the uncertainty underestimation associated with the model assumption of spatial independence in flood data.

### 2.2.2 European flood database

In this study, we analyse annual maximum discharge series from a newly available pan-European flood database, consisting of more than 7000 observational hydrometric stations and covering five decades (Hall et al., 2015). Their contributing catchment areas range from 5 to 100,000 km$^2$ and several nested catchments are included in the database.

For comparability with Blöschl et al. (2019), only the stations satisfying the following selection criteria, based on record length and even spatial distribution, are considered for the estimation of the regional trends. We select stations with at least 40 years of data in the period 1960-2010, with record starting in 1968 or earlier, and ending in 2002 or later. Additionally, in order to ensure a more even spatial distribution across Europe, in Austria, Germany and Switzerland (countries with highest density of stations in the database) the minimum record length accepted is 49 years; in Cyprus, Italy and Turkey 30 years are accepted, and in Spain 40 years without restrictions to the start and end of the record. Figure 2.1 shows the locations of the 2370 station satisfying the above selection criteria. The flood discharge data are accessible at https://github.com/tuhydro/europe_floods.

### 2.2.3 Experimental design for the regional analyses

In this study, the regional flood change model of Sect. 2.2.1 is initially fitted to flood data of multiple sites that are pooled within spatial windows of size 600x600 km, with an overlapping length of 200 km in both directions. The size and overlapping length of the windows are chosen, after several preliminary tests, in order to ensure a sufficient number of gauges within each window and an appropriate spatial resolution at which to present the regional trends at the
continental scale. Significant differences in spatial change pattern are not observed when changing the window size (not shown). The rationale behind the homogeneity assumption is that the spatial windows, given their size, are characterized by comparatively homogeneous climatic conditions (and hence flood generation processes) and processes driving flood changes. Figure 2.1 shows the resulting 200x200 km grid cells. Each of the 600x600 km windows considered in this analysis is composed of 9 neighbouring cells as represented, for example, by the black rectangular region, whose regional trend estimates are shown in detail in Sect. 2.3.1. The example region is selected in central Europe because of the number of available gauges with different ranges of contributing catchment areas. In each window we estimate the regional relative trend in time of $q_2$ and $q_{100}$, as defined in Eq. 2.5, for small and big catchment sizes (i.e. assuming $S=100$ and $10000$ km$^2$ in the model). Note that this analysis intends to show the estimated flood trends in hypothetical catchments with a specific size, which may not be represented in the database or may not exist everywhere across Europe, based on fitting the model to existing catchments. The idea is here to compare between trends in small vs large catchments, therefore the trends are shown also for regions where they represent an extrapolation for the hypothetical catchment areas. We plot the resulting trends on a map by assigning their values to the respective central 200x200 km cell (e.g. the light red area in Fig. 2.1). The number of stations within each of the considered 600x600 km windows is shown in Fig. A.1 for several ranges of catchment size.

Figure 2.1 shows three macro-regions (numbers 1-3) located in northwestern Europe, southern Europe and eastern Europe, respectively. These regions were identified in Bösl et al. (2019) by visual inspection of the flood trend and flood seasonality patterns and represent large homogeneous regions in terms of changes in the mean annual flood discharges. According to Köppen-Geiger climate classification (Köppen, 1884), northwestern Europe (region 1) corresponds approximately to the temperate oceanic climate zone, in southern Europe (regions 2) the hot and warm summer Mediterranean climate zones prevail, and eastern Europe (region3) is dominated by warm summer humid continental climate. Table 2.1 shows some related regional summary statistics. In this study, the same regions are analysed in terms of changes in flood quantiles, to allow a more detailed assessment of existing research and to allow for ready comparability of the results. The regional change model is consequently fitted to the pooled flood data of the sites within each of the three regions and trends in small and big floods for small to large catchments are analysed (Sect. 2.3.3).

In summary, the following regional analyses are carried out:

- In Sect. 2.3.1 regional flood regime changes in central Europe are investigated. As an example, the regional model is fitted to the black rectangular region of Fig. 2.1, which contains 601 hydrometric stations. For this example region, the regional model flood quantiles and their trends in time are shown as a function of catchment area and of return period (as defined in Eq. 2.1 and Eq. 2.5, respectively). The regional trends in $q_2$ and $q_{100}$ are compared for five hypothetical catchment sizes ($S=10$, 100, 1000, 10000 and 100000 km$^2$) and local trend estimates (as in Eq. 2.4) are shown together with the regional trends. In this example region we also investigate the overall effect of spatial dependence in flood data on the width of the estimated credible bounds, with the approach based on the magnitude adjustment to the likelihood.

- In Sect. 2.3.2 regional flood regime changes across Europe are investigated. The regional model is fitted to overlapping windows across Europe, of size 600x600 km, and the regional trends in $q_2$ and $q_{100}$ are estimated for small and big hypothetical catchments ($S=100$ and $10000$ km$^2$, respectively). Maps of the estimated trends are shown, where the trend values are plotted in the respective central 200x200 km cell of each region. Differences among the estimated trends across Europe are calculated for further comparison.
• In Sect. 2.3.3 regional flood regime changes are investigated in three macro-regions, i.e. (1) northwestern Europe, (2) southern Europe and (3) eastern Europe. The regional model is fitted to these regions and the regional trends in $q_2$ and $q_{100}$ are estimated and compared for five hypothetical catchment sizes ($S=10, 100, 1000, 10000$ and $100000$ km$^2$).

**Fig. 2.1:** Location of the selected 2370 hydrometric stations in Europe and regions considered in this study. The size of the circles is representative for the contributing catchment area. The size of the grid cells is 200x200 km. The black rectangle shows the size of the spatial moving windows analysed in Sect. 2.3.2. It consists of 9 cells, corresponding to 600x600 km. The three ellipses (numbers 1-3) mark homogeneous macro-regions, analysed in Sect. 2.3.3, and consist of (1) northwestern Europe, (2) southern Europe and (3) eastern Europe, respectively.
Tab. 2.1: Regional summary statistics (number of stations, mean catchment area, mean outlet elevation, mean record length) of the flood database for the considered macro-regions (1-3 in Fig. 2.1) and for Europe.

<table>
<thead>
<tr>
<th>Region</th>
<th>No. of stations</th>
<th>Mean catchment area (km$^2$)</th>
<th>Mean outlet elevation (m a.s.l.)</th>
<th>Mean record length (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. North-western Europe</td>
<td>895</td>
<td>1300.0</td>
<td>274.4</td>
<td>49.6</td>
</tr>
<tr>
<td>2. Southern Europe</td>
<td>458</td>
<td>2900.2</td>
<td>327.9</td>
<td>45.7</td>
</tr>
<tr>
<td>3. Eastern Europe</td>
<td>282</td>
<td>4959.4</td>
<td>101.5</td>
<td>49.7</td>
</tr>
<tr>
<td>Europe</td>
<td>2370</td>
<td>2472.3</td>
<td>286.0</td>
<td>48.8</td>
</tr>
</tbody>
</table>

2.3 Results

2.3.1 Regional flood regime changes in central Europe

In this section, we show a detailed example of the (local and) regional model estimates for the black rectangular 600x600 km window of Fig. 2.1, located in central Europe and containing 601 hydrometric stations. The annual maximum discharge series of these stations are shown in Fig. 2.2 (with thin lines and box-plots in panels a and b, respectively). In the same figure, the regional flood quantiles $q_2$ (panels a and b) and $q_{100}$ (panel b), estimated with Eq. 2.1, are shown (thick lines and shaded areas) as a function of time for five selected catchment areas ($S=10, 100, 1000, 10000$ and $100000$ km$^2$, indicated by different colours), in panel a, and as a function of catchment area for 1985 (i.e. the median year of the analyses period), in panel b. In both panels, the 90% credible bounds (shaded areas) are shown together with the median (thick lines) of the posterior distribution of the regional flood quantiles. In general, both $q_2$ and $q_{100}$ (not shown) increase with time and their trend is larger for smaller catchment areas. The uncertainties in the quantile estimates also vary with catchment area: for very small (e.g. 10 km$^2$) and very large (e.g. 100 000 km$^2$) catchments the credible bounds get larger, reflecting the scarcity of samples with these (extremely small and extremely large) sizes in the considered region (see Fig. 2.2b).
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Fig. 2.2: Fitting the regional model to flood data of 601 hydrometric stations in central Europe. In panel a, annual maximum discharge series are shown with thin lines, with colours referring to catchment area. The thick lines and the shaded areas represent respectively the median and the 90% credible intervals of the posterior distribution of the 2-year flood, for five hypothetical catchment areas (S=10, 100, 1000, 10 000 and 100 000 km², indicated by different colours). In panel b, the box-plots represent flood data as a function of catchment area. The thick lines and the shaded areas represent respectively the median and the 90% credible intervals of the posterior distribution of flood quantiles, corresponding to return periods of 2 and 100 years. The curves are shown for 1985, i.e. the median year of the period analysed.

The two panels of Fig. 2.3 show the relative change in time, in % per decade, of the regional flood quantile estimates $q_T$ (as defined in Eq. 2.5) as a function of catchment area and of the return period, respectively. The curves are shown for 1985, the median year of the analysed period. The trends in $q_T$ are mostly positive and their values tend to decrease with increasing catchment area, approaching zero and moving towards negative values for higher return periods and for very large catchment areas (S=100 000 km²). For small catchment areas (S<100 km²) the trend tends to be bigger for floods with large return periods ($q_{100}$) than for small return periods ($q_2$). The opposite is observed for larger catchments. As in Fig. 2.2, we observe larger 90% credible bounds of the quantile estimates for very small and very large catchment areas. In this case, the overall effect of spatial cross-correlation between flood time series at different sites is investigated through the magnitude adjustment to the likelihood. The credible bounds for the regional trends obtained with the likelihood adjustment (dashed lines in Fig. 2.3) are 17.6 to 23.8% larger compared to the case where spatial cross-correlation is not accounted for (estimated magnitude adjustment factor 0.669).
Fig. 2.3: Estimates of the regional relative trend of $q_T$ in $\%$/decade as a function of catchment area and return period in central Europe. The thick solid lines and the shaded areas represent respectively the median and the 90% credible intervals of the posterior distribution of the regional trends. Panel a shows the trend as a function of catchment area for selected values of the return period ($T=2$ and 100 years). Panel b shows the trend as a function of return period and for five hypothetical catchment areas ($S=10, 100, 1000, 10000$ and $100000$ km$^2$). The curves are shown for the median year of the period analysed (i.e. 1985). The credible bounds obtained with the magnitude adjustment to the likelihood are shown with dashed lines.

Figure 2.4 summarizes the relative flood trends in the considered region for big ($q_{100}$) vs. small floods ($q_2$) and for small (10 km²) to large catchment areas (100 000 km²). Panel a shows a scatter plot (light transparent dots) of the local relative trends in $q_{100}$ vs. $q_2$, as defined in Eq. 2.4, with the respective 90% credible intervals (error bars) for 1985. On top of the local trend estimates, the regional relative trends, calculated with Eq. 2.5, are plotted (dark solid dots). Again colours refer to catchment area for both the local and regional estimates. Regional flood trends are generally positive in the considered region (Fig. 2.4b), with the exception of big floods ($T=100$) in the hypothesized very large catchments ($S=100000$ km$^2$). For both big and small events, the trend is generally larger in smaller catchments and it diminishes with increasing catchment area, approaching zero, for small floods ($q_2$), and moving towards negative values for big floods ($q_{100}$, according to the credible intervals, we cannot determine if its trend for big catchments is different from zero). The credible bounds obtained with the likelihood adjustment (dashed lines in Fig. 2.4b) result slightly wider (about 20%) compared to the case where spatial cross-correlation is not accounted for.
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Fig. 2.4: Local and regional relative trend in %/decade in large ($q_{100}$) vs. small floods ($q_{2}$) in central Europe. Panel a shows the median of the posterior distribution of the local trends in $q_{100}$ vs. $q_{2}$ (light transparent dots in the background), with the respective 90% credible intervals (error bars). On top of them, the estimated regional trends (dark solid dots) are shown. Panel b shows the median of the posterior distribution of the regional trends in $q_{100}$ vs. $q_{2}$ (dark solid dots), with the respective 90% credible intervals (error bars with solid lines). Colours refer to catchment area in both panels and for both the local and regional estimates. The figure is obtained for 1985, i.e. the median year of the analyses period. The credible bounds obtained with the magnitude adjustment to the likelihood are shown with dashed lines.

2.3.2 Regional flood regime changes across Europe

Figure 2.5 shows the results of the regional trend analysis with moving windows across Europe. It is obtained by fitting the regional model to overlapping 600x600 km windows and by plotting the estimated trend values in the respective central 200x200 km cell. Panels a and b show the percentage change of the median flood (i.e. T=2 years) and panels c and d of the 100-year flood. Panels a and c refer to small (i.e. 100 km$^2$) catchment area and panels b and d to big catchment area (i.e. 10 000 km$^2$). The white circles represent a measure of the uncertainty in the estimation of the regional relative trend, with their dimension being proportional to the width of the respective 90% credible intervals. The larger the circle, the larger the uncertainty associated with the value of flood trend provided in the map.
Fig. 2.5: Flood trends in Europe: small vs big floods. The panels show the median of the posterior distribution of the regional relative trends of flood quantiles in time (i.e. the percentage change in %/decade). Positive trends in the magnitude of flood quantiles are shown in blue and negative trends in red. Circle size is proportional to the width of the 90% credible intervals. Results are shown for the median flood (i.e. T=2 years), in panel a and b, and for the 100-year flood, in panel c and d. Flood trends refer to small (i.e. 100 km$^2$) in panel a and c and to large catchment area (i.e. 10000 km$^2$) in panels b and d.

When analysing the panels of Fig. 2.5, regional patterns of flood change appear: flood magnitudes increase in general in the British-Irish Isles and in central Europe, whereas they decrease in the Iberian Peninsula, in the Balkans, in eastern Europe and in most of Scandinavian countries. The larger uncertainties associated with the regional trends are evident in eastern Europe, Turkey, Iceland and the countries surrounding the Mediterranean, where the density of the hydrometric stations in the flood database is low. In the British-Irish Isles, the positive
trends in small catchments (up to 10-12% per decade, Fig. 2.5a and c) appear to be larger for bigger return periods (Fig. 2.5c), whereas for larger catchments the trends are smaller in absolute value (up to 5% per decade) and, in some cases, they disappear or even tend to become negative. In central Europe, the magnitude of positive trends (2-5% per decade) tends to decrease for large catchments and large return periods where, in most cases, the regional trends are between 0 and 2% per decade (Fig. 2.5b and d). Positive flood trends are also observed in northern Russia, especially in large catchments (Fig. 2.5b and d). These positive trends are however accompanied by strong uncertainties in the case of small catchments (Fig. 2.5a and c). In the Iberian Peninsula, southwestern France, Italy and in the Balkans, negative trends appear and they are particularly consistent for the median floods (i.e. return period T=2 years), where the regional flood trends are mostly between -5 and -12% per decade (Fig. 2.5a and b). Positive flood trends are also observed in northern Russia, especially in large catchments (Fig. 2.5b and d). These positive trends are however accompanied by strong uncertainties in the case of small catchments (Fig. 2.5a and c). In the Iberian Peninsula, southwestern France, Italy and in the Balkans, negative trends appear and they are particularly consistent for the median floods (i.e. return period T=2 years), where the regional flood trends are mostly between -5 and -12% per decade (Fig. 2.5a and b). Trends in the magnitude of the big flood events (T=100 years) are less negative and some isolated positive trends do appear.

The lower number of large catchments in this areas is generally reflected in larger uncertainties (Fig. 2.5b and d). In eastern Europe strong negative trends in flood peak magnitude are detected for small and big floods and small and large catchments. In eastern Europe, contrary to the Mediterranean countries, the dataset contains mostly big catchments, hence the uncertainties are larger for small catchments (Fig. 2.5a and c). In Scandinavia the regional trends are, in general, neither clearly positive nor negative, with spatial patterns changing with return period and catchment area. However, in Finland negative trends are prevalent (mostly between -5 and -12% per decade) and they become less negative (0-5% per decade) for big catchments and small return periods (Fig. 2.5b). Overall, in more than half of the cases the 90% credible bounds do not include 0 (i.e. 68.9%, 59.2%, 58.5% and 50.2% respectively in panel a, b, c and d). Positive (negative) trends occur in 26.3 to 34.95% (65 to 76%) of the cases and their credible bounds do not include zero in 4.9 to 20.8% (39.5 to 48.1%) of the total cells. These percentages depend on the assumptions made, such as regional homogeneity and no spatial cross-correlation, and may, therefore, be overestimated.

For further comparison, we estimate the differences between the regional relative trends in the panels of Fig. 2.5. In particular, Fig. 2.6a and 2.6b show the difference between the trend in $q_{100}$ and the trend in $q_2$, for a hypothetically big (i.e. 10,000 km$^2$) and small catchment areas (i.e. 100 km$^2$) respectively. Figure 2.6c and 2.6d show the difference between the trend in large and the trend in small catchments, for small (T=2 years) and big (T=100 years) return periods respectively. Positive differences are shown in blue and negative ones in red. The circle size is proportional to the width of their 90% credible intervals.
Fig. 2.6: Differences between flood trends of big vs small floods (i.e. $T=100$ and 2 years, respectively) and in large vs small catchments (i.e. $S=10,000$ and 100 km$^2$, respectively). The panels show the differences (in % per decade) between the trends of Fig. 2.5. Positive differences are shown in blue and negative in red. Circle size is proportional to the width of the 90% credible intervals. The panels in the first row show the difference between the trend in $q_{100}$ and the trend in $q_2$ for small (a) and big catchment area (b). The panels in the second row show the difference between the trend in large and the trend in small catchments for small (c) and big (d) return periods.

In small catchments (Fig. 2.6a) positive differences between the trend in $q_{100}$ and in $q_2$ prevail in the British-Irish Isles, the Iberian Peninsula and southern France, the Balkans, eastern Europe and northern Russia. This indicates that, in the small catchments of these regions, the trend of the extreme flooding events is more positive (or less negative) than the median flood. Negative differences appear in central Europe, Baltic countries, southern Scandinavia and Turkey. The magnitude of this difference varies in a narrow range (-2 to +2% per decade) in most parts of
Europe and it gets larger (up to -12 to +12% per decade) in several regions in southern and eastern Europe.

In the case of big catchments (Fig. 2.6b), negative differences between the trend in $q_{100}$ and in $q_2$ are more widespread across Europe, compared to those in smaller catchments. In the British-Irish Isles, southern France, northwestern Italy, eastern Europe and northern Russia the difference becomes in fact negative. This suggests that, in the big catchments of these regions, the trend of the extreme flooding events is less positive (or more negative) than the median flood. Positive values of this difference appear mostly in southern Europe and Russia. The magnitude of these differences, in the case of big catchments, varies in a wider range (generally from -5 to +5% per decade) with larger differences in few regions in southern and eastern Europe.

The patterns appear more fragmented when analysing the differences between trends in catchments with big and small catchment areas (Fig. 2.6c and d) and their magnitude is generally larger (mostly from -12 to +12% per decade). Negative differences between trends in large and trends in small catchments prevail in western and central Europe (with the exception of France), for both the median and the 100-year flood, and they extend towards eastern countries, in the case of the 100-year flood (Fig. 2.6d). This indicates that trends in large catchments are more negative (or less positive) than those in small catchments. Positive differences appear in central and southern France, in the Balkans, Baltic countries and northern Russia, for both $T=2$ and 100 years (Fig. 2.6c and d), and in Finland and eastern Europe, for $T=100$ years (Fig. 2.6d).

### 2.3.3 Regional flood regime changes in northwestern, southern and and eastern Europe

The regional trends shown in Sect. 2.3.2 highlight the presence of predominantly positive trends in northwestern Europe and negative trends in southern and eastern Europe. In this section we fit the regional model of Sect. 2.2.1 by pooling flood data over each of these three regions and we estimate the regional relative trends for five hypothetical catchment areas ($S=10, 100, 1000, 10000$ and $100000$ km$^2$) and for two selected values of return period ($T=2$ and 100 years). The resulting trends are shown together with their 90% credible intervals in Fig. 2.7.

**Fig. 2.7:** Regional relative trend in large ($q_{100}$) vs. small floods ($q_2$) in (a) northwestern Europe, (b) southern Europe and (c) eastern Europe for five hypothetical catchment areas ($S$). The figure shows the median (solid dots) and the 90% credible intervals (error bars) of the posterior distribution of the regional trends. Catchment area is shown with different colours. The figure is obtained for 1985, i.e. the median year of the period analysed.

In northwestern Europe (Fig. 2.7a) the trends in flood magnitudes are predominantly positive, with the exception of very large catchments for the 100-year flood. The magnitude of the
positive trend tends to decrease with increasing catchment area for the 2-year flood, whereas
for the 100-year flood the positive trend decreases, it goes to zero for catchment sizes of about
10,000 km², and then becomes negative and increases in absolute value for increasing catchment
area. Generally, trends are bigger for the 2-year flood compared to the 100-year flood, with
the exception of very small catchments (S=10 km²). Overall there is large variability of the trend in
$q_{100}$, which ranges from about -2.5 to 5% per decade with catchment area, while the trend in $q_2$
is around 2-3% per decade for all areas considered.

In southern Europe the trends are negative in all the considered cases and larger in absolute
value for the 2-year flood. This means that the more frequent flood events tend to decrease more
than the rare, more extreme events. However, there is small variability of the trends (especially
in $q_{100}$) with catchment size. In the smaller catchments the regional relative trends in $q_2$ and
$q_{100}$ are both about -5% per decade. As catchment area increases, the trend in $q_2$ decreases from
-5.2 to -7.1% per decade, while the trend in $q_{100}$ increases from -4.4 to -3.1% per decade.

In eastern Europe the regional relative trends are all negative. The estimates lay close to
the 1:1 line, which means that the trends are similar for big and small events and that there is
little variability with the return period. Catchment area seems to play a more important role in
determining flood trends, as the magnitude of the negative trend appears to be very sensitive to
the catchment size and ranges from about -13.8% per decade for the big catchments, to -1.9%
per decade for smaller ones.

In all regions analysed, it is also evident that the uncertainties in the trend estimates vary with
catchment area: the credible bounds are narrower for mid-sized catchments that are represented
by more hydrometric stations in the database.

### 2.4 Discussion and conclusions

In this study we assess and compare the changes that have occurred over five decades (i.e. 1960-
2010) in small vs. big flood events, for catchments of different hypothetical sizes across Europe.
We propose a regional flood change model that is more robust than local (at-site) trend analysis,
in particular regarding trends associated with large quantiles of the flood frequency curve (e.g. the
100-year flood). Flood peaks are assumed to follow a regional Gumbel distribution, accounting
for time dependency of two parameters alternative to the location and scale parameters: the
2-year flood $q_2$ and the 100-year flood growth factor $x_{100}$. The two parameters are modelled as
varying in time according to log-linear relationships. Other relationships with time could be
investigated as well as the use of physical covariates potentially driving flood trends, which will be
analysed and discussed in Chapter 3 and Chapter 4. In flood frequency analysis, the Generalized
Extreme Value distribution (GEV) is commonly used to estimate flood quantiles. The suitability
of the GEV distribution in the European context is discussed in detail in Salinas et al. (2014b)
and Salinas et al. (2014a). The estimate of the shape parameter of the GEV distribution is
extremely sensitive to record length (Papalexiou and Koutsoyiannis, 2013), with strong bias and
uncertainty for short records (Martins and Stedinger, 2000) and, when corrected for the effect
of record length, it varies in a narrow range (Papalexiou and Koutsoyiannis, 2013). For these
reasons, in regional frequency analyses the GEV shape parameter is commonly assumed to be
identical for all sites within a region (see e.g. Renard et al., 2006a; Lima et al., 2016). Here, we
fix the shape parameter equal to 0 (i.e. we assume a Gumbel distribution) which leads to more
robust relationships, without compromising the general validity of the study (i.e. the analysis
can be repeated with a more complex GEV distribution if longer flood records are available).
A Bayesian Markov chain Monte Carlo (MCMC) approach is used for parameter estimation,
allowing to directly obtain information about their associated uncertainties.
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Spatial cross-correlation between flood time series at different sites is not accounted for in this model and may affect the estimation of sampling uncertainty (see e.g. Stedinger, 1983; Castellarin et al., 2008; Sun et al., 2014). Because of this, the sampling uncertainties estimated in this chapter should be considered as a lower boundary. We expect that the effect of spatial correlation on the identified spatial patterns is negligible, since the cross-correlation length is about 50 km (calculated from flood time series and distances between catchment outlets, using a nonlinear regression model proposed by Tasker and Stedinger (1989)), which is much shorter than the size of the spatial patterns. A possible way of taking into account spatial cross-correlation between sites is a magnitude adjustment to the likelihood, that reflects the overall effect of spatial dependence and results in increased width of uncertainty intervals of the estimated quantiles (see Ribatet et al., 2012). The application of this approach to the specific example region in central Europe shows that the 90% credible bounds of the regional trends in $q_2$ and $q_{100}$ result, on average, 20% wider compared to the case where the likelihood is not adjusted. However, further research is needed to properly characterize the effect of spatial dependence between flood peaks in regional trend analyses.

We analyse 2370 flood records, selected from a newly-available pan-European flood database (Hall et al., 2015). We estimate regional trends (and the related uncertainties) in the magnitude of floods of selected return periods ($T=2$ and 100 years) and for selected catchment areas ($S=10\,\text{to}\,100,000\,\text{km}^2$), by fitting the proposed regional flood change model to flood data pooled within defined regions. The trend patterns are investigated at the continental scale, by fitting the model to 600x600 km$^2$ overlapping windows, with a spatial moving window approach. Flood trends are then analysed in three macro-regions (i.e. northwestern, southern and eastern Europe), based on previously published change patterns of the mean annual flood magnitude and seasonality. When fitting the model to these regions, we allow for local spatial variations in the median, but assume homogeneity with regards to the growth curves of flood peaks to changes in time and the dependency of the trends on catchment area and on the return period. The assumption is that these regions are characterized by comparatively homogeneous climatic conditions (and hence flood generation processes) and processes driving flood changes. We have not assessed the statistical homogeneity of the regions in terms of the flood change model used here. One reason is that formal procedures to assess the regional homogeneity, such as for example those used in regional flood frequency analysis (e.g. Hosking and Wallis, 1993; Viglione et al., 2007), are not available at the moment. Also, while deviation from regional homogeneity would probably invalidate estimates of local flood change statistics from the regional information (e.g., as in the prediction in ungaged basins, see Bloschl et al., 2013b), we expect its effect on the average regional behavior to be less relevant. This is because we have not observed significant differences in the spatial change pattern when changing the size of the moving windows (not shown here). As a limiting case, the results obtained using the three macro-regions (Sect. 2.3.3) are consistent with those obtained by the moving window analysis across Europe (Sect. 2.3.2).

The results of this study show that the trends in flood magnitude are generally positive in northwestern Europe, where floods occur predominantly in winter (Mediero et al., 2015; Bloschl et al., 2017; Hall and Bloschl, 2018). The increasing winter runoff in UK is typically explained in the literature by increasing winter precipitation and soil moisture (Wilby et al., 2008). Recent studies show that extreme winter precipitation and flooding events in northwestern Europe are positively correlated with the North Atlantic Oscillation (NAO) and the East Atlantic (EA) pattern (Hannahford and Marsh, 2008; Steirou et al., 2019; Zanardo et al., 2019; Brady et al., 2019). Furthermore the largest winter floods in Britain occur simultaneously with Atmospheric Rivers (AR) (Lavers et al., 2011), which are expected to become more frequent in a warmer climate (Lavers and Villarini, 2013). When comparing trends in flood events associated with different return periods, we observe two opposite behaviours depending on catchment area. In
small catchments (up to 100 km$^2$) the 100-year flood increases more than the median flood, while the opposite is observed in medium and large catchments, where even some negative trends appear, especially in northwestern France. Furthermore, in medium and large catchments the magnitude of the trends is in general smaller compared to the small catchments. This could be explained by different types of weather events and their changes affecting the flood trends in catchments of different sizes in different ways, for example, long-duration synoptic weather events are probably more influential in producing floods in medium and large catchments, in contrast to small catchments in western Europe where the largest peaks are often caused by summer convective events with high local intensities (Wilby et al., 2008), which are expected to increase in a warmer climate (IPCC, 2013).

In southern Europe flood trends are negative, possibly due to decreasing precipitation and soil moisture, caused by increasing evapotranspiration and temperature (Mediero et al., 2014; Blöschl et al., 2019). The big flood events (i.e. $T=100$ years) decrease less in time compared to more frequent events (i.e. $T=2$ years), leading to higher flood variability and steeper flood frequency curves. The reason for this may be (decreasing) soil moisture driving flood changes in southern Europe, causing drier catchments and consequent negative trends in flood magnitudes, that are particularly strong for small floods ($q_2$), where the influence of soil moisture is stronger (as shown for e.g. by Grillakis et al., 2016). The magnitude of big flood events is also decreasing (probably, as an effect of decreasing precipitation) but in this case soil moisture is less influential, resulting in less strong negative trends compared to $q_2$. The flood trends do not vary significantly with catchment area. In smaller catchments we observe similar negative trends in $q_2$ and $q_{100}$ (about 5%/decade). With increasing catchment area the trends in $q_2$ become more negative, while the opposite is observed for $q_{100}$. Notice, however, that the small catchments analysed in southern Europe have sizes of the order of 10 km$^2$ and are, therefore, larger than catchments where flash floods are the dominant flood type and infiltration excess runoff is the main generation mechanism (Amponsah et al., 2018). For these very small catchments ($<10$ km$^2$), floods may become larger due to more frequent thunderstorms (Ban et al., 2015) and land management changes, e.g. deforestation and urbanisation (Rogger et al., 2017).

In eastern Europe trends in flood peak magnitude are strongly negative for both small and big floods, and small to large catchments. These negative flood trends have been linked in past studies with increasing spring air temperature, earlier snow-melt and reduced spring snow-cover extents (Estilow et al., 2015), producing increased infiltration and consequent earlier and decreasing spring floods (Madsen et al., 2014; Blöschl et al., 2017; Blöschl et al., 2019). The resulting trends in eastern Europe do not seem to depend on the return period (i.e. for a given catchment area, the trend in $q_2$ and the trend in $q_{100}$ are almost identical), whereas catchment area plays a substantial role: the larger the catchment area, the more negative the trend. These results suggest that, in these region, snow-melt affects flood events of different magnitude in the same way and it represents a relevant processes for flood (trend) generation especially in large catchments. The explanation for the importance of these processes in large catchments could be found in the characteristics of snow-melt flooding, which originates from large-scale gradual processes, i.e. snowfall and temperature changes, that may be more influential for large scale events, compared to smaller-scale catchments, where other local conditions may prevail.

The uncertainty associated with the regional trend estimates is here assessed through their 90% credible bounds. The results show that the uncertainties in the trend estimates varies with catchment area: the credible bounds are generally narrower for mid-sized catchments, that are represented by more samples in the database, and the bounds become wider for very small and very large values of catchment area, where less samples are available. Spatial patterns in trend uncertainties are also observed. As expected, the uncertainty is lower in the regions where the density of stations is very high (i.e. central Europe and UK), while the estimated trend
is very uncertain in the data-scarce regions (i.e. southern and eastern Europe). Overall the obtained uncertainties associated with the trends in $q_{100}$ do not seem to increase much compared to $q_2$, while a relevant increase would be reasonably expected. These results are valid under the assumption of the adopted model (i.e. Gumbel distribution and homogeneous regions) which may be too stringent. The model assumptions could be relaxed (e.g. adopting a Generalized Extreme Value distribution) in order to allow for larger model flexibility.

This study provides a continental-scale analysis of the changes in flood quantiles that have occurred across Europe over five decades, however further research is needed to formally attribute the resulting regional change patterns to potential driving processes. According to flood hazard projections, the past flood regime changes found in this study, are likely to further occur in the next decades, led by increasing precipitation over northwestern Europe, decreasing precipitation over southern Europe and increasing temperature in eastern Europe (see e.g. Alfieri et al., 2015; Kundzewicz et al., 2017; Thober et al., 2018). This has relevant implications since flood risk management has to adapt to these new realities.
Chapter 3

Informed attribution of flood changes to decadal variation of atmospheric, catchment and river drivers in Upper Austria

The present chapter corresponds to the following scientific publication in its original form:


Abstract

Flood changes may be attributed to drivers of change that belong to three main classes: atmospheric, catchment and river system drivers. In this work, we propose a data-based attribution approach for selecting which driver best relates to variations in time of the flood frequency curve. The flood peaks are assumed to follow a Gumbel distribution, whose location parameter changes in time as a function of the decadal variations of one of the following alternative covariates: annual and extreme precipitation for different durations, an agricultural land-use intensification index, and reservoir construction in the catchment, quantified by an index. The parameters of this attribution model are estimated by Bayesian inference. Prior information on one of these parameters, the elasticity of flood peaks to the respective driver, is taken from the existing literature to increase the robustness of the method to spurious correlations between flood and covariate time series. Therefore, the attribution model is informed in two ways: by the use of covariates, representing the drivers of change, and by the priors, representing the hydrological understanding of how these covariates influence floods. The Watanabe-Akaike information criterion is used to compare models involving alternative covariates. We apply the approach to 96 catchments in Upper Austria, where positive flood peak trends have been observed in the past 50 years. Results show that, in Upper Austria, one or seven day extreme precipitation is usually a better covariate for variations of the flood frequency curve than precipitation at longer time scales. Agricultural land-use intensification rarely is the best covariate, and the reservoir index never is, suggesting that catchment and river drivers are less important than atmospheric ones. Not all the positive flood trends correspond to a significant correlation between floods and the covariates, suggesting that other drivers or other flood-driver relations should be considered to attribute flood trends in Upper Austria.

3.1 Introduction

In recent years, a large number of major floods occurred, triggering many studies to focus on flood trend detection at local and regional scale (see e.g. Mudelsee et al., 2003; Petrow and Merz,
Despite trends in flood regime are detected in numerous studies, the identification of their driving processes and causal mechanisms is still far from being properly addressed (Merz et al., 2012). Understanding the reasons why the detected flood changes occurred (i.e., flood change attribution) is a complex task, since different processes, influencing flood magnitude, frequency, and timing, can act in parallel and interact in different ways across spatial and temporal scales (Blöschl et al., 2007). According to Pinter et al. (2006), Merz et al. (2012) and Hall et al. (2014), potential drivers of flood regime change belong to three groups: atmospheric, catchment, and river system drivers.

The Atmospheric driver includes the meteorological forcing of the system (e.g., total precipitation, precipitation intensity/duration, temperature, snow cover/melt, and radiation) whose changes can be related to both natural climate variability and anthropogenic climate change. They usually occur at large spatial scales, affecting flood regime consistently within a region, with gradual changes in time of the mean or the variance of peak discharges (Mudelsee et al., 2003; Blöschl et al., 2007; Petrow and Merz, 2009; Renard and Lall, 2014).

The Catchment driver includes runoff generation and concentration processes, which are quantified, for instance, by the infiltration capacity or the runoff coefficient. They are susceptible to land-cover and land-use changes (e.g., urbanization, deforestation, change in agricultural practices) and are likely to occur gradually in time, usually with diminishing effects with increasing catchment area (Blöschl et al., 2007; O’Connell et al., 2007; Rogger et al., 2017; Alaoui et al., 2018).

The River System driver includes flood wave propagation processes into the river network. River training and hydraulic structures produce modifications of river morphology, roughness, water levels, discharge, and inundated area, resulting typically in step changes in the time series of flood discharge peaks. Usually, these changes occur in proximity (e.g., flood flow acceleration and channel incision) or downstream (e.g., loss of floodplain storage) of the river modification, e.g., downstream of reservoirs or downstream urban areas, where structural flood protection measures are developed (Graf, 2006; Pinter et al., 2006; Volpi et al., 2018).

In the past, as pointed out by Merz et al. (2012), the attribution of flood changes has been mainly done through qualitative reasoning, suggesting relationships with changes in climate variables (e.g., precipitation or circulation patterns) or anthropogenic impacts (e.g., river training, dam construction, or land-use change), and citing literature to support these hypotheses. Recently, however, in several studies the detected flood changes are quantitatively related to one or, more rarely, to more than one of the potential drivers. This has been done essentially in two different ways: the data-based and the simulation-based approach.

The data-based approach consists in identifying the relationship between drivers and floods from data only, in a statistical way. For example, studies exist that analyze the correlation and geographic cohesion between flood characteristics and large-scale climate indices (Archfield et al., 2016) or the long-range dependencies of precipitation and discharge (Szolgayova et al., 2014) and their spatial and temporal co-evolution (Perdigão and Blöschl, 2014). Many studies use the so-called “non-stationary flood frequency analysis” to improve the reliability of flood quantile estimation by relating the parameters of flood frequency distributions to covariates, such as large-scale climate indices or large-scale atmospheric or oceanic fields (i.e., climate-informed frequency analysis, see e.g., Renard and Lall, 2014; Steirou et al., 2019), extreme precipitation (Villarini et al., 2009; Prosdocimi et al., 2014), annual precipitation (Šraj et al., 2016), reservoir indices (López and Francés, 2013; Silva et al., 2017), population measures (Villarini et al., 2009), etc. The advantage of the data-based approach, when compared to other methods, is that, due to its relative simplicity, it is easily applicable to many sites, at the regional or even continental scale. Its drawback is that it identifies correlations between covariates and flood dynamics,
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usually without investigating whether the magnitude of these correlations are consistent with what process understanding would suggest.

Cause-effect mechanisms are instead included in the simulation-based approach, which consists in reproducing the observed flood changes by introducing, in hydrological models, changes in the potential driver(s) and observing the effects on the simulated hydrograph characteristics (Merz et al., 2012). Several simulation-based studies analyze the effects of extensive river training on flood regime (Lammersen et al., 2002; Vorogushyn and Merz, 2013; Skublics et al., 2016, see e.g.). The effect of land-use changes (e.g. forestry management, agricultural practices and urbanization) on discharge is often investigated, in simulation-based studies, for specific catchments and flood events, under different land-management scenarios (see e.g. Niehoff et al., 2002; Bronstert et al., 2007; O’Connell et al., 2007; Salazar et al., 2012). The advantage of the simulation-based approach is that process understanding is explicitly taken into account. However, due to the complexity of the models, simulation-based methods are usually applied to single (or few) catchments at a time.

Clearly, it would be of interest to make use of the advantages of both approaches, when performing attribution studies. Viglione et al. (2016), propose a framework for attribution of flood changes, based on a regional analysis, that make use of process understanding in a data-based analysis. They exploit information, obtained through rainfall-runoff modelling, on how different drivers should affect floods for catchments of different size. The estimation of the relative contribution of the drivers is framed in Bayesian terms and the process-based information is quantified by prior knowledge about the scaling parameters of the regional model.

In this chapter we also make use of knowledge accumulated in previous studies relating floods to dominant drivers, when performing attribution. We use the same study region of Viglione et al. (2016), where positive trends in flood peak series are observed, but differently from them, who focus on attribution at the regional level, we are interested in the attribution at the local (site-specific) scale. We apply the non-stationary flood frequency method, here called 'driver-informed' flood frequency method (consistently with Steirou et al., 2019), to 96 sites in Upper Austria, using local (rather than regional) covariates on atmospheric, catchment and river system drivers. Differently from Viglione et al. (2016), we allow the drivers to act in opposite directions when contributing to positive flood peak changes. We use Bayesian inference for parameter estimation, with prior information on the connection between covariates and flood peaks taken from previous studies, both data-based and simulation-based ones. The attribution is performed by comparing alternative models (with alternative covariates) using an information criterion that quantifies how well the flood frequency model fits the flood data (accounting for prior information) and penalize models that are too complex given the information available. The attribution model is therefore informed in two ways: by the use of covariates, representing the drivers of change, and by the priors, representing the hydrological understanding of how these covariates influence floods.

Section 3.2 describes the driver-informed flood frequency model and the way attribution is performed. Section 3.3 describes the data used, including how information from the literature is translated into prior knowledge on the model parameters. Section 3.4 reports the results of the analysis, investigating the sensitivity of the attribution results to different time-scales of the atmospheric driver and the dependency of the driver effects on the catchment area (as hypothesized by Hall et al., 2014; Viglione et al., 2016).
3.2 Methods

3.2.1 Flood Frequency analysis and alternative driver-informed models

For simplicity, we assume the maximum annual peak discharges to follow a two-parameter Gumbel distribution. Visual inspection of the data in Gumbel probability diagrams shows consistency with this assumption for most of the sites (note that the following procedure can be applied using more flexible distributions, i.e. with more parameters, without loss of generality). The Gumbel cumulative distribution function is defined as:

\[
G(z) = \exp \left\{ - \exp \left\{ \frac{z - \mu}{\sigma} \right\} \right\}
\]  (3.1)

where \( \mu \) and \( \sigma \) are respectively the location and scale parameter of the distribution. These parameters are usually assumed invariant in time.

In recent studies, climate variables have been used as covariates for the extreme value distribution parameters, which are therefore not constant in time. This approach is usually called 'non-stationary' even if the resulting distribution can be considered non-stationary only if the covariates exhibit a deterministic change in time (Montanari and Koutsoyiannis, 2014; Serinaldi and Kilsby, 2015).

We use local covariates of the extreme value distribution parameters, representative for the three drivers of flood change (i.e. the atmospheric, catchment and river system processes) in the study region, and, similarly to the climate-informed statistics of Steirou et al. (2019), we refer to this as driver-informed distribution/parameters.

The following models are considered:

\[
\begin{align*}
G_0) & \quad \mu = \mu_0, \quad \sigma = \sigma_0 \\
G_1) & \quad \log(\mu) = a + b \log(X), \quad \sigma = \sigma_0 \\
G_2) & \quad \log(\mu) = a + bX, \quad \sigma = \sigma_0
\end{align*}
\]  (3.2-3.4)

where \( X \) is a general covariate (e.g. one of the drivers) and \( a \) and \( b \) are regression parameters to be estimated locally. The location parameter \( \mu \) only is conditioned on the external covariate, with two different dependence structures in model \( G_1 \) and \( G_2 \). Practically speaking, they introduce one additional parameter to be estimated, compared to the time-invariant Gumbel distribution \( G_0 \). The parameters are estimated by fitting the alternative models to flood data with Bayesian inference through a Markov Chain Monte Carlo approach. The R package \texttt{rStan} (Carpenter et al., 2017) is used to perform the MCMC inference. \texttt{rStan} makes use of Hamiltonian Monte Carlo sampling, which speeds up convergence and parameter exploration by using the gradient of the log posterior (Stan Development Team, 2018). For each inference, we generate 4 chains of length \( N_{\text{sim}} = 10000 \), each starting from different parameter values, and check for their convergence.

One advantage of the Bayesian framework is the possibility to take into account additional prior belief (e.g. expert knowledge) or external a priori information about the parameters in their estimation. Herein, we set informative priors on the parameter \( b \), based on the results of published studies (see Section 3.4), in order to limit the possibility for spurious correlations to bias the attribution. In model \( G1 \) the parameter \( b \) is defined as:

\[
b = \frac{X}{\mu} \cdot \frac{d\mu}{dX}
\]  (3.5)

and represents the percentage change of the location parameter of the distribution of annual maxima, following a 1% change in the covariate \( X \). In other words, the parameter \( b \) represents...
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the elasticity of (the location parameter of) flood peaks with respect to the covariate, similarly to the temporal sensitivity coefficient of flood to precipitation defined in Perdigão and Blöschl (2014). In model G2 instead, the parameter $b$ is defined as:

$$
 b = \frac{1}{\mu} \cdot \frac{d\mu}{dX} \quad (3.6)
$$

It represents the relative change occurring in the location parameter of the distribution of annual maxima, following a unit change in the covariate.

3.2.2 Model selection and flood change attribution

The Widely Applicable or Watanabe-Akaike Information Criterion (WAIC) is used in this study for model comparison and selection. Its measure represents a trade-off between goodness of fit and model complexity. The WAIC, originally proposed by Watanabe (2010), is one of the Bayesian alternatives of the Akaike Information Criterion (AIC) (Akaike, 1973). It estimates the out-of-sample predictive accuracy ($elpd$) by subtracting, to the computed log pointwise posterior predictive density ($lppd$), a penalty for the complexity of the model expressed in terms of effective number of parameters ($p_{WAIC}$) (Gelman et al., 2014). We evaluate the WAIC as defined in Gelman et al. (2014) and in Vehtari et al. (2017):

$$
 WAIC = -2 \cdot e\text{llpd}_{WAIC} = -2 \cdot (lppd - p_{WAIC}) \quad (3.7)
$$

Where the multiplication factor -2 scales the expression, making it comparable with AIC and other measures of deviance. The R package _loo_ is used for the calculations.

3.3 Study area and drivers of flood change

As in Viglione et al. (2016), the study area considered is Upper Austria, where annual maximum daily discharges (AM) for 96 river gauges (catchment areas ranging from 10 to 79500 km$^2$) are available with record lengths of at least 40 years after 1961. Figure 3.1 shows the extension and the elevation of the considered catchments and Table 3.1 contains percentiles of some catchment attributes.
Fig. 3.1: Study region. Location and elevation of the 96 catchments, with outlets in Upper Austria.

<table>
<thead>
<tr>
<th>Percentile:</th>
<th>0%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catchment area (km²):</td>
<td>10.5</td>
<td>68.6</td>
<td>159.4</td>
<td>428.2</td>
<td>79490.1</td>
</tr>
<tr>
<td>Elevation of the outlet (m a.s.l.):</td>
<td>246.7</td>
<td>357.0</td>
<td>442.1</td>
<td>504.1</td>
<td>763.5</td>
</tr>
<tr>
<td>Mean annual flow (m³/s):</td>
<td>0.2</td>
<td>1.6</td>
<td>3.9</td>
<td>10.9</td>
<td>1583.0</td>
</tr>
<tr>
<td>Mean annual flood (m³/s):</td>
<td>6.2</td>
<td>24.5</td>
<td>46.7</td>
<td>138.1</td>
<td>4415.3</td>
</tr>
<tr>
<td>Length of the flood series (years):</td>
<td>40</td>
<td>54</td>
<td>64</td>
<td>96</td>
<td>182</td>
</tr>
</tbody>
</table>

Tab. 3.1: Percentiles of catchment attributes (catchment area, outlet elevation, mean annual flow, mean annual flood and length of records) over the 96 considered catchments

In the considered region, clear evidences of positive trends in flood peaks have been detected in previous studies (Blöschl et al., 2011; Blöschl et al., 2012; Viglione et al., 2016). Figure 3.2 (panel a) shows the trends in the logarithm of the flood peaks (this is equivalent to the percentage change in time), together with their 95% confidence intervals, resulting from a simple least square linear regression, taking 1961 as a common starting year of the AM series. Mostly positive trends are detected, with magnitude between -1 and 3.5 % change per year. A common Mann-Kendall test with 5% significance is performed to identify significant trends (shown in orange in the figure). Panel b shows that more than one third of the catchments in the region has a positive significant trend over time.
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Fig. 3.2: Detected trends (in % year\(^{-1}\)) in the annual maximum discharge with 95% confidence intervals, as a function of catchment area (as in Viglione et al., 2016) (panel a). Significant upward trends (based on Mann-Kendall test at 5% significance level) are represented in orange. Panel b shows the occurrence of significant upward vs not significant trends in the region.

In this study, instead, we search for relationships between flood temporal variations and the long term evolution of precipitation (atmospheric driver), land-use and agricultural intensification (catchment driver) and the construction of reservoirs (river system driver). Table 3.2 contains some statistics of the covariates (and related quantities) that we use, as possible drivers of flood change, in the driver-informed models \(G_1\) and \(G_2\).

<table>
<thead>
<tr>
<th>Percentile</th>
<th>0%</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean annual precipitation (mm):</td>
<td>762.4</td>
<td>1081.2</td>
<td>1353.5</td>
<td>1641.6</td>
<td>2153.2</td>
</tr>
<tr>
<td>30-day annual max. precipitation (mm):</td>
<td>164.7</td>
<td>218.4</td>
<td>257.4</td>
<td>308.5</td>
<td>413.7</td>
</tr>
<tr>
<td>7-day annual max. precipitation (mm):</td>
<td>81.6</td>
<td>103.3</td>
<td>126.8</td>
<td>155.5</td>
<td>214.8</td>
</tr>
<tr>
<td>1-day annual max. precipitation (mm):</td>
<td>35.0</td>
<td>44.1</td>
<td>51.6</td>
<td>61.9</td>
<td>82.2</td>
</tr>
<tr>
<td>Crop area fraction (%):</td>
<td>0.0</td>
<td>1.5</td>
<td>4.7</td>
<td>14.2</td>
<td>91.6</td>
</tr>
<tr>
<td>Mean maize yield in year 2000 (t/ha):</td>
<td>0.00</td>
<td>2.10</td>
<td>6.09</td>
<td>9.23</td>
<td>9.68</td>
</tr>
<tr>
<td>Mean Land-use intensity Index (-):</td>
<td>0.00</td>
<td>0.01</td>
<td>0.03</td>
<td>0.13</td>
<td>0.83</td>
</tr>
<tr>
<td>Reservoir capacity sums (10(^6) m(^3)):</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1376.1</td>
</tr>
<tr>
<td>Mean Reservoir Index (-):</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Tab. 3.2: Percentiles of the covariates and some covariate-related quantities, calculated over the 96 catchments

3.3.1 Long-term evolution of precipitation

Daily precipitation records from 1961, averaged over each catchment, are obtained from the Spartacus gridded dataset of daily precipitation sum (spatial resolution 1x1 km) (Hiebl and Frei, 2018). We extract extreme precipitation series (i.e. 30-day, 7-day and 1-day annual maximum precipitation), commonly used as covariates in the literature (e.g. Prosdocimi et al., 2014; Villarini et al., 2009), and annual total precipitation (see Table 3.2). This latter is the preferred predictor of flood frequency changes in some studies (e.g. Perdigão and Blöschl, 2014; Sivapalan and
Blöschl, 2015; Šraje ta l., 2016) and is here considered as a proxy of the antecedent soil moisture condition before a flood event (Mediero et al., 2014) as well as of the event precipitation.

In this study, we consider the decadal variation of the mean annual maximum precipitation for different durations and the annual total precipitation as potential drivers of the decadal variation of the annual flood peak discharges. Therefore, as we are interested in this long term evolution rather than in the year-to-year variability, we smooth the precipitation series with the locally weighted polynomial regression LOESS (Cleveland, 1979) using the R function `loess`. The subset of data over which the local polynomial regression is performed is 10 years (i.e. 10 data-points of the series) and the degree of the local polynomials is set equal to 0. This is equivalent to a constant local fitting and turns LOESS into a weighted 10-years moving average. The weight function used for the local regression is the tri-cubic weight function. The locally weighted polynomial regression is used, rather than a common moving average, in order to preserve the original length of the series. The 10-year moving average filter is typically used when long-term temporal evolution of floods and their drivers (see e.g. Blöschl et al., 2017) Longer time windows could be analysed to investigate the correlation between floods and climatic signals at longer time scales, if longer flood time series were available."

### 3.3.2 Land-use change and intensification of field crop production

We investigate the impact (at the catchment scale) on floods of modern agricultural management practices and heavy machineries, producing soil compaction and degradation (Van der Ploeg et al., 1999; Van der Ploeg and Schweigert, 2001; Ploeg et al., 2002; Niehoff et al., 2002; Pinter et al., 2006). With the exception of the mountainous catchments located mainly in the southern part of the region, agricultural areas cover significant portions of the catchments, with 290000 ha (i.e. ~25% of the region area) of cropland in total over the region (Krumphuber, 2016).

A catchment-related land-use intensity index $LI$, with a structure similar to the Reservoir Index, proposed by López and Francés (2013), is built here. It is defined as:

$$LI = \sum_{i=1}^{N} \frac{A_{c,i}}{A_T} \cdot \frac{Y_i}{Y_{ref}}$$

(3.8)

where $N$ refers to the number of sub-areas (i.e. the grid cells) contained into the catchment boundaries, $A_{c,i}$ is the cropland area, $Y_i$ is the yield in tons/ha, $A_T$ is the total catchment area and $Y_{ref}$ is the Reference yield.

This land-use intensity index takes into account both the intensification of agricultural production (represented by the ratio $Y_i/Y_{ref}$, similar to the $\tau$-factor in Dietrich et al., 2012, as a proxy agricultural land-use-intensity), and the land-use of the catchment (represented by the ratio $A_{c,i}/A_T$) with its potential change in time.

Cropland area $A_{c,i}$ is derived for each catchment from the globally available dataset of cropland and pasture areas for the year 2000, provided by Ramankutty et al. (2008) on a 5 min by 5 min latitude/longitude (~10 km by 10 km) grid. It combines agricultural inventory data with satellite-derived land cover data. We considered the ratio $A_{c,i}/A_T$ constant over time, since there are no substantial evidences of land-use changes over the period of interest in the region. In other words, the changes of LI are, in this case, due to the intensification of the agricultural production only.

For what concerns yield data, we focus on the production of maize, which is the most important crop in Upper Austria (Krumphuber, 2016). Furthermore, Beven et al. (2008) list maize among the cropping systems associated with compaction and soil structural damage, due to the required practices (e.g. they keep bare soil surface) and type of operations, their timing (i.e. late harvested...
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crops, requiring access to the soil during the wettest soil period, causing compaction, and leaving bare soil exposed to winter storms) and depth of cultivation (Chamen et al., 2003). Maize yield data for the year 2000 (provided by Monfreda et al., 2008) and its linear trend in time (provided by Ray et al., 2012) are globally available, in form of 5 min by 5 min latitude/longitude gridded data-sets. Time series of maize yield for each catchment are derived from spatial aggregation of the gridded information and by extrapolation of the linear trends over the period 1961-2014.

The reference yield $Y_{ref}$, differently from Dietrich et al. (2012) where it represents the obtainable yield under standard and static agricultural management practices and varies with space, is here assumed to be a single value for the entire region, representative for its average maize production. It is calculated by averaging over time the field crop production data for maze in Upper Austria provided by Statistik Austria (2017) (in tons and hectares) and available for the period 1971-2017. The resulting $Y_{ref}$ is 8.72 ton/ha. See Table 3.2 for statistics about the $LI$ in the region.

3.3.3 Potential impact of reservoirs

Within the 96 considered catchments, 21 reservoirs and the corresponding dams, are identified using the Global Reservoir and Dam GRanD database (Lehner et al., 2011). Dam location, year of construction, capacity and drainage area of the reservoir are extracted from the GRanD database and used in this framework (see Table S1 in the Supplementary material for details). The potential impact of reservoirs on flood regime is here quantified using the Reservoir Index ($RI$) proposed by López and Francés (2013) and defined as follows:

$$RI = \sum_{i=1}^{N} \frac{A_i}{A_T} \cdot \frac{C_i}{C_T}$$  \hspace{1cm} (3.9)

Where $N$ is the number of reservoirs upstream of the gauge station, $A_i$ and $C_i$ are the catchment area and the capacity of each reservoir and $A_T$ and $C_T$ are the catchment area and the mean annual flow volume at the gauge station. The construction of a dam represents a step change in the $RI$. López and Francés (2013) find 0.25 to be $RI$ threshold value between low and high flow alteration. See Table 3.2 for statistics about the $RI$ in the region.

3.3.4 Driver-informed models and prior knowledge

We use the drivers of change, described in section 3.1, 3.2 and 3.3, as covariates $X$ of the driver-informed models of section 2.2. We adopt the model $G_1$ when investigating the effects on floods of the long-term evolution of precipitation (i.e. where $X$ is one of the smoothed precipitation series described in section 3.1, here generally indicated as $P$), otherwise we adopt model $G_2$, when investigating the effects of the agricultural soil degradation or reservoir (i.e. where $X$ is the $LI$ or $RI$). The alternative Gumbel distributions, with location parameter conditioned on the covariates are:

$$G_A) \quad \log(\mu) = a_A + b_A \log(P), \quad \sigma = \sigma_{0,A}$$  \hspace{1cm} (3.10)
$$G_C) \quad \log(\mu) = a_C + b_C \cdot LI, \quad \sigma = \sigma_{0,C}$$  \hspace{1cm} (3.11)
$$G_R) \quad \log(\mu) = a_R + b_R \cdot RI, \quad \sigma = \sigma_{0,R}$$  \hspace{1cm} (3.12)

This choice comes from the hypothesis that, when investigating the effects of the agricultural soil degradation or reservoir on floods, the actual magnitude of the covariate and its absolute variation is important, and not the relative change (e.g. an increase of 10% of the cropland area may be not influential for floods if the initial cropland area is very small). This corresponds to the
model structure $G_2$ and the related regression parameter $b$ as defined in Eq.6. On the contrary, when considering the atmospheric driver, we want the regression parameter $b$ to represent the elasticity of floods to precipitation. This is consistent with the temporal sensitivity coefficient of flood to precipitation of Perdigão and Blöschl (2014) and corresponds to model $G_1$ and Eq.5. Note that the structure of the driver-informed models and the drivers/covariates considered are both assumptions that may be varied. With the proposed framework, we compare alternative models, that reflect/contain these assumptions for the considered region. Other models can be easily formulated to reflect other hypotheses.

Informative a priori on the parameters $b_A$, $b_C$ and $b_R$ are retrieved from a selection of published studies, listed in Table 3.3 (as for the model structure and the drivers, they are also part of the assumptions made). They evaluate the effects of the change in one of the drivers on the magnitude of flood peaks (i.e. they provide information on the value of the parameters $b$, as defined in Eq. 10, 11 and 12). The following paragraphs describe in detail the procedure followed to retrieve an estimate of the mean and the variance of their prior distribution, for each of the three drivers of change.

**Atmospheric driver**  Perdigão and Blöschl (2014) provide, in their Table 2, spatiotemporal sensitivity coefficients $\alpha$ and $\beta$ of floods to annual precipitation, together with 95% confidence intervals, for Austria and its five hydroclimatic regions, obtained analyzing AM series of 804 catchments. The mean and standard deviation of the prior distribution of the parameter $b_A$, defined consistently with the sensitivity coefficient $\beta$ in the time domain, are taken respectively equal to 0.61 (value provided in the study for $\beta$) and 0.06 (obtained from its 95% confidence bounds with the assumption of normality). We adopt these values as moments of the prior normal distribution of $b_A$ when the covariate is annual precipitation (as in Perdigão and Blöschl, 2014), but also when the covariate is one of the extreme precipitation series. In these latter cases, in order to reflect the additional uncertainty related to this choice, we arbitrarily increase the standard deviation to three times the one in Perdigão and Blöschl (2014) (i.e. 0.18).

**Catchment driver**  The impact of agricultural soil compaction on flood peaks at the catchment scale is still underdeveloped in the scientific literature (Rogger et al., 2017) and it is not possible to directly retrieve a priori on the regression parameter $b_C$, as defined in this framework. For this reason, we assume that the available prior information related to land-use change can be transferred and used when analyzing the effect of land-use intensification on floods. Fraser et al. (2013) present an application of metamodeling that upscales physics-based model predictions to make catchment scale predictions of land-management change impacts on peak flows. They consider four land-management scenarios, involving changes of land-use between 3 and 30% of catchment area in one catchment (river Hodder at Footholme in north-west England, 25.3 km$^2$), whose size and agricultural nature is consistent with most of the catchments in this study. For each scenario they provide, in their Table 4, the minimum, median and maximum reduction of the mean catchment peak flow predicted with two different modelling approaches. The mean of the prior distribution of $b_C$ is obtained dividing the predicted mean catchment peak flow reductions (we consider the values in the column 'median') by the imposed fraction of area under land-use change of the corresponding scenario, and finally averaging over the scenarios. The resulting mean of the distribution of $b_C$ is 0.13. The predicted minimum and maximum reductions of the mean peak flow are also divided by the corresponding land-use change and averaged over the scenarios, obtaining a minimum and maximum predicted value for $b_C$. We treat these latter as 95% confidence bounds of reduction of the mean catchment peak flow, from which the standard deviation is easily calculated (with the assumption of normality and by averaging the left and right distance to the mean). The resulting standard deviation of the distribution of $b_C$ is 0.13.
3.3 Study area and drivers of flood change

River system driver Graf (2006) analyzes the downstream hydrologic effects of 36 large dams in American rivers. In his Table 8 he provides regional values of the dam-capacity/yield ratio and of the percentage reduction in maximum annual discharge. Given that it is a large-scale study, we assume that the results are general enough to be reasonably transferred to our study region. We assume that this reduction is registered right downstream of the dam (i.e. the ratio $A_i/A_T$ in Eq.9 is equal to 1), therefore it equals $\Delta RI$ (before and after the dam construction). We divide the reduction in maximum annual discharge by the capacity/yield ratio, to obtain regional estimates of the parameter $b_R$, and we consider the value corresponding to "all regions" (resulting equal to -0.30) as the mean of the prior distribution of $b_R$. We calculate the standard deviation of the $b_R$ values over the six regions in Graf (2006) in order to obtain the standard deviation of the prior distribution of $b_R$ (resulting equal to 0.18).

The mean and standard deviation of the prior distribution of the parameters $b_A$, $b_C$ and $b_R$ are summarized in the third column of Table 3.3, with prior distribution assumed to be normal. Additional prior information is included about the shape of the prior distribution, based on the authors’ understanding of the way the drivers may affect the magnitude of flood peaks.

Increased (decreased) magnitude of flood peaks may result from an increase (a decrease) in the magnitude of precipitation. This is associated with a positive value of the regression parameter $b_A$ (i.e. the changes in the magnitude of flood peaks and in the covariate occur in the same direction/with the same sign). For this reason the lower tail of the prior normal distribution (contained in the third column of Table 3.3) of the parameter $b_A$ is truncated for negative values, in order to constrain the sign of the parameter. Similarly, we truncate the prior distribution of $b_C$ for negative values since soil degradation processes occurring in the catchment, associated with the intensification of agricultural practices, are expected to produce increased flooding. The construction of reservoirs (reflected in a positive step change in the reservoir index) may instead mitigate flood peaks in the downstream catchment. In this case the value of the parameter is negative and the upper tail of its prior normal distribution is truncated for positive values.

The final types (lower- or upper- truncated normal) of the prior distribution of the regression parameters $b_A$, $b_C$ and $b_R$ are summarized in the fourth column of Table 3.3 and represented in Figure 3.3.

<table>
<thead>
<tr>
<th>Model and parameter</th>
<th>Study</th>
<th>Normal prior moments</th>
<th>Prior type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_A$, $b_A$</td>
<td>Perdigão and Blöschl (2014)</td>
<td>$N(0.61, 0.06)$ with annual precipitation. $N(0.61, 0.18)$ otherwise</td>
<td>Truncated normal with lower tail truncated in 0</td>
</tr>
<tr>
<td>$G_C$, $b_C$</td>
<td>Fraser et al. (2013)</td>
<td>$N(0.13, 0.13)$</td>
<td>Truncated normal with lower tail truncated in 0</td>
</tr>
<tr>
<td>$G_R$, $b_R$</td>
<td>Graf (2006)</td>
<td>$N(-0.30, 0.18)$</td>
<td>Truncated normal with upper tail truncated in 0</td>
</tr>
</tbody>
</table>

Tab. 3.3: Sources, moments and type of the prior distribution of the model parameters $b_A$, $b_C$ and $b_R$. 
3.4 Results

In order to illustrate the methodology, we apply it first to one site (Section 3.4.1). The results for all other sites in Upper Austria are then presented in Section 3.4.2.

3.4.1 Attribution of flood changes in a single catchment

We analyze the river Traun catchment (gauge station in Wels-Lichtenegg, shown in panel a of Figure 3.4), where the AM series of flood peaks (panel b) presents a significant upward trend (1.0 ± 0.6% change per year). We apply the attribution framework in order to try to understand whether the magnitude of flood peaks is related to the temporal evolution of precipitation at the different time-scales (panels c, d, e and f), of the land-use intensity (panel g) or of the reservoir index (panel h) (i.e. if it can be attributed to one of the three drivers of change). In particular, we assume that, the use of a covariate is informative if the WAIC value associated with the driver-informed model is lower than the one associated with the time-invariant model and their absolute difference is larger than a threshold, that we set to 2 using the same interpretation done with the AIC by Burnham and Anderson (2002, pp. 700–71).

<table>
<thead>
<tr>
<th></th>
<th>( G_0 ) Time-invariant</th>
<th>( G_A ) Annual Total P</th>
<th>( G_A ) 30-day maximum P</th>
<th>( G_A ) 7-day maximum P</th>
<th>( G_A ) 1-day maximum P</th>
<th>( G_C ) LI</th>
<th>( G_R ) RI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-informative priors</td>
<td>-126.9</td>
<td>-125.0</td>
<td>-125.2</td>
<td>-127.7</td>
<td>-133.4</td>
<td>-133.0</td>
<td>-130.0</td>
</tr>
<tr>
<td>Informative priors</td>
<td>-126.6</td>
<td>-127.1</td>
<td>-129.1</td>
<td>-133.7</td>
<td>-127.6</td>
<td>-127.6</td>
<td>-126.2</td>
</tr>
</tbody>
</table>

Tab. 3.4: Comparison of the alternative time-invariant and driver-informed models for the river Traun catchment, gauge station in Wels-Lichtenegg. The values of the Widely-applicable information criterion, associated with each alternative model, are shown. The first row refers to the use of non-informative priors, while the second one refers to the priors of Table 3.3.
Fig. 3.4: River Traun catchment, gauge station in Wels-Lichtenegg (panel a) and related flood series (panel b) and covariates representative for the three drivers of change: annual total precipitation (c), 30-day (d), 7-day (e) and 1-day maximum precipitation averaged over the catchment (f), land-use intensity index (g) and reservoir index (h).
Table 3.4 shows the values of the WAIC associated with the alternative driver-informed models $G_A$, $G_C$, $G_R$ and the time-invariant $G_0$ in two cases: (i) when no prior information on the parameter $b$ is used (through a non-informative improper uniform distribution with infinite range), and (ii) with the priors of Figure 3.3. In the first case, by comparing the alternative models in terms of differences of WAIC (Table 3.4, first row), it emerges that the 1-day extreme precipitation (model $G_A$) and land-use intensity (model $G_R$) are the best covariates and the correspondent models outperform all others, including the time invariant model $G_0$. This is because, as for the flood peak series, both 1-day extreme precipitation and land-use intensity index have a positive trend over time (panels f and g). Also the model $G_R$, that uses the reservoir index as covariate, provides a relatively good fit to the data (e.g. better than the time invariant model) since the Gmunden dam was built along the River Traun in 1969 (the location of the dam is shown in panel a of Figure 3.4), which is reflected in a step change in the reservoir index time series in the corresponding year (panel h).

When prior information is used, the WAIC values (Table 3.4, second row) suggest that the model $G_A$ with the 1-day extreme precipitation is still the best one, but the models $G_C$ and $G_R$, using the land-use intensity and reservoir indexes, do not rank as well as they did before. This is because, in one case, crops cover less than 20% of the total catchment area and, therefore, the land-use intensity varies in a low-value range. Crop areas are, in fact, concentrated in the northern part of the catchment, while the southern and middle part are mountainous areas (panel a of Figure 3.4). In the other case, the reservoir index value after the dam construction ($\sim 0.05$) is still significantly lower than the threshold value (0.25) between low and high flow alteration set by López and Francés (2013). This is due to a small dam-capacity/mean-annual-flow-volume ratio. In fact, the reservoir storage capacity ($514 \times 10^6$ m$^3$) is significantly smaller than the mean annual flow volume of the catchment ($4137 \times 10^6$ m$^3$), as well as the dam drainage area ($1395$ km$^2$) compared to the catchment area ($3426$ km$^2$). Furthermore both flood peaks and the $RI$ increase in time, suggesting a positive value of the parameter $b_R$, which is in contrast with its informative prior distribution.

When using prior information on the parameter $b$ (see Figure 3.3), it becomes improbable that small values of the two indexes can produce significant flood changes, even though they vary in time in the same direction as the floods do (as in the case of the land-use intensity). In this case, therefore, we attribute the temporal variability of floods to the long-term variation of the 1-day maximum precipitation.

3.4.2 Attribution of flood changes in Upper Austria

In each of the 96 sites in Upper Austria the model $G_A$ is locally compared to the time-invariant model in terms of WAIC, which represents a trade-off between goodness of fit and model complexity. We alternatively consider different time scales of precipitation as covariate of the driver-informed model. In particular, we are interested in determining the most suitable time-scale for the atmospheric driver to be employed in the attribution study over the entire region, i.e. whether the long-term changes in annual precipitation or in the extreme precipitation drive flood changes in the region.

The results of this analysis are shown in Figure 3.5 where, in each panel, a different time scale of the atmospheric driver is taken as covariate of the model $G_A$. We mark the catchments in blue if the goodness of fit of the driver-informed model significantly improves with the inclusion of the covariate (accounting for the increased model complexity), with respect to the time-invariant case (i.e. if $WAIC_{G_A}$ is lower than $WAIC_{G_0}$ and their absolute difference is larger than a threshold, arbitrarily set to 2). Otherwise, we mark them in grey (meaning that the time-invariant model is still preferable).
The analysis shows that annual total precipitation as covariate improves the model performance only for a small number of catchments in the region (panel a). On the contrary, extreme precipitation series with short durations (i.e. 7-day and 1-day maximum precipitation) seem to be regionally more suitable covariates for the distribution of AM (panels c and d).

**Fig. 3.5**: Comparison between the driver-informed model (in blue), with precipitation as covariate, and the time-invariant model (in grey). The panels show the detected trends in flood series as a function of catchment area, with colors referring to the resulting best alternative model (i.e. time-invariant or driver-informed). The selection of the best fitting model is carried out, in each site, through the Widely-Applicable information criterion. Each panel refers to a different time scale of precipitation used as covariate (annual total precipitation in panel a, 30-day maximum precipitation in panel b, 7-day maximum precipitation in panel c and 1-day maximum precipitation in panel d).

Based on this analysis, we select 1-day maximum precipitation as covariate representative for the atmospheric processes driving flood change for the study region. In each catchment we compare the WAIC values associated with four alternative models: $G_0$ (i.e. the time-invariant model), $G_A$ with 1-day maximum precipitation as covariate, $G_C$ and $G_R$. Similarly to Figure 3.5, in Figure 3.6 a catchment is marked in grey if the model $G_0$ is associated with the lowest value of WAIC. Flood changes are instead attributed to one of the drivers (in Figure 3.6 with colors) if the WAIC value of the corresponding driver-informed model is significantly lower than
the one of the model $G_0$ (we use the same arbitrary threshold of WAIC difference equal to 2) and if it is the lowest among the competing driver-informed models.

In a significant fraction of the catchments, the time-invariant model (in grey) is still the preferred choice while the atmospheric driver (in blue, represented by 1-day max precipitation as covariate) is the main driving process among the alternatives considered. The catchment driver (in green) instead plays a very marginal role, together with the river system driver, which never results as best fitting model. The long-term evolution of floods is attributed to the land-use intensification index only in three catchments with small catchment area (panel a).

Panel b shows the occurrence of the attributed drivers with a distinction between the catchments where the trends in time of flood peaks resulted significant or not significant (see Figure 3.2). The flood series in around half of the sites, where trends in time of the floods are significant, are associated to the long-term evolution of extreme precipitation series. However, the other half of them does not correlate significantly with any of the covariates used here, even though the correlation with time is significant. All of these sites have relatively small catchments and one third of them are in the mountains (Figure 3.7a). Figure 3.7b shows that, in terms of seasonality of floods, the sites with trends but no correlated covariate are not significantly different from the others.

![Figure 3.6](image.jpg)

**Fig. 3.6:** Attribution of flood changes in Upper Austria to the atmospheric (blue), catchment (green) and river system driver (red). Panel a shows the detected trends in flood series as a function of catchment area, with colors referring to the resulting best alternative driver-informed model. Catchments where the time-invariant model is still preferred are shown in grey. Panel b shows the occurrence of the selected alternative (driver-informed and time-invariant) models with a distinction between the catchments where the trends in flood peaks resulted significant (upward) or not significant. The atmospheric driver is here represented by 1-day maximum precipitation.
3.4 Results

**Fig. 3.7:** Mean catchment elevation as a function of catchment area (panel a) and seasonality of floods (panel b) in Upper Austria. The results of the attribution analysis (see Figure 3.6) are represented with colors and filled (empty) dots represent catchments with significant (not significant) flood trends. The size of the dots scales with the concentration of the date of occurrence of floods in panel a and with catchment area in panel b. The angular coordinate in panel b represents the average date of occurrence of floods and the distance from the center is the concentration of the date of occurrence. The angle $R$ ($R = 0$ when floods are evenly distributed throughout the year and $R = 1$ when all floods occur on the same day). Both are calculated as in Blöschl et al. (2017).

Figure 3.8 compares the posterior distribution of the parameters $b_A$, $b_C$ and $b_R$, obtained with the MCMC approach, to their corresponding prior distribution. When the evolution of flood peaks in one catchment is attributed to one driver, the posterior distribution of the corresponding regression parameter is represented in black, otherwise (i.e. if the flood changes are attributed to other drivers or the time-invariant model is preferred) in grey. In the upper panels non-informative priors are used while, in the lower panels, the informative priors, shown in Figure 3.3, are used, consistently with Figure 3.5 and 3.6. This figure shows the influence of the informative priors in the attribution process. By introducing additional external information about how the connection between these covariates and flood peaks should be, we obtain very different posterior estimates of the parameters $b$ and, consequently, of the extreme value distribution parameters and of the attribution results.
Fig. 3.8: Prior distribution of the regression parameters $b_A$ (Atmospheric driver, panels a and d), $b_C$ (Catchment driver, panel b and e) and $b_R$ (River system driver, panel c and f) with the corresponding posterior distributions for each catchment. Upper panels refer to the use of non-informative priors and lower panels of the informative priors of Figure 3.3. When the evolution of flood peaks in one catchment is attributed to one driver, the posterior distribution of the corresponding parameter is shown in black, otherwise in grey.

Similarly to panel b of Figure 3.6, Figure 3.9 shows the number of occurrence of attributed driver types for the other precipitation time-scales. Different covariates (annual precipitation, 30-day maximum precipitation and 7-day maximum precipitation) for the model $G_A$ are considered in the different panels. The changes in the decadal annual precipitation correspond to only around one fourth of the significant trends in time detected in flood series (even less for the 30-day maximum precipitation). The 7-day maximum precipitation series as covariate show instead a similar results as the 1-day maximum precipitation (see figure 3.6, panel b).
3.5 Discussion and conclusions

In this study we apply a simple data-based approach for the attribution of flood changes to potential drivers: atmospheric, catchment and river system drivers. The method is applied to a large number ofcatchments in a study region, Upper Austria, where significant positive trends are detected in maximum annual peak discharge series. We assume the maximum annual peak discharges to follow a two-parameter Gumbel distribution. We include information on the three drivers through covariates (smoothed/decadal annual precipitation, smoothed/decadal 30-day, 7-day, 1-day maximum annual precipitation, land-use index and reservoir index) that control the location parameter of the Gumbel distribution through simple log-linear and log-log models. The attribution is performed by comparing the different models, using different covariates, fitted using Bayesian inference. The comparison is based on the trade-off between goodness of fit and model complexity, using the Watanabe-Akaike information criterion (WAIC). Prior information on the slope parameters of these models (i.e. on the elasticity of the covariates to floods), based on results of published studies, is also provided in order to limit the possibility for spurious correlations to bias the attribution. Without using information on the expected elasticity, the attribution procedure is ill posed in that it would prefer the covariate better correlated to the flood temporal fluctuations, no matter if the correlation is physically plausible.

Our results suggest that precipitation change is the main driver of flood change in the study region (no matter which time-scale is used for precipitation), which is consistent with the results in Viglione et al. (2016). Differently from what suggested in Sivapalan and Blöschl (2015) and Šraj et al. (2016), annual precipitation is not as good as extreme precipitation in explaining the long-term evolution of floods in this context. This is due to the fact that, while Šraj et al. (2016) are interested in how floods correlate to precipitation at the annual scale, here we are looking at long-term (decadal) variation of precipitation. The smoothing of the annual precipitation time series results in averaging wet years and dry years, thus destroying the correlation to floods. On the contrary, the extreme precipitation series, even after the smoothing, do not contain the

Fig. 3.9: Same as panel b of Figure 3.6 but for different time scales of precipitation. Occurrence of the selected alternative (driver-informed and time-invariant) models is shown, with a distinction between the catchments where the trends in flood peaks resulted significant (upward) or not significant. The considered precipitation time-scales for the atmospheric driver are: annual precipitation (panel a), 30-day maximum precipitation (panel b) and 7-day maximum precipitation (panel c).
influence of droughts and are therefore more correlated to long-term fluctuations of the flood statistics. In Upper Austria, because of the relatively small size of the catchments, the 7-day and the 1-day maximum annual precipitation decadal fluctuations correlate best with the fluctuations of the flood statistics.

Land-use intensity changes are significant in very few small catchments, which are mostly covered by agricultural land. Differently from what has been assumed in Viglione et al. (2016), these are not the smallest catchments, which are located in the mountains where there is almost no agriculture and there has not been a significant deforestation nor afforestation in the last 50 years. For most of the catchments, land-use intensity changes (note that we investigated the changes related to late-harvested crops, see Section 3.2) do not correlate meaningfully with flood changes (we get a good correlation only if we use non-informative priors for the elasticity parameter, resulting in not credible posterior distributions). This is consistent with the fact that, in Upper Austria, big floods occur generally in summer, in correspondence of precipitation events with high magnitude, and smaller floods are in spring or winter. Few floods occur in autumn, when we would expect a greater soil susceptibility to erosion and compaction (potentially leading to increased flooding) as a consequence of the agricultural practices for late-harvested crops (Chamen et al., 2003; Beven et al., 2008).

Reservoirs do not produce relevant effects on floods neither, because the capacity/yield ratio is generally small. Most of the dams are built for hydroelectricity purposes, but even for those built for flood control we do not detect significant flood attenuation at the gauging stations because these effects are mainly local (Ayalew et al., 2017; Volpi et al., 2018). This result is not surprising given that we expect reservoirs to attenuate flood peaks and that we observe mostly upward trends in flood peak magnitude in the region.

In half of the catchments where we detect significant trends in flood peaks, the driver-informed model, with extreme precipitation as covariate, outperforms the time-invariant model. In the other cases we observe significant trends but not a significant correlation to the covariates, suggesting that the long-term temporal evolution of the selected drivers is overall not sufficient to explain the observed trends in the peak discharge series and that other covariates should be considered or covariates informative on other drivers of flood change. For example, we did not consider changes in snow related processes here (e.g. by taking air temperature as covariate), which may be important for mountainous catchments (see e.g. Bloschl et al., 2017), and changes in precipitation of shorter durations (e.g. hourly precipitation), which may be more appropriate covariate for the smaller catchments. Indeed, all of the sites where we do detect a trend in flood peaks but no correlation with the covariates are small (and some mountainous) catchments. The fact that in these catchments we have not identified a suitable driver may also suggest that other flood-driver relations should be explored in future analyses, representing for example the combined effect of multiple drivers on flood change.

In some of the catchments where we do not detect significant trends in flood peaks, the driver-informed model, with extreme precipitation as covariate, outperforms the time-invariant model. Through the driver informed models used here, long term flood fluctuations are related to the covariates, even in cases where no monotonic trend in time is detected. This is in line with our objective to research the relationships between flood temporal variations and the long-term evolution of the drivers.

This study considers many sites in one region, but the analysis is essentially local, i.e. every site is analysed independently using locally defined covariates. There is potential for extending the method to something in line with Viglione et al. (2016), in which a regional model is fitted to all the sites jointly explicitly using covariates for the drivers.

The framework used here is easily generalizable and applicable in other contexts (i.e. by changing the covariates or the model structure). Different drivers could be considered, that may
have positive or negative effects on floods. The key issue, as shown in this chapter, is to gather prior information on how sensitive are floods to changes in the drivers, which could be achieved through derived-distribution (see e.g. Eagleson, 1972; Sivapalan et al., 2005; Volpi et al., 2018) and comparative process studies (see e.g. Falkenmark and Chapman, 1989; Viglione et al., 2013a; Blöschl et al., 2013b). This is in line with the concept of Flood Frequency Hydrology (Merz and Blöschl, 2008a; Merz and Blöschl, 2008b; Viglione et al., 2013b), which highlights the importance of combining flood data with additional types of information, including causal mechanisms, to improve flood frequency estimation and, as in this case, to support change analyses.
Chapter 4

Do small and large floods have the same drivers of change? A regional attribution analysis in Europe

The present chapter corresponds to the following scientific publication in its original form:

Bertola M., Viglione A., Vorogushyn S., Lun D., Merz B. and Blöschl G. (2020). ‘Do small and large floods have the same drivers of change? A regional attribution analysis in Europe’. To be submitted to Hydrology and Earth System Sciences

Abstract

Recent studies have shown evidence of increasing and decreasing trends in mean annual floods and flood quantiles across Europe. Studies attributing observed changes in flood peaks to their drivers have mostly focused on mean annual floods. This chapter proposes a new framework for attributing flood changes to potential drivers, as a function of return period, in a regional context. We assume flood peaks to follow a non-stationary regional Gumbel distribution, where the median flood and the 100-year growth factor are used as parameters. They are allowed to vary in time and between catchments as a function of the drivers quantified by covariates. The elasticities and contributions of the drivers to flood changes are estimated by Bayesian inference. The prior distributions of the elasticities of flood quantiles to the drivers are estimated by hydrological reasoning and from the literature. The attribution model is applied to European flood and covariate data and aims at attributing the observed flood trend patterns to specific drivers for different return periods. We analyse flood discharge records from 2370 hydrometric station in Europe over the period 1960-2010. Extreme precipitation, antecedent soil moisture and snowmelt are the potential drivers of flood change considered in this study. Results show that, in northwestern Europe, extreme precipitation mainly contributes to changes in both the median ($q_2$) and 100-year flood ($q_{100}$), while the contributions of antecedent soil moisture are of secondary importance. In southern Europe, both antecedent soil moisture and extreme precipitation contribute to flood changes, and their relative importance depends on the return period. Antecedent soil moisture is the main contributor to changes in $q_2$, while the contribution of the two drivers to changes in larger floods ($T>10$ years) are comparable. In eastern Europe, snowmelt drives changes in both $q_2$ and $q_{100}$.

4.1 Introduction

There is widespread concern that river flooding has become more frequent and severe during the last decades, and that human-induced climate change and other drivers will further increase flood discharge and damage in many parts of the world (IPCC, 2012; Hirabayashi et al., 2013)
concern has given rise to a large number of studies investigating past changes in flood hazard, i.e. changes related to flood discharge, and flood risk, i.e. related to damage. The global pattern of increasing flood damage has been mainly attributed to increasing population, economic activities and assets in flood-prone areas (Bouwer, 2011; IPCC, 2012; Visser et al., 2014). In terms of changes in flood discharge, a variety of changes has been found (for shift in timing and trends in the magnitude of European floods, see Blöschl et al. (2017) and Blöschl et al. (2019)), and attempts to attribute detected changes have not resulted in a clear picture about the contribution of the underlying drivers (for a review on detecting and attributing flood hazard changes in Europe see Hall et al. (2014)).

The large majority of studies on past changes in flood hazard analysed the mean flood behaviour, using, for instance, the Mann-Kendall test to detect gradual changes or the Pettitt test for step changes of the mean or median annual flood (e.g. Petrow and Merz, 2009; Villarini et al., 2011; Mediero et al., 2014; Mangini et al., 2018). This focus may be misleading, since changes in large floods may differ from those in the average behaviour. An illustrative example is the Mekong River, where studies found negative trends in the mean flood discharge, whereas the public perception suggested that the frequency of damaging floods had increased in the past decades. Delgado et al. (2009) resolved this mismatch by analysing the temporal change in flood discharge variability. They found an upward trend in interannual variability which outweighed the decreasing mean behaviour leading to contrasting trends in the mean flood and rare floods. This change in flood variability could be attributed to changes in the Western Pacific monsoon (Delgado et al., 2012). Another recent example is the large-scale study of Bertola et al. (2020) which compared trends of small with those of large floods (i.e. the 2-year and the 100-year flood) across Europe. They found distinctive patterns of flood change which depend on the return period and catchment scale.

It has been widely acknowledged that drivers can differently affect small and large floods (e.g. Hall et al., 2014) and yet the focus has been mainly on changes in the mean flood behaviour. One reason for this may be the ability of quantifying changes in the mean more robustly than those of larger floods. However, both from theoretical and practical perspectives, detection and attribution of flood changes as a function of the return period are of considerable interest for understanding how the non-linearity in the hydrological system plays out and for providing guidance for flood risk management. The shape of the flood frequency curve and its changes in time are a reflection of the interplay between atmospheric processes and catchment state (soil moisture and snow), with different characteristics depending on the region, climate and runoff generation processes (Blöschl et al., 2013b).

Rainfall itself may increase at different rates for small and extreme events in a changing climate. These changes may strongly differ depending on the region and season. In addition, changes in rainfall may be translated in a non-linear way into changes of various flood magnitudes due to the non-linearity of the catchment response. For example, Rogger et al. (2012) detected a change in the slope of the flood frequency curve and linked it to the interplay of catchment saturation and rainfall. Several studies indicated changes in precipitation amounts/intensities for different rainfall quantiles that might translate into different changes of small and large floods. For Germany, Murawski et al. (2016) found an increasing variability of precipitation along with increasing mean in seasons other than summer, which leads to a disproportional increase of heavy precipitation. Besselaar et al. (2013) detected a decrease of the return period of extreme precipitation (5, 10 and 20 years) over Europe in the past 60 years between 2 and 58%. Berg et al. (2013) found a disproportional increase of high-intensity, convective precipitation with increasing temperature that goes beyond the Clausius-Clapeyron rate (7% per degree of temperature increase) compared to low-intensity, stratiform precipitation. The review of a number of regional studies on past precipitation trends in Europe by Madsen et al. (2014) suggested a tendency for increasing
extreme rainfalls. This trend seemed not to translate directly into positive trends in observed streamflow over large scales in Europe (Madsen et al., 2014). Similarly, Hodgkins et al. (2017) suggested that occurrence of floods with return periods of 25 to 100 years is dominated by multi-decadal climate variability rather than by long-term trends based on the analysis of more than 1200 gauges in Europe and North America. The study suggested that occurrence rate of larger floods (50 and 100 years) increased slightly stronger compared to smaller floods (25 years) in Europe over the past about 50 years.

It has been observed that increases in precipitation extremes often do not translate in increasing floods (Madsen et al., 2014; Sharma et al., 2018). This is attributable to other factors which modulates flood response, such as initial soil moisture. For example, Tramblay et al. (2019) found that, despite the increase in extreme precipitation, the fewer detected annual occurrences of extreme floods in 171 Mediterranean basins were likely caused by decreasing soil moisture. The relationship between the flow rate and the initial saturation state of the soil is often non-linear and the effect of antecedent soil moisture strongly depends on soil type and geology. The sensitivity of floods to initial soil moisture depends on flood magnitude, and runoff generation is more influential for smaller events. Vieux et al. (2009) analysed several watersheds in the Korean peninsula with a distributed hydrologic model and found that the sensitivity of the watershed response to the initial degree of saturation is dependent on event magnitude. Zhu et al. (2018) simulated peak discharges for return periods of 2 to 500 years for several sub-watersheds in Turkey River in the Midwestern United States and found that antecedent soil moisture modulates the role of rainfall structure in simulated flood response, particularly for smaller events. Grillakis et al. (2016) analysed flash flood events in two Greek and one Austrian catchments, and found higher sensitivity of the smallest flood events to initial soil moisture, compared to larger events. These results are consistent throughout the different regions and climates, confirming that the effects of initial soil moisture on flood response depend on flood magnitude.

Snow storage and melt are other important factors that modulate flood response in temperate and cold regions. Snowmelt represents the dominant flood generating process in northeastern Europe and rain-on-snow is relevant for regions in central and northwestern Europe (Berghuijs et al., 2019; Kemter et al., 2020). It was observed that in catchments where snowmelt and rain-on-snow are the dominant flood generating processes, the shape of the flood frequency curve is likely to flatten out at large return periods due to the upper limit of energy available for melt (Merz and Blöschl, 2003; Merz and Blöschl, 2008a). Reduction in spring and summer snow cover extents have been detected as a result of increasing spring temperature in the Northern Hemisphere (Estilow et al., 2015). Several studies from regions dominated by snowmelt-induced peak flows reported decrease in extreme streamflow and earlier spring snowmelt peak flows, likely caused by increasing temperature (Madsen et al., 2014). The effects of changing snow storage and melt on the flood frequency curves likely depend on flood regimes and mixing of different flood generating processes in the catchments. For example, in Carinthia, in the very south of Austria, the major floods tend to occur in autumn, and spring snowmelt floods represent a smaller fraction of events with small magnitude (Merz and Blöschl, 2003). Hence, changes in snow cover and melt are expected to mainly affect the smaller floods in these climates. In contrast, in northeastern Europe where snowmelt is the dominant flood generating process of both small and large floods, the effects of decreasing snowmelt are likely important for the entire flood frequency curve.

Overall, the contributions of different drivers to flood changes as a function of return period are currently not well understood. This is partly due to detection and attribution studies focusing generally on the mean annual flood. Several studies applied non-stationary frequency analysis to attribute past flood changes to potential drivers. These studies typically allowed the parameters of the probability distribution of floods to vary in time, using time-varying climatic covariates
(e.g. Prodocimi et al., 2014; Šrakov et al., 2016; Steirou et al., 2019) and, more rarely, catchment and river covariates (e.g. López and Francés, 2013; Silva et al., 2017; Bertola et al., 2019). They attempted to identify and select covariates in the non-stationary model that provide a better fit than the alternative stationary model to the flood data. However, these studies still aimed at attributing changes in the mean annual flood and did not separate the effects of drivers on floods associated with different return periods.

The aim of this chapter is to address two science questions: (a) Is it possible to identify the relative contributions of different rivers to observed flood changes across Europe as a function of the return period, and if so, (b) what is the magnitude and sign of these contributions across Europe? Regarding the first question, one possible outcome is for the data to provide evidence that the relative contributions differ, or alternatively, the data may contain insufficient information to separate the effects by return period. Regarding the second question, the interest resides in understanding the relative importance of potential drivers as a function of return period (and catchment scale), provided such information can be inferred from the data. In this study, we adopt a non-stationary flood frequency approach to attribute observed flood changes to potential drivers, used as covariates of the parameters of the regional probability distribution of floods. Extreme precipitation, antecedent soil moisture and snowmelt are the potential drivers considered. The relative contribution of the different drivers to flood changes is quantified through the elasticity of flood quantiles with respect to each driver.

### 4.2 Methods

#### 4.2.1 Regional driver-informed model

In this study, we use non-stationary flood frequency analysis to attribute observed flood changes across Europe (see e.g., Blöschl et al., 2019; Bertola et al., 2020) to potential drivers, used as time-varying covariates. In the spirit of Bertola et al. (2020), we formulate the flood model as a regional Gumbel model. The Gumbel distribution has two parameters (i.e. the location \( \mu \) and scale \( \sigma \) parameters) and its cumulative distribution function is:

\[
F_X(x) = p = e^{-e^{-\frac{x-\mu}{\sigma}}}
\]

The two Gumbel parameters can be inferred from knowledge of two flood quantiles, e.g., the 2-year and the 100-year flood. We adopt here the same alternative parameters as in Bertola et al. (2020), i.e. the 2-year flood \( q_2 \) and the 100-year growth factor \( x'_{100} \). The T-year flood can be obtained with the following relationship:

\[
q_T = q_2 \left(1 + a_T x'_{100}\right)
\]

where \( a_T = (y_T - y_2)/(y_{100} - y_2) \), with \( y \) being the Gumbel reduced variate, which is related to the return period by:

\[
y_T = -\ln \left( -\ln \left(1 - \frac{1}{T}\right) \right) = -\ln (-\ln p)
\]

We adopt the following change model accounting for catchment area:

\[
\begin{align*}
\ln q_2 &= \ln \alpha_2 + \gamma_2 \ln S + \alpha_2 \ln X_1 + \alpha_2 \ln X_2 + \alpha_2 \ln X_3 + \varepsilon \\
\ln x'_{100} &= \ln \alpha_0 + \gamma_0 \ln S + \alpha_0 \ln X_1 + \alpha_0 \ln X_2 + \alpha_0 \ln X_3 \\
\varepsilon &\sim \mathcal{N}(0, \sigma)
\end{align*}
\]
Where $X_1$, $X_2$ and $X_3$ are three covariates (i.e. time series of the potential drivers of flood change), $S$ is catchment area and the Greek symbols represent the parameters of the model to be estimated. The $\varepsilon$ term, here assumed normally distributed, accounts for additional local variability (i.e. not explained by catchment area and the covariates) of $q_2$.

The elasticity of the generic flood quantile $q_T$ with respect to the covariate $X_i$ is defined as:

$$S_{T,X_i} = \frac{X_i \partial q_T}{q_T \partial X_i} = \alpha_{2i} + \alpha_{gi} \left(1 - \frac{1}{1 + a_T x_i^{100}}\right)$$  \hspace{1cm} (4.5)$$

It represents the percentage change in $q_T$, due to a 1% change in $X_i$, i.e., how sensitive flood peaks are to changes of the drivers. However, the elasticity alone does not tell how much the flood quantiles have actually changed (in time) due to observed changes of the drivers. Hence, we define the contribution of $X_i$ to the changes in $q_T$ as:

$$C_{T,X_i} = X_i \frac{\partial q_T}{q_T \partial X_i} \cdot \frac{1}{X_i} \frac{dX_i}{dt}$$  \hspace{1cm} (4.6)$$

It represents the percentage change in $q_T$, due the actual change in $X_i$. The total change in $q_T$ due to the changes in the drivers, assuming that the contributions are additive, is:

$$\frac{1}{q_T} \frac{d q_T}{dt} = \sum_i C_{T,X_i} = \sum_i X_i \frac{\partial q_T}{q_T \partial X_i} \cdot \frac{1}{X_i} \frac{dX_i}{dt}$$  \hspace{1cm} (4.7)$$

A measure of relative contribution of $X_i$ to the change in $q_T$ is expressed here by:

$$R_{T,X_i} = \frac{\text{abs}(C_{T,X_i})}{\sum_i \text{abs}(C_{T,X_i})}$$  \hspace{1cm} (4.8)$$

where $\sum_i R_{T,X_i} = 1$

In the change model, the flood and covariates data are pooled and used simultaneously to attribute any observed changes in floods to their drivers. This pooling increases the robustness of the estimates (see e.g., Viglione et al., 2016) but requires an assumption of homogeneity. Specifically, we assume here that for a given return period and catchment scale, the elasticities of the flood discharges to their drivers are uniform within the region. We do allow the drivers to vary between catchments.

We frame the estimation problem in Bayesian terms through a Markov chain Monte Carlo (MCMC) approach, using the R package rStan (Carpenter et al., 2017) which makes use of a Hamiltonian Monte Carlo algorithm to sample the posterior distribution (Stan Development Team, 2018). For each inference, we generate four chains of 10 000 simulations each with different initial values and we check for their convergence. We use prior information on the model parameters to constrain their estimation to hydrologically plausible values (see Sect. 4.2.5).

### 4.2.2 Spatial correlation of floods

Spatial correlation of floods is not directly accounted for in the proposed regional change model of Sect. 4.2.1 and it may result in underestimated sample uncertainties (see e.g., Stedinger, 1983; Castellarin et al., 2008; Sun et al., 2014). Here, we adopt an approach proposed by Ribatet et al. (2012) and based on the work of Smith (1990), consisting in a magnitude adjustment to the likelihood function in a Bayesian framework, which accounts for the overall dependence in space and allows to obtain reliable credible intervals. The adjusted likelihood is defined as:

$$L^* (\theta, y) = L (\theta, y)^k$$  \hspace{1cm} (4.9)$$
where $L$ is the likelihood under the assumption of spatial independence, $\theta$ is the vector of unknown parameters and $k$ is the magnitude adjustment factor to be estimated, such as $0 < k \leq 1$ (see Appendix B). The magnitude adjustment factor $k$ represents the overall reduction of hydrological information in the data caused by the presence of spatial correlation and results in an inflated posterior variance of the parameters. If floods at different sites are spatially independent, $k$ is 1; on the contrary, if floods are strongly cross-correlated, $k$ assumes values close to 0. In this latter case, the sample uncertainty resulting from the adjusted likelihood will be larger, compared to the model where spatial cross-correlation is not accounted for. For further details on the adjustment to the likelihood and its application to hydrological data see Smith (1990), Ribatet et al. (2012) and Sharkey and Winter (2019).

### 4.2.3 Data

Consistently with Blöschl et al. (2019) and Bertola et al. (2020), we analyse long series of annual maximum discharges between 1960 and 2010, from 2370 hydrometric stations in 33 European countries (https://github.com/tuwhydro/europe_floods). Stations affected by strong artificial alterations (such as large reservoirs in the proximity of the gauges) are not included in this database (Blöschl et al., 2019). The location of the stations is shown in Fig. 4.1. Their contributing catchment areas range from 5 to 100 000 km$^2$ and the median record length is 51 years. The catchment boundaries relative to each hydrometric station are derived from the CCM River and Catchment Database (Vogt et al., 2007). Daily gridded precipitation and mean surface temperature is obtained from the E-OBS dataset (version 18.0e, resolution 0.1 deg; Cornes et al. (2018)). It covers the area 25N-71.5N x 25W-45E for the period 1950-2018.
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Fig. 4.1: Location of 2370 hydrometric stations in Europe and regions considered in this study. The size of the circles is proportional to the length of flood records. The grid size is 200 km. The black bordered region shows the size of the spatial moving windows analysed in Sect. 4.3.2. It consists of nine cells, corresponding to 600 km × 600 km, whose central cell is black shaded. Three regions analysed in Sect. 4.3.3, respectively located in northwestern, southern and eastern Europe, are shown with coloured circles and the shaded regions represent their central cells.

4.2.4 Drivers of flood change

Because stations with substantial artificial alterations are not included in the database, in this study we consider three potential climatic drivers of flood change: (i) extreme precipitation, (ii) antecedent soil moisture and (iii) snowmelt. For each driver we obtain catchment-averaged time series, as described in detail in the following paragraphs, which are used as covariates in the regional model of Sect. 4.2.1. Unlike Viglione et al. (2016), scale dependence is here accounted for by the data, as we use local (i.e. catchment-averaged) covariates, and not directly into the model.

Extreme precipitation

Daily series of catchment-averaged precipitation between 1960 and 2010 are calculated for each hydrometric station from the daily gridded E-OBS precipitation and the catchment boundaries.
For each station we identify a window around the average date of occurrence of floods \( \bar{D} \), in which extreme precipitation is considered to be typically relevant for the generation of the annual peaks. The width of the window \( w \) is set between 90 and 360 days and it is taken proportional to \( 1 - R \), with \( R \) being the concentration of the date of occurrence around the average date, through the following equation:

\[
w = 90 + (1 - R) \cdot 270 \text{[days]} \tag{4.10}
\]

\( \bar{D} \) and \( R \) are obtained with circular statistics (see Appendix C). The window of dates is centred around \( \bar{D} \), in a way that two thirds of the window occur before the average date of occurrence of floods (as shown in Fig. 4.2 for an example series in one example year). For each year in the period of interest, we calculate the 7-day maximum precipitation within the identified window (which varies between catchments but is fixed between years).

Fig. 4.2: Procedure used to obtain the time series of extreme precipitation and antecedent soil moisture index. The figure shows the daily series of catchment-averaged precipitation for one example station in one example year. The thick dashed magenta line represents the average date of occurrence of annual floods for the example station and the two thin dashed lines indicate the window of dates around the average date of occurrence, where extreme (7-day maximum) precipitation is selected (blue area). The respective preceding 30-day precipitation (green area) is representative of the antecedent soil moisture. The procedure is repeated for every year in the period of interest and every hydrometric station.

**Antecedent soil moisture index**

An index of antecedent soil moisture is obtained from daily catchment-averaged precipitation. For each year and each station, we calculate the 30-day precipitation preceding the 7-day window identified for extreme precipitation above. We use this index (for brevity, hereinafter referred to as ‘antecedent soil moisture’) based on precipitation instead of modelled soil moisture, as in Blöschl et al. (2019), in order to more strongly rely on observational data.
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Snowmelt

Similar to precipitation, daily series of catchment-averaged temperature between 1960 and 2010 are obtained for each hydrometric station. We calculate daily series of catchment-averaged snowmelt according to a simple degree-day model (Parajka and Blöschl, 2008) as a function of mean daily air temperature $T_A$ and precipitation $P$:

$$M = \begin{cases} 
0 & \text{for } T_A < T_m \\
\min (\text{DDF} \cdot (T_A - T_m); P_s) & \text{for } T_A \geq T_m 
\end{cases}$$

(4.11a)

$$P_S = \begin{cases} 
P & \text{for } T_A < T_s \\
P \cdot \frac{T_R - T_A}{T_R - T_S} & \text{for } T_S \leq T_A \leq T_R \\
0 & \text{for } T_A > T_R 
\end{cases}$$

(4.11b)

Where $M$ and $P_S$ are the daily snowmelt depth and snow water equivalent storage, DDF is the degree day factor and $T_m$, $T_s$ and $T_R$ are the temperature thresholds that control the occurrence of melt, snow and rainfall, respectively. Here we assume $T_m = T_s = 0^\circ C$, $T_R = 2.5^\circ C$ and DDF = 2.5 mm day$^{-1}$ °C$^{-1}$ (Parajka and Blöschl, 2008; He et al., 2014). For each station, the time series of 7-day maximum snowmelt is obtained from daily snowmelt, using the same procedure illustrated above for the case of extreme precipitation.

As in Bertola et al. (2019), this study aims at attributing flood changes to the long-term evolution of the covariates rather than their year-to-year variability. For this reason, we smooth the annual series of the drivers with the locally weighted polynomial regression LOESS (Cleveland, 1979) using the R function `loess`. The subset of data over which the local polynomial regression is performed is 10 years (i.e. 10 data-points of the series) and the degree of the local polynomials is set equal to 0, which is equivalent to a weighted 10-year moving average.

In this chapter, we select the potential drivers within the average season of occurrence of floods, as opposed to Chapter 3. This is necessary in order to take into account the large variability in flood types and seasonality across European regions, which is not observed within Upper Austria. Furthermore, in this chapter we separate the contribution of extreme precipitation (7-day maximum precipitation) and antecedent soil moisture (30-day precipitation antecedent the 7-day maximum window), while annual total precipitation is used in Chapter 3 as an indicator of both event precipitation and antecedent moisture conditions. This is because the climatic drivers are here used simultaneously in the non-stationary model (Sect. 4.2.1) as opposed to Chapter 3 where the potential atmospheric drivers were alternatively used (Sect. 3.3.4)."

4.2.5 A priori on model parameters

In the attribution analysis we use informative priors on the parameters controlling the relationship between flood and covariate changes (Bertola et al., 2019, see). This is done because we do not want to use the time patterns of the covariates $X_i$ only to discriminate between drivers, which may lead to spurious correlations, but to hydrologically ‘inform’ the attribution analysis. Therefore, we set a priori constraints on the model parameters, based on qualitative reasoning and on prior literature. Given the covariates considered in this study, the elasticities of flood quantiles to the drivers (defined in Eq. 4.5) are expected to be positive (i.e. we expect the
changes in $X_i$ and $q_T$ to have the same sign). For $T=2$ and $100$ years, this translates respectively into:

\[
\begin{align*}
\alpha_{2i} & > 0 \\
\alpha_{2i} + \alpha_{gi} \left(1 - \frac{1}{1 + x_{100}'}\right) & > 0
\end{align*}
\]

(Eq. 4.12a)

(Eq. 4.12b)

Eq. 4.12a represents the lower limit for the elasticity parameters of $q_2$. The lower limit for $\alpha_{gi}$ is obtained from Eq. 4.12b and depends on $\alpha_{2i}$ and on the growth factor:

\[
\alpha_{gi} > -\frac{\alpha_{2i}}{1 - \frac{q_2}{q_{100}}}
\]

For simplicity, we assume $q_{100} = 2q_2$ as a reasonable approximation valid for Europe (Blöschl et al., 2013b; Alfieri et al., 2015), and we simplify Eq. 4.13 to:

\[
\alpha_{gi} > -2\alpha_{2i}
\]

The prior distributions of $\alpha_{2i}$ and $\alpha_{gi}$ are modelled as normal distributions $\mathcal{N}(0, 2)$ with truncated lower tail, as summarised in Tab. 4.1. For the remaining parameters we set an improper uniform prior distribution.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Meaning</th>
<th>Lower limit</th>
<th>Distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_{21}$</td>
<td>Elasticity of $q_2$ to $X_1$</td>
<td>0</td>
<td>Truncated normal</td>
</tr>
<tr>
<td>$\alpha_{22}$</td>
<td>Elasticity of $q_2$ to $X_2$</td>
<td>0</td>
<td>Truncated normal</td>
</tr>
<tr>
<td>$\alpha_{23}$</td>
<td>Elasticity of $q_2$ to $X_3$</td>
<td>0</td>
<td>Truncated normal</td>
</tr>
<tr>
<td>$\alpha_{gi}$</td>
<td>Elasticity of $x_{100}'$ to $X_1$</td>
<td>$-2\alpha_{21}$</td>
<td>Truncated normal</td>
</tr>
<tr>
<td>$\alpha_{g2}$</td>
<td>Elasticity of $x_{100}'$ to $X_2$</td>
<td>$-2\alpha_{22}$</td>
<td>Truncated normal</td>
</tr>
<tr>
<td>$\alpha_{g3}$</td>
<td>Elasticity of $x_{100}'$ to $X_3$</td>
<td>$-2\alpha_{23}$</td>
<td>Truncated normal</td>
</tr>
</tbody>
</table>

Tab. 4.1: A priori on model elasticity parameters

### 4.2.6 Regional analyses

Following the spatial moving window approach of Bertola et al. (2020), we identify several regions of size 600 km $\times$ 600 km across Europe, which overlap by 200 km in both directions. We fit the regional flood change model of Sect. 4.2.1 to pooled flood and covariate data of sites within each region. The resulting 200 km $\times$ 200 km grid cells are shown in Fig. 4.1 and each of the considered regions is composed of nine adjacent cells, (e.g. the black bordered region in Fig. 4.1). In each region, we estimate the elasticity of $q_2$ and $q_{100}$ to the drivers $X_i$ and the contribution of each driver to flood changes, obtained by multiplying the elasticity by the average driver trend in the region (Eq. 4.6). In regions where the average 7-day maximum snowmelt is less than 2 mm/day, only extreme precipitation and antecedent soil moisture are considered as potential drivers (i.e. Eq. 4.4a and 4.4b are modified by removing the contribution of $X_3$). The resulting elasticity and contribution are plotted in the central 200 km $\times$ 200 km cell of the region (e.g. the shaded cell in the black bordered region in Fig. 4.1). The rationale of the homogeneity assumption is that the spatial windows, given their size, have rather homogeneous climatic conditions (and hence flood generation processes and processes driving flood changes) relative to the overall variability within Europe. In a second step, the elasticities of flood quantiles to the drivers and their contributions
to flood change are further analysed as a function of the return period, for three regions located respectively in northwestern, southern and eastern Europe (see Fig. 4.1).

### 4.3 Results

#### 4.3.1 Drivers of flood change

Time series of catchment-averaged (i) extreme precipitation, (ii) antecedent soil moisture and (iii) snowmelt are obtained for each hydrometric station for the period 1960-2010, as described in Sect. 4.2.4 Figure 4.3 shows maps of the mean value and the change of these drivers in the period of interest. Extreme precipitation (Fig. 4.3a) exhibits its largest mean values in central and western Europe, particularly in the Alpine region and on the western Atlantic coast. Positive changes of extreme precipitation are observed in the Alpine region, northwestern and central Europe, Scandinavia and Poland; negative changes are observed in southern countries and in few spots in central Europe (Fig. 4.3d). Similar spatial patterns appear for antecedent soil moisture (Fig. 4.3b and 4.3e), but the negative changes tend to be more widespread and with stronger (negative) magnitude. Mean snowmelt is largest in northeastern Europe and in the Alpine region (Fig. 4.3c). Its changes are mostly negative across all Europe, with the exception of the very North and few isolated spots (Fig. 4.3f).

![Fig. 4.3: Mean value and change of catchment-averaged extreme precipitation (a,d), antecedent soil moisture (b,e) and snowmelt (c,f) for each station over the period 1960-2010.](image-url)
4.3.2 Contributions of the drivers to flood change across Europe

The obtained time series of catchment-averaged extreme precipitation, antecedent soil moisture and snowmelt are used as covariates in the regional driver-informed model. Figure 4.4 shows maps of the elasticity of the 2-year flood $q_2$ and the 100-year flood $q_{100}$ to each of the three drivers, as defined in Eq. 4.5, resulting from fitting the regional model to the pooled flood and covariate data in moving windows across Europe. The value of the posterior median of the elasticities is shown together with the 90% credible bounds. The elasticity of $q_2$ to extreme precipitation (Fig. 4.4a) is large (0.6 to 1.5) in western, central and southern Europe and lower values (0 to 0.25) are observed in northeastern Europe. Similar values of elasticity to extreme precipitation are observed for the 100-year flood across Europe (Fig 4.4b), with small differences in northeastern Europe. This means that the elasticity of flood quantiles to extreme precipitation does not vary much with return period. In contrast, the elasticity of flood quantiles to soil moisture decreases with return period (Fig. 4.4b and 4.4e) and it is largest in southern Europe (0.25 to 0.6). Overall, the elasticities of $q_2$ and $q_{100}$ to soil moisture are smaller than those to extreme precipitation. The elasticity of floods to snowmelt is largest in northeastern Europe (Fig. 4.4c and 4.4d), where values above 1 are observed (i.e. a change of 1% in snowmelt translates into a change in flood quantiles larger than 1%). In northeastern Europe the elasticities of $q_2$ and $q_{100}$ to snowmelt are similar, while in central Europe and the Balkans they decrease with the return period.
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Fig. 4.4: Elasticity of the 2-year flood $q_2$ (upper panels) and the 100-year flood $q_{100}$ (lower panels) to extreme precipitation (a, d), antecedent soil moisture (b, e) and snow melt (c, f). The median value of the posterior distribution of the elasticity is shown in each region with colours and the size of the white circles is proportional to the respective 90% credible bounds. The maps are shown for hypothetical catchment area of 1000 km$^2$.

Figure 4.5 shows maps of the contributions of each of the three drivers to changes in $q_2$ and $q_{100}$, as defined in Eq. 4.6. They are obtained by multiplying the elasticities of flood quantiles to the drivers by the actual changes (in % per decade) in the drivers over the period 1960-2010 (Eq. 4.6) and represent the change in flood quantiles, in % per decade, caused by the change in a specific driver. Extreme precipitation (Fig. 4.5a and 4.5d) contributes positively to flood changes in northwestern and central Europe, and negatively in southern and eastern Europe. The absolute value of the contributions of extreme precipitation appears to slightly decrease when moving from $q_2$ to $q_{100}$. Antecedent soil moisture contributes mostly to negative flood changes in southern Europe (Fig. 4.5b and 4.5e) and the magnitude of this contribution decreases with the return period. The contributions of snowmelt to changes in $q_2$ and $q_{100}$ are predominantly negative and marked in Eastern Europe, with small differences towards smaller contributions in absolute values with return period (Fig. 4.5c and 4.5f). In contrast, snowmelt contributes to positive flood changes in Scandinavia, and to a lesser extent for $q_{100}$ than for $q_2$. Overall the uncertainties associated with the contribution of the drivers to changes in $q_{100}$ do not seem to increase much compared to $q_2$. 
In order to further investigate the differences in terms of (absolute) contributions of the drivers to changes in large (i.e. $q_{100}$) versus small floods (i.e. $q_2$), we compute for each driver the ratio between these two quantities (Fig. 4.6). In the case of extreme precipitation (Fig. 4.6a), the ratio between its contributions to changes in $q_{100}$ and $q_2$ is between 0 and 1 in the Atlantic region, Spain, Italy, the Balkans, southern Germany, Austria and Finland, i.e., in these regions the contribution of extreme precipitation to changes in $q_{100}$ is smaller, in absolute value, compared to changes in $q_2$. In southern France, eastern Europe and Turkey the opposite is observed (i.e. the ratio is larger than 1). Antecedent soil moisture and snowmelt generally contribute less to changes in $q_{100}$ compared to $q_2$ (Fig. 4.6b and 4.6c). Large uncertainties in the ratio of elasticities are observed in northeastern Europe, in the case of extreme precipitation and antecedent soil moisture (Fig. 4.6a and 4.6b), and in southern Europe, in the case of snowmelt (Fig. 4.6c), and they result from values of the contribution of the drivers to $q_2$ that are close to zero in these regions (see Fig. 4.5).
Fig. 4.6: Same as Fig. 4.4, but for the ratios of the contributions of extreme precipitation (a), antecedent soil moisture (b) and snow melt (c) to changes in $q_{100}$ relative to $q_2$. Values below 1 (red colour) indicate that the contribution of the driver to $q_{100}$ is smaller than the contribution to $q_2$; values above 1 (blue colour) indicate that the contribution of the driver to $q_{100}$ is larger than the contribution to $q_2$.

Finally, for each region we obtain the relative contribution of the three drivers to changes in $q_2$ and $q_{100}$, as defined in Eq. 4.8 (Fig. 4.7). The relative contribution of extreme precipitation is the largest of all the drivers in most of western and central Europe for both $q_2$ and $q_{100}$ (Fig. 4.7a and 4.7d). The relative contribution decreases somewhat with return period in northwestern Europe, while the opposite is the case in the South. In southern Europe antecedent soil moisture has the largest relative contribution to changes in $q_2$ (Fig. 4.7b) and its relative importance tends to decrease for more extreme floods (Fig. 4.7e). The relative contribution of snowmelt to flood changes clearly prevails in eastern Europe, with slightly decreasing strength for the higher return period.
Fig. 4.7: Same as Fig. 4.4, but for relative contributions of extreme precipitation (a, d), antecedent soil moisture (b, e) and snow melt (c, f) to changes in $q_2$ and $q_{100}$.

### 4.3.3 Contributions to flood change of the drivers in northwestern, southern and eastern Europe

In this section we select three example regions among those analysed in Sect. 4.3.2, located respectively in northwestern, southern and eastern Europe (see Fig. 4.1). For these three regions we further show in Fig. 4.8 the elasticities of floods to the drivers (first row), the contributions (second row) and relative contributions (third row) of the drivers to flood change, as a function of the return period. In northwestern and southern Europe, snowmelt is excluded from the potential drivers as it does not represent a relevant process for most of the catchments in these regions (see Fig. 4.3c). In northwestern Europe extreme precipitation and antecedent soil moisture contribute positively to flood change, with extreme precipitation representing the most important driver. Its contribution to flood trends decreases with return period, while the contribution stays almost constant in the case of antecedent soil moisture (Fig. 4.8d and 4.8g). In southern Europe extreme precipitation and antecedent soil moisture represent both important drivers. The elasticity of floods to extreme precipitation is larger than that to antecedent soil moisture (Fig. 4.8b). However, antecedent soil moisture contributes (negatively) to a larger extent to flood changes for small return periods (i.e. $T=2$-10 years). Its contribution decreases in absolute values with increasing return period (Fig. 4.8e). For more extreme events ($T>10$ years) the relative contribution of extreme precipitation increases and becomes comparable to that of antecedent
soil moisture (Fig. 4.8h). In eastern Europe snowmelt is clearly the dominant driver at all return periods (Fig. 4.8c, 4.8f and 4.8i).

Fig. 4.8: Contributions of drivers to flood changes as a function of the return period in three regions (columns), respectively located in northwestern, southern and eastern Europe. Elasticity of floods to the drivers (a, b, c), contribution (d, e, f) and relative contribution (g, h, i) of the drivers to flood change are shown in the rows. The thick lines and the shaded areas represent respectively the median and the 90% credible intervals of their posterior distributions. The results are shown for hypothetical catchment area of 1000 km².
4.4 Discussion and conclusions

In this study, we attribute the changes in flood discharges that have occurred in Europe during the period 1960-2010 (Blöschl et al., 2019; Bertola et al., 2020) to potential drivers as a function of the return period, while previous detection and attribution studies have generally focused on the mean flood behaviour. In particular, we compare the relative contribution of extreme precipitation, antecedent soil moisture and snow melt to changes in the median and the 100-year flood. The attribution study is framed in terms of a non-stationary flood frequency analysis and the parameters of the distribution are estimated in a regional context with Bayesian inference.

Our results suggest that in northwestern and eastern Europe, changes in small and large floods are driven mainly by one single river, which dominates at all return periods. In northwestern Europe, extreme precipitation contributes to changes in both $q_2$ and $q_{100}$ for the most part and the contribution of antecedent soil moisture is of secondary importance. Similarly, in eastern Europe, snowmelt clearly drives flood changes at all return periods. In southern Europe both antecedent soil moisture and extreme precipitation significantly contribute to flood changes and their relative importance depends on the return period. Antecedent soil moisture contributes the most to changes in small floods (i.e. $T=2$-$10$ years), while the two drivers contribute with comparable magnitude to changes in more extreme events ($T>10$ years). Given the relative driver contributions and their credible bounds obtained in the analysis, the findings suggest that it is indeed possible to identify the relative contributions to $q_2$ and $q_{100}$ clearly.

The contribution of extreme precipitation is positive in northwestern Europe (about 3.3 to 2.8% per decade in Fig. 4.8) and decreases slightly with return period. In contrast, extreme precipitation in southern Europe contributes to 37 to 45% of the negative flood changes (corresponding to -2.2 to -1.8% per decade), depending on the return period. The contribution of antecedent soil moisture is negative in southern Europe and decreases in absolute value (from -3.8 to -2.3% per decade) with the return period. Finally, snowmelt strongly contributes to negative flood changes (about -3% per decade) in a similar way at all return periods. The sum of the contributions of the drivers of Fig. 5 is in overall agreement with the flood change patterns and trend magnitudes found by Blöschl et al. (2019) and Bertola et al. (2020), with the exception of Scandinavia, where the contributions of the drivers are all positive or close to zero, while mostly moderate negative flood trends were observed in previous studies (Blöschl et al., 2019; Bertola et al., 2020). This discrepancy points to other drivers not accounted for in the presented model, such as river regulation effects (Arheimer and Lindström, 2019), or non linear relationships between the drivers not captured by the model.

Prior information on the elasticities is used in order to ‘inform’ the attribution analysis, based on hydrological reasoning and the literature. Specifically, the prior distribution of the elasticities of $q_2$ and $q_{100}$ to the drivers are assumed positive. This is because any changes in the considered covariates are expected to translate into flood changes with the same sign. In practice, the prior distribution of the elasticity of $q_{100}$ is reflected in a lower bounded prior distribution on the elasticity of the growth factor $x_{100}'$, which depends on the ratio between $q_{100}$ and $q_2$ (Sect. 4.2.5). For simplicity, we assume this ratio approximately equal to 2. This assumption is reasonably valid for humid catchments (see e.g., Blöschl et al., 2013b) and is in overall agreement with flood maps of the mean annual flood and $q_{100}$ in Europe presented by Alfieri et al. (2015). However, in arid regions, larger values of this ratio (e.g. 4, see Blöschl et al., 2013b) would be more appropriate (corresponding to stricter priors on the elasticity of the growth factor) because the flood frequency curves tend to be steeper.

We fitted the change model of Sect. 4.2.1 to the pooled flood and covariate data of several regions across Europe, where elasticities of flood quantiles to their drivers are assumed homogeneous. This assumption is reasonable because of the spatial proximity of the catchments that is reflected...
into similar climatic conditions, flood generation processes and processes driving flood changes. The attribution analysis is thereby performed at the regional scale, where average regional contributions of the decadal changes in the drivers to average regional trends in flood quantiles are estimated. Figure 4.8 shows the contributions of the drivers to flood changes as a function of the return period for three regions selected respectively in northwestern, southern and eastern Europe. Similar results would be obtained by fitting the model to larger regions over northwestern, southern and eastern Europe, that present comparatively homogeneous flood regime changes and processes driving flood changes (e.g. the three macro-regions in Blöschl et al. (2019) and Bertola et al. (2020)).

Overall the obtained uncertainties associated with the contribution of the drivers to changes in $q_{100}$ do not seem to increase much compared to $q_2$, while a relevant increase would be reasonably expected. These results are valid under the assumption of the adopted model (i.e. Gumbel distribution) which may be too stringent. The model assumptions could be relaxed (e.g. adopting a Generalized Extreme Value distribution) in order to allow for larger model flexibility.

Spatial cross-correlation of floods at different sites is taken into account through an approach based on a magnitude adjustment to the likelihood. This results in larger uncertainties of the posterior distribution of the estimated parameters, compared to the case where floods are considered spatially independent.

As already noted, one of the main assumptions in our analysis is that the three drivers, i.e., extreme precipitation, soil moisture and snowmelt, are the only candidates for explaining river flood changes. The effects of other drivers not accounted for in this study, such as land cover change or river regulation, are probably not very large at the scale of Europe as we are focusing on catchments with minimum alteration. However, in contexts where anthropogenic alterations are important it will be useful to extend the analysis for such effects. This attribution analysis may be repeated with catchment (e.g. land-use or land-cover changes) and river drivers (e.g. construction of reservoirs in the catchment) in addition to atmospheric covariates, if detailed information about changes in land-use/land-cover and river structures were available for European catchments and flood data of affected stations were collected.

This study complements recent research on past changes in European floods by formally attributing the detected trends to potential drivers (i.e., extreme precipitation, antecedent soil moisture and snowmelt) as function of return period. The proposed method allows to identify the relative contribution of different drivers to changes in flood quantiles and to estimate the sign and magnitude of these contributions. The results show that in northwestern and eastern Europe changes in both the 2-year and the 100-year flood are driven by a single driver only (i.e. respectively extreme precipitation and snowmelt), while in southern Europe two drivers contribute to flood changes (i.e. soil moisture and extreme precipitation), with different relative contributions depending on the return period. Even though this study focuses on observed flood changes, the understanding of past processes is a fundamental step for the prediction of flood changes in future climate scenarios.
Chapter 5

Summary of the results and overall conclusions

This thesis complements recent research on flood regime changes in Europe (see e.g., Blöschl et al., 2017; Mangini et al., 2018; Blöschl et al., 2019; Kemter et al., 2020) in terms of both flood change detection and attribution to potential drivers. The results presented in this thesis contribute to a better understanding of the flood regime changes occurred in Europe during five decades (i.e. 1960-2010), by assessing regional flood trends as a function of the return period, as typically only changes in mean flood characteristics were investigated, and by estimating the relative contribution of three relevant climatic drivers to these trends. Two original approaches for the attribution of flood changes are proposed and applied at different scales.

In Chapter 2, regional trends of selected flood quantiles (i.e. the median and the 100-year flood), and the related uncertainties, are estimated and compared across Europe with a regional non-stationary flood frequency analysis, for different hypothetical catchment sizes between 1960 and 2010. Distinctive patterns of flood regime change are identified for large regions across Europe which depend on flood magnitudes and catchment areas. Results show that in northwestern Europe the trends in flood magnitude are generally positive. In small catchments (up to 100 km²), the 100-year flood increases more than the median flood, while the opposite is observed in medium and large catchments. In southern Europe flood trends are generally negative. The 100-year flood decreases less than the median flood and, in the small catchments, the median flood decreases less compared to the large catchments. In eastern Europe the regional trends are negative and do not depend on the return period, but catchment area plays a substantial role: the larger the catchment, the more negative the trend.

In Chapter 3 a data-based attribution approach is proposed for selecting which driver best relates to variations in time of the flood frequency curve. This approach considers three groups of potential drivers (i.e. atmospheric, catchment and rivers system drivers) and consists in comparing and selecting alternative driver-informed models at the local (catchment) scale, based on an information criterion. The parameters of this attribution model are estimated by Bayesian inference. Prior information on one of these parameters (i.e. the elasticity of flood peaks to each driver) is taken from the existing literature to increase the robustness of the method to spurious correlations between flood and covariate time series. The application of this approach to a case study, consisting of 96 gauges in Upper Austria where flooding has become more intense during the last 50 years, made possible to identify changes in daily rainfall as the most probable cause of flood change, as well as to exclude the influence of human intervention on catchments and rivers.

In Chapter 4 we extend the approach of Chapter 3 to estimate the relative contributions of potential drivers to the flood changes detected in Chapter 2. The attribution model, based on regional non-stationary flood frequency analysis, is applied to European flood and covariate data and aims at attributing the observed trend in the median and the 100-year flood to specific drivers. Extreme precipitation, antecedent soil moisture and snowmelt are the potential drivers considered in this chapter. Catchment area is here implicitly taken into account by the use of local (i.e. catchment-averaged) covariates in the model. Results show that, in northwestern Europe, extreme precipitation mainly contributes to changes in both the median ($q_2$) and 100-year
flood \( (q_{100}) \), while the contributions of antecedent soil moisture are of secondary importance. In southern Europe, both antecedent soil moisture and extreme precipitation contribute to flood changes, and their relative importance depends on the return period. Antecedent soil moisture is the main contributor to changes in \( q_2 \), while the contribution of the two drivers to changes in larger floods \((T>10\text{ years})\) are comparable. In eastern Europe, snowmelt drives changes in both \( q_2 \) and \( q_{100} \).

The results presented in this thesis are valid under the assumptions carefully described in each chapter and ways to overcome them are discussed. In particular, for simplicity and robustness, we assume flood peaks to follow the Gumbel distribution (Extreme Value distribution type I). Other distributions typically recommended by national guidelines, such as the generalized extreme distribution (GEV), could also be assumed. Salinas et al. (2014b) analysed the suitability of several two- and three-parameter distributions for flood frequency analysis in Europe. They showed that the Gumbel distribution well represents sample L-moment ratios in medium to large catchments, while the GEV distribution is the most suitable and versatile distribution for all catchment scales and climates, among those analysed. However, because the estimate of the GEV shape parameter is typically associated with high uncertainties (Coles and Tawn, 1996; Papalexiou and Koutsoyiannis, 2013) and in regional analyses it is often assumed constant for all sites within a region (see e.g. Renard et al., 2006a; Lima et al., 2016), we assume it equal to 0 (i.e. we assume a Gumbel distribution). The analyses presented in this thesis could be repeated relaxing this hypothesis and assuming more flexible distributions, such as the GEV distribution. Based on Salinas et al. (2014b) we expect this assumption to have effects mainly in arid and small catchments, which are typically associated with more skewed distributions.

In this thesis, log-linear and log-log non-stationary models are adopted to describe the potential relationships between floods and time (Chapter 2) or time-varying covariates (Chapter 3 and Chapter 4). The advantage of using log-linear and log-log models is that the elasticity of floods to the covariates (expressed as a percentage change) is directly represented by a parameter of the regression model. Other relationships with time or time-varying covariates could be investigated, such as linear (e.g. Renard et al., 2006b; Šraj et al., 2016; Steirou et al., 2019) or polynomial functions (e.g. Silva et al., 2017). The choice of the non-stationary model has clearly an effect on the results of the attribution analysis, which strongly depend on the model type and on the selected covariates. For instance, non-linear relationships between the drivers may be not captured by the assumed models or useful drivers (or combination of drivers) may have been left out.

The regional models of Chapter 2 and Chapter 4 are applied to several regions across Europe under the homogeneity assumption. This assumption is supported by evidence of flood similarity in terms of flood seasonality and trends in the mean annual flood (Blöschl et al., 2017; Blöschl et al., 2019), but this is not formally tested in this thesis, for which new methods should be developed ad hoc. In the attribution analyses (Chapter 3 and Chapter 4) we also make the assumption that flood changes can be fully explained by one driver, or by a combination of drivers, among those considered. In few sites or regions this resulted in difficulties to attribute observed flood trends to the pre-selected set of drivers and highlighted the need to further expand the analysis to other potential drivers.

Spatial cross-correlation of floods in regional analyses is taken into account through an approach based on a magnitude adjustment to the likelihood function in the Bayesian framework (Chapter 2 and Chapter 4). This approach consists in scaling the likelihood with a proper exponent and results in inflating the posterior variance of the estimated parameters, reflecting the overall effect of spatial dependence in the data (see Appendix B). Other approaches to obtain confidence intervals that account for spatial dependence may be adopted, such as bootstrap techniques (Efron, 1982; Efron and Tibshirani, 1986) with frequentist inference. These techniques allow to obtain
an approximation of the distribution of a statistic of interest from a large number of synthetic samples, generated by resampling the initial data with replacement. Moving block bootstrap (Künsch, 1989; Liu, Singh, et al., 1992) is adopted for bootstrapping time series, where the actual sequence of observations is relevant. It consists of resampling blocks of observations rather than single data points. This approach can be extended to spatial data by block bootstrapping in the same way in all data (spatial) dimensions. The advantage of this technique is that it preserves the cross correlation between timeseries without requiring its explicit estimation. The disadvantage is that it is computationally intensive, and it is sensitive to the size of the blocks (Wilks, 1997).

Unlike in Chapter 3, the effect of river structures on floods was not investigated in Chapter 4 because hydrometric stations strongly affected by dams were not included in the European flood database. In the next research phase, flood data from sites under anthropogenic effects will be collected and the effect of the construction of reservoirs on flood changes across Europe will be investigated.

This thesis contributes to the advancement of flood hydrology in two ways. First, it proposes two new data-based attribution approaches to formally identify drivers (Chapter 3) and estimate their contributions to flood changes as a function of return period (Chapter 4), at the local and regional scales. These approaches may be generalized and applied in other regions, where the explanation of past flood changes are of interest. Second, this thesis improves the understanding of past flood regime changes across Europe and it represents a continental-scale detection and attribution study. It shows differences between trends in big and small flood events and provides explanatory drivers. These results are useful for interpreting decadal changes in flood magnitudes at the regional scale. The understanding of past flood changes is important for better informed flood management strategies.
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Appendix A

Number of stations

Fig. A.1: Number of stations in each 600x600 km region, stratified by catchment size: (a) 10 to 100 km$^2$, (b) 100 to 1000 km$^2$, (c) 1000 to 10 000 km$^2$ and (d) 10 000 to 100 000 km$^2$. The value representative for the region is plotted in the respective central 200x200 km cell.
Fig. A.2: Total number of stations in each 600x600 km region. The value representative for the region is plotted in the respective central 200x200 km cell. The three macro-regions analysed in Chapter 2 are also represented: northwestern (1), southern (2) and eastern (3) Europe.
Appendix B

Adjustment to the likelihood

Regional frequency analyses typically assume spatial independence between time series and, when some degree of spatial dependence is apparent in the data, it may result in underestimating the variance of parameter estimates (Stedinger, 1983). Smith (1990) proposed a method for computing standard errors that accounts for spatial dependence using a modified covariance matrix. The asymptotic distribution of the maximum likelihood estimator \( \hat{\theta} \) of the independence likelihood is:

\[
\hat{\theta} \sim N(\theta^0, n^{-1}H^{-1}VH^{-1})
\]  

(B.1)

where \( \theta^0 \) is the value of the true value of \( \theta \) and \( H^{-1}VH^{-1} \) is the modified covariance matrix, where \( H = -E\nabla^2l(\theta^0, y) \) and \( V = \text{cov} \nabla l(\theta^0, y) \). If the assumption of spatial independence is correct, we have that \( H = V \) which leads to the conventional approximation \( \text{cov} \hat{\theta} \sim H^{-1} \). The matrix \( H \) is approximated by the observed information matrix \( \nabla^2l(\hat{\theta}, y) \) and \( V \) is estimated by decomposing the likelihood into independent yearly contributions.

Based on the work of Smith (1990), Ribatet et al. (2012) proposed a method based on a magnitude adjustment to the likelihood function in the Bayesian framework, which accounts for the overall dependence in space and allows to obtain reliable credibility intervals. The adjusted likelihood is defined as:

\[
L^*(\theta, y) = L(\theta, y)^k
\]  

(B.2)

where \( L(\theta, y) \) is the likelihood under the assumption of spatial independence, \( \theta \) is the vector of unknown parameters, and \( k \) is the magnitude adjustment factor to be estimated, such as \( 0 < k \leq 1 \). Ribatet et al. (2012) proposed to set:

\[
k = \frac{p}{\sum_{i=1}^{p} \lambda_i}
\]  

(B.3)

where \( p \) is the number of parameters in the independence likelihood and \( \lambda_i \) are the eigenvalues of the matrix \( H^{-1}V \). This adjustment ensures that the expected value of the deviance function of the adjusted likelihood converges to that of the full (unavailable) likelihood. The magnitude adjustment to the likelihood results in inflating the asymptotic posterior variance of the parameters estimated, while parameter estimates are unchanged (Ribatet et al., 2012):

\[
\hat{\theta} \sim N(\theta^0, np^{-1}tr(H^{-1}V)H^{-1})
\]  

(B.4)

The magnitude adjustment factor \( k \) represents the overall reduction of hydrological information in the data caused by the presence of spatial correlation. For further details about the method and its application to hydrological data, see Smith (1990), Ribatet et al. (2012) and Sharkey and Winter (2019).
Appendix C

Seasonality of floods

As in Blöschl et al. (2017), the average date of occurrence of floods $\bar{D}$ and the concentration $R$ of the date of occurrence around the average date are obtained with circular statistics, by conversion of the date of occurrence of a flood in the year $i$ into an angular value $D_i$:

$$
\bar{D} = \begin{cases} 
\tan^{-1} \left( \frac{\bar{y}}{\bar{x}} \right) \cdot \frac{\bar{m}}{2\pi} & \bar{x} > 0, \bar{y} \geq 0 \\
\tan^{-1} \left( \frac{\bar{y}}{\bar{x}} + \pi \right) \cdot \frac{\bar{m}}{2\pi} & \bar{x} \leq 0 \\
\tan^{-1} \left( \frac{\bar{y}}{\bar{x}} + 2\pi \right) \cdot \frac{\bar{m}}{2\pi} & \bar{x} > 0, \bar{y} \leq 0 
\end{cases} \quad (C.1a)
$$

$$
R = \sqrt{\bar{x}^2 + \bar{y}^2} \quad (C.1b)
$$

with:

$$
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} \cos \theta_i \quad (C.2a)
$$

$$
\bar{y} = \frac{1}{n} \sum_{i=1}^{n} \sin \theta_i \quad (C.2b)
$$

$$
\theta_i = D_i \cdot \frac{2\pi}{m_i} \quad (C.2c)
$$

Where $n$ is the number of peaks registered at that station, $m_i$ is the number of days in the year $i$ and $\bar{m}$ is the average number of days per year. When floods occur equally throughout the year $R = 0$, while $R = 1$ when floods always occur on the same date.
Appendix D

Drivers in northwestern, southern and eastern Europe

Fig. D.1: Smoothed time series (LOESS) of the drivers for each of the analysed regions in northwestern, southern and eastern Europe, as defined in Fig. 4.1. Thin lines represent catchment-averaged time series and thick lines represent the median value over the region.