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Abstract

The Android platform is undoubtedly the most popular platform for smartphones, with
thousands of new applications becoming available daily and billions of app installations
each year. Ethereum is the most popular smart contract platform, with thousands
of applications on the blockchain serving as trading platforms and providing other
functionalities. Due to these platforms’ popularity, security issues in their applications
may reach a catastrophic scale with ease. Several prominent automated techniques help
to reveal security problems in applications at the early stages of expansion. One such
technique is static analysis. This thesis focuses on the design of static analysis techniques
for Android apps and smart contracts distributed in the form of low-level code (bytecode).

After installation, an Android app may get access to a set of sensitive information
sources (e.g., location data). Unfortunately, exposure of such information to third parties
has led in the past to several cases of privacy breach, and continues to be a serious
threat. In this thesis, we tackle information flow propagation in the bytecode of Android
applications by sound Horn-clause based abstraction techniques. This work will be the
first to use Horn-clause based techniques in the context of security analysis. Moreover,
we prove that our approach is sound, that is, our approach provides guarantees for its
results. As a consequence, it can be used to show the absence of explicit data leaks
in an app. Furthermore, Horn-clause based abstraction techniques are not limited to
information propagation tasks, that is, our techniques can be used to show any kind of
program property expressed as a reachability property. In addition, our Horn-clause based
techniques scale to large codebases, benefit from the advancements in Satisfiability Modulo
Theory solving, and allow for favorable performance with respect to the state-of-the-art.

We instantiate the principles that were obtained while developing the analysis techniques
for Android applications in the context of Ethereum smart contracts distributed in the
form of Ethereum Virtual Machine (EVM) bytecode. Smart contracts are programs mainly
used to perform financial operations (e.g., auctions) on cryptocurrency blockchains (e.g.,
Ethereum). Recent attacks demonstrate that certain vulnerabilities in smart contracts
might cause severe money loss and an overall decrease of trust in the technology. Therefore,
security analysis of EVM bytecode is in the focus of the research community. This thesis
presents two results which establish the foundations for sound security analysis of EVM
bytecode. First, the semantics of EVM bytecode is mechanized for the first time and
tested against the official Ethereum test suite. This result facilitates both the design

ix
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of analysis techniques and establishing their correctness properties. Second, this thesis
provides the first sound Control Flow Graph reconstruction solution for EVM bytecode,
that is, our analysis guarantees that reachable parts of the code are never pruned. This
guarantee is required by a number of security properties for smart contracts. We also
develop a tool implementing our analysis and successfully evaluate it on a big collection
of real-world contracts.
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Preface

The results of this thesis are based on the research work conducted during my Ph.D.
studies.

Chapter 2 and Chapter 3 encompass the results of the collaboration with Stefano
Calzavara, and Matteo Maffei presented at the 1st IEEE European Symposium on
Security and Privacy (EuroS&P) [CGM16] in March 2016.

Chapter 4 and Chapter 5 are based on the joint work with Stefano Calzavara, Adrien
Koutsos, and Matteo Maffei presented at the 30th IEEE Computer Security Foundations
Symposium (CSF) [CGKM17] in August 2017.

[CGM16] and [CGKM17] describe two static analysis frameworks for Android applications:
flow-insensitive and flow-sensitive for the heap elements. The author of the present thesis
is the main contributor to these works, with Adrien Koutsos contributing significantly to
the development of the theory backing the flow-sensitive part.

Chapter 6 presents the outcomes of the work with Clara Schneidewind and Matteo Maffei
accepted for publication at the 7th International Conference on Principles of Security
and Trust (POST) [GMS18a] and presented in April 2018. In this chapter we contribute
by performing a formalisation in F* of a substantial fragment of EVM semantics. This
result enables verification solutions based on F* encoding and facilitates establishing
machine-checked proofs for analysis techniques. Moreover, we compile F* into OCaml
and evaluate the executable semantics against the official EVM test suite. This work
received the EAPLS Best Paper Award at ETAPS 2018.

Finally, Chapter 7 and Chapter 8 focus on the results of the extensive research performed
with Clara Schneidewind, Markus Scherer, and Matteo Maffei accepted for publication and
expected to be presented in November 2020 at the 27th ACM Conference on Computer
and Communications Security (CCS) [SGSM20]. In this work we contribute by defining
a static analysis for EVM bytecode’s CFG reconstruction. Also we provide a proof of
soundness for our analysis technique, its implementation and further extensive evaluation
on real smart contracts.

xiii
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CHAPTER

Introduction

Due to Android’s growing popularity and its massive user base, vulnerabilities in Android
applications can have catastrophic effects on the privacy of users and the security of
their data. For instance, sensitive information of millions of users may leak to a third
party. In order to block vulnerable apps before they reach their users, the official market
requires the apps to go through a vetting procedure, i.e., apps are analyzed before they
are accepted. Static analysis techniques play a crucial role in vetting. The idea behind
static analysis is simple: it checks whether the app under analysis satisfies a property
(e.g., the absence of a particular flow) without executing it, but rather by looking at
static information, such as the app’s code.

Android applications are shipped to application markets as low-level code, namely, Dalvik
bytecode. This thesis presents two analysis frameworks for Dalvik bytecode that provide
different trade-offs between performance and precision. In contrast to the state-of-the-art,
our frameworks are the first to enjoy the soundness property, i.e., our analyses can be
used to show important security properties of Android apps. An example of such a
property is the absence of data leaks in the application. In particular, the task of the
analysis is to answer whether sensitive information can reach a place in the code where it
is leaked to a third party.

Like Android applications, Ethereum smart contracts also require analysis before they
become publicly available. Furthermore, Ethereum smart contracts are also distributed
as bytecode, in this case Ethereum Virtual Machine (EVM) bytecode. Smart contracts
are programs that operate on cryptocurrency blockchains. Often, they perform financial
operations, thus flaws in them may lead to money loss. For instance, flaws in the DAO
contract [thea] recently caused damage of sixty million dollars. Since smart contracts
cannot be patched after they are added to the blockchain, they must be thoroughly
analyzed before they are published. The scientific community has proposed several static
analysis techniques for smart contracts. Many of these techniques base their results on
the control flow graph (CFQG) reconstruction. This reconstruction requires a specific

1
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1.

INTRODUCTION

analysis that reveals which parts of the code are reachable due to the design of EVM
bytecode. A correct CFG is essential for the analysis of many security properties of
smart contracts, e.g., the one that captures the severe bug in the aforementioned DAO
contract. However, none of the existing CFG reconstruction solutions have a correctness
property, hence currently we cannot establish guarantees for any of their subsequent
analysis results. In order to bridge this gap, this thesis introduces the first sound static
analysis technique for CFG reconstruction of EVM bytecode. The soundness of our
analysis technique is shown with respect to the first mechanized concrete semantics of
EVM bytecode also introduced in this work.

We base our static analysis techniques for low-level code on Horn-clause based abstraction,
employed as an approximation technique for verification algorithms over recursive Horn
clauses. Intuitively, the goal is to build on state-of-the-art Satisfiability Modulo Theory
(SMT) and Datalog solvers [DMBO08a, JSS16] to check reachability properties by means
of Horn clause resolution.

1.1 Summary of Contributions

The first part of this thesis is dedicated to the static analysis of the bytecode of Android
applications. We follow a principled approach to the analysis of bytecode. First, we
formalize a concrete semantics to model the behaviour of applications. Second, we define
an abstraction of the concrete semantics to make the security analysis possible, as the
underlying reachability property (e.g., the absence of data leaks) is undecidable. Then,
we prove the soundness of our abstraction. Finally, we implement the resulting static
analysis and evaluate its performance.

Android applications have non-trivial semantics that reflects the reactive nature of the
application lifecycle (e.g., restarting and resuming an application can be performed
arbitrarily many times). Consequently, the number and order of updates are not available
statically for the heap elements shared among several lifecycle processes. For example, the
process happening on the app’s pause can share a heap element with a process happening
on the app’s resume, and since the user can perform a pause/resume sequence any time,
correctly tracking the state of the shared heap element is challenging. To address the
issue of non-deterministic heap updates, we consider two possible abstractions.

In our first abstraction, we employ the flow-insensitive treatment for all heap elements.
A flow-insensitive heap abstraction cannot forget the information about the heap. For
instance, once marked as containing sensitive information, a specific heap element will
remain marked as such forever. Although flow-insensitivity for heap elements helps our
first abstraction to compute correct heap approximations effectively, it comes at the cost
of precision. To illustrate the necessity of a more precise abstraction, let us consider
a simple app that writes private data to the heap and then overwrites it with public
data before sending the heap’s data to a third party: since all the heap elements are
flow-insensitive, our first abstraction falsely concludes that the private data reaches the
third party.
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1.1. Summary of Contributions

In our second abstraction, we address this precision problem via partial flow-sensitivity:
for some elements of the heap, the second abstraction will perform strong updates, that
is, eliminating the heap elements’ previous values. Achieving a correct flow-sensitive heap
abstraction is particularly challenging due to the reactive nature of Android applications.
For instance, the heap elements manipulated by the lifecycle processes must still be
updated weakly, i.e., the analysis still does not forget the previous values of these heap
elements after the update.

As we base our static analysis techniques on Horn-clause based abstraction, we specify
both abstractions (flow-insensitive and flow-sensitive for the heap elements) in terms of
Horn clauses and show that the abstractions are sound. Our abstractions are the first
ones that are sound, while supporting reasoning about arbitrary security properties of
Android applications expressed in terms of reachability, that is, our solutions are not
limited to pnly catching the aforementioned privacy leaks. For instance, our frameworks
can support correctness properties for arithmetic operations that may be used to reveal
overflows causing memory corruption and sensitive information disclosure. We implement
two tools that differ in the heap’s abstraction, namely, HornDroid (flow-insensitive) and
fsHornDroid (flow-sensitive). Furthermore, we evaluate our tools against two targets. The
first evaluation is performed on a benchmark designed by the static analysis community
to compare the performance of various analyzers in terms of precision and recall. During
this evaluation our solutions demonstrate favorable performance with respect to the state-
of-the-art. The second evaluation considers real-life applications to show the scalability
and applicability of the proposed analysis techniques.

The second part of this thesis is devoted to the problem of statically analysing Ethereum
smart contracts. The principles discovered while developing the framework for Android
applications in the first part of the thesis are applied in the context of Ethereum Virtual
Machine (EVM) bytecode. Nevertheless, applying such principles is not without certain
challenges, such as formalising the concrete semantics and reconstructing the control flow
graph (CFG).

Defining concrete semantics for Ethereum smart contracts has turned out to be demanding,
e.g., even the official specification [Wool4]| suffered from several inconsistencies. For this
reason we introduce the first semantic framework for EVM bytecode that provides a
mechanized version of the concrete semantics. The mechanization of the concrete EVM
semantics in the F* proof assistant allows us to test our semantics against the suite
provided by the Ethereum foundation.

In addition to non-trivial semantics, EVM bytecode is also characterised by problematic
control flow operations. In particular, EVM jump instructions transfer the control flow
to the targets extracted from the stack, in other words, the previous computations affect
the targets’ values. This makes control flow graph reconstruction for EVM bytecode
a challenging task. On the one hand, the analysis needs to be precise because heavy
over-approximations of the control flow lead to the code becoming intractable for the
analysis itself and any further analysis. For instance, an over-approximation may even
introduce nested cycles in a bytecode without loops. On the other hand, the analysis
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1.

INTRODUCTION

needs to be sound, i.e., the analysis should not prune reachable parts of the code since
they may introduce security issues, such as the one of the DAO contract mentioned earlier.
We address the CFG reconstruction challenge for EVM bytecode with the first sound
algorithm which is proven correct with respect to the previously mentioned concrete
semantics. Furthermore, we implement our algorithm and evaluate it on a massive corpus
of real smart contracts, achieving a 98% success rate, and demonstrating an improvement
on the performance of the state-of-the-art tools.

1.2 Structure of the Thesis

This thesis is organized into two parts:

e Chapter 2 presents the first sound framework for the static analysis of Android
applications based on a flow-insensitive heap abstraction which comes with a proof
of soundness described in Chapter 3. Chapter 4 presents an improvement of the
framework introduced in Chapter 2. In particular, the improvement allows for
providing flow-sensitivity to the analysis of heap elements. A proof of soundness
for the resulting framework is detailed in Chapter 5;

e Chapter 6 describes a semantic framework for Ethereum smart contracts. Chapter 7
discusses a static analysis for the control flow graph reconstruction of Ethereum
smart contracts. A soundness proof is presented in Chapter 8.



CHAPTER 2 .

A Practical and

Sound Static Analysis of Android

HornDroid
Applications by SMT Solving
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2.

HORNDROID: A PRACTICAL AND SOUND STATIC ANALYSIS OF ANDROID APPLICATIONS

BY SMT SOLVING

2.1 Introduction

The Android platform is by far the most popular choice for mobile devices nowadays,
with billions of applications routinely installed on a massive number of different phones
and tablets. Given this increasing popularity, personal information and other sensitive
data stored on Android devices constitute an attractive target for breaching users’ privacy
at scale by malicious application developers. Information flow control frameworks for An-
droid have thus emerged as a prominent research direction, with several different proposals
spanning from dynamic analysis [EGH"14, JAFT13, TR14, HHJ"11] to static analy-
sis [Z012, YY12, MS12, GCEC12, KYY'12, LLW*12, ARF*14, GKP*15, LBB"15].
Static analysis is particularly appealing for information flow control, given its ability to
provide full coverage of all the possible execution paths and the possibility to be employed
in the vetting phase, i.e., before the application is uploaded onto the Google Play store.

The most recent works in this area [ARF*14, GKPT15, LBBT15, WROR14] are impres-
sive in their efforts to support a significant fragment of the Android platform. Most
of them leverage existing static analysers by encoding Android applications in a suit-
able format, e.g., FlowDroid [ARF*14], DroidSafe [GKP*15], and IccTA [LBB*15] use
Soot [VRGH™'00], while CHEX [LLW*12] uses Wala [FD12]. Observing that existing
static analysers come with intrinsic limitations that limit the precision of the analysis
(e.g., Soot and Wala do not calculate all objects’ points-to information in a both flow- and
context-sensitive way), Amandroid [WROR14] relies on a dedicated data-flow analysis
algorithm.

Despite all this progress and sophisticated machinery, none of these tools achieves a
satisfactory degree of soundness: even on benchmarks written by the community and
consisting of simple programs (i.e., Droidbench [ARF*14]), for which the ground truth
is known, all existing tools miss several malicious leaks (false negatives). This, along
with the fact that none of these tools comes with a formal model or soundness proof,
makes one wonder how accurately these analyses capture all the subtleties of the Android
execution model, which is far from being trivial [PS14], and to which extent their results
are reliable on real-life applications, for which the ground truth is not known.

Furthermore, the lack of precise and fully documented analysis definitions complicates the
comparison between different approaches: for instance, there is no universal agreement
on a single notion of object-sensitivity [SBL11a], though object-sensitivity has been recog-
nized as crucial to support a precise analysis of real-world Android applications [ARF*14].
Hence, at the time of writing, the only way to grasp the relative strengths and weaknesses
of different static analysis tools for Android applications relies on an hands-on testing on
some common benchmark and a source code inspection of their implementation.

Our Contributions We present a fresh approach to the static analysis of Android
applications, i.e., a data-flow analysis based on Horn clause resolution [BMR12]. The
core idea is to soundly abstract the semantics of Android applications into a set of Horn
clauses and to formulate security properties as a set of proof obligations, which can be



2.2. Design and Motivations

automatically discharged by off-the-shelf SMT solvers. In particular:

e We prove the soundness of our analysis against a rigorous formal model of a large
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fragment of the Android ecosystem, covering Dalvik bytecode, the event-driven
nature of the activity lifecycle, and inter-component communication. While elabo-
rating the proof, we identified a few critical corner-cases that affect the soundness
guarantees provided by some of the previous static analysis tools for Android. We
believe that this formal model may constitute a foundational framework, serving as
a starting and comparison point for future work in the field;

We fine-tune the Horn clause generation in order to optimize precision and efficiency,
while retaining soundness. Being a data-flow analysis rather than a pure taint
analysis, our solution statically approximates runtime values, in contrast to most
of the previous works in the field [ARFT14, GKP'15, LBB'15]. This boosts the
precision of the analysis: for instance, it makes it possible to statically determine
whether a conditional branch will never be taken at runtime and ignore it. A salient
feature of our approach is the usage of SMT solving to discharge proof obligations.
From an engineering point of view, this allows one to fine-tune the analysis while
still building on off-the-shelf verification tools, thereby leveraging the continuous
advances in this field.

We develop a tool, called HornDroid, which implements the analysis described in the
formal model and complements it in order to support additional Android features,
such as reflection, exceptions, and threading. HornDroid automatically generates
Horn clauses from the application bytecode and relies on the state-of-the-art SMT
solver z3 [dMBO8b] for discharging proof obligations.

We conduct a performance evaluation on Droidbench, a collection of 120 pro-
grams written by the community, comparing HornDroid with IccTA [LBB*15]
(an extension of FlowDroid [ARF*14] to inter-component communication), Aman-
droid [WROR14] and DroidSafe [GKP*15]. HornDroid outperforms the competitors
in terms of sensitivity (i.e., soundness) and performance, while retaining a high
specificity (i.e., precision): HornDroid is the only tool that identifies all the explicit
information flows, it exhibits just one more false positive than Amandroid (the most
accurate tool), and it is one order of magnitude faster than IccTA and AmanDroid,
and two orders of magnitude faster than DroidSafe. Furthermore, we show that
HornDroid scales well to real-life applications from Google Play by a comparative
evaluation on the two largest applications from the Google Play Top 30, i.e., Candy
Crash Soda Saga and Facebook, which pose significant problems to existing tools.

2.2 Design and Motivations

Static information flow control for Android applications is a mature research area nowa-
days [Z012,YY12, MS12, GCEC12, KYY 112, LLW*12], with IccTA [LBB"15] (an exten-
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sion of FlowDroid [ARF™14] to inter-component communication), AmanDroid [WROR14]
and DroidSafe [GKP115] representing the state-of-the-art in this field. Although all these
proposals are impressive projects, which significantly advanced the area of information
flow control for Android applications, they all have significant limitations, motivating
the need for novel research proposals.

We make this need apparent by focussing on two important design choices where these
tools differ: wvalue-sensitivity and flow-sensitivity. It is instructive to highlight the import
of these choices in terms of both the soundness and the precision of the resulting static
analysis. Table 2.1 summarizes the design choices of the tools we consider, including
ours.

IeccTA | AD | DS HD
Value-sensitivity no yes | no yes
Flow-sensitivity yes yes | no | partial

Table 2.1: Design Choices for Static Analysis Tools

2.2.1 Value-sensitivity

Value-sensitivity is the ability of a static analysis to approximate runtime values and use

this information to improve precision, e.g., by skipping unreachable program branches [NNH99].

Concretely, consider the following code:

int x = 0;

for (int y = 0; y <= 10; y++) { x++; }
TelephonyManager tm =

String imei = tm.getDevicelId();

if (x == 0) { leak(imei); }

Though this code is perfectly safe, all the existing tools (IccTA, AmanDroid, and
DroidSafe) will identify it as leaky. IccTA and DroidSafe conservatively assume all the
program points to be potentially reachable. Even AmanDroid raises a false alarm for
this code, though it internally implements a dedicated data-flow analysis [WROR14].

Besides this simple example, there are many reasons why real-world static analysis tools
for Android applications should be value-sensitive to be practically useful. First, several
features of Java and the Android APIs, most notably reflection and dictionary-like
containers, e.g., intents and bundles, need value-sensitivity to be analysed precisely.
Second, the loss of precision entailed by value-insensitivity may creep and interact poorly
with other desirable features of the static analysis, e.g., context-sensitivity, which has
been deemed as crucial by previous studies [ARF*T14, GKP*15].

Context-sensitivity is the ability of the analysis to compute different static approximations
upon different method calls. To understand why the benefits of context-sensitivity can be
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voided by value-insensitivity, consider the following method, where we assume to know a
valid upper bound for the GPS location values:

void m (double x, double y) {
if (x <= MAX_X && y <= MAX_Y)

else
leak ("Invalid location:" + x + vy);

Context-insensitive static analyses would detect a dangerous information flow whenever
the method m is invoked at two different program points and one of these invocations
provides the location of the device in the actual parameters, while the other one provides
an invalid location. The reason is that the method m would be analysed only once, hence
the static analysis would detect that both public and confidential values may reach a
sink. Conversely, a context-sensitive analysis potentially has the ability to discriminate
between the two methods invocations and be precise, but the lack of value-sensitivity
would necessarily lead to the detection of a non-existent information flow.

Finally, it is worth noticing that value-sensitivity is crucial to support security-relevant,
value-dependent security queries (e.g., “Is the credit card number sent on HT'TP rather
than on HTTPS?” or “Is the picture actually uploaded on Facebook, as opposed to some
other untrusted website?”).

2.2.2 Flow-sensitivity

Flow-sensitivity is the ability of a static analysis to take the order of statements into
account and compute different approximations at different program points [NNH99]. To
understand its importance, consider the following code:

TelephonyManager tm =

String imei = tm.getDeviceId();
imei = new String("empty");
leak (imei) ;

Though the code above is safe, the flow-insensitive analysis implemented in DroidSafe
will identify it as leaky, since the variable imei does contain secret information at some
program point. Conversely, both FlowDroid and AmanDroid will correctly deem the
program as safe.

Clearly, it is tempting to target a flow-sensitive information flow analysis tool to achieve
a higher level of precision, but, as pointed out by the authors of DroidSafe [GKP*15],
flow-sensitivity is very hard to get right for Android applications, due to their extensive
use of asynchronous callbacks. Both FlowDroid and AmanDroid suggest to tackle this
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problem by introducing a dummy main method emulating each possible interleaving of
the callbacks defining the application lifecycle. Unfortunately, it is difficult to ensure
that the dummy main method construction is accurate and comprehensive, which leads
to missing malicious information flows [GKPT15].

2.2.3 HornDroid

Our tool, HornDroid, targets a sound and practical information flow analysis for Android
applications. We report on the design choices we made to hit the sweet spot between
these two potentially conflicting requirements.

HornDroid implements a value-sensitive information flow analysis. As anticipated, value-
sensitivity is crucial to support a practically useful analysis of real-world applications. The
analysis implemented in HornDroid is reminiscent of abstract interpretation, whereby a
computable abstract semantics over-approximates the operational semantics of a program.
As it is customary for abstract interpretation, the design of the analysis is parametric
with respect to the choice of a set of abstract domains, defining how runtime values are
statically approximated: one can then fine-tune the precision of the analysis by testing
different abstract domains. To ensure the scalability of our value-sensitive analysis, the
abstract semantics implemented in HornDroid is based on Horn clauses, whose efficient
resolution is supported by state-of-the-art SMT solvers [BMR12].

HornDroid performs a flow-sensitive information flow analysis on the registers employed
by the Dalvik Virtual Machine, while implementing a flow-insensitive analysis for callback
methods and heap locations. This is crucial to preserve the precision of the analysis,
without sacrificing soundness. We already mentioned that previous studies highlighted
that flow-sensitive analyses might quickly produce unsound results, due to the challenges
of predicting all the possible orderings of the Android callbacks [GKP*15]. Moreover,
while carrying out the soundness proof for HornDroid, we realized that static fields
are particularly delicate to treat in a flow-sensitive fashion. The reason is that static
fields provide a way to implement a shared memory between otherwise memory-isolated
components running in the same application. Given that the execution order of different
Android components is extremely hard to predict, due to their callback-driven nature,
it turns out that flow-insensitivity for static fields is in practice needed for soundness.
Indeed, since static fields can be used to exchange pointers to heap locations, a sound flow-
sensitive analysis for heap locations is in general hard to achieve. Our soundness proof,
instead, confirms that flow-sensitivity can be implemented for the registers employed by
the Dalvik Virtual Machine without missing any malicious information flow.

2.3 Operational Semantics
We base our technical development on p-Dalvik 4, a formal model of the Android semantics

obtained by extending the p-Dalvik calculus [JMF12] with a complete characterisation
of the activity-specific aspects of the Android platform [PS14].
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2.3.1 Background and Scope

Android applications are developed in Java and then compiled to a custom bytecode format
called Dalvik, which is run by the Dalvik Virtual Machine (DVM). Unlike Java VMs, which
are stack machines, the DVM adopts a register-based architecture. Android applications
are different from standard Java programs, since they are structured in components of four
different types: activities, services, content providers and broadcast receivers [Thel6a].
These components represent distinct entry points of the Android framework into the
application. Hence, the operational behaviour of an Android application does not simply
amount to the sequential execution of its bytecode implementation, but it heavily relies
on callbacks from the Android framework, as a reaction to user inputs, system events,
or inter-component communication. Different Android components, either in the same
application or from different applications, can communicate by exchanging intents, i.e.,
dictionary-like messaging objects. Intents may be sent either to a specific component
(explicit intents) or to any component which declares the will of providing a given
functionality (implicit intents).

In our formal model we consider Android applications consisting of activities only. We
focus on activities, since a tested semantics is available for them and because they exhibit
the most complicated lifecycle among all the component types [PS14]. Also, we only
model intra-application communication based on explicit intents: implicit intents are
mostly, if not only, used for inter-application messages. As we discuss in Section 2.5,
pu-Dalvik 4 does not cover all the Android features supported by HornDroid: the purpose
of p-Dalvik 4 is to ensure that the design principles at the core of HornDroid are sound
and that most of the Android-specific subtleties have been taken into due account.

2.3.2 Syntax

We write (7;)'<" for the sequence 71, ..., 7,. If the length of the sequence is immaterial,
we just write r* and we still let 7; stand for its j-th element. We represent the empty
sequence with a dot (). We let 7*[j — r’] be the sequence obtained from r* by replacing
its j-th element with 7’. A partial map is a sequence of key-value bindings (k; — v;)*,
where all the keys k; are pairwise distinct. Given a partial map M, let dom(M) stand
for the set of its keys and let M (k) = v whenever the binding k — v occurs in M. We
identify partial maps which are identical up to the order of their key-value bindings.

Table 2.2 provides the syntax of u-Dalviky programs. It is an extension of the original
p-Dalvik syntax [JMF12] with a few additional statements modelling method calls to
Android APIs used for inter-component communication.

A p-Dalvik 4 program P is a sequence of classes cls*, which in turn are defined by a class
name c, a direct super-class ¢/, some implemented interfaces c¢*, and a number of fields
fld* and methods mtd*. Field declarations f : 7 include the field name f and its type T,
while method declarations m : 7* 2 7 {st*} include the method name m, the argument
types 7", the return type 7, and the method body st*. The annotation n on top of the

11
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sinvoke ¢ m r*
return

newintent r; ¢
put—extra r; rp Ty
get—-extrar; rp T
start—-activity r;

P n= cls”
cls n= clsce<d imp ¢* {fld*; mtd*}
Tprim = bool | int | ...
T = c| Tprm | arrayl7]
fld = f:7
mtd = m:7" =1 {st*} . € Registers
€ N
st = goto pc pe
® = 4| = ...
] move lhs rhs o M
. f th DX — o ..
B o = <|>|..
| b1 Po Td Ts prim = true | false| ...
1nopg g 1 12 Ihs e
| new rq ¢ | rlr]
] newarray rq 1 T | "
| checkcast 75 T | c‘f
] llnstof rqTs T hs e Ihs
] invoke r, m r* )
| | prim
|
|
|
|
|

Table 2.2: pu-Dalviky Syntax

arrow tracks the number of local registers used by the method, which is statically known
in Dalvik.

We briefly discuss below the statements of the language. An unconditional branch
goto pc sets the program counter to pc. The statement move lhs rhs moves the right-
hand side rhs into the left-hand side [hs: here, lhs may be a register r, an array cell
r1[re], an object field r.f, or a static field c.f; rhs may be any of these elements or a
constant. A conditional branch ifg 71 ro then pe compares the content of two registers
r1 and ro using the comparison operator © and sets the program counter to pc if the
check is successful, otherwise it moves to the next instruction. We then have unary and
binary operations, represented by unopg, rq rs and binopg r4 1 72 respectively, where
rq is the destination register where the result of the operation must be stored and the
other registers contain the operands. Object creation is modelled by new r4 ¢, which
creates an object of class ¢ and stores a pointer to it in rg; array creation is similarly
handled by newarray rq 1 7, where rq is the destination register where the pointer to
the new array must be stored, r; contains the array length and 7 specifies the type of
the array cells. The type cast statement checkcast rg 7 checks whether the register r,
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contains a pointer to an object of type 7 and it moves to the next instruction if this is
the case, otherwise it stops the execution. The statement instof r4 rg 7 stores true in
rq if s points to an object of type 7, otherwise it stores false. A method invocation
invoke r, m r* calls the method m on the receiver object pointed by r,, passing the
values in the registers r* as actual arguments. The invocation of static methods is
modelled by sinvoke ¢ m r*. The return statement has no argument, rather there is
a special register r,.; for holding return values: the return value must be moved to 7.
by the callee before calling return.

The last four statements are used to model inter-component communication. Intent
creation is modelled by newintent r; ¢, which creates an intent for the activity ¢ and
stores a pointer to it in r;. The statement put-extra r; rp r, adds to the intent pointed
by r; a new key-value binding £ — v, where k and v are the contents of rp and 7,
respectively. The statement get-extra r; rp 7 retrieves from the intent pointed by
r; the value bound to key k, where k is the content of r;, provided that this value has
type 7. Finally, start-activity r; sends the intent pointed by r;, thus starting a new
activity. Throughout the chapter, we only consider well-formed programs.

Definition 1. A program P is well-formed iff: (1) all its class names are pairwise distinct,
(2) for each of its classes, all the field names are pairwise distinct, and (3) for each of its
classes, all the method names are pairwise distinct.

Notice that the last condition of the definition above is not restrictive, since overloading
resolution is performed at compile time in Java [Thec| and Dalvik bytecode thus identifies
methods through their signature, rather than their name. In our formalism, we then
suppose that method names are tagged with some distinctive information drawn from
their signature, so that we can identify each method of a given class just by its name.
Notice that two different classes can still define two methods with the same name, which
is important to model dynamic dispatching.

From now on, we focus our attention on some well-formed program P = cls*. Most of the
definitions we present in the chapter depend on P, but we do not make this dependence
explicit in the notation to keep it lighter.

2.3.3 Dalvik Semantics

Table 2.3 defines the semantic domains employed by the operational semantics of
p-Dalvik 4. Values include primitive values and locations, i.e., pointers to heap ele-
ments extended with an annotation A\. Annotations have no semantic import and are
only needed for our static analysis: we will discuss their role in Section 2.4.

A local configuration ¥ = -7 - H - S represents the state of a specific activity. It includes
a call stack «, a pending activity stack 7, a heap H, and a static heap S. A call stack
« is a list of local states, which is populated upon method invocation. Each local state
includes: (1) a program point pp = ¢, m, pc, where ¢ and m identify the invoked method,

13
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Pointers P € Pointers
Program points pp = c¢,m,pc
Annotations A = pp|c|in(c)
Locations l n= Py

Values u,v = prim | £
Registers R = (r—ov)*
Local states L = (pp-st*-R)
Call stacks a = ¢|L:a
Pending activity stacks m elinm
Objects 0 = Al (fr = v)*}
Arrays a = T[vY

Intents i = {Qc; (k — v)*[}
Memory blocks b = olali
Heaps H == ({—Db)*
Static heaps S u= (e.f—v)f
Local configurations b = a-w-H-S

Table 2.3: u-Dalviky Semantic Domains

while pc points to the next instruction to execute; (2) a list of statements st*, modelling
the method body; and (3) a map R binding local registers to their current value.

A pending activity stack 7 is a list of intents, which are treated as (untyped) dictionaries
in our formalism. As anticipated, for the sake of simplicity, we only consider explicit
intents in the formalisation, i.e., intents which are meant to be delivered to an activity of
a given class c: this class is specified after the ‘at’ symbol (@) in the intent syntax!. We
use 7 to keep track of which activities have been started by the activity modelled by the
local configuration.

Finally, a heap H is a mapping between locations and memory blocks, where each block
is either an object, an array or an intent. Object fields are annotated with their static
type, though we typically omit this annotation when it is unimportant. The static heap
S simply binds static fields to their corresponding value.

The small-step operational semantics of u-Dalvik 4 is defined by a reduction relation
3 ~~ Y. Reduction takes place by fetching the next statement to execute, based on the
program counter of the top-most local state of the call stack in ¥, and by running it to
produce Y. The definition of the reduction relation is lengthy, but unsurprising, and
it is given in § 3.1. The only point worth noticing here is that, when a new memory
block is created, e.g., by new, the corresponding pointer to the heap is annotated with
the program point ¢, m, pc where creation takes place.

!Extending the formalism to include implicit intents would not be difficult, but this would introduce
non-determinism on the choice of the receiving activity, thus making the presentation harder to follow.
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2.3.4 Activity Semantics

The operational behaviour of an activity does not depend only on its bytecode implementa-
tion, but also on external events, like user inputs and system callbacks. The event-driven
nature of Android applications gives rise to highly non-deterministic executions, which
are not trivial to approximate correctly by static analysis.

Formalizing Activities

We start by introducing a formal notion of activity.

Definition 2. A class cls is an activity class iff cls = cls ¢ < ¢ imp ¢* {fld*; mtd*} for
some ¢ < Activity. An activity is an instance of an activity class. We stipulate that
each activity has the following fields: (1) finished: a boolean flag stating whether the
activity has finished or not; (2) intent: a pointer to the intent which started the activity;
(3) result: a pointer to an intent storing the result of the activity computation; and (4)
parent: a pointer to the parent activity, i.e., the activity which started the present one.

We require that each activity has a (possibly empty) set of event handlers for user inputs:
given an activity class ¢, we let handlers(c) = {mi,...,m,} be the set of the names
of the methods of ¢ which may be dispatched when some user input event occurs. We
assume a set of activity states ActStates and a relation Lifecycle C ActStates x ActStates
defining the state transitions admitted by the activity lifecycle [PS14]. We assume that
each activity class ¢ has a set of callbacks for each activity state s, whose names are
returned by a function cb(c, s); for the running state we let cb(c, running) = handlers(c),
i.e., when an activity is running, any callback set for user inputs may be dispatched.

We then extend the syntax of u-Dalviky with the elements in Table 2.4. A frame ¢
includes a location ¢ pointing to an activity, a corresponding activity state s, a pending
activity stack 7 and a call stack «. Frames are organized in an activity stack €2, modelling
different activities executing in the same application: a single frame in €2 has the priority
of execution and is underlined. A configuration ¥ includes an activity stack €2, a heap H
and a static heap S.

Activity states s €  ActStates
Frames v u= ({s,ma)l| s, ma)
Activity stacks Q = ¢ | p = Q
Configurations ¥ == Q-H-S

Convention: each activity stack € contains at most one active (underlined) frame.

Table 2.4: Extensions to the Syntax of p-Dalvik 4
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Reduction Rules

Before presenting the formal semantics, we need to introduce some additional definitions.
We start with the notion of callback stack, identifying the admissible format of a call
stack for new frames pushed on the activity stack upon the invocation of a callback
from the Android system. Let sign(c,m) = 7% = 7 iff there exists a class cls; such that
cls; = cls ¢ < d imp ¢* {fld*;mtd*,m : 7 5 7 {st*}}. Let then lookup stand for a
method lookup function such that lookup(c,m) = (¢, st*) iff: (1) ¢ is the class defining
the method which is dispatched when m is invoked on an object of type ¢, and (2) st* is
the method body.

Definition 3. Given a location ¢ pointing to an activity of class ¢, we let ay s stand for
an arbitrary callback stack for state s, i.e., any call stack (¢/,m,0 - st* - R) :: £, where

(c, st*) = lookup(c, m) for some m € cb(c, s), sign(c',m) =71,...,7 ¢y + and:
R= ((Tz — O)igloc, Tloc+1 = ev (rloc—i—l-l—j = ’Uj)jgn)a

for some values vy, ..., v, of the correct type 7, ..., 7,.

In the definition, we let 0 be the default value for local registers. There is just one default
value for registers in the model, since registers are untyped in Dalvik. In the following, it
is also convenient to presuppose for each type 7 the existence of a default value 0, used
to initialize fields of type 7 upon object creation.

A tricky aspect of the operational semantics of activities, which has never been formalized
before, is the serialization of objects upon inter-component communication. Different
activities may exchange objects using intents, but these objects are never passed by
reference: rather, they are serialized at the sender side and a copy of them is created
at the receiver side. The intent itself is serialized upon communication. We formalize
this serialization routine by two mutually recursive functions serfl (v) = (v/, H') and
serp(b) = (V, H'), returning a serialized copy of their argument and a new heap where all
the pointers created in the serialization process have been instantiated correctly. We refer
to Table 2.6 below for the definition of the two functions. Their definition uses a set of
pointers I' to keep track of which pointers have already been followed in the serialization
process, so as to allow the serialization of memory blocks including self-references.

Finally, the operational semantics requires the following definition of successful call stack.
A successful call stack is the call stack of an activity which has completed its computation.

Definition 4. A call stack « is successful if and only if « = (pp - return - R) :: ¢ for
some pp and R. We let & range over successful call stacks.

Now we have all the ingredients to define the formal semantics of activities, which is
given by the reduction rules in Table 2.5 and Table 2.6. As anticipated, the rules closely
follow previous work by Payet and Spoto [PS14], which we extend to provide a more
accurate account of inter-component communication by modelling value-passing based
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on a serialization routine. We give a short explanation of all the rules, we refer to [PS14]
for a longer description.

Rule (A-AcTIVE) allows the execution of the statements in the active frame, using
the reduction relation for local configurations described in Section 2.3.3. Rule (A-
DEACTIVATE) models the situation where the active frame has run up to completion: the
frame loses priority and one of the other rules can be applied. Rule (A-STEP) models the
transition of the top-level activity from state s to one of its successors s’ in the activity
lifecycle: correspondingly, a new callback method is executed. Two side-conditions
constrain the possible state transitions, based on the presence of pending activities to
start and on whether the activity has finished or not.

Rule (A-DESTROY) models the removal of a finished activity from the activity stack. Rule
(A-BACK) models the scenario where the user hits the back button on the Android device
and the top-most activity gets finished by the system. Rule (A-REPLACE) corresponds
to screen orientation changes: the foreground activity is destroyed and gets replaced by a
fresh activity instance; notice that the new pointer to the heap is annotated with the
class of the activity. Rule (A-HIDDEN) models the scenario where a new activity (the
frame ¢) has come to the foreground and hides a previously running activity, which gets
stopped or destroyed by the system.

The starting of a new activity is modelled by rule (A-START). The top-most activity is
paused or stopped and there is some intent ¢ to be sent to c¢: the intent is serialized and
a new instance of ¢ is pushed on the activity stack, setting its intent field to a pointer
to the serialized copy of ¢ and setting its parent field to a pointer to the activity which
sent the intent. The pointer to the new activity is annotated with the class ¢, while
the pointer to the serialized copy of the intent gets the annotation in(c): again, this is
needed just for the static analysis and will be discussed later. Notice that, if multiple
activities need to be started, rule (A-Swap) allows a parent activity to substitute itself
to a child activity on the top of the activity stack, so that rule (A-START) can be applied
again to fire the remaining intents. Finally, rule (A-RESULT) allows a finished activity
in the foreground to return the result of its computation to the parent activity: the
parent activity gets a serialized copy of the result and becomes active by executing a
corresponding callback, bound to the onActivityResult state.

2.3.5 Examples

One reason why it is useful to have a formal semantics before devising a static analysis
technique is to pinpoint corner cases which may potentially lead to unsound analysis
results. We discuss two examples below.

Static Fields

Even though inter-component communication does not allow for the exchange of references,
activities in the same application can still share memory by using static fields. This is
apparent in the formal semantics, since the syntax of configurations ¥ contains a global
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(A-ACTIVE)
a-n-H-S~do -7 -H.S
Quls,ma)y:Q H-S=Q:{sr,o)y:Q H. .5

(A-DEACTIVATE)
Qulls,ma)y=Q -H-S=Q:{sma):Q -H-S

(A-STEP)
(s,8") € Lifecycle m# e = (s,5) = (running, onPause)
H(¢).finished = true = (s, ") € {(running, onPause), (onPause, onStop), (onStop, onDestroy)}
(U, s,ma@) = Q-H-S=({,s ,mopy) Q- H-8

(A-DESTROY)
H({).finished = true
Q:: (¢, onDestroy,m,@) = Q -H-S=Q:Q -H-S

(A-BACK)
H' = H[¢ — H({)[finished — true]]
(€, running, e, @) =: Q- H - S = (£, running,e,a) :: Q- H' - S

(A-REPLACE)
H) = {c; (fr — v)", finished — ul} o= {l¢; (fr — 0:)7, finished — falsel} H =H,p.+— o

(¢, onDestroy, m, @) :: - H - S = (pc, constructor, T, ap..constructory :: - H' - S

(A-HIDDEN)
p= (s, Q) s € {onResume, onPause} (s',s") € {(onPause, onStop), (onStop, onDestroy)}

e Qe s a@y:Q H-S=>puQu (s 7 ap ) Q -H-S

(A-START)
s € {onPause, onStop} i = {Qc; (k)" [} 0+ serpy(i) = (i, H') Pes Pin(e) & dom(H, H')
o={lc; (f- = 0,)", finished — false, intent — pj,, (., parent — ([} H" = H,H',pc  0,Djn(c) — 7

(U, s,im@) = Q- H-S = (pe, constructor, e, p, . constructor) :: (£, s, m, @) =2 Q- H' S

(A-Swap)
@ = (', onPause, e, @) H({).finished = true
p={({s,i:ma) s € {onPause, onStop} H({').parent = £
PupuQ H- S=>p:¢ Q- H-8S

(A-RESULT)

¢ = {{', onPause,c,a’) H({).finished = true o= {(s,¢e,q) s € {onPause, onStop}

H(¢).parent = £ 0 serv(H(C).result) = (¢, H') H" = (H,H)[£ — H()[result — £"]]
O e Q-H-S= (€, s, €, Q. onActivityResult) o uQ-H"- S

Conventions: the activity stack on the left-hand side does not contain underlined frames, but for the
first two rules.

Table 2.5: Reduction Relation for Configurations (- H - S = Q' - H' - §'), additional
definitions are in Table 2.6.
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2.3. Operational Semantics

pr €D
'+ sergal(px) = (V(p)\)7 )

't Ser{/lal(prim) - (pm'm, )

pr¢T  TUu{p}bserfu(Hpy)) = (b,H")  H' = H" v(py) = b
T+ sergal(pA) = (v(pr),H")

Vi [1,n]:TF sert (v;) = (u;, H;)  H' =Hy,..., H,
T sergy(r[(v:)™="]) = (7[(u;)"="], H')

Vie[l,n]:TF sertl (v;) = (u;, H;)  H' =Hy,..., H,
Tk serpy({c; (fi = 0)™=") = ({5 (fi = wi) ="}, HY)

Vi [1,n]:TF serth (v;) = (u;, H;)  H' =Hy,..., H,
Tk sergy({Qcs (ki = 0i) =" }) = (Q¢; (ks = ug)™="[}, H')

Conventions: in the serialization rules we assume the existence of a function v(__) assigning to
each pointer a fresh pointer with the same annotation, used to store the result of the serialization.

Table 2.6: Additional definitions and rules for Table 2.5

static heap S, which can be accessed by using publicly known names of static fields. We
then observe that the order of execution of different activities, or even different callbacks
inside the same activity, is tough to predict: for instance, the rules in Table 2.5 highlight
that even activities which are not on the top of the activity stack may become active and
execute callbacks by rule (A-HIDDEN). Also, the same callback may be executed multiple
times, since the Android system may routinely recreate an activity due to user activities
(e.g., screen orientation changes), which cannot be known statically, as modelled by rule
(A-REPLACE).

The implication on the static analysis is that it is extremely challenging to implement flow-
sensitivity on accesses to static fields without producing unsound results. Furthermore,
given that static fields may be used to share pointers to heap locations, flow-sensitivity
for heap accesses is also hard to achieve. Since we target soundness in this work, the
static analysis we devise in the next section is flow-insensitive on both static fields and
heap locations.

Serialization

Rule (A-START) of the operational semantics highlights that intents are serialized upon
inter-component communication. This means that, when a parent activity starts a child
activity, the latter operates on a copy of the intent sent by the former and not on the
same intent.

The implication on static analysis is that, although the callback bound to the onActiv-
ityResult state of the parent activity is always executed after the construction of the
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child activity, no change to the intent done by the child activity should overwrite the
original over-approximation of the intent computed for the parent activity when a result
is returned to it. This applies to any object which is serialized with the intent. The static
analysis in the next section provides a conservative over-approximation of this behaviour.

2.4 Static Analysis

The static analysis we propose works by translating an input program P into a corre-
sponding abstract program A, i.e., a set of Horn clauses modelling an over-approximation
of its semantics. By feeding these clauses to an automated theorem prover and by showing
the unsatisfiability of an appropriate logical formula, we can prove that some set of
undesired configurations is never reached by P.

2.4.1 Overview

The analysis is based on the syntactic categories in Table 2.7. We start by discussing
how values are approximated. We presuppose the existence of an arbitrary set of
abstract domains used to approximate primitive values: for each primitive value prim, we
assume that there exists a corresponding abstraction p/m%, e.g., integer numbers could
be approximated by their sign. Locations of the form ¢ = p,, instead, are abstracted
into their annotation A. An abstract value v is a set of elements drawn from either the
abstract domains or the set of annotations.

The different forms of annotations A provide insight on different aspects of the static
analysis. Program point annotations pp = ¢, m, pc are used to represent pointers to
memory blocks instantiated using the statements new, newarray and newintent: by
abstracting these elements with the program point where they are created, we implement
a plain-object-sensitive static analysis [SBL11b]. We chose it because it is well-understood
and convenient to both formalize and present. Class name annotations ¢, instead, are
used to represent activities in an object-insensitive way: different activities of the same
class c are all abstracted by the annotation c, since it is generally hard to discriminate
between different activity instances statically. Finally, we use the annotation in(c) to
abstract all the intents which are used to start an activity of class c.

Coming to memory blocks, our analysis is field-sensitive on objects, but field-insensitive
on both arrays and intents. It is easier to implement field-sensitivity for objects, since
field names are statically known in Java. Implementing field-sensitivity for arrays would
require precise information on array bounds and indexes; intents, instead, would need
an accurate string analysis, to deal with their dictionary-like programming patterns. It
would be possible to leverage existing proposals [DDA11] to implement a more precise
analysis in terms of field-sensitivity, but we propose a more straightforward framework
here to focus on the Android-specific aspects of the analysis. Notice that, just like the
objects they approximate, abstract objects 6 feature type annotations on their fields,
which are omitted when unimportant.
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2.4. Static Analysis

Facts f

Abs. registers Rpp(t*; t*)
Abs. heap entries H(t,t')
Abs. static fields Scf(t)
Abs. right-hand sides RHS, (%)

Abs. results
Abs. pending activities

Rescm(t*; t)
I(¢,¢))

Set membership tet

Subtyping t<t

Horn clauses Ve \ifi = f
Abs. programs A {f1,...,fn}
Abs. values a,0 u= 0| {prim} | {\}|0UD
Abs. objects ) m= Al (fr = 0)*}
Abs. arrays a = 7[0]

Abs. intents i = {Qc; o[}

Abs. mem. blocks b c= oal
Variables z,y € Vars

Constants k c= b T A
Terms t n= k| x|in(t)

Table 2.7: Abstract Domains and Analysis Facts

Abstract values and abstract memory blocks, plus all the types available in the analysed
program and the annotations, determine a universe of constants, ranged over by k. A
term t is either a constant k, a variable x drawn from a denumerable set Vars disjoint
from the set of constants, or an expression of the form in(¢') for some term ¢’. The set of
terms is used to define the syntax of facts f, logical formulas built on selected predicate
symbols used by the analysis.

The fact Re m pc (0¥ ; 0%) states that, whenever the method m of class c is invoked with some
arguments over-approximated by 4*, the state of the local registers at the pc-th statement
is over-approximated by ©*. The syntax of the fact highlights that: (1) the analysis is
flow-sensitive for register values, since it computes different static approximations at
different program points, and (2) method invocations are handled in a context-sensitive
way, where the notion of context coincides with the (abstraction of) the actual arguments
supplied to the method upon invocation. The fact H(A, l;) states that some location p)
refers to a heap element storing a memory block over-approximated by b at some point
of the program execution. Notice that the fact does not contain any program point
information, i.e., the analysis is flow-insensitive for heap locations, which is important
for soundness (see Section 2.3.5). Similarly, the fact Sc¢(0) states that the static field f
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of class ¢ contains a value which is over-approximated by ¢ at some point of the program
execution. The fact RHSpp(0) states that the right-hand side of the move statement at
program point pp evaluates to a value over-approximated by ©. The fact Resc m(4*; 0)
states that, whenever the method m of class ¢ is invoked with some arguments over-
approximated by 4%, its return value is over-approximated by ©. The fact I(c, 5) tracks
that an activity of class ¢ has sent an intent which is over-approximated by i. We then
have set membership facts t € t' and subtyping facts 7 < 7/ with the apparent meaning.

Finally, Horn clauses define the abstract semantics of programs. A Horn clause has the
form:
Yoy, ..., Ve, i NN, =

where all the variables of f1,...,f,,f belong to {z1,..., 2} and each variable of f occurs
among the variables of fi, ..., f,. Since most of the Horn clauses we present do not make
use of constants, to improve readability we omit the universal quantifiers in front of
Horn clauses and we just represent each variable occurring therein with a constant of the
expected type. The few exceptions where constants are actually used are disambiguated
using a sans serif font, e.g., we use c to denote the constant corresponding to the activity
class ¢ specifically, rather than some universally quantified variable standing for an
arbitrary activity class. We let an underscore (_) stand for any syntactic element
occurring in a Horn clause which is not significant to understanding.

2.4.2 Analysis Specification

Abstract Semantics of Dalvik

We start by presenting the abstract evaluation rules for right-hand sides, which are simple
and provide a good intuition on how the static analysis works. These rules are given in
Table 2.8.

(prim)pp = {RHSy ({prim})} (i pp = {Rop(__; ") == RHSy,(0:)}
(c.fhpp = {Scs(d) = RHSH(2)}
(ri-fpp = {Rop(_5 %) AX € 0 AHON, {Jes (f = '), f > @1}) => RHSp(2)}

(rilrjlhep = {Rep(__; 0") A X € 0 AH(A, 7[d]) = RHSpp(a0)}

Table 2.8: Abstract Evaluation of Right-hand Sides

To abstract a primitive value prim at any program point pp, we pick the corresponding
element Wn from the underlying abstract domain. To abstract the content of the
register r; at program point pp, we take the fact Ryp(_; 0*) and we return the i-th
abstract value 9;. To abstract the content of a static field c.f at any program point, we

take any fact Sc ¢(0) and we return the abstract value 9. Abstracting the content of the
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field f of an object at program point pp is slightly more complicated: if the pointer to
the object is stored in the register r;, we pick the i-th abstract value 9; from the fact
Rpp(__; ©*) modelling the state of the registers at pp; then, if 0; contains any pointer
abstraction A, we use it to match a corresponding abstract heap entry H(\, 6) and we
return the value of the field f of the abstract object 6 contained therein. We similarly
abstract the content of array cells: just notice that, since the representation of arrays is
field-insensitive, the index of the cell does not play any role in the static analysis.

The rules for abstracting a right-hand side are useful to define the abstract semantics
of the move statement. Other statements require some additional definitions. First, for
each comparison operator © and each primitive operation ®,® of the concrete semantics,
we presuppose the existence of a corresponding abstract operation &, ® and & defined
over the elements of the appropriate abstract domain. Then, given an abstract memory
block b, we define a function gme(i)) as follows:

c if b= {le; (f = 9)[}
get-type(b) = { array[r] if b= 7[0]
Intent if b= {Qc; o[}

Finally, we assume a function loo/k\up(m), which returns the set of classes which define
(or inherit) a method called m.

With these definitions, we are ready to introduce the abstract semantics of statements.

The idea is to define, for each possible form of statement st, a translation (|st]),, into

a set of Horn clauses, which over-approximate the semantics of st at program point pp.

The full formal semantics of the translation is given in Table 2.9 and explained below.

The rule for goto pc’ propagates the state of the registers at the current program
counter pc to pc’. The rule for ifg r; 7 then pc’ propagates the state of the registers
at the current program counter pc either to pc’ or to pc + 1, based on the outcome
of a comparison © between the abstract values 9; and ¥; approximating the content
of registers r; and r; respectively: both branches may be enabled, as the result of an
over-approximation of the contents of the registers. The two rules for unary and binary
operations just employ the appropriate abstract operation to update the approximation
of the content of the destination register r4. The four rules for the move statement rely
on the auxiliary rules for abstracting a right-hand side we introduced before: these rules
store their result in a RHS fact, which occurs in the premises of the Horn clause used to
update the abstraction of the left-hand side. The most interesting point to notice here is
that field-sensitivity or its absence has an import on how fields are updated: for objects,
we replace the old value of the field with the new one; for arrays and intents, instead, we
add the new value to the old approximation, since their abstraction over-approximates
the content of the entire data structure, rather than just the single element which is
updated. The rules for instof and checkcast use the g@e function previously
defined.
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(goto pc’pp ={Rpp(_; ") = Remper(; 07)}
(ife 7 7; then pc'|)pp = {Rop(__; ") A D; © 0j = Rempe(__; 0%)}U
{Rep(_5 07) A=(05 © 05) = Rc,m,chrl(_A’ o)}
(binopg ra 7i T5)pp ={Rep(_;9") = Rempetr(_; 0" [d 121 © 95])}
(unopg ra il)pe ={Rep(_; 0") = Remper1(_; 07[d = OB:])}
(move ra rhs|)pp = {RHSp(2") ARpp(__; 07) = Rc,m,chrl(_; 0" [d = ')} U (rhs) pp
(move ra[ridgs] ThS|)pp = {RHS(9") ARpp(__; 9°) AX € Dg AH(A, T[0']) = H(\, 7[0' UD"])}U
{Rpp(_; 0") = Rc,m,pc+1(f? ")} U (rhs))pp
(move ro.f ThS|)pp = {RHS(?") ARpp(__; 0*) AX € Do AHON, {5 (f/ — a")*, f = ') =
HO s (F 1), f H’f)”)|})}U
{Rpp(_; 0") = Rcmpc+1( ; 0 )}U {(rhs)) pp
(move c'.f rhs))pp = {RHSp,(0") = Sc ()} U {RPP( ") =
Rc m pC+1( 5 ﬁ*)} «ThS»PP R I
(instof 74 s T)pp ={Rpp(__; ") AX € 0s AH(A, b) A get-type(b) < 7 =
Rempet1(_; 0%[d v true])}U
{Rpp(__; 17*) AXEDs A H(/\ b) A get- type( by £ T —
Rc m,pc+1 (7 [d — false})}
(checkcast rs T)pp ={Rpp(__; AX€E s AH(A, D) A get- type(b) <7 = Remperi(_; 0%)}

")
(invoke 1o m’ (rij)jS Dpp = {Rep(__ 17 YAXE Do AHA{C; (f = @)*[}) /\/ci\g =
Rerr o 0((Di, )7S™ 5 (0 ) FStoc, (i, YE™Y | ¢ € lookup(m/)A

sign(c” m’)) (T])j<"lo—c> }U

{Rop(__5 D) AX € 9o AHA {5 (f = @) ) A <A
Resc” m’ ((A ])J§n7 Uret) =
R. m,ch( 0 [ret > Drey]) | ¢ € lookup(m’)}

*) = Rermro((03;)7=" 5 (0) 51, (83,157 |
loc

= (r})’=" 25 73U
A Resc’,m ((Ulj) jsn ; ﬁ:”et) - Rcvmvpc+l(—; ’D*[Tet = @;et})}

(sinvoke dm (7"1' ) ="Dpp = {Rep(__

{Rpp _; 0 ) e
(new ra ¢'Dpp ={Rpp(_; 0") = H(pp,{c’; (f = 0:)"[}}U

{Rep(__;07) = Rc,m,pt-&-lA(f? 0*[d — pp])}
(newarray 74 71 T|)pp ={Rpp(_; ") == H(pp,7[0-])}U

{Rpp s f)*) — Rc,m,pc+l(i; ﬁ*[d’_} PPD}
(return)y, = {Rop(02qu; 0°) = Rescm(0Zar s Oret)}

= Remper1(_; 97)}

= H(pp, {|@C7®|})}U

= Remper1(_; 9°[d — pp])}

(put-extra r; 1k 75)pp ={Rpp(__; ) AX € 0 AH(A, {|@c’ o'} = HO\ {ac;9" ud;}Hu
= Rempet1(_; ® )}

(
(
(
(
E
(start-activity ri)pp = {Rppgi7 )Y AN €D AHON {@Qc;al)) = I(c, {@c;a})}u
(
(
E
(_;0)AXNE D AHON {QC;9'}) = Remper1(__; 9%[ret — 9'])}

)
)
(newintent 74 ¢|)pp ={Rpp(__; 0%)
)
)
)
)

(get-extra i e 7)) pp ={Rpp

Table 2.9: Abstract Semantics of pu-Dalviky - Statements (let pp = ¢, m, pc)
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2.4. Static Analysis

The rule for invoke is the most complicated one, since it has to deal with dynamic
dispatching. The challenge here is that the name of the invoked method is statically
known from the syntax of the statement, but the method implementation is not, since
it depends on the runtime type of the receiver object, an information which is only

over-approximated when solving the Horn clauses, rather than when generating them.

We then use the method name and the number of arguments passed upon invocation
to narrow the set of possible classes of the receiver object, using the functions lo/ok\up
and sign, and we generate one Horn clause for each of them. We then rely on subtyping
to make the analysis precise, by imposing that a Horn clause generated for class ¢’ can

only be fired if the class ¢’ of (the abstraction of) the receiver object is a subtype of ¢”.

Besides implementing a sound approximation of the dynamic dispatching mechanism,
the rule for invoke generates additional Horn clauses used to propagate the abstraction
of the method return value from the callee to the caller: this is done by using a Res fact,
which is introduced by a return statement in the implementation of the callee, as we
discuss below. The rule for static method invocation follows a similar logic, but it is
significantly simpler, due to the lack of dynamic dispatching on static calls.

The rules for object and array creation create a new abstract heap entry H(\, l;), where A

is the current program point and b is the abstraction of a freshly initialized object/array.

The rule for return introduces a Res fact, storing an over-approximation of the method
return value; notice that the arguments ¢, supplied upon method invocation are
propagated in the Res fact, which is important to implement context-sensitivity, i.e., to
propagate the result to the right caller. The rule for start—-activity tracks that the
present activity c has sent an intent: an over-approximation of the intent is propagated
from the corresponding abstract heap entry into the | fact modelling the presence of a
pending activity which is about to start. The last rules for managing intents should be
easy to understand, based on the intuitions given for the other rules.

Abstract Semantics of Activities

We can finally introduce the abstract semantics of activities. Intuitively, it is defined by:
(1) the Horn clauses produced by translating each statement in the bytecode, and (2) a
small set of bytecode-independent Horn clauses, abstracting the event-driven behaviour
of activities. This is formalized next.

Definition 5. Let P = (cls;)*S" be a program where cls; = cls ¢; < ¢ imp ¢* {fld*;
(mtd;)I<hi} and mtd; = m;j: 7* loc, 7 {(stx)*=%ii}, we let (P]) be defined as follows:

(IPD = U (|5tk|)c¢,mj,k UR,

1<n,j<h;,k<s;;

where R stands for the union of all the rules in Table 2.10.

We explain the rules from Table 2.10. Rule Cbk simulates the invocation of a callback:
since we do not approximate the activity state in the abstract semantics, any callback
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Obk = {H(e e (o "D A< e = Remol(To " (00551, e, (T, /<) |
¢ is an activity class A 3s:m € ¢b(c, s) A sign(c’,m) =71,...,7 Loc, 7}
Fin = {H(e,{ec;(f — _)*, finished — _[}) = H(c,{c; (f — _)*, finished — Tpoo1l})}

Rep = {H(e.{le;(f- = )} = H(e,{e (fr = 0,)°[})}
Act = {I(c,{Qc;0})) = H(in(c), {Qc;a}) U
{I(Cl7 {\@C,@B’)) = H(Cv {|C; (fr = 07)%,

e

finished — false, parent — ¢, intent — in(c)[})}

Res = {H(,{d;(f" — _)*, parent — ¢, result — A} AH(c,{c; (f — _)* result — _|} =
H(c, {lc; (f — _)*, result — A} }

Sub = {7 <7 |7 <7 is a valid subtyping judgement}

Table 2.10: Abstract Semantics of p-Dalviky - Activity Rules

method bound to a state s of the activity lifecycle may be non-deterministically dispatched;
the statically unknown arguments supplied to the callback are abstracted by the top
element (T) of the abstract domain associated to their type, which is a sound over-
approximation of any value of that type. Rule Fin tracks updates to the finished field of
an activity in the abstract semantics: since it is hard to track whether an activity has
finished or not statically, the rule sets the field to the top element of the abstract domain
used to represent boolean value (Tpo01). Rule Rep approximates the behaviour of rule
(A-REPLACE) of the concrete semantics: the activity fields may be reset to their default
abstract value as the result of a screen orientation change.

Rule Act represents the starting of a new activity. If an intent has been sent by an
activity of class ¢ to start an activity of class ¢, we introduce: (1) a new abstract heap
entry to bind an abstraction of the intent to in(c), and (2) a new abstract heap entry to
bind an abstraction of the started activity to ¢. No serialization happens in the abstract
semantics: if an intent is used to send an object in the concrete semantics, a reference
to the corresponding abstract object is sent in our abstraction. This is sound, since our
analysis is flow-insensitive on heap values, hence no over-approximation of the original
object is ever lost as the result of an update to the heap at the receiver side. We then
have rule Res, which is used to communicate a result from a child activity to its parent,
thus simulating the behaviour of rule (A-RESULT) in the concrete semantics; again, no
serialization happens in the process, rather a pointer to the result is passed. Finally, rule
Sub corresponds to an axiomatization of the subtyping relationships for the analysed
program.

2.4.3 Formal Results

The soundness of the analysis is proved using representation functions, a standard ap-
proach in program analysis [NNH99]. The representation function /cyy maps an arbitrary
configuration ¥ into a corresponding set of facts A, modelling an over-approximation
of W. Its definition is lengthy, but unsurprising, e.g., each element ¢ — b of the heap is
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2.5. Experiments

converted into an abstract heap entry H(A, 3), where X is the annotation on ¢ and b is an
abstraction of b. After defining 8¢y, we introduce a partial order T on analysis facts,
with the intuitive understanding that f C f whenever f is a more precise abstraction
than f’. The partial order is then lifted to abstract programs by having A <: A’ if and
only if vfe A:3f e A’ fCf.

Our main theorem states that any reachable configuration in the concrete semantics is
over-approximated by some set of facts which is provable using the abstract semantics
of the program and an abstraction of the initial configuration. The proof is parametric
with respect to the choice of the abstract domains/operations used for primitive values,
provided they offer some minimal soundness guarantees. This allows for choosing different
trade-offs between efficiency and precision of the analysis.

Theorem 1 (Preservation). If ¥ =* W' under a program P, there exists A :> Bonf V')
such that:
(P) U Bon(¥) FA.

By providing an over-approximation of any reachable configuration of the concrete
semantics in terms of a corresponding set of facts, the theorem can be used to prove the
absence of undesired information flows of sensitive data into local registers of selected
sink methods. In particular, we leverage the theorem to develop a provably sound taint
analysis, based on standard ideas. We refer to § 3.2 for full details.

2.5 Experiments

We developed HornDroid, a static analysis tool for Android applications based on our
theory. HornDroid implements a sound, fully automatic taint analysis aimed at detecting
malicious information flows in Android applications. The analysis is based on a publicly
available database of sources and sinks specific to the Android platform [RAB14].

w02 B0k
Bytecode

Figure 2.1: HornDroid Architecture

The architecture of HornDroid is shown in Figure 2.1. Given an Android application
as an input, HornDroid generates Horn clauses defining an over-approximation of the
application semantics, following the formal specification in Section 2.4; the choice of
the underlying abstract domains and operations implements a simple taint propagation
logic. The Horn clauses are encoded in the SMT-LIB format supported by many popular
SMT solvers, including our choice z3 [dMBO08b]. HornDroid automatically generates
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analysis queries based on its database of sources and sinks? and the unsatisfiability of the
queries is verified using the Property-Directed Reachability (PDR) engine implemented
in z3 [HB12]. If no query is satisfiable, no information leak from a source to a sink may
occur in the analysed application.

2.5.1 Evaluation on DroidBench

DroidBench [ARF*14] is a set of small applications which has been proposed by the
research community as a testing ground for static information flow analysis tools for
Android. The current version of the benchmark (2.0) includes 120 test cases, featuring
both leaky (positive) and benign (negative) examples. We tested IccTA, AmanDroid,
DroidSafe and HornDroid on this benchmark, the results are summarized in the confusion
matrix in Table 2.11, reporting the number of true positives (¢p), true negatives (tn),
false positives (fp) and false negatives (fn) produced by the tools.

Output
leaky benign
IccTA/AD/DS/HD | IccTA/AD/DS/HD
leaky | tp:64/70/89/96 | fn:36/30/11/4
benign | fp:8/5/10/6 | tn:11/14/9 /13

Table 2.11: Confusion Matrix on DroidBench

IccTA does not detect 36 out of 100 leaky applications, AmanDroid misses 30 and
DroidSafe still misses 11. Most of the leaks missed by IccTA and AmanDroid are due to
flow-sensitivity and some callbacks which are not correctly detected by the analysis; as to
DroidSafe, we do not have definite answers on the unsound results, given the sheer size
of the project and the lack of complete documentation. HornDroid performs much better
than all its competitors on DroidBench, since it only misses 4 leaky applications: all
these cases are related to implicit flows, which are not covered by standard taint analyses
(and our formal proof).

But even better, despite the strong security guarantees it provides, the analysis performed
by HornDroid is not overly conservative, since it detects as potentially leaky only 6 out of
19 benign applications. We notice that 3 of these false alarms are due to flow insensitivity
of the heap abstraction, one to an over-approximation of exceptions, and 2 to an over-
approximated treatment of inter-app communication. Only AmanDroid is more precise,
since it produces one less false positive; on the other hand, it misses many more malicious
information flows than HornDroid (30 vs 4). For the sake of completeness, we report in
Table 2.13 a full breakdown of the experiments on DroidBench, omitting the cases where
all the tools agree with the ground truth.

2We use the latest and largest database available in the literature at the time of writing, i.e. the one
used in DroidSafe [GKP*15].
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2.5. Experiments

The experimental results on DroidBench are summarized by a few standard statistical
measures in Table 2.12, which highlight that soundness in HornDroid does not come at
the cost of precision.

IeccTA | AD | DS | HD
Sensitivity | 0.64 | 0.70 | 0.89 | 0.96
Specificity | 0.58 | 0.74 | 0.47 | 0.68
F-Measure | 0.61 | 0.72 | 0.62 | 0.80

Sensitivity = tp/(tp + fn) ~ Soundness
Specificity = tn/(tn + fp) ~ Precision
F-Measure = 2 x (sens * spec)/(sens + spec) ~ Aggregate

Table 2.12: Performance Measures on DroidBench

Besides the quality of the results, also performances are important. Table 2.15 reports
the mean and the median of the analysis times for the applications in DroidBench. As it
turns out, HornDroid is one order of magnitude faster than both IccTA and AmanDroid,
which in turn are one order of magnitude faster than DroidSafe. The extremely good
performances of HornDroid are due to both design choices, like flow insensitivity on the
activity lifecycle, and excellent support by 28 in Horn clauses resolution.

2.5.2 Evaluation on Real Applications

In order to evaluate the practicality of our analysis, we performed a test on the two
largest applications available in the Google Play Top 30: the game Candy Crash Soda
Saga (51.7 Mb) and the Facebook application (46.5 Mb). We ran the experiments on a
server with 64 multi-thread cores and 758 Gb of memory, however the highest memory
consumption by HornDroid was around 10 Gb, so it is possible to reproduce our results
even on a modern commercial machine.

HornDroid found an information leak in Facebook, while Candy Crash Soda Saga appears
to be secure. The analysis took around 30 minutes and 60 minutes, respectively. We
tested all the existing competitors on both applications, to check whether they could
confirm the analysis results. Unfortunately, AmanDroid crashed just after the beginning
of the analysis of Facebook, while both DroidSafe and IccTA failed to terminate within
the timeout we set (2 hours). We were able instead to analyse Candy Crash Soda
Saga using AmanDroid in around 50 minutes, getting an information flow. After a
manual inspection, we realized this is a false positive due to the incorrect inclusion of the
onHandleIntent method of the class IntentService among the possible sources of
sensitive information: this is not included in more recent proposals [GKP'15, LBB*15].
Both IccTA and DroidSafe were not able to analyse the application within 2 hours.
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Category Case Leaky? IccTA DS AD HD
Aliasing Mergel no yes yes  no yes
Android-Specific Parcell yes no yes yes  yes
PublicAPIField1l yes no yes  no yes
PublicAPIField2 yes no yes  no yes
Arrays and Lists ArrayAccessl no yes yes yes  no
ArrayAccess2 no yes yes yes  no
ArrayCopy1l yes yes yes  no yes
ArrayToStringl yes no yes yes  yes
HashMapAccess1 no yes yes  mo no
ListAccessl no yes yes yes  no
MultidimensionalArray1l yes yes no yes  yes
Callbacks MultiHandlers1 yes no no  no yes
Orderingl yes no yes yes  yes
RegisterGloball yes yes yes no yes
RegisterGlobal2 yes yes yes no yes
Unregisterl no yes yes yes  yes
Emulator Detection ContentProviderl yes yes yes no yes
IMEI1 yes no no  no no
PlayStorel yes yes yes no yes
Fields and Object Sensitivity FieldSensitivity4 no no yes mno  yes
ObjectSensitivity2 no no yes mo  yes
General Java Exceptions3 no yes yes yes  yes
Serializationl yes no yes  no yes
StartProcessWithSecret1 yes no yes 1o yes
StaticInitializationl yes no yes yes  yes
Staticlnitialization3 yes no yes yes  yes
StringFormatterl yes no yes  no yes
StringPatternMatchingl yes no yes yes  yes
StringToCharArrayl yes yes yes  no yes
StringToOutputStream1 yes no yes yes  yes
VirtualDispatch3 no yes no  no no
Implicit Flows ImplicitFlow1 yes no yes  no yes
ImplicitFlow?2 yes no no  no no
ImplicitFlow3 yes no no no no
ImplicitFlow4 yes no no  no no
Inter-App Communication Echoer yes no yes no yes
SendSMS yes yes yes  no yes
Inter-Component Communication  ActivityCommunicationl yes yes yes  no yes
ActivityCommunication3 yes no yes yes  yes
ActivityCommunication6 yes no yes yes  yes
ComponentNotInManifest]  no no yes mo  yes
IntentSink1 yes no yes  yes  yes
IntentSink2 yes no yes  no yes
IntentSourcel yes no yes yes  yes
ServiceCommunicationl yes no yes yes  yes
Singletonsl yes no no  no yes

Table 2.13: DroidBench Results (continues in Table 2.14)
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Category Case Leaky? IccTA DS AD HD
Lifecycle ActivityLifecyclel yes no yes yes  yes
ActivitySavedStatel yes no yes yes  yes
ApplicationLifecyclel yes yes yes no  yes
ApplicationLifecycle2 yes yes yes no  yes
ApplicationLifecycle3 yes yes yes no  yes
BroadcastReceiverLifecycle2 yes no yes mno  yes
FragmentLifecyclel yes no yes yes  yes
FragmentLifecycle2 yes no yes no  yes
SharedPreferenceChangedl  yes yes no yes yes
Reflection  Reflectionl yes yes no yes yes
Reflection2 yes no no no  yes
Reflection3 yes no yes yes  yes
Reflectiond yes no no yes yes
Threading Executorl yes yes yes mno  yes
JavaThreadl yes yes yes no  yes
JavaThread2 yes no yes no  yes
Looperl yes no yes mno  yes

Table 2.14: DroidBench Results (continuation of Table 2.13)

IecTA | AD | DS | HD
Average Analysis Time 19 11 | 176 | 1
Median Analysis Time 15 10 | 186 | 1

Table 2.15: Analysis Time for DroidBench (Seconds)

2.5.3 Features and Limitations

As anticipated, the formalisation in the previous sections only captures the core of the
analysis implemented in HornDroid and establishes the soundness of its principles. The
tool, however, supports more features which are needed to make the analysis scale to
real applications. We detail here some important aspects of HornDroid which are not
covered by our formal model and we comment on current limitations.

Android Components

Although the p-Dalviks model only represents activities and their lifecycle, HornDroid
supports all the component types available on the Android platform, including services,
broadcast receivers and content providers [Thel6a]. The implementation of the analysis
for these components does not significantly differ from the one for activities we presented
in the chapter, though it requires a correct modelling of their specific lifecycle.

Fragments

Fragments are used to separate the functionality of an activity among different inde-
pendent sub-components [Thel6b]. In order to support a sound analysis of fragments,
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HornDroid over-approximates their lifecycle by executing all the fragments along with
the containing activity in a flow-insensitive way. This might lead to precision problems
on real applications, but this is the simplest of the sound options, which follows the
philosophy we adopted for activity analysis.

Arrays

Though the static analysis we formalized is field-insensitive on arrays, HornDroid supports
a more precise treatment of array indexes. Being value-sensitive, HornDroid statically
approximates which indexes of an array may be accessed at runtime: if a secret value
is stored in the first position of the array, but only the second element of the array is
leaked, the tool does not raise the alarm, contrarily to all the other existing tools (cf.
the breakdown on the experiments in Table 2.13).

Exceptions

HornDroid implements a conservative solution to handle exceptions, i.e., exceptions are
always assumed to be thrown. A similar coarse over-approximation is implemented in

FlowDroid [ARF*14].

Inter-app Communication

HornDroid has limited support for inter-application communication, i.e., it conservatively
detects an information leak whenever an intent storing secret data is sent to another
application. More precise results could be achieved by analysing all the communicating
applications simultaneously, but the current implementation of HornDroid only supports
the analysis of a single application.

Threading

HornDroid handles multithreading by assuming that threads are executed in a sequential,
but arbitrary order, much in the same spirit of the callbacks defining the activity lifecycle.
This is the same strategy used in FlowDroid. We conjecture that this strategy is sound
in our case, since the analysis is flow insensitive on everything except for registers, which
are not shared. For flow-sensitive analysis techniques (e.g., FlowDroid), instead, this
strategy is in general unsound, since it may miss potential interleavings arising due to
synchronization on shared memory (e.g., static heaps). The only aspect that should be
added to our static analysis is a thread pool simulation. In Java, every time the method
execute is called on a thread, this is placed in a pool and then executed by the system
by calling the runnable method run. Our static analysis similarly binds each invocation
of execute to a corresponding run method.
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2.6. Additional Related Work

Reflection

Though supporting reflection soundly is an open research problem [SKB14], HornDroid
still covers a significant fraction of common reflection cases by implementing a simple
string analysis. The solution we propose is in the same spirit of DroidSafe, i.e., reflective
calls which can be statically resolved are replaced by direct calls to the appropriate
method. Pragmatically, however, we observed that we are able to achieve much better
results than DroidSafe for the reflection cases in DroidBench.

Limitations

A comprehensive implementation of analysis stubs for method calls to the Android APIs
is still lacking: we only implemented some selected stubs for our experiments, to show
that our approach is feasible and practical. When a stub to an external library is missing,
the tool tries to be conservative: the return value of the call is over-approximated to
the top element of the corresponding abstract domain, and it is tainted whenever at
least one of the arguments is tainted. Other important limitations of HornDroid are
shared with existing solutions [ARF*14, GKP*15]. First, the analysis does not capture
tmplicit information flows at present. Second, the analysis does not consider native
code: this is a point we leave as a future work, observing that SMT solving has been
successfully applied in the past to C code (see, e.g., the SLAM project [BLR11]). Third,
the analysis is oblivious to the semantics of the information flows, i.e., it lacks any
built-in declassification mechanism to qualify legitimate data flows. Since our analysis
approximates data information rather than just tracking taints, however, it is in principle
possible to encode expressive data-dependent declassification policies, e.g., one could
define the result of an encryption as untainted only if the encryption is performed with
the right key.

2.6 Additional Related Work

Several papers have proposed an operational semantics for Android applications by
now. The first attempt is due to Chaudhuri [Cha09], who presented a core calculus
to model Android applications. Later research proposed much more concrete models:
Jeon et al. developed p-Dalvik, a relatively simple formal language which thoroughly
models a significant fraction of the Dalvik opcodes [JMF12]. Wognsen et al. presented
an even richer language, which also formalizes exceptions and some common uses of
reflection [WKOH14]. Recently, Payet and Spoto complemented existing research by
defining the first operational semantics for Android activities [PS14]. The semantics
takes into account the event-driven behaviour of the activity lifecycle and, to some extent,
the inter-component communication mechanism. Unfortunately, though, it represents
only a small subset of the opcodes available in Dalvik and just models the control flow of
activities, rather than the data flows enabled by inter-component communication. Our
proposal integrates [JMF12] and [PS14], while providing the first accurate description of
how data flows between different components of an Android application.
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Cassandra [LMS™'14] is, to the best of our knowledge, the only tool implementing a
provably sound information flow analysis for Android applications. The analysis is
based on security types: well-typed programs ensure a termination-insensitive notion
of non-interference, which proves the absence of both explicit and implicit information
flows. By capturing implicit flows, Cassandra provides stronger security assurances than
other static analysis tools, including ours. On the other hand, the analysis implemented
in Cassandra is exclusively focused on the bytecode, and it does not track information
leaks enabled by the application lifecycle. Moreover, the design of Cassandra is not very
practical, since it requires application developers to write security certificates, giving a
typing of all fields and methods in the application. Being type-based, Cassandra does
not track any static approximation of runtime values, thus making it easy for malicious
developers to force an overwhelming number of false alarms. We are not aware of any
experimental evaluation of Cassandra so far.

Static analyses for improving the security of Android applications are not limited to
information flow control: important applications include the detection of over-privileged
apps [FCHT11] and of attack surfaces for privilege escalation [BCS13]. Finally, it is worth
mentioning that also dynamic analysis of Android applications is a popular research
line [EGH" 14, JAF*13, TR14, HHJ"11]. Dynamic analysis is largely complementary to
static analysis, since it is typically more precise, but it hardly provides full coverage of
all the possible execution paths and thus is not suitable to be employed in the vetting
phase of an application.
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CHAPTER

Proofs of Chapter 2

Chapter Outline: In Section 3.1 we describe the instrumented semantics for the
Dalvik bytecode; in Section 3.2 we present the soundness proofs.

3.1 Formal Semantics of Statements

We present an instrumented semantics, which is useful for our soundness proof. With
respect to the informal presentation in Section 2.3, we need to extend the syntax of
semantic domains as follows:

L == (pp-v*-st*-R)
> = L-a-m-H-S

In the instrumented semantics, local states L additionally contain a sequence of values
v*, representing the actual arguments provided upon method invocation when the local
state was pushed on the call stack. Local configurations 3, instead, are extended with a
pointer £ to the activity modelled by the configuration.

Definition 6. Given a heap H, we let the partial function typey (v) be defined as follows:

{le; (f = v)* [}

T[v*]

c ifo=0AH()
array(r] ifv=0ANH(()
Intent ifv=0AH{)={Qc(k— v)*[}

Tprim if v = prim

type (v) =

where 7p.4, is the type of the primitive value prim.

Let now super(c) = ¢ iff there exists cls; s.t. cls; = cls ¢ < ¢ imp ¢ {fid*; mtd*}.
Similarly, let inter(c) = {c¢*} iff there exists cls; s.t. cls; = cls ¢ < ¢ imp ¢* {fld*;
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3. PROOFS OF CHAPTER 2
mtd*}. Table 3.1 gives the subtyping rules for u-Dalvik4, which are used, e.g., when
defining the outcome of a type cast statement. Notice that array subtyping is covariant,
which is unsound in presence of side-effects: like Java and the original presentation of
p-Dalvik, we detect possible type errors at runtime.

SUB-R (SUB-TRANS) SUBE (SuB-IMPL)
(SuB-REFL) <7 <7 (Sus-ExT) c € inter(c)
T<T - ¢ < super(c) _

T<T c<c
(SUB-ARRAY)
r<7
array[r] < array[r’]

Table 3.1: Subtyping (7 < 77)
Let ali] = v; whenever a = 7[v*] and o.f = v whenever o = {¢; (fi — v;)*, f — v[}.
Table 3.2 defines a convenience relation used to evaluate the right-hand side of a move
instruction under a local configuration . Notice that the evaluation of registers depends
only on the top-most local state of the call stack of X.

(RHS-ARRAY)
= 3[rq] (RHS-OBJECT)
a=H(() = X[ro]
(RHS-REGISTER) J = [ria] o=H(() (RHS-STATIC)
[ = R(r) Slralrill =ali] ~ Slrefl=o0f  Elef] = 5(c.f)
(RuS-PRIM)
Y[prim] = prim
Convention: in all the rules,let ¥ = _-a-7-H-S with a = (pp-_-st*- R) : o/.
Table 3.2: Evaluation of Right-hand Sides (X[rhs] = v)
It is also useful to define substitutions for different syntactic categories, e.g., we let
olf = v = e (fi = v)*[f = vll} when o = {le; (fi ~ v)*}, and £[H > H') =
{-a-m-H -Swhen ¥ =/ -a-7-H-S. We do not provide full formal definitions
for these substitutions, since their meaning will be clear from the context: it is only
worth noticing that substitutions operating on elements of a local state only affect the
top-most local state of a local configuration ¥ when applied to it. For instance, given
Y={(-a-7-H-Switha=(pp-v*-st* - R):d,welet X [R— R|=/(-a"-7-H-S
where o = (pp - v* - st* - R') :: &, i.e., o is unchanged.
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3.2. Proofs

We are finally ready to define the formal semantics of statements. Let ¥ =/¢-«a-7-H - .5,
we let get-stm(X) = st,e when a = (¢,m,pc- - st* - R) :: /; we then let ¥ ~» X' if
get-stm(X) = st and X, st || ¥ can be proved using the rules in Table 3.3 and Table 3.4.
There are only three perhaps surprising points: (1) when storing a value in an array cell, a
dynamic check on the type of the value is performed, so as to ensure type soundness even
in presence of the unsound subtyping rule for arrays; (2) when a new object is created,
the pointer to it is annotated with the program point where creation takes place; and (3)
upon method invocation, the value of the actual arguments is tracked in the syntax of
the new local state. While (1) is an important aspect of the operational semantics, both
(2) and (3) only serve static analysis purposes. Notice that we also use lookup to retrieve
method bodies upon static calls: in this case, we assume ¢ = c.

3.2 Proofs

3.2.1 Representation Functions

We presuppose the existence of a representation function (p.;;, which associates to each
primitive value prim a corresponding abstract value {prim}. For a location ¢ = p,, we
let Broc(f) = {A\}. Based on this, we define Sy (v) as follows:

Brrim(v) it v = prim

5Val(v) - {BLOC(U) ifo=4¢

We typically omit brackets around singleton abstract values. We then define Bpj(b) as
follows:

{e; (f = 0)"F it b= {e; (f = 0)*[} and Vi : Byai(vi) = 0
Bik(b) = ¢ {Qc; v} if b = {|Qc¢; (f — v)*|} and 0 = U; Byai(vi)
T[@] ifb= T[U*] and 0 = LJ; ﬁval(’ui)

Using these definitions, we can define how configurations are translated into facts by a
corresponding representation function. This requires one to define a number of clauses,
summarized below:

Brsi((c,;m, pe-u* - st* - R)) {Rempe(@; 0%) | Vj 2 @5 = Bva(uj) AVE : O = Bva(R(rx))} UU; (stiDem.i

Bean(a) Uie[l,nj Brst(L;) whenever o = Ly i1 ... AL"

Brtap (1) = {HOVb) | H = H', 05 bAX = pof) A b= fp(b))
681&&1&(5) = {S(CvAfv 6) | S = S/a C'f = UuAD= ﬁVal(v)}

Ber(T) {I(c,b) | ¢ = Broc() N =m0 i :m Ab= Bpi(i)}

Brenfl-a-m-H-8)
Brrm (L, 8,7, cx))
Bsi(S2)

Bonf(2-H - S)

Bea(a) U Bpaey(m) U Brcap(H) U Bstar(S)
ﬂF‘rm((& S, T, a>) = /Béact(ﬂ) U BCall(a)

Uieni g Brrm(pi) whenever Q = @1 ...
/BStk(Q) ) 6Heap(H) ) /BStat(S)
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3. PROOFS OF CHAPTER 2

(R-TRUE)
(R-GoTO) E[r] © X[ra]
¥, goto pc’ || X[pc s pc]E,ifg 71 72 then pc’ || Tpc — pc’]

(R-MOVEREG)

(R-FALSE) v = X[rhs]
~(Z[r:] © E[r2]) R’ = R[r — ]
Y,ifg r1 7o then p’ || &1 Y,move r rhs | ST [R— R/

(R-MOVEARR)

(R-MoVEFLD) v = X[rhs]
v = X[rhs] = X[r.] = X[r.] typey (¢) = array|7] typey (v) <7
o=H({) H' = H[l — o[f — ] a=H({) J=2[ria] H' = H[l — alj — v]|
Y, move r,.f rhs | ST[H > H'] Y, move r4[rigz) Ths | T[H — H']
(R-MOVESFLD) (R-UNOP)
v = X[rhs] v = OX[r]
S'=8[d.f ] R = [rqg~ ]
Y, move c.f rhs || ¥T[S — '] Y, unopg rq 7s 4 TT[R— R]
(R-NEWOBJ)
(R-BINOP) o={c"s(fr = 07)"}
v=X[r] ®X[r:] 0= pem,pe ¢ dom(H)
R = Rlrg — v] H' = H[l — o] R' = R[rq — /]
Y, binopg 14 11 12 | 3T [R— R Y,newrg ¢ | SY[H — H' R+ R
(R-NEWARR)
- len=2X[r/] (R-CasT)
a = 7[(0, )=t 0= pem,pec ¢ dom(H) = 3X[rs]
H' = H[l +— aq] R = Rlryg — /] typeg (€) < T
Y,newarray rqr 7 XT[H — H',R+— R'] ¥, checkcast rs 7 =T
(R-INSTOFTRUE) (R-INSTOFFALSE)
L= X[rs] 0= X[rs]
typeg (€) < 7 typeg (€) £ 7
R = R[rq — true] R' = R[rq — false]
Y, instof rgrs 7 XT[R — R] Y, instof rgrs 7 XT[R — R]
Convention: in all the rules, let ¥ = -« -7 H-S with a = {¢,m,pc-_ - - R) :: ag. We let

¥F (resp. a™) stand for 3 (resp. a) where pc is replaced by pc + 1.

Table 3.3: Concrete small step semantics of pu-Dalvik (X, st || ') - Statements
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3.2. Proofs

(R-RETURN)
a={c,m,pc-__-_-R)yu{(pp v st* R):d
a// — <pp/ . ’U* . St* . R/[rret — Zﬂrret]]D - a/

¥, return | T]a — o

(R-SCALL)

lookup(c',m') = (¢, st*) sign(c’,m') =T1,...,Tn loe,
R = ((rj = 0)7=", (rioesk = S[ri])*=")
o =, m 0 (S[rp])F<" - st* - R) ot

¥, sinvoke ¢ m' ri,...,7 | Bla— o
(R-CALL)
0=3[r,]
lookup(typey (€),m') = (c, st*) sign(c',m’) = 71,...,mn 1

R = ((rj = O)jglocarlw—&-l = (rloc+l+k = Eﬂr;c]])kgn)

o =m0 (S[rp])F<" - st* R ot

¥, invoke r, m’ v, ..., vl | X[ o]
(R-NEWINTENT) (R-PUTEXTRA)
i={Qcd;-} 0= pempe ¢ dom(H) 0= %[r] i=H(() k= X[rk]
H' = H[l — 1] R' = R[rq — /] v =X[r,] H' = H[{ — ik — v]]
Y,newintent rq ¢ | XT[H — H' | R — R'| Y, put-extra r; 1 vy | ST[H — H']
(R-GETEXTRA)
{ = E[[?"Zﬂ
k= X[ry] H) =1 typey (i.k) <1 (R-STARTACT)
v=1ik R =R[re ] 0=X[r] HO=i «'=iun
Y, get-extrar; 7 7 T [R— R] ¥, start-activity r; 4 Z[r = 7]
Convention: in all the rules, let ¥ = -a-7-H-S with a = {(¢,m,pc- _ - - R) :: ag. We let

¥* (resp. a™) stand for 3 (resp. a)) where pc is replaced by pc + 1.

Table 3.4: Concrete small step semantics of u-Dalvik4 (3, st || ¥') - Statements (Table 3.3
cont.)
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3.2.2 Ordering Abstract Values and Facts

We presuppose the existence of a pre-order C p,;,, on primitive singleton abstract values.
Based on this, we define a pre-order C y,; on abstract values by having @ Cy,; ¢ iff:

— —

— —
o Vprim € 4 : dprim € ¥ : prim C ppyy, prim ;

e VAeu: €.

We then build a pre-order Eg,, on sequences of abstract values by having 4* Cg,, 0* iff
4* and 0* have the same length and:

Vi 1y E oy 05
We can then define a pre-order C gy on abstract blocks as follows:
o if b= {lc; (f — 0)*[} and O = {l¢; (f ~— 0)*|} and @* Cge, 0*, then b Cpy V';
o if b={@Qc;af} and B = {|Qc; 6} and @ Ty 0, then b Cpy b
o if b= T[a] and V= 7[0] and 4 Cyy, 0, then bCay b

Finally, we let f C f’ be the least pre-order on facts such that:

Ak L sk Sk sk A~k Ak ~x K,
b RC:m:pC(ucalN u ) E RC,mvPC(vcall’ v ) whenever Ueqll ESeq Veall and 4 ES@‘I v

H(X,b) C H(\, V') whenever b Cpy, 0';

S(e, f,0) E S(c, f,0) whenever 4 C v, 0;

RHSpp (1) © RHSp,(0) whenever 4 C vy 0;

e I(c,b) Cl(c,b") whenever b Cpy b'.

3.2.3 Formal Results

Preliminaries

Definition 7. A local configuration ¥ = ¢ -« -7 - H - S is well-formed if and only if,
whenever o« = Ly :: ... :: L,, we have:

e cither n € {0, 1}, i.e., a is either empty or it contains just a single local state;

e or n > 2 and for each i € [2,n], either of the following conditions hold true:
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3.2. Proofs

— L = (d,m/,pc -v* - st™-R') and L1 = (¢,m,pc- - st* - R) with stp. =

invoke ro m' i, ... 1,
lookup(typer (3[ro]),m’) = (¢, st™), sign(d,m’) =71,..., 7 ey 7 and v* =
(S

— Ly = (d,m/,pc -v* - st™-R')and Li_1 = (¢,m,pc- - st*- R) with stp. =
sinvoke ¢ m/ 7“'1, e ,7“7’1,
lookup(c',m') = (¢, st'™), sign(c’,m") =11,..., 7 Loey ¢ and v* = (S[ry])k=n.

Lemma 1 (Preserving Local Well-formation). If ¥ is well-formed and ¥ ~~* ¥, then ¥
is well-formed.

Proof. By induction on the length of the reduction sequence and a case analysis on the
last rule applied. O

Definition 8. A heap H is well-typed if and only if, whenever H(¢) = {c; (fi — v;)*<"[},
for all i € [1,n] we have typey (v;) < 7;, where 7; is the declared type of field f; for an
object of type ¢ according to the underlying program.

Assumption 1 (Java Type Soundness). If /-« -7-H-S~ (.o -7 - H -5 then for
any value v we have typey (v) < typeg(v). Moreover, if H is well-typed, then also H' is
well-typed.

Definition 9. A configuration ¥ = Q- H - S is well-formed if and only if:

e whenever Q = Qg :: ¢ = Qp with ¢ € {{{,s,m,q),{{,s,m,a)}, we have H({) =
{le; (f ¥ v)*[} for some activity class ¢ and ¢ = p. for some pointer p;

e whenever 2 = Qp = ¢ = Q with ¢ € {{{,s,7m, a),((,s,m,a)}, we have that
Y=/V-a-m-H-S§ is a well-formed local configuration;

e H is a well-typed heap.

Lemma 2 (Preserving Well-formation). If ¥ is well-formed and ¥ =* W', then V' is
well-formed.

Proof. By induction on the length of the reduction sequence and a case analysis on the
last rule applied, using Lemma 1 and Assumption 1 to deal with case (A-AcTIvE). [

From now on, we tacitly focus only on well-formed configurations. All the formal results
only apply to them: notice that well-formed configurations always reduce to well-formed
configurations by Lemma 2.
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3. PROOFS OF CHAPTER 2

Main Results
Lemma 3. If A C A/, then A <: A/,
Lemma 4. If A <: A" and A’ <: A", then A <: A”.
Lemma 5. If Ay <: As and Az <: Ay, then Ay U A3 <: Ag U Ay.
Assumption 2 (Soundness of the Abstract Operations). We assume all the following
properties:

o if u©@w, then @ & © for any 4,9 such that @ :> Byg(u) and 9 :> By (v)

e for any 9 :> Byu(v), we have ©9 :> Byu(Ov)

e for any @, such that @ :> Byy(u) and 9 :> Byu(v), we have @ & 0 :> Byg(u @ v)
Assumption 3 (Overriding). If lookup(c,m) = (¢, st*), then ¢ < (.
In the next results, let A - A’ whenever A I f for each f € A,
Lemma 6 (Right-hand Sides). Let ¥ =¢-a-7n-H - S with a = (pp - u* - st* - R) and
let X[rhs] = v, then for any A :> Bre(X) there exists v such that Byg(v) Cyy 0 and
AU ((rhs))pp = RHSpp ().
Proof. By a case analysis on the structure of rhs. O
Lemma 7 (Local Preservation). If ¥ ~~ X' under a given program P, then for any
A > Brenf(X) there exists A" :> Brenf(X') such that (P))UAF A
Proof. (Sketch) By a case analysis on the rule applied in the reduction step. The cases
for the move instruction use Lemma 6. The case for the return instruction exploits
the (implicit) well-formation assumption of the local configuration ¥. The case for the
invoke instruction uses Assumption 3. The cases for comparison operators and primitive
operations exploit Assumption 2. ]
Lemma 8 (Serialization). Both the following statements hold true:

o if sertl (v) = (', H'), then Byu(v) = Bvau(v')

o if sertl, (b) = (V/, H'), then Bp(b) = Bpw(b')
Proof. If v = prim, then v = prim and Byy(v) = Bva(v') = Bprim(prim). If v = py,
then o' = p!\ for some pointer p’ and Byu(v) = Broc(Pr) = A = Broc(P\) = Bva(v’). The
second point is a direct consequence of the first one. ]
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3.2. Proofs

Definition 10. We define a function size! which assigns to values and blocks a natural
number as follows:

o I' - size! (prim) = 1
o (¢TI0 sizell (£) = 1 + size! (H(V))

(e, 0k sizetl (0) =0

[+ size ({le; (fi = v)* ) =1+ > sizell (v;)

[ F sizell ({Qc; (k; — v;)*[}) = 1+ 3, sizel (v;)
o I'F sizell ([v*]) = 1+ 3, sizel (v;)

Lemma 9 (Heap Serialization). If A :> Byeqp(H), then:

L] 867‘{/[

a

l(v) = (U/, H/) implies A > BHeap(H/)

° Serglk(b) = (V/, H') implies A :> Breqp(H')

Proof. By simultaneous induction on the size of the syntactic element in the antecedent.
If v = prim, then H' is empty, hence Bpeqp(H') = () and we are done. If v = py, then
H' = H" p\ ~ b with serfl, (H(py)) = (b, H") and v' = p). By induction hypothesis
A > Bpeqp(H"), so to conclude we just need to show that:

A > 6Heap(pl)\ = b)
= {H\, Bew(b))} by definition
= {H\, Beiw(H(py)))} by Lemma 8
= 6Heap(p)\ — H(p)\)) by definition

but this follows from the hypothesis A :> Bpeqp(H). The remaining cases for blocks
follow by inductive hypothesis. O

Theorem 2 (Preservation). If ¥ =* W' under a given program P, then there exists
A > ,Bcnf(\l//) such that (’PD U /Bcnf(\lf) FA.

Proof. By induction on the length of the reduction sequence. If the reduction sequence
is empty, we have U/ = ¥ and the result follows by picking A = Bcpf(¥). Otherwise,
assume that ¥ =* Q- H - S in n > 0 reduction steps and let Q- H - S = Q' - H' - S'. By
induction hypothesis there exists A" :> Bep(Q - H - S) such that (P)) U Beng(P) F A/, we
show that there exists A such that A :> B - H' - S") and (P[) U Benf(V) F A. The
proof is by a case analysis on the rule applied in the last reduction step:
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(A-ACTIVE) : let Q =Qq :: ({,s,m, ) = Qpand Q' = Qo =2 ({s,7',a") = Q with £-a-m-H-S ~

(A-DEACTIVATE) :

44

(o' H'-S'. Since Brenf(l-c-m-H-S) C Benf(2-H-S), we have Brenfl-a-m-H-S) <:
Benf(2 - H - S) by Lemma 3. Since Bren(f-a-7-H - S) <: Bony(2- H - S) and
Bong(Q2-H - S) <: A, we get Brenf(l - -7+ H-S) <: A" by Lemma 4. Hence, by
Lemma 7 there exists A” :> Brenf(0-o’-n'- H'-S') such that (P)UA’ F A”. By the
weakening property of the logic, the latter implies (P))UBcnf(¥)UA’ = A”. Since we
have (P U Benf(¥) F A" and (P)) U Benf(¥) UA" A", we get (P) U Bonf(¥) F A"
by the admissibility of the cut rule. Recall now that A" :> Brenf(¢-o/ -n"-H'-5") =

/BCall(O/) U B%’act(ﬂl) U 5Heap(Hl) U /BStat(Sl)v so we have:
(1) A" > ,Bca”(o/)
(2) A” > Béact(ﬂ-/)
(3) A" :> Breap(H')
(4) A" > Bgtat(s,)

We then observe that (P))USBcnd V) = A" :> Bend Q- H - S), which similarly implies:
(5) Al > /BStk(QO)
(6) Al > ﬁStk(Ql)

Combining all these facts, we get A" UA” :> S Q- H' - ") by Lemma 5. Given
that (P)) U Benf(¥) F A" U A", we conclude the case;

in this case Benf(2- H - S) = Bong(§Y - H' - S"), hence the conclusion immediately
follows by the induction hypothesis;

(A-STEP) : let Q = (¢,s,m, @) :: Qo and Q' = ((, s, 7, ap¢) :: Qo for some (s, ") € Lifecycle,

H' = H and ' = S. Since (P)) U Bonf(¥) A" :> Bepd2- H - S), we have:

(1) A":> Bs(Q0)
(2) A/ > 5%act<7r)

Since we only focus on well-formed configurations, we have H(¢) = {|¢; (f — u)*[}
for some activity class ¢ and ¢ = p. for some pointer p. We then observe that
gy = (,m,0-v* st* - R) :: €, where (¢, st*) = lookup(c, m) for some m € cb(c, s),

. loc
sign(c’;m) =1,...,7, — T and:

R = ((T’L — O)iSIOC’ Tloc+1 — E, (TZOC+1+j — 'Uj)jgn)7

for some values vq,...,v, of the correct type 7,...,7,. By Assumption 3, we also
have ¢ < ¢.
Given that A" :> Beopd(Q2- H - S), we have A’ :> Bpeq,(H), which implies that there

exists H(A, lA))AE A’ such that A\ = Br.(¢) = ¢ and b 3 Bpr({lc; (f — w)*[}). This
implies that b = {|¢; (f — 0)*[} for some v* such that Vi : 9; J Byu(u;). Since
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A-DESTROY)

(A-BACK)

(P) U Benf(®) F A" and H(\, b) = H(c, {lc; (f = 0)*}) € A/, we have in particular
(P) U Benf(¥) EH(e,{e; (f = 2)"[}), hence:

(P) U Beaf(0) b Rerm,o (T, V=15 (051, ¢, (T, )757),
by using the implications Cbk included in (P[). We then observe that:
{Rc’,m,O((TTj )jgn ; (G)kgloc’ C, (TTj )jgn)} > BC’all(aﬁ.s’)

By combining (1), (2) and the last observation through Lemma 5 we then get:

{Rerm o(T )75 (0)FS12% (T PSP U A >
ﬁCall(Oéé,S/) U ’BStk(QO) U ﬁéact(ﬂ-) = BStk(Q/)

Since (P) U Beng(®) b {Rerm,o((Tr, )7="; (0)F=loc ¢, (T+)7<")} UA’, we conclude
the case;

: in this case ,Bcnf(Q,~H,~S,) - ﬁcnf(Q-H~S), hence ﬁcnf(Q/'Hl'S/) <: ﬁcnf(QHS)
by Lemma 3. Since Bcpf(Y - H' - S") <: Benf(2- H - S) and Beng(Q- H - S) <: A,
we have Sonf(Q - H' - S") <: A’ by Lemma 4. Given that (P)) U Sonf(¥) F A, we
conclude the case;

: let Q' = Q = ({, running,e,@) : Qo, H = H[{ — H({)[finished — true]] and
S"= 8. Let b= H({). Since we only focus on well-formed configurations, we have
b=Ac; (f — w)*, finished — v} for some activity class ¢ and some boolean value v.
Let then b’ = H'(¢) = {¢; (f — u)*, finished — truel} according to the reduction
rule.

Given that A" :> Bey(Q2- H - S), we have A’ :> Bpeqp(H), which implies that
there exists H(A, 13) € A’ such that A = Br,.(¢) and b3 Bpi(b). This means that
b = {lc;(f — 0)*, finished — [} for some u*,v such that Vi : 4; 3 Byg(u) and
0 J Bya(v). We then observe that:

Brn') = {lc; (f = Bvai(w))*, finished +— truel}

Since (P)) U Beng(¥) B A" and H(A, b) € A, we have in particular (P)) U Benf(V) =
H(/\,IA)), hence:

(IPD U ﬁCnf(\Ij) F H(Aa {‘C; (f — ﬁ)*7ﬁni5h6d'_> Tbool’})a
by using the implication Fin included in (P]). We then observe that:

M Ale; (f = 0)*, finished — truel})
Broc(0), {le; (f = 0)*, finished — truel})
Broc(?), Bi(b'))

Hence, (P)UBcnd W) = A"U{H(A, {lc; (f — )*, finished — Typoorl})} > Breap(H'),
which is enough to conclude the case;

H, {c; (f = @), finished — Tpoor[})

P — —~

H
=H
H
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with H(¢) = {¢;(f — v)*, finished — ul}, H = H,p. — o with o = {l¢; (f —
0,)*, finished — falsel}, and S’ = S. Since we only focus on well-formed configu-
rations, we know that ¢ is an activity class and ¢ = p/, for some pointer p'.

Given that (P) U Scaf(¥) F A’ > Benf( - H - §), we have:
(1) A" > Bhyu(m)
(2) A":> Bsu(S0)

Since Broc(f) = Broc(pl.) = Broc(pe), from (1) we get:
(3) A" > B (m)

We then observe that oy, constructor = (¢/,m,0 - v* - st* - R) :: e, where (¢, st*) =

lookup(c, constructor), sign(c, constructor) = 71,..., T, loe, + and:
R= ((Tz — O)igloc’ Tloc+1 = Pe; (Tloc+1+j — U;)jgn)’

for some values v],...,v] of the correct type 71,...,7,. By Assumption 3, we also
have ¢ < ¢.

Given that A" :> Bend(Q- H - S), we have A’ :> Bpeq,(H), which implies that there
exists H(A, b) € A’ such that A = fro.(¢) = ¢ and b 3 Bpp(H(£)). This implies
that b = {lc; (f — 0)*, finished — 4|} for some 0*, @ such that Vi : 9; J Byu(vi) and
@ J Bya(u). Since (P) U Benf(¥) F A’ and H(\,b) € A/, we have in particular
(P) U Benf(W) - H(A, b) = H(e, {lc; (f = ©)*, finished — al}), hence:

(P) U Benf(0) F Rerm o (T )PS5 (01, ¢, (T, )7="),
by using the implications Cbk included in (P]). We then observe that:
{RC’,m,O((TTj )an ; (ﬁ)kﬁloc’ ¢, (TTj )jgn)} > IBCall(apc.constructOT)

By combining (2), (3) and the last observation through Lemma 5 we then get:

{Rc’,m,O((TTj )jgn ; (ﬁ)kgloc’ ¢, (TTj )jgn)} U A/ > BCall(apc,constructor) U BStk(QO)
U Ber(m) = Bsu(E)

Since (IPD U ﬁCnf(\I]) = {Rc’,m,O((TTj)an§ (O)kSlOC7C) (T’Tj )jgn)} U A', we proved
that the change to the activity stack is correctly over-approximated.

To conclude, we need to deal with the change to the heap. We first observe that
(IPD U BCnf(\I/) A > ﬁcnf(Q -H - S) and ﬂc'nf(Q -H - S) > /BHeap(H)a hence:

(4) A" :> Beqp(H)
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A-HIDDEN) :

(A-START) :

Since (|P)) U Benf(W) F H(A, b) = H(c, {c; (f = 0)*, finished — a}), we have':
(P) U Bonf(W) F H(c, {le; (f > 0,)", finished — falsel})),
by using the implication Rep. We then observe that:
{H(e, s (f = 0,)°, finished — FaT5]})} > Beap(pe — 0).
By combining (4) with the latter observation by Lemma 5, we get:
AU {H(c,{c; (f + 0,)", finished — falsel}))} :> Breap(H')

Since (P)) U Bonf(¥) = AU {H(e, {lc; (f ~ 0,)*, finished false[}))}, we proved
that also the change to the heap is over-approximated correctly;

analogous to case (A-STEP);

let Q@ = ((,s,i = ma) = Qy and Q' = (p., constructor, e, . constructor) ::
(0, s,m, @) :: Qo with i = {|Qc; (k — v)*[}. Also, let S’ =S and H' = H,H" ,p. —
0, P (ey > 7 with serth, (i) = (i, H") and o = {|¢; (f — 0,)*, finished — false,

intent — p;n(c), parent — £[}. Since we only focus on well-formed configurations, we

_ A : / LI /
know that ¢ = p;, for some pointer p’ and some activity class c'.

Given that (P UBcnf( ) F A’ :> Bonf(Q- H - S), we have A’ :> 5 (i :: 7), which
implies that there exists I(\,b) € A such that A = Bre(f) = ¢ and b 3 Bau(i).
This implies that b = {|Qc; 0|} for some ¢ such that © J L; Byg(vi). We then have:

(P) U Bong(W) F H(in(c), {|Qc; o[}),
and:
(P)UBCns(W) - H(c, {e; (f = 0,)*, finished — false, parent — ¢, intent — in(c)]}),

by using the implications Act included in (P|). Using the latter fact and the
implications Cbk, we can prove that the change to the activity stack is over-
approximated correctly, similarly to what we did in case (A-REPLACE): we omit
details.

We focus instead on the changes to the heap. Since A’ :> Bpreep(H) and serk, (i) =
(', H"), we know that A" :> Bpeqp(H") by Lemma 9. We then observe that:

{H(c, {c; (f — 0,)*, finished — false, parent — ¢, intent in(c)})} =

BHeap(pc = 0)

[ 3ibliothek,
Your knowledge hub

'We assume here that boolean fields are initialized to false. The proof can be adapted to the case
where they are initialized to true by using the implication in rule Fin.
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Finally, we notice that:

{H(in(c),{Qc;0})} > {H(in(c),Bpix(i)} since b= {Qe; 0[}) 3 Bpi(i)
= BHeap(p;n(C) i) by definition
- 5Heap(p;n(c) = Zl) by Lemma 8

By combining all these observations, we prove that the new heap is over-approximated
correctly;

(A-SwAP) : in this case Benf(Q2- H - S) = Bong(€Y - H' - 5'), hence the conclusion immediately
follows by the induction hypothesis;

(A-RESULT) : let:

QO = ({', onPause,c, @) :: ({,s,e,@) :: Q,

and:
! .. / =\ ..
0= <€, S, €, aZ.onActivityResult) .. <€ ) OHP(]/LLSC, g, > .. QO?

with H(¢").parent = ¢. Also, let S’ = S and H' = (H, H")[¢{ — H(¢)[result — ¢"]]
with:
sery(H (¢").result) = (¢, H").

Since we focus only on well-formed configurations, we have ¢ = p, and ¢’ = p/, for
some pointers p, p’ and some activity classes ¢, ¢’. Also, let H(¢) = {|¢; (f — 9)*[}
and H((") = {c; (f — '), parent — £[}. Since H(¢) = {|c; (f — 0)*[}, to prove
that the changes to the activity stack are correctly over-approximated we can
proceed like in case (A-STEP), using the implications in Cbk: we omit details.

We focus instead on the changes to the heap. Since A’ :> Bep(Q2- H - S), we have
in particular:

(1) Al > 5Heap(H)
By (1) and serif ,(H(¢').result) = (¢", H"), using Lemma 9, we prove:
(2) Al > /BHeap(H”)

Again by (1), there exists H(\, b) € A such that A = B1ec(£) = cand b 3 Bp(H (L)).
This implies that b = {¢; (f — )*[} for some #* s.t. Vi : &; 3 Byu(v;). Similarly,
we show that there exists H(N, ') € A’ s.t. X = Bro.(f') = ¢ and V' 3 Bpp(H({')),
and b = {c;(f — 0')* parent — ¢, result — X'[} for some 9"*,\ such that
Vi : 07 3 Bya(v)) and N = Bro(H(¢').result). Hence, we have:

(P) U Bonf(¥) = Hie, {le; (f = 0)*}) AH(C Al (f = )7, parent — cl}),
which allows us to prove:

(P U Benf(W) = H(e, {le; (f = 0)"[result — X"]}),
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3.2. Proofs

by using the implication Res. We then observe that:

{H(e, {le; (f = ) [result — X'|})} > Breap( — H(L)[result — H({').result])
by definition
= BHeap(l — H(L)[result — ("])
by Lemma 8

Since H' = (H,H")[¢ — H(0)[result — {"]] = H[¢ — H({)[result — ¢"]], H", by
combining (1), (2) and the last observation using Lemma 5, we conclude as follows:

(P) U Benf(W) = A" U{H(c, {c; (f = )" [result — X"1})} :> Breap(H')

49



}aUl01qIg USIA ML Te juLid Ul 3|ge|ieA SI SISay) [eI0190p SIU) JO UOISIaA [euiBuo panoidde ayL < any a8paimou anoa
“reqbnyien Yaulolqig USIA N.L Jap Ue 1SI uoieniassiq Jasalp uoisianfeulblo sppnipab suaigoidde sig SO YJO0IQIE



CHAPTER 4 .

A Sound

51

Applications

fsHornDroid
Flow-Sensitive Heap Abstraction
for the Static Analysis of Android

“aylolqig usiph N.L Te wuld ul sjgejrene si sisay) 210190 Syl JO UoIsIaA Jeulblio panoidde ay 1 < any 23pajmou> noA
“TeqBniian ayiolgig UsIpn NL 19p Uk 1SI uoelassig 1asalp uoisiaAfeulBuO apjonipab susiqoidde aig v_UF_H.O__n__m



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

4. FSHORNDROID: A SOUND FLOW-SENSITIVE HEAP ABSTRACTION FOR THE STATIC
ANALYSIS OF ANDROID APPLICATIONS

4.1 Introduction

There are many relevant security concerns for Android applications, e.g., privilege escala-
tion [FWM™11, BCS13] and component hijacking [LLW*12], but the most important
challenge in the area is arguably information flow control, since Android applications
are routinely granted access to personal information and other sensitive data stored on
the device where they are installed. To counter the threats posed by malicious appli-
cations, the research community has proposed a plethora of increasingly sophisticated
(static) information flow control frameworks for Android [YY12, ZO12, MS12, GCEC12,
KYY"12, ARF*14, WROR14, GKP*15, CGM16]. Despite all this progress, however,
none of these static analysis tools is able to properly reconcile soundness and precision in

its treatment of heap-allocated data structures.

4.1.1 Soundness vs. Precision in Android Analyses

As it was previously mentioned in § 2.3.5, designing a static analysis for Android
applications which is both sound and precise on the heap abstraction is very challenging,
most notably because the Android ecosystem is highly concurrent, featuring multiple
components running in the same application at the same time and sharing part of the
heap. More complications come from the scheduling of these components, which is
user-driven, e.g., via button clicks, and thus statically unknown. This means that it is
hard to devise precise flow-sensitive heap abstractions for Android applications without
breaking their soundness. Indeed, most existing static analysers for Android applications
turn out to be unsound and miss malicious information leaks ingeniously hidden in the
control flow: for instance, Table 4.1 shows a leaky code snippet that cannot be detected

by FlowDroid [ARF*14], a state-of-the-art taint tracker for Android applications®.

1 public class Leaky extends Activity {

2 Storage st = new Storage();

3 Storage st2 = new Storage();

4 onRestart () { st2 = st; }

5 onResume () { st2.s = getDeviceld(); !}

6 onPause () { send(st.s, "http://www.myapp.com/"); }
7}

Table 4.1: A Subtle Information Leak

Assume that the Storage class has only one field s of type String, populated with the
empty string by its default constructor. The activity class Leaky has two fields st and
st2 of type Storage. A leak of the device id may be performed in three steps. First,
the activity is stopped and then restarted: after the execution of the onRestart ()
callback, st2 becomes an alias of st. Then, the activity is paused and resumed. As a

! Android applications are written in Java and compiled to bytecode run by a register-based virtual
machine (Dalvik). Most static analysis tools for Android analyse Dalvik bytecode, but we present our

examples using a Java-like language to improve readability.
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4.1. Introduction

result, the execution of the onPause () callback communicates the empty string over
the Internet, while the onResume () callback stores the device id in st2 and thus in
st due to aliasing. Finally, the activity is paused again and the device id is leaked by
onPause ().

HornDroid presented in Chapter 2 is the sound static analyser for Android applications,
as such, it correctly deals with the code snippet in Table 4.1. In order to retain soundness,
however, HornDroid is quite conservative on the prediction of the control flow of Android
applications and implements a flow-insensitive heap abstraction by computing just one
static over-approximation of the heap, which is proved to be correct at all reachable
program points. This is a significant limitation of the tool, since it prevents strong
updates [LC11] on heap-allocated data structures and thus negatively affects the precision
of the analysis. Concretely, to understand the practical import of this limitation, consider
the Java code snippet in Table 4.2.

1 public class Anon extends Activity {

2 Contact[] m = new Contact[] ();

3 onStart () {

4 for (int i1 = 0; i < contacts.length(); i++) {
5 Contact ¢ = contacts.getContact (i);

6 c.phone = anonymise (c.phone) ;

7 m[i] = c;

8 }

9 send (m, "http://www.cool-apps.com/");

10 }
11 }

Table 4.2: Anonymizing Contact Information

This code reads the contacts stored on the phone, but then calls the anonymise method
at line 6 to erase any sensitive information (like phone numbers) before sending the
collected data on the Internet. Though this code is benign, HornDroid raises a false alarm,
since the field c.phone stores sensitive information after line 5 and strong updates of
object fields are not allowed by the static analysis implemented in the tool.

Our Contributions In the present chapter we make the following contributions:

e We extend an operational semantics for a core fragment of the Android ecosystem
described in Chapter 2 (Table 2.5 and Table 2.6) with multi-threading and exception
handling, in order to provide a more accurate representation of the control flow of
Android applications;

e We present the first static analysis for Android applications which is both flow-
sensitive on the heap abstraction and provably sound with respect to the model
above. Our proposal borrows ideas from recency abstraction [BRO6] in order to hit
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a sweet spot between precision and efficiency, extending it for the first time to a
concurrent setting;

e We implement our analysis as an extension of HornDroid presented in Chapter 2.
This extension allows HornDroid to perform strong updates on heap-allocated data
structures, thus significantly increasing the precision of the tool;

e We test our extension of HornDroid against DroidBench, a popular benchmark
proposed by the research community [ARF™14]. We show that our changes to
HornDroid lead to an improvement in the precision of the tool, while having only a
moderate cost in terms of efficiency. We also discuss analysis results for 64 real
applications to demonstrate the scalability of our approach. Our tool’s sources and
more details on the experiments are available online [fsh].

4.2 Design and Key Ideas

4.2.1 Our Proposal

Our proposal starts from the pragmatic observation that statically predicting the control
flow of an Android application is daunting and error-prone [GKP*15]. For this reason,
our analysis simply assumes that all the activities, threads and callbacks of the application
to analyse are concurrently executed under an interleaving semantics?. In the following
paragraphs, we just refer to threads for brevity.

The key observation to recover precision despite this conservative assumption is that
the runtime behaviour of a given thread can only invalidate the static approximation of
the heap of another thread whenever the two threads share memory. This means that
the heap of each thread can be soundly analysed in a flow-sensitive fashion, as long as
the thread runs isolated from all other threads. Our proposal refines this intuition and
achieves a much higher level of precision by using two separate static approximations of
the heap: a flow-sensitive abstract heap and a flow-insensitive abstract heap.

Abstract objects on the flow-sensitive abstract heap approximate concrete objects which
are guaranteed to be local to a single thread (not shared). Moreover, these abstract
objects always approximate exactly one concrete object, hence it is sound to perform
strong updates on them. Abstract objects on the flow-insensitive abstract heap, instead,
approximate either (1) one concrete object which may be shared between multiple threads,
or (2) multiple concrete objects, e.g., produced by a loop. Thus, abstract objects on
the flow-insensitive abstract heap only support weak updates to preserve soundness. In
case (1), this is a consequence of the analysis conservatively assuming the concurrent

2We are aware of the fact that the Java Memory Model allows more behaviours than an interleaving
semantics (see [Locl4] for a formalisation), but since its connections with Dalvik depend on the Android
version and its definition is very complicated, in this work we just consider an interleaving semantics for
simplicity.
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4.2. Design and Key Ideas

execution of all the threads and the corresponding loss of precision on the control flow. In
case (2), this follows from the observation that only one of the multiple concrete objects
represented by the abstract object is updated at runtime, but the updated abstraction
should remain sound for all the concrete objects, including those which are not updated.
The analysis moves abstract objects from the flow-sensitive abstract heap to its flow-
insensitive counterpart when one of the two invariants of the flow-sensitive abstract heap
may be violated: this mechanism is called lifting.

Technically, the analysis identifies heap-allocated data structures using their allocation
site, like most traditional abstractions [PB09, HLO7, LC11, KS13]. Unlike these, however,
each allocation site A is bound to two distinct abstract locations: FS(A) and NFS(A).
We use FS(\) to access the flow-sensitive abstract heap and NFS()) to access the flow-
insensitive abstract heap. The abstract location FS(\) contains the abstraction of the
most-recently-allocated object created at A, provided that this object is local to the
creating thread. Conversely, the abstract location NFS(\) contains a sound abstraction
of all the other objects created at A.

Similar ideas have been proposed in recency abstraction [BRO6], but standard recency
abstraction only applies to sequential programs, where it is always sound to perform
strong updates on the abstraction of the most-recently-allocated object. Our analysis,
instead, operates in a concurrent setting and assumes that all the threads are concurrently
executed under an interleaving semantics. As we anticipated, this means that, if a pointer
may be shared between different threads, performing strong updates on the abstraction of
the object indexed by the pointer would be unsound. Our analysis allows strong updates
without sacrificing soundness by statically keeping track of a set of pointers which are
known to be local to a single thread: only the abstractions of the most-recently-allocated
objects indexed by these pointers are amenable for strong updates.

4.2.2 Examples

By being conservative on the execution order of callbacks, our analysis is able to analyse
the leaky example of Table 4.1 soundly. We recall it in Table 4.3, where we annotate it
with a simplified version of the facts generated by the analysis: the heap fact H provides
a flow-insensitive heap abstraction, while the Sink fact denotes communication to a sink.
We use line numbers to identify allocation sites and to index the heap abstractions.

In our analysis, activity objects are always abstracted in a flow-insensitive way, which
is crucial for soundness, since we do not predict the execution order of their callbacks.
When the activity is created, an abstract flow-insensitive heap fact H(1, {{Leaky; st
NFS(2),st2 — NFS(3)[}) is introduced, and two facts H(2,{Storage;s — ""[}) and
H(3,{|storage;s — ""[}) abstract the objects pointed by the activity fields st and
st2. Then the lifecycle events are abstracted: the onRestart method performs a weak
update on the activity object, adding a fact H(1, {|{Leaky; st +— NFS(2), st2 — NFS(2)[})
which tracks aliasing; after the onResume method, st can thus point to two possible
objects, as reflected by the abstract flow-insensitive heap facts generated at line 2 and at
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1 public class Leaky extends Activity {
H}l7 {{Leaky; st — NFS(2),st2 — NFS(3)[})
// flow-insensitivity on activity object
2 Storage st = new Storage();
H(2, {{storage;s — ""[}) // after the constructor
3 Storage st2 = new Storage();
H(3,{|storage;s — ""[}) // after the constructor

4 onRestart () { st2 = st; }
H(1,{Leaky;st — NFS(2),st2 — NFS(2)[}) // aliasing
5 onResume () { st2.s = getDeviceld(); !}

H}Q, {{storage;s + id[}) AH(3,{Storage;s — id[})

// due to flow-insensitivity on activity object

6 onPause () { send(st.s, "http://www.myapp.com/");
Sink("") A Sink(id) // the leak is detected

7}

Table 4.3: A Subtle Information Leak (Detected)

line 5. Since the latter fact tracks a sensitive value in the field s, the leak is caught in
onbPause.

Our analysis can also precisely deal with the benign example of Table 4.2 thanks to
recency abstraction. We show a simplified version of the facts generated by the analysis
in Table 4.4. If our static analysis only used a traditional allocation-site abstraction,
the benefits of flow-sensitivity would be voided by the presence of the “for” loop in the
code. Indeed, the allocation site of ¢ would need to identify all the concrete objects
allocated therein, hence a traditional static analysis could not perform strong updates on
c.phone without breaking soundness and would raise a false alarm on the code.

The local state fact LStatep, provides a flow-sensitive abstraction of the state of the
registers and the heap at program point pp. Recall that activity objects are always
abstracted in a flow-insensitive fashion, therefore the Contact array m is also abstracted
by a flow-insensitive heap fact H(2,[]). At each loop iteration, our static analysis abstracts
the most-recently-allocated Contact object at line 5 in a flow-sensitive fashion. This
is done by putting the abstract flow-sensitive location FS(5) in ¢ and by storing the
abstraction of the Contact object o. in the flow-sensitive local state abstraction LStates,
using its allocation site 5 as a key. This allows us to perform a strong update on the
c.phone field at line 6, overwriting the private information with a public one. At
line 7 the program stores the public object in the array m, which is abstracted by a
flow-insensitive heap fact: to preserve soundness, the flow-sensitive abstraction of o. is
lifted (downgraded) to a flow-insensitive abstraction by generating a flow-insensitive heap
fact H(5, o.[phone — ""]) and by changing the abstraction of c from FS(5) to NFS(5).
We then perform a weak update on the array stored in m by generating a flow-insensitive
heap fact H(2, [NFS(5)]). Thanks to the previous strong update, however, the end result
is that m only stores public information at the end of the loop and no leak is detected.
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4.3. Concrete Semantics

1 public class Anon extends Activity {
H}l, {|Anon;m — NFS(2)[})
// flow-insensitivity on activity object
2 Contact[] m = new Contact[]();
H(2,[]) // new empty array is created
3 onStart () {
LStates(c — null;5+— 1)
// no allocated contact at location 5 yet
4 for (int i = 0; 1 < contacts.length(); i++) {
LStates(c — null;5 +— L) A LStates(c — NFS(5);5 — 1)
// loop invariant (see below)

5 Contact ¢ = contacts.getContact (i);
LStates(c — FS(5);5— o.) // flow-sensitivity
6 c.phone = anonymise (c.phone);
LStates(c — FS(5);5 — oc{phone — ""}) // strong update
7 m[i] = c;
LStater(c — NFS(5);5 — L) AH(5,0c{phone — ""}) AH(2,[NFS(5)]) // lifting is
performed
8 }
9 send (m, "http://www.cool-apps.com/");

Sink([oc{phone — ""}]) // no leak is detected
0}
11 }

Table 4.4: Anonymizing Contact Information (Allowed)

4.3 Concrete Semantics

Our static analysis is defined on top of an extension of p-Dalvik 4, a formal model of a
core fragment of the Android ecosystem presented in Table 3.3 and Table 3.4. It includes
the main bytecode instructions of Dalvik, the register-based virtual machine running
Android applications, and a few important API methods. Moreover, it captures the
lifecycle of the most common and complex application components (activities), as well
as inter-component communication based on asynchronous messages (intents, with a
dictionary-like structure). Our extension of u-Dalvik4 adds two more ingredients to
the model: multi-threading and exceptions, which are useful to get a full account of the
control flow of Android applications. In this section, we focus on a relatively high-level
overview of our extensions, later in § 5.1 we provide the formal details, including the full
operational semantics.

4.3.1 Basic Syntax

We write (r;)*<" to denote the sequence 71, ...,7,. When the length of the sequence is
unimportant, we simply write r*. Given a sequence r*, r; stands for its j-th element and
r*[j = 7’'] denotes the sequence obtained from r* by substituting its j-th element with
r’. We let k; — v; denote a key-value binding and we represent partial maps using a
sequence of key-value bindings (k; — v;)*, where all the keys k; are pairwise distinct; the
order of the keys in a partial map is immaterial.

We introduce in Table 4.5 a few basic syntactic categories. A program P is a sequence
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of classes. A class cls ¢ < ¢ imp ¢* {fld*; mtd*} consists of a name ¢, a super-class
c, a sequence of implemented interfaces c¢*, a sequence of fields fld*, and a sequence
of methods mtd*. A method m : 7 2 7 {st*} consists of a name m, the type of its
arguments 7%, the return type 7, and a sequence of statements st* defining the method
body; the syntax of statements is explained below. The integer n on top of the arrow
declares how many registers are used by the method. Observe that field declarations
f : 7 include the type of the field. A left-hand side [hs is either a register r, an array
cell r1[re], an object field r.f, or a static field c.f, while a right-hand side rhs is either a
left-hand side lhs or a primitive value prim.

P n= cls”

cls n= clse<c imp ¢* {fld*; mtd"}
Tprim = bool | int | ...

T = c| Tprm | arrayl7]

fld = f:r7

mtd = m:7" 5T {st*}

lhs = r|rfr]|rflef

prim = true | false| ...

rhs == lhs| prim

Table 4.5: Basic Syntactic Categories

Table 4.6 reports the syntax of selected statements, along with a brief intuitive explanation
of their semantics. Observe that statements do not operate directly on values, but rather
on the content of the registers of the Dalvik virtual machine. The extensions with respect
to Chapter 2 are in bold and are discussed in more detail in the following. Some of the
next definitions are dependent on a program P, but we do not make this dependency
explicit to keep the notation more concise.

4.3.2 Local Reduction

Notation Table 4.7 shows the main semantic domains used in the present section. We
let p range over pointers from a countable set Pointers. A program point pp is a triple
¢, m, pc including a class name ¢, a method name m and a program counter pc (a natural
number identifying a specific statement of the method). Annotations A\ are auxiliary
information with no semantic import, their use in the static analysis is discussed in
Section 4.4. A location £ is an annotated pointer py and a value v is either a primitive
value or a location.

A local state L = (pp - u* - st* - R) stores the state information of an invoked method,
run by a given thread or activity. It is composed of a program point pp, identifying the
currently executed statement; the method calling context u*, which keeps track of the
method arguments and is only used in the static analysis; the method body st*, defining
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st =

goto pc

invoke r, m r*
ifg 71 72 then pc
return

move lhs rhs
newintent r; ¢
Unopg 7q s
put—-extra r; 1 Ty
binopg rq 1 T2
get—-extrar; ry T
new rq c
start—-act r;
newarray rqr T
start-thread r;
throw 7,
interrupt 7y
move-—-except 7,
join ry

unconditionally jump to program counter pc
invoke method m of the object in r, with args r*
jump to program counter pc if v 19

get the value of the special return register ryes
move rhs into lhs

put a pointer to a new intent for class ¢ in r;
compute ©r; and put the result in r4

bind the value of r, to key rj of the intent in r;
compute 11 @ ro and put the result in ry

get the 7-value bound to key rj of the intent in r;
put a pointer to a new object of class ¢ in ry
start a new activity by sending the intent in r;
put a pointer to a new 7T-array of length r; in ry
start the thread in r;

throw the exception stored in 7,

interrupt the thread in r;

store a pointer to the last thrown exception in r,
join the current thread with the thread in 7

Table 4.6: Syntax and Informal Semantics of Selected Statements

the method implementation; and a register state R, mapping registers to their content.

Registers are local to a given method invocation.

A local state list L is a list of local states. It is used to keep track of the state information
of all the methods invoked by a given thread or activity. The call stack « is modeled
as a local state list L#, possibly qualified by the AbNormal(-) modifier if the thread or
activity is recovering from an exception.

Coming to memory, we define the heap H as a partial map from locations to memory
blocks. There are three types of memory blocks in the formalism: objects, arrays and
intents. An object o = {|¢; (fr — v)*[} stores its class ¢ and a mapping between fields and

values. Fields are annotated with their type, which is typically omitted when unneeded.

An array a = T[v*] contains the type 7 of its elements and the sequence of the values v*
stored into it. An intent i = {|Qc; (k — v)*|} is composed by a class name ¢, identifying
the intent recipient, and a sequence of key-value bindings (k +— v)*, defining the intent
payload (a dictionary). The static heap S is a partial map from static fields to values.

Finally, we have local configurations > =€ -« -7 -~ - H - S, representing the full state of
a specific activity or thread. They include a location ¢, pointing to the corresponding
activity or thread object; a call stack «; a pending activity stack 7, which is a list of
intents keeping track of all the activities that have been started; a pending thread stack
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Pointers P €  Pointers
Program counters pc € N

Program points pp = c¢,m,pc
Annotations A = pp|c|in(c)
Locations 14 = Dy

Values u,v = prim | ¢
Register states R = (re—uv)*

Local states L = (pp-u*-st*-R)
Local state lists L# u= e|L:L#

Call stacks o = L# | AbNormal(L¥)
Objects 0 = A (fr =)}
Arrays a = 7[v*]

Intents i = {Qc; (k — v)*|}
Memory blocks b w= olali

Heaps H = (=D

Static heaps S = (c.f—v)*
Pending activity stacks 7 = elinm

Pending thread stacks ~y = ¢el|luy

Local configurations by = L-a-m-y-H-S

Table 4.7: Semantic Domains for Local Reduction

v, which is a list of pointers to the threads which have been started; a heap H, storing
memory blocks; and a static heap .S, storing the values of static fields.

We use several substitution notations in the reduction rules, with an obvious meaning.
The only non-standard notations are X7, which stands for ¥ where the value of pc is
replaced by pc + 1 in the top-most local state of the call stack, and the substitution of
registers X[ry — u], which sets the value of the register r4 to u in the top-most local
state of the call stack. This reflects the idea that the computation is performed on the
local state of the last invoked method.

Local Reduction Relation The local reduction relation ¥ ~» ¥’ models the evolution
of a local configuration Y into a new local configuration ' as the result of a computation
step. The definition of the local reduction relation uses two auxiliary relations:

e Y[rhs], which evaluates a right-hand side expression rhs in the local configuration
%

e X, st || X, which executes the statement st on the local configuration ¥ to produce
Y.
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4.3. Concrete Semantics

The most straightforward rule defining a local reduction step ¥ ~» X' just fetches the
next statement st to run and performs a look-up on the auxiliary relation X, st |} 3.
Formally, assuming a function get-stm(X) fetching the next statement based on the
program counter of the top-most local state in 3, we have:

(R-NEXTSTM)
¥, get-stm(%) || ¥’
DIV 34

We show a subset of the new local reduction rules added to p-Dalviky in Table 4.8 and
we explain them below.

Exception Rules In Dalvik, method bodies can contain special annotations for excep-
tion handling, specifying which exceptions are caught and where, as well as the program
counter of the corresponding exception handler (handlers are part of the method body).
In our formalism, we assume the existence of a partial map ExcptTable(pp, ¢) = pc which
provides, for all program points pp where exceptions can be thrown and for all classes ¢
extending the Throwable interface, the program counter pc of the corresponding exception
handler. If no handler exists, then ExcptTable(pp,c) = L. Moreover, all local states
contain a special register rexcpt that is only accessed by the exception handling rules: this
stores the location of the last thrown exception.

An exception object stored in 7. can be thrown by the statement throw 7. using rule
(R-THROW): it checks that 7. contains the location of a (throwable) object, stores this
location into the register rexcpr and moves the local configuration into an abnormal state.
After entering an abnormal state, there are two possibilities: if there exists a handler
for the thrown exception, we exit the abnormal state and jump to the program counter
of the exception handler using rule (R-CAUGHT); otherwise, the exception is thrown
back to the method caller using rule (R-UNCAUGHT). Finally, the location of the last
thrown exception object can be copied from the register rexcpt into the register r. by the
statement move—-except 7, as formalized by rule (R-MOVEEXCEPTION)

Thread Rules Our formalism covers the core methods of the Java Thread API [Javb]:
they enable thread spawning and thread communication by means of interruptions and
synchronizations. Rule (R-STARTTHREAD) models the statement start-thread r:
it allows a thread to be started by simply pushing the location of the thread object
stored in r; on the pending thread stack. The actual execution of the thread is left
to the virtual machine, which will spawn it at an unpredictable point in time, as we
discuss in the next section. The statement interrupt 7, sets the interrupt field (named
inte) of the thread object whose location is stored in r; to true, as formalized by rule
(R-INTERRUPTTHREAD). We now describe the semantics of thread synchronizations. If
the thread ¢’ calling join 7 was not interrupted at some point, rule (R-JOINTHREAD)
checks whether the thread whose location is stored in r; has finished; if this is the case,
it resumes the execution of ¢/, otherwise ' remains stuck. If instead ¢’ was interrupted
before calling join ry, rule (R-INTERRUPTJOIN) performs the following operations: the
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(R-THROW)
(=X[re]  HE)=A{;(f )]}
Y, throw re || X[a — AbNormal(a)][rexcpt — ¢

(R-CAUGHT)

0= Y Arexcpt] H(0) = {|c; (f = v)"]}
ExcptTable(c, m, pe, ) = pc’ ae = (c,m, pc’ -u* - st* - R) :: o

YA~ ZA[OzA — ac]

(R-UNCAUGHT)

£ =Y arexcpt] H) ={d;(f = v)*[} (R-MOVEEXCEPTION)
ExcptTable(c,m, pc,d’) = L 0 = X[Texcpt]
YA~ Yalag — Z—\bNormal(o/)][rexcpt — /] Y, move-except 7. |} E"'[re —

(R-STARTTHREAD)
(=3[r] HEO)={(f=v) A =Lluny
Y, start-thread 7 | X[y — 7]

(R-INTERRUPTTHREAD)
(=%  H)={d;(frv)"inters |}
H' = H[{ — {c; (f = v)*,inte = truel}]
Y, interrupt 7y | ST[H — H']

(R-JOINTHREAD)
H(l,) = {lcr; (fr ¥ vp)", inte > falsel}
€= X[r] H(0) ={;(f — v)*,finished — truel}
Y, joinr 4 BT

(R-INTERRUPTJOIN)
H(¢,) ={ler; (fr = vp)", inte — truel}
o={c;(fr > vy)",inte — falsel} Dem,pe & dom(H)
H' = H,pem,pe — {IntExcpt; [} o, = AbNormal(o|rexcpt — Pem,pe])
¥, join 1 |} Bla— ae, H = H'[6, +— 0]

Convention: let ¥ = ¢, -a-7-v-H-S with a = (¢,m,pc-u* - st*- R) :: o/ and
Ya=4Ly-ap-m-y-H-S with ay = AbNormal((c,m,pc-u*-st*- R) : o).
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4.3. Concrete Semantics

inte field of ¢’ is reset to false, an IntExcpt exception is thrown (this creates a new
exception object) and the local configuration enters an abnormal state.

4.3.3 Global Reduction

Notation Table 4.9 introduces the main semantic domains used in the present section.
First, we assume the existence of a set of activity states ActStates, which is used to model
the Android activity lifecycle (see [PS14]). Then we have two kinds of frames, modelling
running processes. An activity frame p = ({, s, 7, ) describes the state of an activity:
it includes a location ¢, pointing to the activity object; the activity state s; a pending
activity stack m, representing other activities started by the activity; a pending thread
stack -y, representing threads spawned by the activity; and a call stack a. A thread frame
= (£, m, ~,a) describes a running thread: it includes a location ¢, pointing to the
activity object that started the thread; a location ¢’ pointing to the thread object; a
pending activity stack 7, representing activities started by the thread; a pending thread
stack v, representing other threads spawned by the thread; and a call stack .

Activity frames are organized in an activity stack €2, containing all the running activities;
one of the activities may be singled out as active, represented by an underline, and it
is scheduled for execution. We assume that each ) contains at most one underlined
activity frame. Thread frames, instead, are organized in a thread pool =, containing all
the running threads. A configuration ¥ = Q- =- H - S includes an activity stack €2, a
thread pool Z, a heap H and a static heap S. It represents the full state of an Android

application.
Activity states s € ActStates
Activity frames o u= (U s,my,) | (bs,my,a)
Activity stacks Q = ple:Q
Thread frames vooa= (00 Ty, )
Thread pools Eou= 0y E
Configurations v o= Q-=2-H-S

Table 4.9: Semantic Domains for Global Reduction

Global Reduction Relation The global reduction relation ¥ = ¥’ models the evolu-
tion of a configuration ¥ into a new configuration W', either by executing a statement
in a thread or activity according to the local reduction rules, or as the result of pro-
cessing lifecycle events of the Android platform, including user inputs, system callbacks,
inter-component communication, etc.

Before presenting the global reduction rules, we define a few auxiliary notions. First, we
let lookup be the function such that lookup(c,m) = (¢, st*) iff ¢ is the class obtained
when performing dispatch resolution of the method m on an object of type ¢ and
st* is the corresponding method body. Then, we assume a function sign such that
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sign(c,m) = 7" 2 7 iff there exists a class cls; such that cls; = cls ¢ < ¢ imp ¢* {fld*;
mtd*,m : 7 2 7 {st*}}. Finally, we let a successful call stack be the call stack of an
activity or thread which has completed its computation, as formalized by the following
definition.

Definition 11. A call stack « is successful if and only if « = (pp - u* - return- R) :: ¢
for some pp, u* and R. We let & range over successful call stacks.

The core of the global reduction rules is taken from Table 2.5 and Table 2.6, extended
with a few simple rules used, e.g., to manage the thread pool. The main new rules are
given in Table 4.10 and the full set can be found in § 5.1. We start by describing rule
(A-THREADSTART), which models the starting of a new thread by some activity. Let
¢’ be a pointer to a pending thread spawned by an activity identified by the pointer £,
the rule instantiates a new thread frame ¢ = (¢, ¢, e, e, ) with empty pending activity
stack and empty pending thread stack, executing the run method of the thread object
referenced by ¢/. We then have two other rules: rule (T-REDUCE) allows the reduction of
any thread in the thread pool, using the reduction relation for local configurations; rule
(T-KiLL) allows the system to remove a thread which has finished its computations, by
checking that its call stack is successful.

(A-THREADSTART)

o=U,s,m,y:l v a) o= smyq, )
=0 e e H) ={;(f =)} lookup(c,run) = (¢, st*)
sign(c”, run) = Thread ¢, Void o = (" run,0- 0 - st* - (1 — 0)k§l067rloc+1 4

Qe 2 H-S=0:¢ Q- ¢pu=-H-S

(T-REDUCE)
by H-S~ 0l
Q= (b, m,y,a) = -H-S=Q-

ooy H S
b ((E,Zt,Tr',y’,o/)) =D H . 5’/

[ e

(T-KiLL)
H(") = {c; (f = v)*, finished — |} H' = H[{' — {c; (f = v)*, finished — truel}]
Q- =2l eea)y:= H-S=Q-2:5 -H .S

Table 4.10: New Global Reduction Rules - Excerpt

4.4 Abstract Semantics

Our analysis takes as input a program P and generates a set of Horn clauses (| P]) that
over-approximate the concrete semantics of P. We can then use an automated theorem
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4.4. Abstract Semantics

prover such as z3 [dMBO8b] to show that (PJ), together with a set of facts A over-
approximating the initial state of the program, does not entail a formula ¢ representing
the reachability of some undesirable program state (e.g., leaking sensitive information).
By the over-approximation, the unsatisfiability of the formula ensures that also P does
not reach such a program state.

4.4.1 Syntax of Terms

We assume two disjoint countable sets of variables Vars and BVars. The syntax of the
terms of the abstract semantics is defined in Table 4.11 and described below.

Boolean variables Ty € BVlars
Variables T € Vars

Abstract elements d e D

Booleans bb == 0|1 mx
Abstract locations A = FS(M\)|NFS(X)
Abstract values 4,0 == d|x| f(o*)
Abstract objects o = A (fr = 0)}
Abstract arrays a = 7[0]

Abstract intents @ m= Qe o}
Abstract blocks b = olal
Abstract flow-sensitive blocks ] = b|L
Abstract flow-sensitive heap h = (ppr— f)*
Abstract filter J (pp — bb)*

Table 4.11: Syntax of Terms

Each location p) is abstracted by an abstract location 5\, which is either an abstract
flow-sensitive location FS(A) or an abstract flow-insensitive location NFS(A). Recall the
syntax of annotations: in the concrete semantics, A = ¢ means that py stores an activity
of class ¢; A = in(c) means that p) stores an intent received by an activity of class ¢; and
A = pp means that p) stores a memory block (object, array or intent) created at program
point pp. Only the latter elements are amenable for a sound flow-sensitive analysis, since
activity objects are shared by all the activity callbacks and received intents are shared
between at least two activities, but the analysis assumes the concurrent execution of all
callbacks and activities.

The analysis assumes a bounded lattice (D C,U,M, T, 1) for approximating concrete
values such that the abstract domain D contains at least all the abstract locations A and
the abstractions pmm of any primitive value prim. We also assume a set of interpreted
functions f, containing at least sound over-approximations ©, ®, & of the unary, binary
and comparison operators ®,®,©. Abstract values 0 are elements d of the abstract
domain D, variables z from Vars or function applications of the form f(0™).
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The abstraction of objects 6 is field-sensitive, while the abstraction of arrays a and intents
7 is field-insensitive. The reason is that the structure of objects is statically known
thanks to their type, while array lengths and intent fields (strings) may only be known
at runtime. It would clearly be possible to use appropriate abstract domains to have a
more precise representation of array lengths and intent fields, but we do not do it for the
sake of simplicity. An abstract block b can be an abstract object 0, an abstract array a or
an abstract intent 7. An abstract flow-sensitive heap h is a total mapping from the set of
allocation sites pp to abstract memory blocks b or the symbol L, representing the lack of
a flow-sensitive abstraction of the memory blocks created at pp.

There is just one syntactic element in Table 4.11 which we did not discuss yet: abstract
filters. Abstract filters k are total mappings from the set of allocation sites pp to boolean
flags bb. They are technically needed to keep track of the allocation sites whose memory
blocks must be downgraded to a flow-insensitive analysis when returning from a method
call. The downgrading mechanism, called lifting of an allocation site, is explained in
Section 4.4.3.

4.4.2 Ingredients of the Analysis

Overview Our analysis is contezt-sensitive, which means that the abstraction of the
elements in the call stack keeps track of a representation of their calling context. In
this work, contexts are defined as tuples (5\,5,11*), where \; is an abstraction of the
location storing the thread or activity which called the method, while 4* is an abstraction
of the method arguments. Abstracting the calling thread or activity increases the
precision of the analysis, in particular when dealing with the join r; statement for
thread synchronization.

Moreover, our analysis is flow-sensitive and computes a different over-approximation
h of the state of the heap at each reachable program point, satisfying the following
invariant: for each allocation site pp, if h(pp) = b then b is an over-approximation of
the most-recently allocated memory block at pp and this memory block is local to the
allocating thread or activity. Otherwise, fz(pp) = 1 and the memory blocks allocated
at pp, if any, do not admit a flow-sensitive analysis. These memory blocks are then
abstracted by an abstract flow-insensitive heap, defining an over-approximation of the
state of the heap which is valid at all reachable program points. As such, the abstract
flow-insensitive heap is not indexed by a program point.

We present selected excerpts of the analysis in the remaining of this section: the full
analysis specification is given in § 5.2.

Analysis Facts The syntax of the analysis facts f is defined in Table 4.12. The fact
LStatecym,pc((S\t, a*); 0% h; I;:) is used to abstract local states: it denotes that, if the method
m of the class ¢ is invoked in the context (S\t, @*), the state of the registers at the pc-th
statement is over-approximated by ©*, while h provides a flow-sensitive abstraction of
the state of the heap and k tracks the set of the allocation sites which must be lifted
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after returning from the method. The fact AStateQm,pc((j\t, @*); 0*; h; k) has an analogous
meaning, but it abstracts local states trying to recover from an exception. The fact
Resc7m((5\t, a*); 0; h; ]Ac) states that, if the method m of the class c is invoked in the context
(j\t, @*), its return value is over-approximated by ©; the information h and k has the same
meaning as before and it is used to update the abstract state of the caller after returning
from the method m. The fact Uncaughtc,m’pc((j\t, @*); ; h; k) ensures that, if the method
m of the class ¢ is invoked in the context (Xt,a*), it throws an uncaught exception
at the pc-th statement and the location of the exception object is over-approximated
by ©; here, h and k are needed to update the abstract state of the caller of m, which
becomes in charge of handling the uncaught exception. The fact RHS,,(0) states that ©
over-approximates the right-hand side of a move Ilhs rhs statement at program point pp.

fu=
9% s l%) Abstract local state

>

wn

+

5]

+

(0]
o
©
—_
—

5\, 0*); 0% fz; 12:) Abstract abnormal state
Rescm((A, 9%); 93 s k) Abstract result of method call
Uncaughtpp((jx, 0%); 0; h; 12:) Abstract uncaught exception
RHS,,(?) Abstract value of right-hand side
LiftHeap(iL; l;:) Abstract heap lifting
Reach(d; h; k) Abstract heap reachability
GetBIk; (0*; by \; I;) Abstract heap look-up
H(\, b) Abstract flow-insensitive heap entry
Sc(0) Abstract static field
lc(2) Abstract pending activity
T(A,0) Abstract pending thread
4w Partial ordering on abstract values
<7 Subtyping fact

Table 4.12: Analysis Facts

We then have a few facts used to abstract the heap and lift the allocation sites. The
facts LiftHeap(fL; l%), Reach(?; h; l%) and GetBlk;(0*; by \; l;) are the most complicated and
peculiar, so they are explained in detail later on. The fact H(A, 13) models the abstract flow-
insensitive heap: it states that the location py stores a memory block over-approximated
by b at some point in the program execution. The fact Sc£(0) states that the static
field f of class ¢ contains a value over-approximated by ¢ at some point of the program
execution.

Finally, the fact Ic(f) tracks that an activity of class ¢ has sent an intent over-approximated
by 7. The fact T(), ) tracks that an activity or thread has started a new thread stored
at some location py and over-approximated by 6. We then have standard partial order
facts 4 C 0 and subtyping facts 7 < 7/.
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Horn Clauses We define Horn clauses as logical formulas of the form V1, ..., Vx,,.fi A

..N\f, = f without free variables. In order to improve readability, we always omit the
universal quantifiers in front of Horn clauses and we distinguish constants from universally
quantified variables by using a sans serif font for constants, e.g., we write ¢ to denote
some specific class ¢. When an element in a Horn clause is unimportant, we just replace
it with an underscore (_ ). Also, we write Vxq,...,Vo,fi AL A, = fi AL Af] for
the set {Va1,...,Va,.fi AL AT, = f] | i€ [l,k]}.

Abstract Programs We define abstract programs A as sets of facts and Horn clauses,
where facts over-approximate program states, while Horn clauses over-approximate the
concrete semantics of the analysed program.

4.4.3 The Lifting Mechanism

The lifting mechanism is the central technical contribution of the static analysis. It is
convenient to abstract for a moment from the technical details and explain it in terms
of three separate sequential steps, even though in practice these steps are interleaved
together upon Horn clause resolution.

Computing the Abstract Filter Let pp, be the allocation site to lift, i.e., assume
that the most-recently-allocated memory block b at pp, must be downgraded to a flow-
insensitive analysis, for example, because it was shared with another activity or thread.
Hence, all the memory blocks which can be reached by following a chain of locations
(pointers) starting from any location in b must also be downgraded for soundness. In the
analysis, we over-approximate this set of locations with facts of the form Reach(?; h; l%),
meaning that the abstract filter k represents a subset of the flow-sensitive abstract
locations which are reachable along h from any flow-sensitive abstract location over-
approximated by 9. The Horn clauses deriving Reach(%; lAz; /2:) are in Table 4.13 and should
be read as a recursive computation, whose goal is to find the set of all the abstract
flow-sensitive locations reachable from ¢ and hence a sound over-approximation of the
set of the allocation sites which need to be lifted. The definition uses the function k& [ &’ ,
computing the point-wise maximum between k and k.

Performing the Lifting Once Reach(FS(pp,); h; k) has been recursively computed,
the analysis introduces a fact LlftHeap(h k:) to force the lifting of the allocation sites pp
such that k:(pp) = 1, moving their abstract blocks from the abstract flow-sensitive heap
h to the abstract flow-insensitive heap. The lifting is formalized by the following Horn
clause:

LiftHeap(h; k) A k(pp) = 1 A h(pp) = b = H(pp; b)

Housekeeping Finally, we need to update the data structures used by the analysis to
reflect the lifting, using the computed abstract filter k& to update:
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Reach(WL; h; 0%) Reach(NFS()); h; 0%) Reach(FS(pp); h; 0*[pp — 1])

A A

Reach(di; h; k) A4 T & = Reach(d; h; k)

A~

Reach(; h; k) A Reach(d; h; k') = Reach(o; h; k (1 k)

h(pp) = {lc; _, f = o]} . .
h(pp) = T[ﬁ] A Reach(@; h; k‘) — Reach(FS(pP)§ h; k)

h(pp) = {|Qc; [}

A A

Table 4.13: Horn Clauses Used to Derive the Predicate Reach(; h; k)

1. the current abstraction of the registers ©*. This is done by using a function
lift(0*; l%), which updates 0* so that all the abstract flow-sensitive locations FS(pp)
such that I;:(pp) = 1 are changed to NFS(pp). This ensures that the next abstract
heap accesses via the register abstractions perform a look-up on the abstract flow-
insensitive heap for lifted allocation sites. Formally, we require the lift function to
satisfy the axioms in Table 4.14;

Fop) =0 ko) =1 lift(NFS(A); &) = NFS())
lift(FS(pp); k) = FS(pp) lift(FS(pp); k) = NFS(pp)
(T B o aco Vi : lift(05; k) =
fe(prim; k) = prim lift(a; k) C life(0; &) life(0%; k) = a*

A~

Table 4.14: Axioms Required on the Function lift(0*; k)

2. the current abstract flow-sensitive heap h. This is done by the function hIift(iL; l;:),
which replaces all the entries of the form pp — b in h with pp — L if ]As(pp) =1,
thus invalidating their flow-sensitive abstraction. If k(pp) = 0, instead, the function
calls lift(v; k:) on all the abstract values © occurring in b, so that b itself is still
analysed in a flow-sensitive fashion, but it is correctly updated to reflect the lifting
of its sub-components;

3. the current abstract filter &’. This is done by the function bk , computing the
point-wise maximum between k and k. This tracks the allocation sites which must
be lifted upon returning from the current method call, so that also the caller can
correctly update the abstraction of its registers by using the lift function.
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For simplicity, we just say that we lift some abstract value © when we lift all the allocation
sites pp such that FS(pp) C 0.

Example Assume integers are abstracted by their sign and consider the following
abstract flow-sensitive heap:

h=pp, > T[FS(ppa)], ppy = {9 = FS(ppy), g' = +[}
pp3 — {|cs f = NFS(ppsy), f' = FS(ppy)l}
ppy = {5 f = FS(ppy), [ — FS(pps) |}

Assume we want to lift the allocation site pp;, the computation of the abstract filter
gives: k= ppy — 1,ppy — 1, pp3 — 0, ppy — 0. The result of the lifting is then the
following:
hlift(fz; ]2:) = ppy+— L,ppy— L,
pp3 = {lcs f = NFS(ppy), f" = FS(ppy) |}
ppy = {5 f = NFS(ppy), f" = FS(pp3)[}

4.4.4 Abstracting Local Reduction

Accessing the Abstract Heaps We observe that in the concrete semantics one often
needs to read a location stored in a register and then access the contents of that location
on the heap. In the abstract semantics we rely on a similar mechanism, adapted to
read from the correct abstract heap. The fact GetBlk;(0*; i\ 3) states that if 0* is an
over-approximation of the content of the registers and h is an abstract flow-sensitive
heap, then \ is an abstract location over-approximated by 0; and b is an abstract block
over-approximating the memory block that register ¢ is pointing to. Formally, this fact
can be proved by the two Horn clauses below, discriminating on the flow-sensitivity of A

FSOA) T o Ah(A\) =b = GetBlk;(d*; h; FS(\); b)
NFS(A) Cd; AH(A D) = GetBlk;(i*; h; NFS(); b)

Evaluation of Right-Hand Sides The abstract semantics needs to be able to over-
approximate the evaluation of right-hand sides. This is done via a translation (rhs)),,
generating a set of Horn clauses, which over-approximate the value of rhs at program
point pp. For example, the following translation rule generates one Horn clause which
approximates the content of the register r; at pp, based on the information stored in the
corresponding local state abstraction:

(ridhpp = {LStatepp(_:0% ;) —> RHSpp(0)}

Standard Statements The abstract semantics defines, for each possible form of
statement st, a translation (st]),, into a set of Horn clauses which over-approximate the
semantics of st at program point pp. We start by discussing the top part of Table 4.15,
presenting the abstract semantics of some statements considered in § 2.4. We focus in
particular on the main additions needed to generalize their abstraction to implement a
flow-sensitive heap analysis:



4.4. Abstract Semantics

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

o (new rq c\eym,pe =
{LStatec m pc(_;0%; h; k) A Reach(FS(c, m, pc); h; k')
= LiftHeap(iL,E ) A LStatec m pey1(; lift(0* % )[d — FS(c,m, pc)l; hlift(fz;l%’)[c, m, pc —
{c's (f = 0-) s kO R}

o (move ro.f ThS)cm,pe =
(7Y c.m.pe U {RHS¢.mpe(©”) A LStatec mpe(_; 0% hs k) A GetBlk,(0*; h; FS(A); {¢; (f
W), f= ) =
LStatec mpes1(_; 0% AN = {¢; (f/ — @/
{RHS m.pc(0") A LStatecmpe(_; 0% s k
o'[}) A Reach(d”; h; k') =
HO, {5 (f — ’)*, — o) A LiftHeap(h; k') A
LStatec mper1(_; lift(0*; &'); hlift(h; k'); kO &)}

( )i

) [ i k)} U
)/\ GetBlk, (8%; i NFS(A): {|¢s (f/ — @)*, f —

o (return)empe = {LStatecmpc((Ae,05); 0% b5 k) = Rescm((Ae,0%,); Ores; b )}

° (|invoke ro m’ (7“1 )anDC m,pc =

{LStatec m pc((Ar, ); 0" ,Z/%) A GetBlky (0%; h;_; {|¢/ (fHu)*|})/\c <d =

LStatec ms o (A¢, (0 SISy (0, )F<toc, (0, YIS hi0%) | e lookup( ") A sign(c”,m’) =
()= 25 7} U (1)
{LStatec mpe((Ar, )i 0% hsk) A GetBlko (0" hs s {cs(f = @) A < " A
Resc”,m/(()‘iv 'LD*), ’Uﬁes, hres, k'res)

A :x;A(/\jén s, Iij,ZJ_) — LStatec mpert((Ars )i lifE(0% Fres)[res — dluc]; Fres: L

Jires) | " € lookup(m')} U ) (2
{LStatec mpc((Ae, ); 0% hy k) A GetBlko (0% h; {5 (f — @) A <
UncaUghtc“,m/((;\;a w*)); Uéxcpt’ hres; 'Z%res)

AN = 5\; A (/\jgn D;; My ,ZJ_) — AStatec,mvpc((j\t, _); lift(o* kres)[excpt —

~

6L ol Frves i Clfoves) | € € lookup(m’)} (3)

excptl?

~

>

o (throw r)cm,pe = {LStategm,pc(i;ﬁ*;lAz;l%) = AStatec m pc(_; 0" [excpt — ﬁi];fz; lAc)}
e (start-thread Tchmpc =
{LStatec m pc(_; 0% hs k) A GetBlk; (0*; h; NFS( )i {ls (f = @)*}) A < Thread
— T {d (f = )" [H) A LStatecm,ch( o5 hs 1??)} u
{LStatec mpc(_ ;0% h;k) A GetBlk; (0%; h; FS( A (f = a)*)) A < Thread A
Reach(FS(\); h; k’)
— T\ {5 (f = 2)*[}) ALiftHeap(h; k') ALStatec m per1(_; lift(0*; &'); hlife(h; &'); ECIR') }

o (join 7)) cm,pe =
{LStatec mpc((NFS(A,), ); 0% hs k) A
LStatec mper1((NFS(A,), );d ,13,1%)} U
{LStatec mpc((NFS(N,), ); 0%; hy k) AHOA, {5 (f = @)%, inte — ©'[}) A true o/ —>
H(c, m, pc; {[IntExcpt; [}) A AStatec,m’pc((NFS()\t),7);f)*[excpt — NFS(c,m,pc)); hs k) A
H(, {|¢s (f — @)*, inte — false[})}

HO\ {I (f — @)*,inte s ©'[}) A false C o/ =

Table 4.15: Abstract Semantics of Statements - Excerpt
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e (new ry c'))pp: When allocating a new object at pp, the abstraction of the object

that was the most-recently allocated one before the new allocation, if any, must be
downgraded to a flow-insensitive analysis. Therefore, we lift the allocation site pp
by computing an abstract filter k' via the Reach predicate and using it to perform
the lifting as described in Section 4.4.3. We then put in the resulting abstract flow-
sensitive heap a new abstract object {¢; (f — 0,)*[} initialized to default values
(ﬁT represents the abstraction of the default value used to populate fields of type
7). The abstraction of the register r4 is set to the abstract flow-sensitive location
FS(pp) to enable a flow-sensitive analysis of the new most-recently-allocated object;

(move 7o.f rhs)pp: We first use ((rhs))pp to generate the Horn clauses over-
approximating the value of rhs at program point pp. Assume then we have the
over-approximation 9" in a RHS fact. We have two possibilities, based on the
abstract value 0, over-approximating the content of the register r,. If GetBlk,
returns an abstract flow-sensitive location FS()), then we perform a strong update
on the corresponding element of the abstract flow-sensitive heap. If GetBlk, returns
an abstract flow-insensitive location NFS(\), we use A to get an abstract heap fact
HO\ {5 (ff — @)%, f — ©'[}) and we update the field f of this object in a new
heap fact: this implements a weak update, since the old fact is still valid. The
abstract value 9" moved to the flow-insensitive heap fact may contain abstract
flow-sensitive locations, which must be downgraded by lifting 9" when propagating
the local state abstraction to the next program point;

(return|)py: The callee generates a return fact Res containing the calling context
(5\t, 0%.11), the abstract value ¥res over-approximating the return value, its abstract
flow-sensitive heap h and its abstract filter k recording which allocation sites were
lifted during its computation. All this information is propagated to the analysis of
the caller, as we explain in the next item;

(invoke ro m' (ry,)?=")),p: We statically know the name m’ of the invoked
method, but not the class of the receiver object in the register r,. In part (1)
we over-approximate dynamic dispatching as follows: we collect all the abstract
objects accessible via the abstraction ¢, of the content of the register r,, but we
only consider as possible receivers the ones whose type is a subtype of a class
d" e lo/ok\up(m’ ), where lo/ok\up(m/ ) just returns the set of classes which define or
inherit a method named m’. For all of them, we introduce an abstract local state
fact LState over-approximating the local state of the invoked method, instantiating
it with the calling context, the abstract flow-sensitive heap of the caller and an
empty abstract filter.

Part (2) handles the propagation of the abstraction of the return value from the
callee to the caller. This is done by using the Res fact generated by the return
statement of the callee: the caller matches appropriate callees by checking the
context of the Res fact. Specifically, the caller checks that: (i) its own abstraction
A\t matches the abstraction /A\Q in the context of the callee, and (ii) that the meet
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4.4. Abstract Semantics

of its arguments ©;; and the context arguments @; is not L. This prevents a
callee from returning to a caller that could not have invoked it, in case (i) because
different threads are executing caller and callee, and in case (i) because the over-
approximation of the arguments used by the caller and the over-approximation of
the arguments supplied to the callee are disjoint. We then instantiate the abstract
local state of the next program point by inheriting the abstract flow-sensitive heap
of the callee hyes, lifting the abstraction of the caller registers, joining the caller
abstract filter k& with the callee abstract filter lAc,es, and storing the abstraction of

the returned value 9/ in the abstraction of the return register.

Finally, part (3) of the rule is used to handle the propagation of uncaught exceptions
from the callee to the caller. It uses an abstract uncaught exception fact Uncaught,
generated by the exception rules explained below: it tries to throw back the
exceptions to an appropriate caller, by matching the context of the Uncaught fact
with the abstract local state of the caller.

Exceptions and Threads The bottom part of Table 4.15 presents the abstract se-
mantics of some selected new statements of the concrete semantics:

e (throw 7))y, We generate an abstract abnormal local state fact AState from the

abstract local state throwing the exception, and we set the abstraction of the special
exception register accordingly;

(start-thread r;))p,: We create an abstract pending thread fact T, tracking
that a new thread was started. The actual instantiation of the abstract thread
object is done by the abstract counterpart of the global reduction rules, which we
discuss later. Observe that, if the abstract location pointing to the abstract thread
object has the form FS(A), then A is lifted, since the parent thread can access the
state of the new thread, but the two threads are concurrently executed;

(join ri))pp: We just check whether the inte field of the abstract object over-
approximating the running thread or activity is over-approximating t/ru\e7 in which
case an abstract abnormal local state throwing an IntExcpt exception is generated,
or fa/l?e, in which case the abstract local state is propagated to the next program
point.

Example We show in Table 4.16 a (simplified) bytecode program corresponding to the
code snippet in Table 4.1. A few comments about the bytecode: the activity constructor
<init> is explicitly defined; by convention, the first register after the local registers of a
method is used to store a pointer to the activity object and the register ret is used to
store the result of the last invoked method.

We assume that the class Leaky extends Act ivity and implements at least the methods
send and getDeviceId, whose code is not shown here. We also use line numbers to
refer to program points, which makes the notation lighter. Notice that there are only two
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allocation points, lines 7 and 9, therefore the abstract flow-sensitive heap will contain
only two entries and have the form 7+ [1,9 > [o.

We selected three bytecode instructions and we give for each of them the Horn clauses
generated by our analysis. We briefly comment on the clauses: the new instruction at
line 7 computes all the abstract flow-sensitive locations reachable from FS(7) with the
predicate Reach: bb) (resp. bbh) is set to 1 iff the location 7 (resp. 9) needs to be lifted.
These abstract flow-sensitive locations are then lifted, if needed, using:

LiftHeap(7 — 11,9 > ly; 7 — bb},9 — b)),

and the abstract flow-sensitive heap is updated by putting a fresh Storage object in 7
and by lifting 9, if needed:

7 {|Storage;s = "7[},9 — hlift(lo; 7 — b}, 9 — bbh).

The invoke instruction at line 18 has two clauses: the first clause retrieves the callee’s
class ¢ and performs an abstract virtual method dispatch (here there is only one class
implementing getDeviceId, hence this step is trivial); the second clause gets the result
from the called method and returns it to the caller, checking that the caller’s abstract
thread pointer \; and supplied argument & match the callee’s context (A}, #') with the
constraint \; = 5\2 ADM?' Z L. We removed the exception handling clauses, as they are
not relevant here.

Finally, the move instruction at line 20 is abstracted by four Horn clauses: the first
one evaluates the right-hand side of the move; the two subsequent clauses execute the
move in case the left-hand side is the field s of, respectively, the abstract flow-sensitive
location 7 or 9; finally, the last clause is used if the left-hand side is the field s of an
abstract flow-insensitive location, in which case a new abstract flow-insensitive heap entry
is created.

4.4.5 Abstracting Global Reduction

The abstract counterpart of the global reduction rules is a set of Horn clauses over-
approximating system events and the Android activity lifecycle. We extended the original
rules of HornDroid presented in Table 2.5 and Table 2.6 with some new rules needed to
support our richer concrete semantics including threads and exceptions. Table 4.17 shows
two of these rules to exemplify, the other rules are in § 5.2. Rule Tstart over-approximates
the spawning of new threads by generating an abstract local state executing the run
method of the corresponding thread object. Rule AbState abstracts the mechanism
by which a method recovers from an exception: part (A) turns an abstract abnormal
state into an abstract local state if the abstraction of the exception register contains
the abstract location of an object of class ¢ extending the Throwable interface and if
there exists an appropriate entry for exception handling in the exception table; part (B)
is triggered if no such entry exists, and generates an abstract uncaught exception fact,
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Bytecode Example:

1 .class public Leaky 12 .method onRestart () 22 .method onPause ()

2 .super Activity 13 .1 local register 23 .2 local registers

3 .field st:Storage 14 move rl.st2 rl.st 24 move r0 r2.st

4 .field st2:Storage 15 .end method 25 move rl r0.s

5 .method constructor 16 . method onResume () 26 move r0 "http://myapp
<init >() 17 .1 local register .com/"

6 .1 local register 18 invoke rl 27 invoke r2

7 mnew r0 Storage getDeviceld () send () rl r0

8 move rl.st r0 19 move r0 rl.st2 28 .end method

9 mnew r0 Storage 20 move r0.s ret

10 move rl.st2 10 21 .end method

11 .end method

Generated Horn Clauses for Line T7:
° LState7(7; ro > U, T — 0T Z1,9 — iz;? — bb1,9 — bbz)/\
Reach(FS(7); 7 — 11,9 > l2; 7+ bb},9 — bbh) —
LiftHeap(7 — 11,9 — la; 7 > b}, 9 — bby)A
LStates(__; 70 — FS(7),r1 — lift(d; 7 — bb1, 9 > bb);
7+ {Storage;s — ""[},9 — hlift([z; T bbl, 9+ bb5); 7 — bby [ bbY, 9 > bba [ bbh)

Generated Horn Clauses for Line 18:
o LStateis((Ar, )70 > @, 71 > D, ret — @;7 — 11,9 > 237 — bb1,9 — bba)A
GetBlki(ro > @, 71+ 0, ret — ;7 +— 01,9 — o {c; _[HAc <Leaky =
LStateo((Ae,d); 70 — 0;7 = 11,9 — 27— 0,9 — 0)
o LStateis((Ar, )70 > @, 71 — D, ret — ;7 — 11,9 — 237 — bby,9 — bba)A
GetBlki(ro — @, 71 +—> 0, ret — ;7 +— 11,9 — oy {Ics _[H) A < LeakyA
Resgetnevicera (AL, 07); Ges; 7 > 11,9 5 153 T+ b1, 9 = WO AN = M AN Z L —
LStatero((Ar, );7o — @, 71 > D, ret — file; 7 — 11,9 — [5; 7 — bby L1 bb}, 9 — bby LI bb)

Generated Horn Clauses for Line 20:

LStateao(_ ;7o — @, 71 > D, ret — ;7 — 11,9 — l2;7 + bb1,9 — bba) = RHSz0 (1)

LStatego(i; ro > U, r1 > U, ret & ;7 — i1,9 — lAQ; 7+ bb1,9 — bbg)/\

RHS20(4') A GetBlko(ro — @, 71 — §, ret — ;7 = 11,9 — lo; FS(7); {|Storage; s — 0']}) =
LStateo (_ ;70 +> G, 71— D, ret — w; 7+ {|Storage;s — @'[},9 — lo:7 5 bby,9 — bbs)

° LStatego(i; ro — U, T1 — U, ret — w; 7 — Z1,9 — lAQ; 7+ bb1,9 — bbg)/\
RHS20(4") A GetBlko(ro = 4,71 + 0, ret = 0;7 — 11,9 — l2; FS(9); {{Storage; s — ¥'[}) =
LStates1(_ ;70 — 4,71 +— D, ret — ;7 — 1,9 {|Storage;s s @'[}; 7+ bb1,9 > bbs)

° LStatego(_; ro — U, T1 — U, ret — w; 7 — lA1, 9 iQ; 7+ bb1,9 — bbz) A RHSzo(’&/)/\
GetBlko(ro — 1,71 — 0, ret = ;7 — 11,9 — la; NFS(pp); {|Storage; s — o'[})A
Reach(a'; 7 — 11,9 — la; 7 +— bb}, 9 — bbh) —

LiftHeap(7 — 1,9 — l2; 7 — bb},9 — bbs) A H(pp, {|Storage; s — @'[})A
LStates; (7; ro — |ift(ﬁ; T bbll, 9 — bblg),
r1 > Nift(0; 7 — bb1, 9 > bbh), ret — lift(w; 7 — bb1,9 — bby);
7 hlift(l1; 7 — b}, 9 — bbh),9 — hlift(la; 7 — bb},9 — bbb);
7+ bby L bb1,9 — bba (1 bbY)

Table 4.16: Example of Dalvik Bytecode and Excerpt of the Corresponding Horn Clauses
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Tstart = {T\A{le(f— ) Aec<d ANec<Thread =
LStatec run.o( (NFS(A), NFS(A)); (05)*<tc NFS(A); (L)*;0%) | ¢ € lookup(run)
Asign(c’,run) = Thread LN Void}

AbState = {AStatecmpc(_;0%; h; k) A GetBlkeyept (0% ;5 {|c/s _}) A<’ < Throwable —>
LStatec m per (5 0%; h; 12:) | ExcptTable(c, m, pc,c’) = pc’} U (A)
{AStatec m pc(_; 0% s k) A GetBlkeyept (075 ;5 {|c's _}) A/ < Throwable —>
Uncaught (_; Dexcpt; h; k) | ExcptTable(c,m,pc,c’) = L} (B)

Table 4.17: Global Rules of the Abstract Semantics - Excerpt

which is then used in the abstract semantics of the method invocation performed by the
caller.

Let R denote the set of all the Horn clauses defining the auxiliary facts, like GetBlk;,
plus the Horn clauses abstracting system events and the activity lifecycle. We define
the translation of a program P into Horn clauses, noted as (|P|), by adding to R the
translation of the individual statements of P.

4.4.6 Formal Results

The soundness of the analysis is proved by using representation functions [NNH99]:
we define a function 3¢,s mapping each concrete configuration ¥ to a set of abstract
configurations over-approximating it. We then define a partial order <: between abstract
configurations, where A <: A’ should be interpreted as: A is no coarser than A’. The
soundness theorem can be stated as follows; its proof is given in § 5.3.

Theorem 3 (Global Preservation). If ¥ =* W' under a given program P, then for any
Ay € Benf(V) and Ag :> Ay there exist A} € Bong(¥') and Ay :> Al s.t. (P)UAy = AS.

We now discuss how a sound static taint analysis can be implemented on top of our
formal result. First, we extend the syntax of concrete values as follows:

Taint ¢ == public | secret
Values w,v == prim! |/

The set of taints is a two-valued lattice, and we use C' and LI* to denote respectively the
standard ordering on taints (where public C* secret) and their join. When performing
unary and binary operations, taints are propagated by having the taint of the result be
the join of the taints of the arguments.
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We then define the taint extraction function tainty which satisfies the following relations:

tainty (v) =
LY tainty (v;) ifo=0AH(Y)
LY tainty (v;) ifv=4¢0A H({)

|_|t2' taint\p(vi) ifo=~0A H(E)
t

{les (fi = vi)* [}
T[v*]
|Qc; (ki = v;)*[}

t if v = prim

Informally, given a value v, it extracts its taint by doing a recursive computation: if v is
a primitive value this is straightforward; if v is a pointer it recursively computes the join
of all the taint accessible from v in the heap of W.

We describe in Table 4.18 the abstract counter-part of tainty: intuitively Taint(5, h, )
holds when % has taint # in the abstract local heap h. The rules defining Taint are similar
to the rules defining Reach, since both predicates need to perform a fix-point computation
in the abstract heap.

—
A~

Taint(prim!, h, t) Taint(i, h, 1) A

A~

C 9o = Taint(d,h, 1)

>

A~

Taint(9, h, 1) A Taint(, h, ) = Taint(d,h, T LUt )
o 5={Ic;f,j~%ﬁ|} o .
GetBlko(a; h; _:b) A b=r7[0] p ATaint(d,h,1) = Taint(, h, 1)
b= {|ac; o[}

A~

Table 4.18: Horn Clauses Rules used to Derive Taint(d, h, ).

Finally, we assume two sets Sinks and Sources, where Sinks (resp. Sources) contains a
pair (¢, m) if and only if a method m of a class ¢ is a sink (resp. a source). We assume
that when a source returns a value, it always has the secret taint.

Definition 12. A program P leaks starting from a configuration W if there exists
(¢,m) € Sinks such that ¥ =* Q.= H - S and there exists (¢, s, m,v,a) € Q or
(0,0, m,~,a) € Esuch that o = (¢, m,0-u*-st*-R) :: o/, R(ry) = v and tainty (v) = secret
for some r; and v.

We then state the soundness of our taint tracking analysis in the following lemma: its
proof can be found in Section 5.3.10.

Lemma 10. If for all sinks (c,m) € Sinks, A € Bong(¥):
(P) UAF LState. (0% h: k) A Taint(;, h, secret)

is unsatisfiable for each i, then P does not leak from V.
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4.5 Experiments

We implemented a prototype of our flow-sensitive analysis as an extension of HornDroid
presented in Chapter 2. Our tool encodes the application to analyse as a set of Horn
clauses, as we detailed in the previous section, and then uses the SMT solver z3 [dMBO08b]
to statically detect information leaks. More specifically, the tool automatically generates
a set of queries for the analysed application based on a public database of Android sources
and sinks [RAB14]; if no query is satisfiable according to 2%, no information leak may
occur by the soundness results of our analysis.

4.5.1 Testing on DroidBench

We tested our flow-sensitive extension of HornDroid (called fsHornDroid) against Droid-
Bench [ARF'14], a common benchmark of 115 small applications proposed by the
research community to test information flow analysers for Android3. In our experiments
we compared with the most popular and advanced static taint trackers for Android
applications: FlowDroid [ARFT14], AmanDroid [WROR14], DroidSafe [GKP*15] and
the original version of HornDroid described in Chapter 2. For all the tools, we computed
standard validity measures (sensitivity for soundness and specificity for precision) and
we tracked the analysis times on the 115 applications included in DroidBench: the
experimental results are summarised in Table 4.19.

Validity Measures on DroidBench:

FlowDroid | AmanDroid | DroidSafe | HornDroid || fsHornDroid
Sensitivity 0.67 0.74 0.92 1 1
Specificity 0.58 0.74 0.47 0.68 0.79
F-Measure 0.62 0.74 0.62 0.81 0.88

Sensitivity = tp/(tp + fn) ~ Soundness
Specificity = tn/(tn + fp) ~ Precision
F-Measure = 2 x (sens * spec)/(sens + spec) ~ Aggregate

Analysis Times on DroidBench:

FlowDroid | AmanDroid | DroidSafe | HornDroid || fsHornDroid
Average 22s 11s 2m92s 1s 14s
1st Quartile 13s 9s 2m38s 1s 1s
2nd Quartile 14s 10s 3mls 1s 2s
3rd Quartile 15s 11s 3m26s 1s 5s

Table 4.19: Validity Measures and Analysis Times on DroidBench

3We removed from DroidBench 4 applications testing implicit information flows, since none of the
available tools aims at supporting them.
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4.5. Experiments

Like the original version of HornDroid, fsHornDroid detects all the information leaks in
DroidBench, since its sensitivity is 1. However, fsHornDroid turns out to be the most
precise static analysis tool to date, with a value of specificity which is strictly higher
than the one of all its competitors. In particular, fsHornDroid produces only 4 false
positives on DroidBench: a leak inside an exception that is never thrown; a leak inside
an unregistered callback which cannot be triggered; a leak inside an undeclared activity
which cannot be started; and a leak of a public element of a list which also contains a
confidential element. The last two cases should be easy to fix: the former by parsing the
application manifest and the latter by implementing field-sensitivity for lists.

We also evaluated the analysis times of the applications in DroidBench for the different
tools. In terms of performances, the original version of HornDroid is better than
fsHornDroid as expected. However, the performances of fsHornDroid are satisfying: the
median analysis time does not change too much with respect to HornDroid, which is
the fastest tool, while the average analysis time is comparable with other flow-sensitive
analysers like FlowDroid and AmanDroid.

4.5.2 Testing on Real Applications

In order to test the scalability of fsHornDroid, we picked the top 4 applications from
16 categories in a publicly available snapshot of the Google Play market [Theb|. For
each application, we run fsHornDroid setting a timeout of 3 hours for finding the first
information leak. In the end, we managed to get the analysis results within the timeout

for 62 applications, whose average and median sizes were 7.4 Mb and 5 Mb respectively.

The tool reported 47 applications as leaky and found no direct information leaks for 15
applications. Unfortunately, the absence of a ground truth makes it hard to evaluate
the validity of the reported leaks. To preliminarily assess the improvement in precision
due to flow-sensitivity, however, we sampled 3 of the potentially leaky applications and
we checked all their possible information leaks. On these applications, fsHornDroid
eliminated 17 false positives with respect to HornDroid, which amount to 18% of all the
checked flows.

In terms of performances, fsHornDroid spent 17 minutes on average to perform the

analysis, with a median analysis time of 2 minutes on an Intel Xeon E5-4650L 2.60 GHz.

The updated experimental evaluation is available online, along with the sources of the
tool [fsh]. Our results demonstrate that fsHornDroid scales to real applications, despite
the increased performance overhead with respect to the original HornDroid.

4.5.3 Limitations

Our implementation of fsHornDroid does not aim at solving a few important limitations of
HornDroid. First, a comprehensive implementation of analysis stubs for unknown methods
is missing: this issue was thoroughly discussed by the authors of DroidSafe [GKP*15]
and we think their research may be beneficial to improve on this. Moreover, the analysis
does not capture implicit information flows, but only direct information leaks, and it
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does not cover native code, but only Dalvik bytecode. Finally, the analysis has no way
of being less conservative on intended information flows: implementing declassification
mechanisms would be important to analyse real applications without raising a high
number of false alarms.

4.6 Related Work

There are several static information flow analysers for Android applications (see, e.g., [YY12,
7012, MS12, GCEC12, KYY ™12, ARF*14, WROR14, GKP*15, CGM16]). We thor-
oughly compared with the current state of the art in the rest of the chapter, so we focus
here on other related works.

Sound Analysis of Android Applications The first paper proposing a formally
sound static analysis of Android applications is a seminal work by Chaudhuri [Cha09].
The paper presented a type-based analysis to reason on the data-flow security properties
of Android applications modeled in an idealised calculus. A variant of the analysis was
implemented in a prototype tool, SCanDroid [FCF09]. Unfortunately, SCanDroid is in an
early prototype phase and it cannot analyse the applications in DroidBench [ARFT14].

Sound type systems for Android applications have also been proposed in [LMS*14] to
prove non-interference and in [BCS13| to prevent privilege escalation attacks. In both
cases, the considered formal models are significantly less detailed than ours and the
purpose of the static analyses is different. Though the framework in [LMS*14] can be
used to prevent implicit information flows, unlike our approach, the analysis proposed
there is not fully automatic, it does not approximate runtime value, thus sacrificing
precision, and it was not experimentally evaluated.

Julia is a static analysis tool based on abstract interpretation, first developed for Java
and recently extended to Android [PS12]. It is a commercial product and supports many
useful features, including class analysis, nullness analysis and termination analysis for
Android applications, but it does not track information flows. Moreover, Julia does not
handle multi-threading and we are not aware of the existence of a soundness proof for its
extension to Android.

Pointer Analysis Pointer analysis aims at over-approximating the set of objects that
a program variable can refer to, and it is a well-established and rich research field [KK14,
SCD*13, SB15]. The most prominent techniques in pointer analysis are variants of the
classical Andersen algorithm [And94], including flow-insensitive analyses [Das00, PB09,
HLO7, KS13] and flow-sensitive analyses [CBC93, EGH94, Kah08, LC11]; light-weight
analyses in the flavor of the unification-based Steensgaard analysis [Ste96], which are
flow-insensitive and very efficient; and shape analysis techniques [SRW99], which can be
used to prove complex properties about the heap, often at the price of efficiency.

Although pointer analysis of sequential programs is well-studied, much less attention
has been paid to pointer analysis of concurrent programs. Most flow-insensitive analyses
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4.6. Related Work

for sequential programs remain sound for concurrent programs [RR99], because flow-
insensitivity forces a sound analysis to consider all the possible interleavings of reads
and writes to the heap. Designing a sound flow-sensitive pointer analysis for concurrent
programs is more complicated and most flow-sensitive analyses for sequential programs
cannot be easily adapted to concurrent programs. Still, flow-sensitive sound analyses
for concurrent programs exist. The approach of Rugina and Rinard [RR99] handles
concurrent programs with an unbounded number of threads, recursion and dynamic
allocations, but it does not allow strong updates on dynamically allocated heap objects.
Gotsman et al. [GBCSO07] proposed a framework to prove complex properties about
programs with dynamic allocations by using shape analysis and separation logic, but
their approach requires users or external tools to provide annotations, and it is restricted
to a bounded number of threads.
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CHAPTER

Proofs of Chapter 4

Chapter Outline: In Section 5.1 we give the small-step semantics of the local states
reduction for the Dalvik bytecode, as well as the reduction rules for activities and threads;
in Section 5.2 we give the full abstract semantics; in Section 5.3 we give the soundness
proof.

5.1 Concrete Semantics

As in introduced in Definition 1, we require that Dalvik programs are well-formed.

From now on, we always consider a fixed well-formed program P = cls*. We give in
Table 5.1 the syntax and an informal explanation of the Dalvik statements that were
omitted in Table 4.6. The extensions with respect to Chapter 2 are in bold.

5.1.1 Extensions : Waiting Sets and Monitors

sinvoke ¢ m r* invoke the static method m of the class ¢ with args r*
checkcast ry 7 jump to the next statement if the value of rs has type 7
instof rgrs T put true in ry iff the value of r; has type 7
interrupted 7y read and reset the interrupt field of the thread in r;

is-interrupted r; read the interrupt field of the thread in 74
monitor—-enter r, acquire the monitor of the object in r,
monitor—exit r, release the monitor of the object in r,
wait r, enter the waiting set of the object in r,

Table 5.1: Syntax and Informal Semantics of Additional Statements
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In order to give a full account of Java concurrency we extended our model to include
waiting sets and monitors [Java], as well as two other interrupting methods of the
Java Thread API. We start by extending the concrete semantics to handle the wait
statement: we introduce a new semantic domain for waiting states and extend the local
state lists domain: we use a special type of state, called waiting state and denoted by
w = waiting(j, £), to model that the thread running the method is currently waiting on
some object stored at location ¢; the integer parameter j stores how many times the
object monitor was acquired prior to entering the waiting state. A local state list L¥ is
now a list of local states and waiting states. Since a thread entering a waiting state is
paused until it is ready to resume its execution, we assume that a local state list never
contains more than one waiting state. Moreover, we assume this waiting state is always
the head of the local state list (if present).

Waiting states w == waiting(¥, j)
Local state lists ~ L# = e | L L# |w: L¥

Statements Description A monitor is a synchronization construct attached to an
object, which can be acquired and released by threads, but cannot be acquired by more
than one thread at once. Any thread holding an object monitor can start waiting on
the object: this makes the thread enter the object waiting set, release the monitor, and
pause until it is woken-up, notified or interrupted by another thread. Since we do not
model timing aspects in our formalism and spurious wake-ups may happen in practice,
we make the conservative assumption that waiting threads can non-deterministically
wake up at any time. Moreover, we assume that all objects contain two special fields:
the acquired field storing the location of the thread currently holding the object monitor,
and the m-cnt field counting the number of monitor acquisitions. These fields can only
be accessed by the monitor and wait rules.

When monitor-enter r, is called, there are two possibilities. If the m-cnt field of the
monitor of the object whose location is stored in r, is set to 0, it is immediately set
to 1 and the corresponding acquired field is set to the location of the acquiring thread.
Otherwise, we check that the acquired field points to the location of the acquiring thread:
if this is the case, the m-cnt field is incremented by 1 to reflect the presence of multiple
acquisitions. A monitor is released only when all its acquisitions have been released
via the statement monitor-exit r,, which checks that the running thread holds the
monitor of the object whose location is stored in r, and decrements the monitor counter
m-cnt by 1.

The statement wait r, checks that the running thread holds the monitor of the object o
whose location is stored in r,, releases the monitor and pushes on the call stack a waiting
state waiting(¥, j), where ¢ is the location of o and j tracks how many times the released
monitor was acquired before calling wait r,. An uninterrupted thread can exit a waiting
state and reacquire back the released monitor j times, provided that another thread
does not hold the monitor. If a thread in a waiting state gets interrupted, an IntExcpt
exception is thrown, the thread wakes up and starts recovering from the exception.
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5.1. Concrete Semantics

Finally interrupted r, and is—-interrupted r; are simple write or read operations
on the interrupt field (inte) of the thread object whose location is stored in ry.

5.1.2 Local Reduction Relation
Type System

Local registers are untyped in Dalvik, and have default value 0. We also assume that for
all type 7, there exists a default value 0, that will be used for field initialization. Before
giving the concrete semantics of the Dalvik bytecode, we need some definitions. First we
define a function typey (v) that retrieves from the heap H the type of the memory block
v is pointing to.

Definition 13. Given a heap H, we let the partial function typey(v) be defined as
follows:

¢ ifo=0lANH) ={c(f —v)*}
tupen (0) = array|[r] ifv=0AH)=T[v*]
Ypen Intent ifv=0AH{)={Qc(k— v)*[}

Tprim if v = prim

where Ty, is the type of the primitive value prim.

Given a class name ¢, we let super(c) = ¢ if there exists a class cls; such that cls; =
cls ¢ < imp ¢* {fld*; mtd*}, and inter(c) = {c*} iff there exists a class cls; such that
cls; =cls ¢ < ¢ imp ¢* {fld*; mtd*}. The subtyping relation is quite simple: a class ¢
is a subclass of its super class super(c) and of the interfaces inter(c) it implements (plus
reflexive and transitive closure). There is also a co-variant subtyping rule for array, which
is unsound in presence of side-effects (types are checked dynamically at runtime to avoid
errors). The typing rules are summarized below.

(SUB-TRANS) (Sus-ImpL)
(SUB-REFL) r<r <t (SuB-EXT) ' € inter(c)
T<T <7 ¢ < super(c) c<d

(SUB-ARRAY)
<7

array[r] < array[r]

Right-Hand Side Evaluation

Let a[i] = v; whenever a = 7[v*] and o.f = v whenever o = {|¢; (fi — v;)*, f — v[}. We
define in Table 5.2 the relation X[rhs] that evaluates a right-hand side expression in a
given local configuration X.
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(RHS-ARRAY)
= X[rq] (RHS-OBJECT)
a=H(0) 0= X[ro]
(RHS-REGISTER) = S[rial o= H({) (RHS-STATIC)
E[r] = R(r) E[ra[rias]] = alj] Slro.fl =o.f Sle.f1 = S(e.f)

(Rus-PrIM)

Y[prim] = prim

Convention: in all the rules, let ¥ =4, -a.-7-v-H-S with a. = (pp- _-st*-R) :: «
or a. = AbNormal({pp- _-st*-R):d).

Table 5.2: Evaluation of Right-hand Sides (X[rhs] = v)

Instruction Fetching

We recall that the definition of the local reduction relation uses an auxiliary relation
3, st || ¥/, which means that the execution of the statement st in ¥ produces ¥'. The
simplest rule defining a local reduction X ~» 3/ just fetches the next statement st to run
and performs a look-up on the auxiliary relation X, st || ¥/. Formally:

(R-NEXTSTM)
¥, get-stm(X) || ¥’
Y Y

We are finally ready to give the semantics of the Dalvik bytecode relation: the standard
operation are in Table 5.3 and Table 5.4, while the new operations are given in Table 5.5
and Table 5.6.

5.1.3 Global Rules Descriptions
Serialization

All the activities running on some Android device are sand-bozed, in order to provide
some security guarantees. Inter-component communications are still allowed through the
intent mechanism: activities can exchange objects using intents, which are a special kind
of object storing data in a dictionary-like structure. When an activity sends an intent
to some activity, a copy of this intent is given to the receiver activity. This copying is
performed by a recursive serialization procedure, and there is therefore no object-sharing
between different activities.

We give the first (simplified) formal account to the serialization procedures in § 2.3.4,

here we extend it. We model serialization using a set of derivation rules for fact of
the form T F serfl (v) = (v/, H',T’) and T I serlf, (b) = (v, H',TI"), where I and T"
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5.1. Concrete Semantics

(R-TRUE) (R-FALSE)

(R-GoTo) S[r] © Sfra] —(Z[r] e =[r2])

%, goto pc’ |} Blpc — pc’] 3,ifg r1 T2 then pc’ | X[pc — pc'] ¥,ifg r1 re then pc’ § BT

(R-MoOVEREG) (R-MoOVEFLD)
v = X[rhs] R = R[r ] v = X[rhs] L= X[ro] o=H({) H' = H[l s o[f > v]|

Y, move r ths |} 7[R — R/ ¥, move ro.f rhs |} T[H — H']

(R-MOVEARR)
v = X[rhs] £ =X[rd] typer (€) = array|r]
typey (v) <7 a= H(0) J = 3[rids] H' = H[l alj — ]

Y, move rq[Tigs] Ths 4 LT [H — H']

(R-MoOVESFLD) (R-UNOP)
v = X[rhs] S = S[c.f v v = 0X[rs] R = [rg ]

Y, move ¢ .f rhs | BT[S — S'] X, unopg rq s I SF[R— R/

(R-NEWOBJ)
(R-BINOP) 0 ={c; (fr = 0-)"}

v=2X[r1] & Z[r2] R = Rlrg — v €= pc,m,pc & dom(H) H' = H[¢ — o] R = Rlrqg—{

Y, binopg rq 1 T2 § ET[R— R] Y new rg ¢ Y V[H — H', R~ R]

(R-NEWARR)
len = 3[r]
a = 7[(0, )7t 0= pe,m,pe & dom(H) H' = H[¢ > a R’ = R[rq — /]

Y, newarray rq 7 T E+[H — H',R+— R/]

(R-CasT) (R-INSTOFTRUE)
£ =3[rs] type () < 7 £ =3[rs] typey () < 7 R’ = R[rq — true]

3, checkcast rg 7| =T ¥, instof g s 7 | ET[R— R']

(R-INSTOFFALSE)
L= X[rs] type (£) £ R = R[rq — false]

¥, instof r7q rs 7 | ET[R — R']

Convention: let pp = ¢, m, pc and let © = _a-m-y-H-S with o = (e,m,pc-_ -
that =+ stands for = where pc is replaced by pe + 1.

Table 5.3: Small step semantics of p-Dalviky - Standard Statements (continued in

Table 5.4)

“R) :: /. We recall
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5. PROOFS OF CHAPTER 4

(R-RETURN)
_ Ry (d,m! pc vt st* R g

o= (c,m,pc~7-
o ={,m/ pc’ + 10" st* R [rres = S[rres]]) o

¥, return | L[a = o

(R-SCALL)
lookup(c',m’) = (c, st*) sign(c/,m') =T1,..., 7 lo—c> T
R = ((rj = 0751 (ripe g = S[r)*=") o =m0 (S -t R s a
Y, sinvoke ¢ m/ ri, ... vl I S[a— o
(R-CALL)
L= X[ro] lookup(typeg (£), m') = (', st™)
. 1 .
sign(c/,m') =71,...,Tn —> T R =((rj — 0)7<loe, Tioc+1 = & (Tloct 14k — Eﬂrfc]])kgn)
o =(c,m,0- ([ FE" st R a
S, invoke 1o m' 7, ... 7L I Sla— o)
(R-NEWINTENT)
i= {oc')
£ =pc,m,pc & dom(H) H = H[lw 1] R = R[rq — {
¥, newintent rq ¢ { ST[H — H', R+ R']
(R-PUTEXTRA)
L= X[r;] i=H(() k= X[r] v = 3[ry] H' = H[l— ik — v]]
¥, put—extra r; rg o E""[H — H'
(R-GETEXTRA)
0= 3X[ri]
k= X[rg] H) =1 typeg (i.k) < T v=1ik R = R[rres — v
¥, get-extra r; r, 7 ZT[R — R']
(R-STARTACT)
L= X[r;] H{) =1 o =iuT
¥, start-act r; | St [r — 7]
Convention: let pp=c,m,pc and let 5= _.a-7-v-H-S with a = (¢,m,pc-_-_-R) : o/. We recall

that =+ stands for © where pc is replaced by pc + 1.

Table 5.4: Small step semantics of pu-Dalviky - Standard Statements (continuation of
table Table 5.3)
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5.1. Concrete Semantics

Exception Rules

(R-THROW) (R-MOVEEXCEPTION)
€= X[rq] H(0) ={c; (f = v)"[} £ = Srexcpt]
3, throw r; | X[a — AbNormal(a)][rexcpt — ¢ ¥, move-except 74 i} T [rq — £
(R-CAucHT)
€= DA [rexcpt] (R-UNCAUGHT)
H(e) ={c; (f = v)"} ExcptTable(c, m, pc, ¢’) = pc’ €= S a[rexce] H(0) ={c; (f = )"}
ac={c,m,pc’ - _ - _-R)ud ExcptTable(c,m, pc,c’) = L
A~ Balaa = acl Y4~ Salaa — AbNormal(a/)][rexcpt = 4]

Thread Rules

(R-STARTTHREAD)
¢ =3[r:] H(e) =A{lcs (f = v)"]} v =Ly

¥, start-thread r; | T [y — 7]

(R-INTERRUPTTHREAD)
L= X[ri]
H®) = {c;(f = v)*,inte — _[} H' = H[t— {c; (f — v)*,inte — truel}]

¥, interrupt r; { ST[H — H'

(R-INTERRUPTEDTHREAD)

£=3[r] H(0) = {c; (f = v)*,inte > ul} (R-ISINTERRUPTEDTHREAD)
H' = H[l— {c; (f = v)*,inte — falsel}] £ =X[r;] H¥) = {5 (f = v)*,inte = uf}
Y, interrupted r; | Z"'[rres — u, H — H'| ¥,is-interrupted r; | E+[rre5 — u]

(R-JOINTHREAD)
H(l) = {ler; (fr = vp)*, inte > falsel}
¢=3[r] H(€) = {c/; (f = v)*, finished — true[}

3, join r; 4 &F

(R-INTERRUPTJOIN)
H(:) = {cr; (fr — vr)*, inte — truel} o= A{cr; (fr — vr)*,inte — false[}

Pe,m,pe & dom(H) H' = H,pe,m,pec — {/IntExcpt; [} e = BbNormal(a|rexcpt — Pe,m,pc))

3, join r; | Sla s ae, H — H'[¢y +— 0]

Convention: let ¥ =4, . a-7-v-H-S with a = (¢,m,pc-_-_-R) = o (apart when specified
otherwise), and 4 = £, -as-7-~-H-S With as = abnormal(a). We recall that =+ stands for
» where pe is replaced by pe + 1.

Table 5.5: Small step semantics of u-Dalvik4 - New Statements (continued in Table 5.6)
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5. PROOFS OF CHAPTER 4

Monitor and Wait Rules

(R-MONITORENTER])
¢ =3[r;] H() = {c; (f = v)*,acquired — _, m-cnt — Of}

o ={c;(f = v)*,acquired s £,, m-cnt — 1]}

Y, monitor-enter r; |} ST[H — H[l s o]

(R-MONITORENTER2)
L= X[r] H() = {c; (f = v)*, acquired > £,., m-cnt > j[}
o' ={c;(f — v)*,acquired > £, m-cnt — j + 1]} ji>0

¥, monitor-enter r; |} ST[H — H[l — 0']]

(R-MONITOREXIT)
L= X[ri] H() = {c; (f = v)*, acquired +> £,-, m-cnt — j + 1]}

o' ={c; (f = v)*,acquired — £, m-cnt — j[} j>0

Y, monitor-exit ; |} T[H — H[l — 0']]

(R-STARTWAIT)
£ =X[ri] H() = {c; (f = v)*, acquired — £,, m-cnt — j[}
o' ={c; (f = v)*, acquired — £, m-cnt — Of} j>0

S wait r; § Sla > waiting(€, 5) o, H — H[€ — 0]

(R-STOPWAIT)
H(¢r) =A{cr; (fr — vr)*,inte — falsel}
a = waiting({o, J) :: ao H(£o) = {c; (f = v)*,acquired — __, m-cnt > Of}

o' ={c;(f = v)*,acquired — £,, m-cnt — j[}

s X a s ag, H — H[l, — 0]]

(R-INTERRUPTWAIT)
H(:) = {cr; (fr — vr)*, inte — truel} o = waiting(_, ) :: ap
Pe,m,pe ¢ dom(H) o= {cr; (fr — vr)*,inte — falsel} 0e = {|IntExcpt; [}

Y ~» X[a +— AbNormal(og[rexcpt — Le)), H — H[pe,m,pe = 0c, {r — 0]]

Convention: let X =¢, . a = - y-H-S with o = (e,mypc- _-_-R) = a (apart when speciﬁed
otherwise), and 4 = ¢, -as -7-v-H-S with as = abnormai(a). We recall that =+ stands for
¥ where pc is replaced by pe + 1.

Table 5.6: Small step semantics of y-Dalvik 4 - New Statements (continuation of Table 5.5)
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5.1. Concrete Semantics

are serialization context consisting of a list of key-value bindings of locations of the
form (py — p)\) (notice that both locations have the same annotation). Sersialization
contexts store, for each already serialized location ¢, the fresh location ¢ that was used
to replace ¢. This way if the same location is encountered twice (or more) during the
serialization process, it will be serialized by the same location each time. Intuitively,
if serll ,(v) = (v, H',T') (resp. T serll,(b) = (V,H',T")) is derivable then v’ (resp.
b') is the serialized version of the value v (resp. block b), H' is the heap containing all
the serialized version of the objects encountered, and I" is the history of all serialized
locations. We refer to Table 5.7 for the formal statement of the serialization rules.

(pr—p)) €T
't Seﬁal(prim) = (prima 7F) '+ seﬁal(pk) = (p,)n Yy F)

px & dom(T)
ply fresh location L, px — ph b sertl (H(py)) = (b, H', T") H =H"p\—1b

[ F serffu(py) = (W3, H', ')

Ip="r Vi € [1,77,] I F ser{,lal(vi) = (ui, HZ',FZ‘) H = Hy,...,H,
D E seri({cs (fi = 0)™="1) = (s (fi = wi)'="[}, H',Tn)

To=0  Vie[l,n]:Ty_1F sertl (v) = (us, H;,T;)  H' =Hy,..., H,
Tk serpy(r[(v:)'="]) = (7[(w)'="], H',T,)

To=T  Vie[l,n]:TiqtFserfl(v;)= (u;, H;,T;)  H' =H,...,H,
[+ serif(1Qc; (ki = v,)™="}) = (1Qc; (k; = w;)'="}}, H',T'n)

Conventions: environments (denoted by I',T"...) are partial mappings from the set of
all locations to itself.

Table 5.7: Serialization rules

Threads and Activities

Before giving a global reduction relation, we need some definitions. We start by formally
define what a thread class and an activity class are.

Definition 14. A class cls is a thread class if and only if cls = cls ¢ < ¢ imp ¢* {fld*;
mtd*} for some ¢’ < Thread. A thread is an instance of a thread class. We stipulate
that each thread implements the method run, has a boolean field inte stating whether
the thread was interrupted and a boolean field finished stating whether the thread has
finished or not.
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Definition 15. A class cls is an activity class if and only if ¢ls = c1s ¢ < ¢ imp ¢* {fld*;
mtd*} for some ¢ < Activity. An activity is an instance of an activity class. We stipulate
that each activity has the following fields: (1) finished: a boolean flag stating whether the
activity has finished or not; (2) intent: a location to the intent which started the activity;
(3) result: a location to an intent storing the result of the activity computation; and (4)
parent: a location to the parent activity, i.e., the activity which started the present one.

Each activity provides a set of event handlers which are callbacks methods used to
respond to user inputs: for all activity class ¢, let handlers(c) = {mi,...,m,} be the set
of callback method names of c. We model the activity lifecycle (see [PS14]) by a set of
activity states ActStates and a transition relation Lifecycle C ActStates x ActStates. For
each activity state s, we let ¢b(c, s) be the set of callbacks for the activity ¢ in the state
s. Moreover we assume that for the running state, cb(c, running) = handlers(c).

We also need the notion of callback stack: a callback stack is the initial call stack of a
new activity frame, created upon a callback method invocation:

Definition 16. Given a location ¢ pointing to an activity of class ¢, we let ay s stand for
an arbitrary callback stack for state s, i.e., any call stack (¢/,m,0--- st* - R) :: £, where

(¢, st*) = lookup(c, m) for some m € cb(c, s), sign(c',m) =71,..., 7 e, and:
R= ((Tz — O)igloc, Tloc+1 F [7 (rloc—l—l—l—j — 'Uj)jgn)a

for some values vy, ..., v, of the correct type 7,...,7Ty.

Global Reduction Relation

We are now ready to give the global reduction relation. First we will describe two new
rules which were not given Chapter 4 and can be found in Table 5.8: rule (T-INTENT)
allows a thread to transfer an intent to the activity that spawned it, and rule (T-THREAD)
allows a thread to transfer a location in its pending thread stack to the activity that
spawned it.

Table 5.9 and Table 5.10 recall the rules introduced in Table 2.5 and Table 2.6 to model
the activity lifecycle mechanism, with only minor modifications to include the thread
pool. Rule (A-ACTIVE) executes the statements of the active frame in the activity stack,
using the reduction relation for local configurations. Rule (A-DEACTIVATE) stops an
activity frame from being active when it has completed its computations. Rule (A-STEP)
models the transition of the top-most activity frame from one activity state to one of its
successor in the activity lifecycle, and executes a callback method from this new activity
state, provided some side conditions related to the pending activity stack and the finished
field of the activity object are met. Rule (A-DESTROY) models the removal of a finished
activity from the activity stack. Rule (A-BACK) is used by the system to finished the
top-most activity when the user hits the back button. Rule (A-REPLACE) models the
screen orientation changing, by destroying and restarting the top-most activity. Rule
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5.1. Concrete Semantics

(T-REDUCE)

bioa-m-y-H-S~ty-o - 7o -H -8
Q-2 by,my,a) 2 -H-S=Q -2l l,7,v,d):Z H .5

(T-KiLL)
H(0") = {c; (f — v)*,finished — _|}
H' = H[l' = {c;(f + v)*, finished — truel}]
Q- =2l eea)y:= H-S=Q-2:2 -H .S

(T-INTENT)
(o, ¢) € {({, s, 70,7, ), €50 m,y,a)), (5,77, ), ({,s,i:m,v,a))}
QupaQ 2 licr ', d):2 H-S=
Qu o =2, l,7y,d) 2 -H-S

(‘PMP,) € {(<€7577T5’Ya Oé), <‘€a S,?T,Et o ’Y,OZ>), ((&8777,770[% <€7577Ta£t :: ’}/,Oé>)}
QuopaQ 2ol 7y b2y )2 H-S=
Quy Q- 20,0, 7~ 4" )2 -H-S

(A-THREADSTART)
o= smy:l v a)
o= smy:, Q) = (01 e e )
H{) ={d;(f = v)*|} lookup(c',run) = (", st*)
sign(c”, run) = Thread 1%, Void
of = (" run, 00 - st* - (1 = 0)FSC gy )
QupnQ 2-H-S=0Qu:¢ Q- p=-H-S

Table 5.8: New Global Reduction Rules

(A-HIDDEN) allows an activity in the background to take precedence over the foreground
activity, stopping or destroying it. Rule (A-START) allows to start a new activity: the
top-most activity must be paused or stopped, and must have an intent 7 sent to some
activity c¢ in its pending activity stack: a new activity of class ¢ is added to the top
of the activity stack, its intent field is set to a serialized copy of ¢ and its parent field
is set to the starting activity. Rule (A-SwaP) allows a parent activity to come back
to the foreground, assuming the foreground activity is finished and is one of its child
activities. Finally, rule (A-RESULT) allows the top-most activity to return the result of
its computation to the parent activity, provided that the top-most activity is finished:
a serialized copy of the result is sent to the parent activity, which becomes active and
executes the onActivityResult callback.
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5. PROOFS OF CHAPTER 4

(A-ACTIVE)

EQW’YHSWZO/W")/H/S/

Quls,my,a):Q - Z-H-S=Qu{s7,+,a)uQ 2-H .5

(1]

(A-DEACTIVATE)

Qu,s,myy,a)=Q -Z-H-S=Q:u{,s,m,v,a) = -Z-H-S

(A-STEP)
(s,8") € Lifecycle
7 # e = (s,5) = (running, onPause)
H(¢).finished = true = (s,s’) € {(running, onPause), (onPause, onStop), (onStop, onDestroy)}
U, s,m,v,@) = Q-Z-H-S= ({,s,m,v,0p9):Q-Z-H-S

(A-DESTROY)
H(?).finished = true
Q (€, onDestroy, m,v, @) = QY - Z-H-S=Q:Q -

(1)
=
9]

(A-BACK)
H' = H[¢ — H(¢)[finished — true]]
(0, running,e,v,@) : Q-2 H - S = (£, running, e, v, @) :: Q-

.H' .S

(1]

(A-REPLACE)
H) ={¢; (fr — v)*, finished — ul}
pe & dom(H) o= {¢; (fr — 0,)*, finished — falsel} H =H,p.~ o

(¢, onDestroy, m,vy,@) = Q-Z-H-S = (pe, constructor, m,, Ap. . constructor) : S -

CH' .S

(1]

(A-HIDDEN)

(P = <£? S’ 7r7 ’Y? a>
s € {onResume, onPause} (s',s") € {(onPause, onStop), (onStop, onDestroy) }

Qa7 Y)Y EH-S=0uQu " 7y apg)Q-Z-H-S

Conventions: the activity stack on the left-hand side does not contain underlined frames, with
the exception of (A-DEACTIVATE) and (A-ACTIVATE)

Table 5.9: Reduction Rules for Configurations (2-=-H-S = Q' -Z- H'-5"), continued
in Table 5.10
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5.1. Concrete Semantics

(A-START)
s € {onPause, onStop} i = {Qc; (k—v)*[} O F sertd, (i) = (i',H')
pc,p;n(c) ¢ dom(H, H") o = {lc; (fr — 0,)*, finished — false,intent — p;n(c),parent — (|}
H" = H,H',pc = 0,0 = 7'
(lys,imyy,a) = Q-Z2-H- 5=
(pe, constructor, e, &, &y, constructor) = (L, s, m, v, @) = Q-Z-H"- S

(A-Swap)
@ = (', onPause,e,~',a’)
H({")finished = true ¢ = ({,s,i::m, 7, Q) s € {onPause, onStop} ~ H({").parent =
Q- Z2-H-S=pu¢ :Q-2-H-5

(A-REsuLT)
¢ = (', onPause,e,~',a’)
H(¢").finished = true o= (s, Q) s € {onPause, onStop} H({").parent = ¢
0+ sertl (H(¢).result) = (w', H') H" = (H,H")[t — H({)[result — w']]

90/ L Q-=-H-S= <£v575777af.onActivityResult> o 50/ =Q-2-H"-S

Conventions: the activity stack on the left-hand side does not contain underlined frames, with
the exception of (A-DEACTIVATE) and (A-ACTIVATE)

Table 5.10: Reduction Rules for Configurations (Q-Z-H-S = /-2 H’-S5’), continuation
of Table 5.9

95



PROOFS OF CHAPTER 4

—
©
0
o
)
2
5 o
X
> o
o]
£:2
[SpE=!
ot
mn <
pas
o=
=D
> 5
F ©
o
L C
T '=
CCL
© <
o
o]
c
o=
s S
£ ©
B .o
[%2)
= 0
[a %
- @
L C
b=
2=
5 ©
o
=1
o ©
6_0
=2
o +~
C u—
£
= C
O .8
25
S >
2
T £
(O]
O =
o ©
j=h o]
oD
a >
g5
o 2
QQ_
a9
(UCU
(O]
Q=
[aly=

[ 3ibliothek,
Your knowledge hub

5.2 Abstract Semantics

Lifting functions

We first give the formal definition of the hlift(;) and (J functions, that we informally
described in § 4.4.

N——
*

EOE = (pp — max(k(pp), f?'(pp))

{es (f = lft(@ )} if k(pp) = 0 A h(pp) = {e; (f = a)°[}
hife(h: ) = | pp flac IiAftgfL; k)l i K(pp) = O A hipp) = {I@;C;ﬁl}

rllift(a; k)] if k(pp) =0 A h(pp) = 7[1]

1 otherwise

Right-Hand Side

We can now present the rules for the abstract evaluation of right-hand sides (a formal
description is given in Table 5.11): to abstract a primitive value prim at a program point
pp, we take the corresponding element m from the underlying abstract domain. To
abstract the content of a register r; at program point pp, we take the abstract local
state fact LStatepp(_;0*; ; ) and we return the i-th abstract value ¢;. To abstract, at
program point pp, the content of the field f of an object whose location is stored in register
ri, we retrieve the i-th abstract value 0; from the abstract fact LStatepy(_;0%; h; ) if
0; contains any location abstraction )\, we look whether it is an abstract flow-sensitive
location FS(A) or an abstract flow-insensitive location NFS(A) : in the former case, we
get the entry (A — 0) from the abstract flow-sensitive heap h, and we return the abstract
value stored in the field f of the abstract object 0; in the latter case, we try to find a
matching flow-insensitive heap fact H(\, 6) and we return the lifted value of the field f of
the abstract object 0 contained therein. We similarly abstract the content of array cells,
but in a field-insensitive fashion. To abstract the content of a static field c.f at program
point pp, we take any fact Sc¢(?) and we return the lifted abstract value 0.

Remark 1. When getting an abstract value from a flow-insensitive heap fact, a static
field fact or an array we lift it, by returning lift(d; 1*) 1. This is due to the fact that, by
definition, a flow-insensitive memory block cannot contain a location to a flow-sensitive
memory block. Therefore we chose that instead of lifting abstract locations before putting
them in abstract flow-insensitive facts, arrays or static fields, we lift abstract locations
when performing look-ups. We believe this to (slightly) simplify the abstract semantics
and the soundness proof.

!We abuse the notation here: 1% should be interpreted as (__ ~ 1)*.
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5.2. Abstract Semantics

(prim)yp = {RHSpp(prim)}  ((ri))pp = {LStatepp( ;8% ;) = RHSp(t:)}
(e-fhpp = {Scs(d) = RHSpp(lift(0;17))}
(ri- 1) pp = {LStatepp(_; 8% h; ) A GetBlk;(8; s NFS(A); {les (f = 8')°, f = a}) =
RHSp (lift(; 1)) }
U {LStatepp(_;0%; h; ) A GetBlki(8*; h; FS(A); {c; (f = '), f = at) = RHSpp()}
(ri[rj]) pp = {LStatepp(_; 0% h; ) A GetBlk;(0%; h; NFS(A); 7[]) == RHSyp(lift(a; 1))}

U {LStatepp(_ ;9% h; ) A GetBlk(9*; h; FS(\); 7[0]) = RHS,,(4)}
Table 5.11: Abstract Evaluation of Right-hand Sides

Activity Abstraction

We will now describe the rules abstracting the activity lifecycle and thread management
mechanisms, which are given in Table 5.12. The rule (TSTART) over-approximates the
spawning of a new thread T(A,{c; (f — _)*[}) by generating an abstract local state
running the method run of the corresponding thread object. The rule (CBK) abstracts
the callback invocation by generating an abstract local heap fact for all the callbacks of
a started activity. Observe that the initial arguments supplied are over-approximated
by T, since they depend on user-inputs and are not statistically known. The rule (FIN)
roughly over-approximates whether an activity is finished or not: it always replaces the
finished field of an activity object by Tpoo1. The rule (REP) restarts abstract activity
objects at any time, by re-setting their fields to their default initial abstract value 0,
(this over-approximates the restarting of an activity when the screen orientation changes).
The rule (AcT) handles the starting of new activities: if an intent I ({{@in(c); 0*[}) has
been sent to an activity ¢ by an activity ¢/, the rule creates a new abstract activity
object of class ¢ with properly bound and initialized fields. It also creates a new special
abstract heap fact H(in(c), {{@Qc; *[}) that contains a copy of the sent intent: this over-
approximates the serialization mechanism, and is sound because the intent contains only
abstract flow-insensitive locations, that are updated with weak updates. The rule (RES)
over-approximates the mechanism by which a child activity returns a result to its parent
activity. Finally rule (SUB) contains subtyping judgments for classes, and rule (Po)
contain partial ordering rules for abstract values.

Statement Abstraction

Before giving the abstract rule for Dalvik statements, we need to define the abstract
counter-part of the typey (b) function:
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Tstart = {T\{¢ (f— _)*}) Ae < Ac< Thread
- LStatec runol(NFS(A), NFS(A)): (0)F<1%¢, NFS(A); (1)70°) |
d e loo/k\w)(run) A sign(c’, run) = Thread LN Void}

bk = {H(cAla(f— ) [re<sd =
LStatec mo((NFS(c), (T+,)7="); (04)F=t¢, NFS(c), (T, )7="; (L)*;0%) |
c’ is an activity class A 3s : m € ¢b(c', s) A sign(c’,m) = 11,..., T Locy T}
Fin = {H(e,{e;(f — _)* finished — [}) = H(c,{c;(f— )7,
finished — Troo1[})}
Rep = {H(c e (fr = ) = Hle {e (fr = 0-)*[H)}
At = {le({Qc0}})) = H(in(c),{Qc;0[})}U
{l ({Qc; @|}ﬁ\:> H(c, {le; (fr = 0-)7,
finished — false, parent — ¢, intent — in(c)[})}
Res = {H(d,{;(f' — _)*, parent — c,result — @} AH(ce, {le; (f — )%,
result — [} = H(c,{c; (f — _)*, result — W[} }
Sub = {7 <7’ | 7 <7 is a valid subtyping judgment}
Po = {0C% | 9 C 9 is a valid partial ordering}

Table 5.12: Abstract Semantics of p-Dalvika - Activity Rules

—

Definition 17. Given an abstract memory block 13, we define a function get—type(i)) as
follows: .
¢ if b= {c; (f = 0)"]}
gme(l;) = qarray[r] if b= T[0]
Intent if b= {Qc;d}

For all standard Dalvik statement st and program point pp, the rule (st ,, abstracts the
action of st at program point pp. The most important rules have already been described
in § 4.4, and the full set of rules is given in Table 5.13, Table 5.14, Table 5.15, Table 5.16,
and Table 5.17. A few points are worth mentioning:

o (wait 7))pp: We just check whether the inte field of the abstract object over-
approximating the running thread or activity is over-approximating tr/u\e, in which
case an abstract abnormal local state throwing an IntExcpt is generated, or @,
in which case the abstract local state is propagated to the next program point;

e (monitor-enter r;),, and (monitor-exit r;[),,: Given that monitors are
synchronization constructs, it is sound to ignore them when checking reachability
properties, which is the target of the present work. There are of course more precise
ways of abstracting monitors, but they would make the analysis more complicated
and their practical benefits are unclear.
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5.2. Abstract Semantics

e (start-act ri)pp: When an abstract intent {{Qc’; 4} stored in the flow-sensitive
heap at program point \ is used to start a new (abstract) activity, every abstract
flow-sensitive location reachable from \ in h (represented by the abstract filter
k' computed by Reach(FS(\); h; k') is being lifted, to make sure that these heap
entries are abstract in a flow-insensitive fashion, since they are being shared between
the parent and the started child activity.

(goto pc')pp = {LStatep,( ;0% ; ) = LStateQm,pc/(i;ﬁ*;i;i)}
(ife 7 7j then pc'|)pp = {LStatepy( ,17 ; A © b =
LStatec m per (5 0%; 5 )}U
{LStatepp( ;0% ;7)/\61- Q b =
LStatec,m pet1 (f; 0% 5 )}
(binopeg ra 7i 5] pp = {LStatep,( ;0% ; ) =
LStatec mpet1(_;0%[d— 9 & o555 )}
(unopg 74 7il)pp = {LStatep,(_ ;0% = ) =
LStatecym’pcﬂ( d—= &9 )}
(move rq Ths|)pp = ((rhs))pp U {RHS p(01) A LStatepp( ) =
LStatec mpet1(_;0*[d—0']; 5 )}
(move 1q¢[rids] Ths|)pp = ((rhs))pp U {RHSPP( DUSWA LStatepp( 0% hy kA
GetBlk, (0*; h; NFS(A); 7[']) A Reach(9”; b k)
— H()\,T[v L 9"]) A LiftHeap(h; k')A
LStatec mpera (3 life(0"; &'); hlife(h; &); kO )} U

{RHS,, (") A LStatey,(_;9*; h; k)
GetBlkg (9%; h; FS(A); 7[6'])

— LStatec mper1(_;0%; AN — 7[0/ U0"];
((rhs) pp U {RHspp(A”) A LStatep,(_; 9%; h
AGetBlk, (0%; h; NFS(A); {¢; (f — @)%, f — 0'[H)A
Reach(9"; h; 12;’)

HO{c; (f7 = @)%, f = ©")}) A LiftHeap(hs; &) A
LStatec mpe1(_; life(0"; &'); hlife(h; &) k O &)U
{RHS(0") A LStatepy(_; 0*; h; k)

GetBlk, (0%; 7 FS(A); {¢/; (f — )" fH ' |}>
LStatec mpes1(_; 0% A[A = {5 (f/ ) .
<<ms>>p,, U {RHSp (9') A LStatepp (5 9%5 h; k)
Reach(?; h; k') = So f(A’)/\LlftHea (iLl;?
LStateQm’ch(i;lift( k) hlift(hy K'Y ke O R

(move ro.f Ths) pp

(move . f rhs))pp

Conventions: pp = c,m, pc

Table 5.13:  Abstract Semantics of p-Dalviky - Standard Statements (continues in
Table 5.14)
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5. PROOFS OF CHAPTER 4

(instof rq s T))pp

(checkcast rs T|)pp

(new rq pp

(newintent rq )y

(newarray rq 7 T)pp

(start-act r)pp

(put-extra r; ri 75 pp

(get-extra r; ri 7)) pp

(return)),,

Conventions: pp = c,m, pc

Table 5.13)
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{LStatep,(_ ;0 h; l%)/\

GetBlk, (0*; h; ;D) /\gme(l;) <rT

—> LStatec mper1( ;0%[d = Truel; h; k)} U
{LState,, (_; 0*; h; k)A

GetBlk, (6*; h;_:b) A get type( ) LT

—> LStatec mpei1( ;0%[d = false|: hi k)}
{LStatepp(_ ;0%; ch; A

GetBlk, (0*; hi;_;b) A get-type(h) <7 —>
LStatecmch( 0% By k)}
{LStatepp( o*; h; k) A Reach(FS(pp); h; k') —>
LlftHeap(h k:’) A LStatec m pc+1(7, Ilft @* !
hlie(h: &) pp > {|c's (f ~ 0,)" }]: &
{LState,,(_;o*; h; k) A Reach(FS(pp);
— LlftHeap(h K ) A LStateC m pc+1(
hlift(h; k') [pp — {@c’; L)) EOE)}
{LStatepp(_;0*; - h; k) A Reach(FS(pp); h; k)

= LlftHeap(h % ) A LStatec m per1(_lift(0*; E')[d — FS(pp)];
hlift(h; k') [pp — 7]0,])]; k O &)}

{LStatepp(_; 8" h; k) A GetBlk; (0%; h; NFS(A); {@c’; af})
= Ic({\@c afy) ALS tatecmpc+1(_, o*;hy k) U
{LState,, (_;0*; h; k )/\GetBIk( by FS( )y {Qd; al)A
Reach(FS(\ ) ﬁ 1%) l({la¢; A\} A LiftHeap (h; k')A
LStatecmch( ;lift (075 &'); hlife(h; B); fmfc')}
{LState,,(_; ©*; h; k) A GetBlk; (0*; h; NFS(\); {|@c’; o'ly)
AReach(dy; h; k') = H(\, {@c; o' U j|})/\LlftHeap( BN
LStatec,m,pet1( s lift(07; &); hI|ft(fz 1%) EOE) U
{LStatep,(_;0*; h; k:)/\GetBIk( h; FS(\); {@c;o'l)

= LStateCm pc+1( 0% [\ {|@c o' UD \}] k)Y
{LStatep,(_;0*; h; k:)/\GetBIk( hy s {ad; ) =
LStatec,mych(_, o*[res — 9']; h; k)}
{LStatepp((Ae, 070); 075 i k) = Rescm((Aey 02); Pres 1 )}

|:>

Ilft(ﬁ*; E[d — FS(pp)];

k'
hiN

Table 5.14: Abstract Semantics of py-Dalvik 4 - Standard Statements (continuation of
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5.2. Abstract Semantics

e (invoke ro m’ (1, )7<")),, =
{LState,p((Ar, ); 0%; h; k) A GetBlk, (0%; h; _; {c; (f = a)* P A <
— LStatec”,m’,O«S\t;(ﬁij)jgn) (6 )k<loc’(,ﬁij)j§n;ﬁ;0*) | e

= ()< =5 1)U
) A GetBlk, (0% _;{c;(f +— a)) A ¢ < A

>
*
N

>
==

o

12

SO S
=

o

w

outd

<

o

wn

N

0o); Prres; o |’ e lookup( N}
{LStatep, (A, );0%; hik) A GetBlko(0*;h; :{cs(f — @) A < A
Uncaught o o/ (A}, 07)); 0 hres,kres)

excpt?

A =N A (/\ i iy T J_) — AStatecmpe((Ar, ) it (6% fives)[excpt

0 o] Press e O fores) | € € lookup(m’)}

excptl’

(sinvoke ¢/ m/ (r;,)I=<"),, =

{LStatepy (A, );0% i k) = LStatew mo((hr, (81, )757); (04)F<%, (0, 17<"; 7 0°) |

sign(c’,m’) = (1;)I=" Loe,y THU

{LStatepp((Ar, ); 0%; 2 k) AReser (N5, 0% ); 0g; Pres; Fives) A
A = LStatecn ,,CH((X ) lift(o*

{LStatep, (A, ); 0% hsk) A Uncaught, (N, 0%); 0 Aexcpt,

(Ajen i Mty 2 1)

L res] hres? ]; [ ]%res)}
res; kres) A )\t = )\Q A

DQ?T”'\*)
N

~

— AStatec mpe((Ar, ); lift(0%; kres) [excpt — Deept); Pres; 0 keres )}

Conventions: pp =c, m,pc

Table 5.15: Abstract Semantics of u-Dalvik 4 - Invoke Statements
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Statement Abstractions:
(start-thread 7;i))pp

(interrupt r;)pp

(interrupted 7i|)pp

(is—interrupted ;) pp

Conventions: pp = c,m, pc

Table 5.17)
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{LStatep, (_;

¢ < Thread
= T\
{LStatepp(

¢ < Thread
= T(\{

LStatec m pc+1(7, I|ft(

{LStatepp(f, h E)A

GetBIk; (0" hs NFS(A); s (f -
H(A, {| ( — @)%, inte —

LState.:m pc+1( 0% hs I%)}U

{LStatepp( B E)A

GetBlk; (0*; h; FS(A); { ¢

LStatec m pC+1( 0% iL[A = {¢

{LStatepp( B l%)

GetBlk; (5%; 7 N Sl (f =

= H\{d;(f — @)*, inte —

LStatec m pet1(_;0*[res — ¥']; h;

{LStatepp(_;0*; iL, kA

GetBlk, (0*; h; FS(\);

(f — @)*[}) A LStatec m pet1(_;0*
D*; h k;) GetBlk; (9 c;

o*; hy k) A GetBlk; (0

s hiNFSOA); {3 (f =

k

S—
—

. - u
*3 h; FS(A); {\ )

/\Reach( S(\); hy k')

s (f = a)*[}) A LiftHeap(

~

e LStatecm petl 1(_;0%[res —
k)

inte — falsel};

{LStatepp(
GetBlk; (0"

}
A*hk)

k) hlift(hy B

~

(BN
y

)}

a)*,inte — [}
true[lA

i(f=a) inte— 1) =

. (f — 0)*,inte — truel}];

4)*, inte — 0'[})
falsel}A
k)

I (f — @)%, inte»—>ﬁ’|})

o'l A = Al (F = )7,

h; {5 (f = @), inte — 0'[})

et Lstatec,rmpc-‘,-l(i; ﬁ* [res =

Table 5.16: Abstract Semantics of p-Dalvik 4 -

) hi k)}

;b
(f = a) A

@) A

k)}

Rules for New Statements (continues in
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5.2. Abstract Semantics

Statement Abstractions: L
(join ri))pp = {LStateyp((NFS(A;), ); 0% h;k)A -
H\:, {5 (f — @)*,inte — 0'[}) A false C '
— LStatec mper1((NFS(\,), ); 9% h; k)JU
{LState,, ((NFS(A), _); 0%; hs k)A
H(A, {|cs (f — @), inte — 9'}) A true T/ —
H(pp; {/IntExcpt; [})A
AState,, ((NFS()\;), _); 9 [excpt — NFS(pp)]; h; k)A
H(\, {|cs (f — @)*,inte — false[})}
(wait ri)pp = {LStateyp((NFS(A,), );0%; h; l:;)/\ -
H, {5 (f = @)*,inte — 9'}) A false C o
— LStatec mper1((NFS(Ny), ); 0% hs k)JU
{LStatep, ((NFS(A), ); 0%; hs k)A
H\, {¢; (f — @)%, inte — 0'}) Atrue C o =
H(pp; {|IntExcpt; [H)A
AState,, ((NFS(X\;), ); 0 [excpt — NFS(pp)]; h; k)A
H(A, {|cs (f — @)*,inte — false[})}
(monitor-enter 7))y, = {LStatey,( ;0% h; lAc) = LStatecm pet1( ;0% h: 12;)}
(monitor-exit r),, = {LStatepy( ;0% hik) = LStatec,m pet1(_;0%; h; k
{LStatec m pc(_;0%; s k)
— AStatec mpe (_; 0% [excpt — o;]; hs k)}
(move-except r4)pp = {LStatec mpc(_;0*; s k)
— LStatec mpet1(_; 0% [d — Dexcpt]; 1 &)}

(throw 7i))pp

Global Abstractions: L R
AbState = {AStatec m pc(_;0%;hy k) A GetBlkexept (0% h; 5 {|c’; _[}) A ¢’ < Throwable

= LStatec m pes (7;@*;%;1%) | ExcptTable(c, m, pc,c’) = pc'}

{AStatec m pc(_;0%; iL; ];)) A GetBlkexept (075 iL; Al ) A < Throwable

= Uncaught_,,(_; ﬁexcpt;fz;lzj) | ExcptTable(c, m,pc,c’) = L}
Conventions: pp = ¢, m, pc

Table 5.17:  Abstract Semantics of p-Dalvik 4 - Rules for New Statements (continuation
of Table 5.16)
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5.3 Proofs

Before entering in the formalism, we are going to give an informal description of the
difficulties. The main problem is that knowing which locations are going to be abstracted
as abstract flow-sensitive locations and which locations are going to be abstracted as
abstract flow-insensitive locations is dynamically determined by the analysis: this is not
a property of the concrete semantics that is abstracted. That is, given a snapshot of an
execution (a configuration W), there is no unique correct way of choosing which locations
should be handled in a flow-sensitive fashion, since the information about which are the
most-recently allocated locations is not stored in W. Therefore there are several ways of
abstracting a configuration: there is one possible abstraction of a configuration for each
decomposition of the set of locations into locations that are handled in a flow-sensitive
fashion and location that are handled in a flow-insensitive fashion, and for each history
of the heap. An history is a record of which locations used to be abstracted as abstract
flow-sensitive locations, and when they were lifted. To see why it is necessary to take
into account the history, consider the following example.

Ezample 1. Consider the following call-stack: o = (¢, m,pc- R - st* - u) :: (¢,m', pd’ - R -
st - ) with R = (11 — ppp, T2 — pép), u = ppp and R’ = (1 — ppp)-

Here there are several possible abstractions of this call-stack: for example, ppp could have
been lifted before ¢/, m’ invoked ¢, m, and ¢, m could have just allocated a new object
at location p;,p, in which case ppp is abstracted in a flow-insensitive fashion in both ¢, m
and ¢/, m/.

But another possibility is that, when ¢/, m’ invoked ¢, m, the location pp, was abstracted
in a flow-sensitive fashion. Then later on ¢, m allocated a new object with location p’pp
at program point pp, and pp, was lifted. In that case, ppp would be abstracted in a
flow-sensitive fashion in ¢’,m’ and in a flow-insensitive fashion in ¢, m. Therefore we
need to record that pp, used to be abstract in a flow-sensitive fashion, and that lifting
occurred somewhere between ¢/, m’ and ¢, m: this will be done using filters (which are
the concrete counter-part of abstract filters).

5.3.1 Heap Decompositions

We are now going to define formally what is the decomposition of a heap between a
sub-heap (that will be handled in a flow-insensitive fashion) and local heaps (that will be
handled in a flow-sensitive fashion). To do so we first need several definitions.

Heap Formally we defined heaps as finite sequences of key-value bindings between a
location and a memory block. We can then state that some location £ maps to b by
(¢ — b) € H. The active domain of a heap H, denoted by dom(H), is the finite set of
locations having a mapping in H.

For convenience reasons, we would like to see a heap H as a function from the set of
locations to memory block: to do so we use the special symbol 1 that we introduced
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5.3. Proofs

for abstract flow-sensitive heap entries. We will see the heap as a function that maps
any location to a memory block or L. Since the heap is a finite sequence of key-value
bindings between a location and a memory block, this function has a finite support. To
summarize, if one reads (¢ +— b) € H then we know that ¢ is in the active domain of H
and that it points to the memory block b, whereas H (¢) may be either a memory block,
or the empty block L.

Local Heap Intuitively a local heap K is a heap such that for all pp, there is at most
one memory block b such that (pp — b) € K. For technical reasons we will consider a
slightly different definition: a local heap is a finite sequence of key-value bindings from
locations to memory block or | such that there is exactly one key-value binding for all
pp. Formally we have:

Definition 18. A heap K is a local heap if and only if it satisfies the following equations:

® Vpp,p,p'. ppp € dom(K) A pj, € dom(K) = p=p'

o Vpp.Ip.(ppp — ) € K

Remark 2. Observe that if a heap H and some local heaps (K;)i<, have disjoint domains
then we can easily define their union.

We define the relation H —f G between two heaps (local or not), to holds if the heap
H contains a memory block storing a location to an element of G.

Definition 19. H — . G if and only if there exists (_ + b) € H such that one of the
following cases holds:

e b= {c;(fi— v;)*[} € H and there exists j such that v; € dom(G).

e b={Qc;(f; — v;)*|} € H and there exists j such that v; € dom(G).

e b= T7[v*] € H and there exists j such that v; € dom(G).
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106

Now we can define what the heap decomposi-
tion of a heap together with a static heap is.
Intuitively it is a partitioning of the heap H
into a heap G and a finite set of local heaps
(Ki)i<n such we have no locations going from
G to any K, or from K; to K for any ¢ # j
(we allow locations from K; to K; or to G,
and locations from G to itself). Formally:

Definition 20. (G, (K;)i<p) is a heap de-
composition of H - S if and only if:

Vi.dom(G) N dom(K;) =0
Example: a local heap decomposition
Vi # j.dom(K;) Ndom(K;) =0 with three local heaps.

VZG U S 7L>ref Ki and \V/j 75 lKZ 7L>ref
Kj

5.3.2 Filter History

We are now going to define formally what the history of a configuration is. As we
mentioned earlier, this is used to determine which locations were lifted, and when (in a
given call-stack). It turns out that this definition is quite technical, because we need to
make sure that the history of a configuration respected some properties: no locations
should have been lifted twice, and a location to an object cannot appear in a local state
that is situated in the call-stack before the local state that allocated this object.

First, we are going to define what a filter is. Filters are going to be used to represent one
layer of the history, that is which locations were lifted between two local states.

Definition 21. A filter |k is a mapping from locations to {0,1} such that for all pp,
there exists at most one p such that Ik(ppp) = 1. Besides we define the following function:

*

Lif 1K (ppp) = 1
Ik L'oc |k = ppp — § L if k(ppp) = 1 and Vpy,,, Ik/(p;p) =0

0 otherwise

Proposition 1. The binary operation LI'° admits (pp + 0)* as left and right neuter
and is associative.

Remark 3. 1U'°¢ is not commutative.

The history of a call-stack & = Ly :: -+ - :: Ly is going to be recorded using a list of filters
(Ik?);, such that for all 4, Ik; records which locations were lifted between L; and L;;1. We
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then define, for all i, the function I' (K, (Ik%) ;j) that, given a local heap and an history,
give us which for all program point pp the location which is handled in a flow-sensitive
fashion in the local state L;.

Definition 22. For all i € NU {+o0}, (K, (Ik7);) is the function defined as follows:
let Ik = Ikt Ltee . o k=L, then

ppp if Tk(ppp) =1

I'(Kq, (Ik);) = (pp e { . )
J Ppp if Dpp € dom(K,) A Vp;p, Ik(p;,p) =0

A graphical representation of I' on an example can be found in Figure 5.18.

PP1  PP2 PP3 PPs PP5s PPs PP7

lks | l17 lig
|k4 515 616

I'*(Kq, (Iki)i<s)
Iks [612] [513] [514]
lka [[ 11

[?(Ka, (Iki)i<s)
ks

Convention: Each line of the table represents one local filter, by having a pointer ¢ in
position (lk;, pp;) if and only if there exists p such that £ = pyp and Ik;(€) = 1. The last
line represent the domain of the local heap K.

The pointer framed by red (resp. green) in column pp; is the image of pp; by T'? (K, (lk;)i<5)
(resp. T*(Kq, (Iki)i<s))-

Table 5.18: Graphical representation of the I'V(K,, (Ik;);<,) functions

Proposition 2 (Properties of I'). For all (K, (Iki)i1<i<n) we have :

1. For alli € {n +1,n+2,... } U {OO}, Fi(Ka, (|kj)1§j§n) = Fn+1(Ka, (|kj)1§j§n)

2. If n > 2, then
fOT all > 1, Fi+1(Ka, (lkj)lgjgn) = Fi(Ka, (|k1 l_||°c |k2) o (|kj)3§jgn)
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3. For alli > 0, Fi(Ka, (lkj)lgjgn) = Fi—H(Ka, (pp = 0)* b (|kj)1§j§n)
4. Let K be a local heap such that dom(K,) = dom(K]). Then for all j we have:
(Ko, (Ikj)1<j<n) = T (K, (Ikj)1<j<n)

5. Let |k, be a filter such that V0, lke({) =1 = £ € dom(K,). Let K| be a local
heap such that :

dom(K,)\ {ppp € dom(K,) | 3/, ka(php) = 1} € dom(K,)
Then for all i > 2 we have:

I (Ka, (Ikj)1<j<n) = TV, (kg U Tky) =2 (Ikj)2<j<n)

We can now define when (K, (Ik?);) is a filter history of a call-stack a. Equation (5.1)
expresses that a location never appears before it was allocated: this is done by stating
that if, for a given pp, the location pp, being handled in a flow-sensitive fashion in the
local state L; is not the same one than in local state L; (where L; appears before L;
in the call-stack), then no object was stored at location ppp, when L; was the top-most
element of the call-stack. Therefore pp, cannot appear in any of the local state L; :: ... L,,.
Equation (5.2) expresses the fact that no location was lifted twice, and that if a location
is in the local heap then it was never lifted.

Definition 23. (K, (Ik?);) is a filter history of a = Ly :: --- :: Ly, if and only if for all
1 <i <1 <n and for all pp we have:
(K. (IK7);)(pp) # T'(X, (IK);)(pp) == T*(K, (IK);)(pp) & dom(Ly :: ... :: Ln) (5.1)

Vi, VDpp, ((Z = 0 A ppp € dom(K)) V |ki(ppp) = 1) = Vj#i, |kj(Ppp) =0 (5.2)

The following (rather technical) lemma gives sufficient conditions to show that (K7, (Ik);)
is a filter history, knowing that (K,, (Ik’);) is a filter history and that (K, (Ik?);) and
(K, (Ik”);) coincide everywhere except on the top-most filter and on the local heap.

Lemma 11. Let (K, (ij)j)' be a filter history of a = Ly :: oy. Let o’ = L =2 au, and
(K., (IK9);) be such that (Ik”7); = k™" :: (Ik?);51, and let n be the length of o!. If the four
following conditions hold:

Vi > 1,Ypp, (K, (IK));)(pp) = T'(K’,(Ik”);)(pp) (5.3)
(dom(K")\dom(K)) Ndom(cy) = 0 (5.4)
(dom(K')\dom(K))n{t| 34, (¢) =1} = 0 (5.5)
{00 = 1A £ IKN0)Y € dom(K)\dom(K') (5.6)

then (K', (IK");) is a filter history of o/



5.3. Proofs

Proof. This proof is done in two steps:

e First we are going to show that for all 1 <i < j < n we have:

DY, (K9),)(pp) # T, (IKY),) (pp) — -
I'(K’, (Ik7);)(pp) & dom(a] :: ... al) '

— For 1 < i < 1 < n, using Equation (5.3) we have that T"(K, (Ik7);)(pp) #
(K}, (Ik7);)(pp) implies that T*(Kq, (Ik7);)(pp) # T'(Ka, (Ik’);)(pp). Since
(Ka, (Ik7);) is a filter history of Ly :: ay, this implies that T%(K,, (Ik?);)(pp) &
dom(oy = ...t o). Since I > 1, dom(oy = ... 2 ) = dom(og = ...
o)) Moreover using Equation (5.3) again we know that T(K,, (Ik);)(pp) =
IY(K%, (Ik7);)(pp), therefore Equation (5.7) holds.

— Fori=1,and 1 <1 < n. If PY(K' (Ik%);)(pp) = T''(K, (Ik?);)(pp) then
the same argument works. If TH(K’, (Ik7);)(pp) # T'H(K, (Ik%);)(pp), then
since locations are annotated by their allocation point, and each local heap
domain contains at most one location for each allocation point, we have
T (K’, (IK7);)(pp) € (dom(K")\dom(K)). Therefore by applying Equation (5.4)
we get that TH(K’, (IkY);)(pp) & dom(ay), which shows that Equation (5.7)
holds.

e Now we are going to show that:
Vi, VDpp, ((Z = 0 A ppp € dom(K")) v Ik/i(ppp) = 1) = Vj #1, |k/j(ppp) =0

Since we know that (K, (Ik7);) is a filter history, we just need to show it for i = 0
and 7 = 1.

— 1=0. Let £ = ppp € dom(K"). In a first time assume that ¢ € dom(K). Since

(K, (Ik)7); is a filter history we know that for all j > 2,1k (¢) = IkI(£) = 0. Tt
remains to show that Ik''(¢) = Ik} (¢) = 0: if Ik"*(¢) = 0 then we have nothing
to prove, and if Ik’ (¢) # 0 then since £ € dom(K’), Equation (5.6) gives us
that Ik'(¢) = Ik (£) # 0, which contradicts the fact that (K, (Ik)7); is a filter
history.
Now assume that ¢ ¢ dom(K). Then by Equation (5.5) we know that Vj >
2,1k’ (£) = Ik/(£). Besides by Equation (5.6) we know that either Ik (¢) = 0,
in which case we have nothing to prove, or that Ik (¢) = Ik!(¢) = 1, which
contradict Equation (5.5).

— i = 1. Let £ = ppp be such that k' (¢) = 1. If K" (¢) = Ik'(¢) then since
(K, (Ik)?); is a filter history we know that for all j > 2,1k”(¢) = Ik/(¢) = 0.
If 1K1 (¢) # Ik*(¢) then by Equation (5.6) we know that ¢ € dom(K) and we
conclude again by using the fact that (K, (Ik)?); is a filter history.
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5. PROOFS OF CHAPTER 4

5.3.3 Configuration Decomposition
The heap decomposition notion is relative to a heap, and the filter history notion is
relative to a call-stack. We then link these two notions into the local configuration
decomposition notion, that is relative to a local configuration.
Definition 24. (G, (K;);, K, (Ik?);) is a local configuration decomposition of ¥ = £« -
m-v-H-S if and only if:

o G,(Kj;); is a heap decomposition of H - S and K € (K;);

o dom(a) C dom(G) U dom(K)

o (K, (Ik%);) is a filter history of a

e View dpy,(pr—1i) €G

o Ve, ledom(Q)

o (€ dom(QG)
Finally we use the local configuration decomposition notion to define what is a configura-
tion decomposition.
Definition 25. Let Q = ¢ i -+ i ¢ and = = oy 12 - -+ 22 by, Then (G, (K, (k);)i<ntm)
is a configuration decomposition of Q- =- H - S if and only if:

e G, (K;); is a heap decomposition of H - S.

o for all i < n, if ¢; € {(¢,s,m,v,a),(¢,s,7,v,a)} then (G, (Kj;);, K;, (Iki’j)j) is a

heap decomposition history of ¢-a -7 -~ - H - S with local heap Kj;.
e foralln+1<i<m+n,if; = (£, 77 a) then (G, (K;);, K;, (Ik");) is a
heap decomposition history of £« -7 -~ - H - S with local heap K.
5.3.4 Well-Formedness
First we are going to make some assumptions on the program P, which are guaranteed
by the Java type system: we assume that the exception table built by the compiler only
contain entries for exception class, and that the compiler guarantee type soundness for
the thread and exception rules.
Assumption 4 (Exception Table Correction). If ExcptTable(c,m, pc, ') is defined (i.e
is equal to some pc’ or to L) then ¢’ < Throwable.
Assumption 5 (Type Soundness Guarantee).
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5.3. Proofs

o If ¥ throw r. || ¥ and H(X[r.]) = {; (f — v)*[} then ¢’ < Throwable.
o If X, st || ¥/ where st € {start-thread 1, interrupt r, join r} and
H(X[re]) = {5 (f = v)*[} then ¢/ < Thread.
We are going to need some well-formedness properties in the proof, that are preserved by

the local configuration and configuration reductions.

Definition 26. A local configuration ¥ = ¢ -« -x-~- H - S is well-formed if and only if,
whenever o« = Ly ::...:: L, or &« = AbNormal(L; :: ... :: L), we have:

For all i, L; = waiting(__, ) implies that i = 1 and o = AbNormal(Ly ::...:: Ly).

If Ly = waiting(¢,, ) then Ly = (¢,m,pc- - st*- ) with st,, = wait r; and
go = Z[[?“Z]]

For all i <mn, if L; = (¢,m, pc - v* - st* - R) and R(r) = { then ¢ € dom(H).

e Forall £ € ~,if H({) ={c;_|} then ¢/ < Thread.
e Either n € {0,1}, or n > 2 and for each i € [2,n], either of the following conditions
hold true:
— Ly = (d,m/,pd -v"* - st -R') and L1 = (¢,m,pc- - st* - R) with stp. =
invoke r, m' ri,..., 1y,
lookup(typey (R(ro)), m') = (¢, st”™), sign(d,m') = 71,..., ™ Logy ¢ and v* =
(R(re))*="
— L = (d,m/,pd -v* st - R') and Li_1 = (¢,m,pc- - st*- R) with stp, =
sinvoke ¢ m/ r,... 1y,
lookup(c',m') = (¢, st™), sign(d’,m') =11,..., 7, o, and v'* = (R(ry))k=n.

Lemma 12 (Preserving Local Well-formation). If ¥ is well-formed and ¥ ~* %', then
Y is well-formed.

Proof. By induction on the length of the reduction sequence and a case analysis on the
last rule applied. O

Definition 27. A heap H is well-typed if and only if, whenever H(¢) = {c; (fi — v;)*<"|},
for all ¢ € [1,n] we have typey (v;) < 7;, where 7; is the declared type of field f; for an
object of type ¢ according to the underlying program.

Assumption 6 (Java Type Soundness).

fl-a-my-H-S~0-a-7"~-H'-S then for any value v we have typey (v) < typey (v).

Moreover, if H is well-typed, then also H' is well-typed.

Definition 28. A configuration ¥ = Q- = H - S is well-formed if and only if:
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e whenever Q = Qg :: ¢ :: Q1 with ¢ € {{(, s, 7,7, a), ({,s,m,7,a)}, we have

— H(¢) = {lc; (f = v)*|} for some activity class ¢ and ¢ = p, for some pointer p

—Y={-a-7m-v-H-S is a well-formed local configuration
e whenever (¢, ¢ 7,~v,a) € =, we have

— H(¢) = {c; (f — v)*|} for some activity class ¢ and ¢ = p, for some pointer p
— H(") ={d;(f — v')*[} for some thread class ¢/

—X=/l-a-7m-v-H-S is a well-formed local configuration
e H is a well-typed heap.

Lemma 13 (Preserving Well-formation). If ¥ is well-formed and ¥ =* V', then ¥’ is
well-formed.

Proof. By induction on the length of the reduction sequence and a case analysis on the
last rule applied, using Lemma 12 and Assumption 6 to deal with case (A-AcTIVE). [

From now on, we tacitly focus only on well-formed configurations. All the formal results
only apply to them: notice that well-formed configurations always reduce to well-formed
configurations by Lemma 13.

5.3.5 Representation Functions

From now on, we will consider only ground abstract values, and we will identify these
values with their evaluation in the abstract domain D.

We are now ready to define the representation functions that we will use in the proof.
A representation function is a (possibly parametrized) function that takes as input a
concrete value and returns an abstraction of this value. The final goal of this section is
to define the representation function Scon(¥) that takes as input a configuration ¥ and
returns a set of sets of abstract facts, where each set of abstract facts X in Sonf(¥) is an
abstraction of W for a given configuration decomposition.

Basic Representation Functions

First we presuppose the existence of a representation function [ p.;;;, which associates to
each primitive value prim a corresponding abstract value {p/TFn} We then define the
following representation function, that abstracts a filter |k into an abstract filter l%, where
the k is the abstract filters that maps a program point pp to 1 iff there exists a locations
¢ annotated with pp (i.e. ¢ = ppp) such that Ik(¢) = 1.

1 if Ippp, lk(ppp) =1
0 otherwise

ﬁFz'lte'r(lk) = (pp = {
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5.3.

Proofs

We then define the flow-sensitive and flow-insensitive location and value representation
functions. The flow-sensitive representation functions are going to be used when the
analysis is flow-sensitive (for example one registers), and the flow-insensitive representation
functions are going to be used when the analysis is not flow-sensitive (for example on the
static heap).

flow-sensitive abstraction flow-insensitive abstraction
5 FS(\)  ifA= =T i
2 ; =pp A ppp = I'*°(Kq, (IK);)(pp)
(D, Ko, (Ik7); = = A
g Broc(pr, Ko, (1)) {NFS(/\) otherwise Prav(pa)
H 8 (v, Kq, (IK9);) = Brrim(v) if v = prim Brulv) = Bprim(v) if v = prim
g | Phocvall T Rar K Bpou(v, Ky, (KI);) ifv =10 ran? NFS(BLap(v)) if v =10

We typically omit brackets around singleton abstract values, and we will write 3, .y..(v,
K,) instead of the more verbose ;. y.(v, Kq,€) when the filter list is empty.

Remark 4. Recall that by definition, only locations annotated with program points can
be abstracted as flow-sensitive abstract locations. In particular activity object and their
intents are always flow-insensitive.

With these representation functions, we can define the flow-sensitive representation
function B;,.gy for local blocks, and the flow-insensitive representation function Bgy, for
blocks.

fls (f = 0)* it L=Ales (f = v)* [} and Vi : By (vi, Ka) = 0;

{lQc; ol if I = {|Qc; (f = v)*} and 0 = Ui Bo0ya(vi, Ka)
Procsull Ke) = T[] if 1 = 7[v*] and & = U; Bpopyu(vis Ka)

L ifl=_1

{les (f = 0)* i b= {les (f = v)*} and Vi : Bya(vi) = 05
,BBlk(b) = {‘@C; ’lA)|} if b= {’@C; (f — U)*|} and 0 = LJ; BVal(Uz‘)

T[@] if b= T[U*] and 0 = LJ; ﬁval(vi)

Advanced Representation Functions

We define the representation function 3, Heap(K «) abstracting a local heap into an abstract
flow-sensitive heap as follows:

BLHeap(Ka) = {(pp = 5LocBlk (Ka(ppp), Ka)) | Ppp € dom(Ka)}

We have three representation functions used to abstract a local state L taken from the
call-stack « of a local configuration Y, where /¢ is the pointer to the activity or thread
object and K, (Ik"),, is a filter history of X:

e If a local state L is not the top-most local state in its call-stack then we use
B¢ oLy 0,y Kq, (IK™),,) where ng is the position is the call-stack and ¢’ is the
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5. PROOFS OF CHAPTER 4

class of the object that L invoked a method upon.

Blstml(Pp - u” - st* - R),no, ', Ko, (IK")5) =
{Inven (A, 87); 0% ) | = Briner (1K)
AVJ g = Brocva(ts; Ka, (1K )n<n,)
AKX = Brail€) Ak s b = Brocvai( R(ri), Koy (K )ncno) |

e If L is the top-most local state, and « is not abnormal, then we use ﬂfst(L, Ka, (IK")p).

Bru(pp - u” - st" - R), Koy (IK"),) = {LStatep (A, @) 0% B k) | & = Brier(Ik')
AVJ 2ty = Broeva(ty, Ka, (IK")n<1)
A A= Byai(t) AVE 2 0 = Broeva(R(rk), Ko, (K" )n<1)
Nh = 5LHeap(Ka)}

e If L is the top-most local state, and « is abnormal, then we use ﬁfwst((pp sut sttt
R), Kq, (Ik")p).

BhLse(pp-u” - st” - R), Ko, (K)) = { AStaten (A, )5 6% b k) | & = Britrer (K')
AV 2@y = Broeva(tg, Ka, (K" )n<1) AN = Brai(f)
AVE B = Broeva R(re), Koy (K" ne1) A = B (Ka) }

Using these, we can define how the call-stack « is abstracted. For all i < n, let
L; = {ciymi,pc;- - - ). Mfa=1Ly:---: L, and n > 1 then:

ﬁéall(waiting(—v —) nQ, Kaa (lkn)n) = Béc‘all(av Kaa (Ikn)n)
= 5€st(LlaKa> (lkn)n)u
U BéstInU(Liﬂ ia Ci—1, Kaa (lkn)n)

1€[2,n]
Bean(abNormal(a), Ko, (IK"),) = Bhzg(L1, Ko, (1K")n)U
U B%sthw(Lia i, ¢i—1, Kq, (lkn)n)
1€[2,n]
/BZCall(& Km (lkn)n) - IBECall(AbNormal(E)a Ka7 (lkn)n) - @
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5.3. Proofs

We can now define the following representation functions:

BSuap(H) = {HOLD) | H() = b AN = Brap() Ab = Bru(b) AL € dom(G) }
Bstat(S) = {S(c, f,0) | S=S"c.f=vAD=Byu(v)}

ﬁfjm(w) = IC(Z)) | c=Brap({) Nm=mg i m A b= Bglk(i)}

BG () = {TOB) [ y=r0ulum AN=Brap(@) AL b) € GAD= 5Blk(b)}
BGm((€s,m,7,a), Koy, (K);) = B ({65, 7,7, ), Ka, (IK) )

= 5Frm(<<€7 6/7 ™, a»v K, (ij)j)
= Bec’all(a’ Ko, (Ik])]) U BZPact(ﬂ-) U Blg;thr(7)

Let Q=1 ... i ppand Z =11 i1 ... 2 1)y,. We then define the representation function
ﬂgtk abstracting the activity stack and the thread pool as follows:

BGk(Q,Z, (K, (IK););) = ( U ﬁﬁm(%Ki,aki’j)j)) U

i€[1,n]

( U 5grm<wl7Kn+la(lkn—i_l’j)j))

le[1,m]

The representation function 8r.,s abstracts a local configuration ¥ into a set of sets of
abstract facts, one for each local configuration decomposition of >:

IBLcnf(e'a'ﬂ—"Y'H'S) = {5éall(a7Ka7 (ij)j>Uﬁéact(ﬂ)uﬁgthr(’}/)U/Bgeap(H)Uﬂstat(S>

| (G, (K;)i, Ka, (Ik7);) is a local configuration decomposition of £« -7 -~ - H - S}

The representation function 3¢, abstracts a configuration ¥ into a set of sets of abstract
facts, one for each configuration decomposition of ¥:

Bonf(2- 2+ H - 8) = { B§(Q, (K, (K°9)):) U By (H) U Bstan(S)

| (G, (K, (Ik"7););) is a configuration decomposition of Q- = - H - S}

Remark 5. The predicates Invf;p((j\t, @*); 9*; k) are used to abstract local states of function
which have invoked some other method and are waiting for it to return. There are two
differences with LStatepp((S\t, w*); 0% h; ];‘) the first one is that we drop the local heap,
which is no longer needed since it will be replaced by the callee’s local heap when it
will return. The second difference is that we have extra information about the class ¢/
implementing the invoked method.

Also observe that this invoke predicate does not appear in any rules, and that it is only
used in the proof. Therefore it can be ignored in an implementation.
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5.3.6 Pre-Orders

We will now define several pre-orders and relations used to compare abstract elements.
Some abstract syntactic domains, such as abstract values and abstract memory blocks,
have two different pre-orders used to compare them, that we distinguish by decorating
one with a nfs superscript. The pre-order with the nfs superscript is a flow-insensitive
pre-order.

Abstract Values Pre-Orders

We define the pre-order Ty, on abstract location by:

\ = NFS(pp) A N = FS(pp)
ACroe X iff { X =FS(pp) A N = NFS(pp)
A=V

Based on this, we define the pre-order C" on abstract values to the reflexive and

transitive closure of C U Cj,.. We then build the pre-orders E”S';Fq and Cge, on sequences

of abstract values by having 4* E"Sf:q 0* (resp. U* Cgeq 0*) iff 4* and 0* have the same
length and Vi : 4; cnfs o, (resp. Vi : 1; C 9;). We then define a pre-order Eanlsk on abstract
memory blocks as follows:

o ifb={c;(f = )"} and ¥ = {e; (f > 8)*[y and &* T, 8, then bR ¥
o if b= {Qc;af} and ¥’ = {|@c; 0} and @ C" o, then b L5, ¥/

o it b=r[a] and ¥ = 7[0] and @ C" o, then b =05 ¥/

We also define the pre-order Ty on abstract memory blocks, which is the the flow-
sensitive counterpart of E“Bflsk.

o if b= {lc; (f — 0)*[} and b = {l¢; (f — 0)*|} and @* Cgeq 0*, then b Cpy, o/
e if b= {Qc;a} and b = {|Qc; 6} and @ C 9, then b Cpy &/

o if b=7[a] and ¥/ = 7[0] and @ C 9, then b Cpy b/

Finally we define the relation C g, on abstract filters to be the equality order. Next,
we state some simple properties satisfied by these pre-orders.

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.
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Proposition 4. Ifi# 1L and t C0 and ¢ E W then 0 MW # L
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5.3. Proofs

Proof. Since (D,C,1,M, T, 1) is a lattice we know that @ C & M. Moreover 4 # L,

therefore v Ma # L. O

Proposition 5. For any abstract memory blocks b, l;’, for any abstract values 4,0 and

for any field f we have
bRV ANAT™ 0 = Bf = a) CHRV[f > 0]

bbb NAC D = b[f s @] Ty b[f — 7]

Facts Pre-Orders

For all register r,, class ¢, abstract heap h and sequence of abstract values 0* we define
the formula:

Call2 i (0 *;ﬁ):app',d,((NFS( ) oo AH(pp', s _[}) € A)

A~

v (FS(pp') C 0o A B(pR) = {I; _1}))
AN <d"nd e lo/ok\up(m’)
Intuitively this states that element o of the abstract registers ¢* over-approximates an
abstract location to an abstract object {¢/; [} in h or A, such abstract virtual dispatch
resolution on ¢/, m’ return ¢’. We are now ready to define more complex relation between

abstract facts, using the pre-orders defined in the previous subsection. Let A, A’ be two
finite sets of facts. We define the relations Cr, T4 and E[Anlv as follows:

A A

o LStateq . pe (A, 4%, p); 055 hs k) T g LStatee m pe (A7, 07,,); 0% Bs K'Y iff

— M =A% and @}y Ceq 0y

- ar ESeq 0

- ]% I:Fz'lter ]%/

— Vpp, h(pp) # L = h(pp) Cpu h'(pp)

o AState. . pe (A, 4%,y); 055 hs k) T AState, m pe(A7, 0F,,); 0 B k) iff -

A A ~ A~

LStatec . pe(AF, Ukyy); 05 1y k) Eg LStateq m pe (A2, 07,); 0% 13 B)

~ ~

o Inv cmpc(w 0 ); %5 k) T LStateq . pe (A7, 975,,,); 0% 13 B) iff:

31 _ 32 A~ -
- At - At and Ueall ES@Q Ueall
- a* ESeq 0
7. 7
— k Criger k
,0/*; h/)

— lookup(c,m) = (_, st*), stp. = invoke 7, m' _ and Call2 e (
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Finally, we define the pre-order <: by having A <: A’ (where A, A" are two finite sets of
facts) if and only if:

A A

o VLState. m pe( (A, @F,); 0% 1y k) € A, 3LState, pm pe( (A2, 0%,,); 0% B &) € A st

Ueall

LStatec m.pe((Af, Uiny); 05 1y k) E g LStatee m pe (A2, 07,); 0% 13 B)

Ueall

~

VAState, e (A, 0); 0% 1y k) € A, FAState, m pe(AF, 07,,); 05 B k) € A st

A A

AStatec  pe (A, 02); 6% hy k) © 4 AStatee e (A2, 85,); 0% '3 B)

o VINVE,, (AL, @%y)i 0% k) € A, ALStatecmpe (A, 0%,,); 0% B3 k') € A s.t.
Invg:;n,pc((xl%? ﬁiall); ﬁ*; l%) EInv LStateC m :DC((At? call) *; ib,; I%/)

o YH(\,b) € A, FH(\,¥') € A’ such that b Ch o/

e VS(c, f,01) € A, 3S(c, f, ) € A such that @ T ¢

o Vi(b) € A, 3I(0) € A’ such that b VY

o VT(\,b) € A, IT(\, ') € A’ such that b ¥

5.3.7 Preliminary Lemmas

Pre-Orders

Lemma 14. For all set of facts A and A, if A C A’ then

A~ ~

Ca” 0, m/( *,h) — Ca” C//m('lA}*;h)

As a direct corollary, E]An/v is coarser than C5 Co-

Lemma 15. If A C A’, and A" <: A" then A <: A”.
Lemma 16. If A1 <: Ay and Az <: Ay, then A1 U A3 <: Ay U Ay.
Lemma 17. If A <: A’ and A" <: A", then A <: A”.

Proof. All cases are very easy, except for the following one:

Let |nvcmpc((5\t, @) 0% k) € A, LStatee e (N, 00%,); 05 B K € A,

call

LStatec.m.pe (N7, 67%,); 0" ", k) € A”. Assume that:

call

1" ~ A~

Invg,m,pc(()‘t7 ZAbzall); QA}*; k) Elm) LStatecm pc(()‘t’ A/ctzll); ’ol*; B,; ]%,)ER
LStatec,m,pc(( 1/tlv ﬁ"* ); @/I*; fAl”; ]%//)

call
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5.3. Proofs

We want to prove that:

7 ~ A~

Invg,m,pc((Atv ﬂ:all); @*; k;) EIA’rw LStateC,m,pC(( A:fl? a/c,;ll); f)”*; ]Al”; ]%H)
To this end we need to prove that the following four conditions holds:

/l A%

° )\t, Ut Eseq At s Ugyy: follows directly from transitivity of Ege,

o 0" Cgey 0" follows directly from transitivity of Cge,

o k Crier k" : follows directly from transitivity of T gyzer

o lookup(c,m) = (_, st*), sty = invoke r, m' _ and Call} (075 B

TC’VTL
/

The fact that lookup(c m) = (_,st*), stpe = invoke r, m
to check that CaII,, !
therefore there exist pp’ and ¢ such that:

1s easy.

A B

(8" W), First we know that Callr P Gl

It remains

') holds,

((NFS(pp') S 7, A H(pP', {le's_[}) € A) v (FS(pp') T, AR (pp') = {3 ) ) A

d<d'nd € M(m’)

— Assume that A holds: we have H(pp/, {|¢; _[}) € A" and NFS(pp’) C o

since A’ <: A” we know that there exists H(pp’,{|c/; _[}) € A”.
since f) Cgeq 0" and NFS(pp’) C 9, we know that NFS(pp’) C 9,/

Cally",, . (0% B'") holds.
— Assume that B holds: we have FS(pp’) C 9;, and W (pp') = {c;
/

C ,l')//

T

since 0% Cgeq 0% and FS(pp’) C 9] we know that FS(pp’)

! . Then
o

Moreover
. Therefore

_[}. First,
r.- Moreover

’3’(pp) ={c;_[ and h’(pp) # 1 = I(pp') Cpy 2" (pp'), hence h"(pp') =

erefore Ca olds.
. Therefore Call® 8" h") hold

rcm

Representation Function

Proposition 6. For all filter history K, (ij)j we have:

e For any block b, B1,.p,(b, K) C lk Bpik(b) and Bpi(b) E%’;sk Brocai(d, K).

o For any value v, By, K, (ij)j)E”fSBVal(v) and ﬂVal(v)E”fsﬁLOCVal(v,

K, (Ik7);).

Proof. This is following from the fact that the pre-orders C flsk and C"™ ignore the

flow-sensitive and flow-insensitive annotations of the abstract labels.

O]
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Assumption 7 (Soundness of the Abstract Operations). €,® and & are monotonous
operators, and soundly over-approximate the concrete operators €, ® and @: for all local
heap K, we have:

e u© v implies that B, .y K) © Broevu(v, K)
° IBLocVal<®Uv K) C ®ﬂLocVal(U’ K)

® ﬁLocVal(u D v, K) C BLOCV&Z(“’ K) EAB 5LocVal(U’ K)

This carry over to all the representation functions 3, vy, K, (Ik");) (with order C) and
Bval(-) (with order C"fs):

Proposition 7. For all concrete values u and v, and for all filter history K, (Iki)i we
have:

o u@u implies that B, yu(u, K, (Iki)i) é’ﬁLocVal(vv K, (Iki)i) and that Bya(u)© Bya(v)

® Broeval(OV, K, (1K) T OB eym(vs K, (1IKY);) and Bya(Gv) T B va(v)

b ﬁLocVal(zf@U’ K? (lkz)l) E/BLocVal(u7 K’ (Iki)i)éﬁLocVal(vv K’ (Ikl)l) and BVal(u@v) Enfs
Bva(u) © Bva(v)

Proof. Observe that for all filter history K, (Ik%);, we have that for all concrete value u:

. . *
Broevar(tts K (K):) = Brocya (u, (pP = T (K, (IK);)(pP)) )
This together with Assumption 7 shows the first point of each item bullet.

The second point of each item bullet follows from the fact that if T is coarser than
C, and the monotonicity of the abstract operators. We are going to detail the proof of
the second item bullet (the other cases work exactly in the same way). Let K be an
arbitrary local heap:

Brocval(©v, K) T @BALOCVM(U, K) by Assumption 7
Brocval( OV, K) Cnfs OBLoeva(vs K) by Proposition 3
BVM(@U) Enfs /BLocVal(QU’ K) Enfs QﬁLocVal(Uv K) by PI’OpOSitiOH 6

]EABy PropositionAG we know that Lchal(”a K) ™ Byu(v), thereff)re by monotonicity of
® we get that ©B,, e (v, K) T OB yu(v). This concludes the & case by showing that:

ﬁVal(Qv) Enfs /BLocVal(vi K) Enfs éﬁLOCVal(U7 K) Enfs @BVQZ(’U)

Assumption 8 (Overriding). If lookup(c,m) = (¢, st*), then ¢ < (.
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5.3. Proofs

In the next results, let A = A’ whenever A I f for each f € A/,

Proposition 8. I is an ezact abstraction of U'°: for all filters |k' and Ik* we have
/BFilter(Ikl I—|IOC |k2) = BFilter(lkl) ﬁl 5Filter(|k2)-

Proposition 9. For all abstract filter lAc, for all abstract values t and © we have:

o if 4 C 0 then lift(a; k) C lift(0; k).

o if G Croed then lift(ds; k) Croe lift(d; k).

o if A" b then lift(a; k) TS lift(0; k).

o for all abstract heap h and I, if Vpp, h(pp) Cauw ' (pp) then:

Vpp, hlift(h; k)(pp) T s hlift(h'; k) (pp)

Proof. The first point is an assumption made on the lift(-;-) function, and the second
point is trivial. Observe that for all @, 0, if @ Cp,. 0 then lift(4; l;:) C Lo lift(9; I?:) Since
C"s is the transitive and reflexive closure of C and C Loc, this third point is a direct
consequence of the first and second points. The fourth point is an easy consequence of
hlift(-; -) definition and of the first point. O

Proposition 10. @ C"* ¢ implies that lift(a; 1%) C lift(0; 1*).

Proof. By definition of T, we know that there exists (03)i<n, (0})i<n such that:

N N ~f N N N N a1 N
U =01 Croc Uy C 02 Croc Vg ...V, C On Croc Uy, =0

By Proposition 9.2, we know that for all i < n, 0; Cr, ) implies that lift(0;;1%) C e
lift(9); 1%). Moreover lift(0;;1%) T, lift(9);1%) implies that there exists A such that
lift(d;;1*) = NFS(X) and lift(d};1*) = NFS(X). Therefore lift(d;;1*) C lift(d); 1*). By
Proposition 9.1, for all i < n, 0} C 0;+1 implies that lift(d}; 1%) C lift(d;11; 1*), hence we
have:
lift(a; 1) = lift(d1; 1%) C lift(0]; 1%) T lift(do; 1%) . . . 1ift(D,; 1) T 1ift(9),; 1%) = lift(9; 1%)
Which concludes this proof. O
Proposition 11. If for some i we have :
L' ((Ik7) 5, Ka) = TR((IKY) 5, KG) and THH((IK7) 5, Kq) = TP ((K7) 5, K7)

then for all local state L and class ¢ we have:

ﬁ%sﬂnv(l—’? i? C,v Ka7 (Ikn)n) = /Béstlnv([ﬁi + kv Cl? K(,zv (lkm)n)
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Proposition 12. Let ¥ ={-a-m-y-H-S and let S[rhs] = ¢, then for any X € Breng(X)
with local configuration decomposition (G, (K;)i, K, (Ik?);), v € dom(H) implies that
v € dom(K).

Proof. By a case analysis on the structure of rhs, and using the fact that we have a local
configuration decomposition. O

Proposition 13. Let (G, (K;);, K, (Ik?);) and (G', (K}, K, (!k’j)j) be two local configu-
ration decomposition of Q; such that K = K' and Vj,k? = Ik”. Then we have:

ﬂFrm(in K, (lk,j)j) = BFrm(in K, (lkj)j)
Technical Lemmas

Lemma 18 (Right-hand Sides). Let ¥ ={-a-m-v-H-S with = (pp-u*-st*- R) :: a,
let X[rhs] = v, X € Brenf(X) with local configuration decomposition (G, (K;);, K, (Ik?);),
let A:> X.

Let LState, pn pe (N, @); 0*; '3 k') € A be such that :
BLa({e,m, pe-u* - st* - R), K, (Ik7);) g LState, m pe (N, 0%); 05 13 )

Then there exists O such that .V, K) C 0 and AU (rhs))p, = RHSp(0).

Moreover if rhs is a register r; then we can take © = ).

Proof. By a case analysis on the structure of rhs. We are going to detail the object field
look-up case, which is the more complicated one. Let LState. , pc((As, @*); 0% hs k) be
such that:

BYa({e,m, pe-u* - st* - R), K, (Ik7);) = LStatecm pe((Ar, @%); 0%; h; k) (5.8)

Let X[r;] = € = py. Since G, (K;); is a heap decomposition of H we know that ¢ € dom(Q)
or £ € |J; dom(K;). Moreover by Proposition 12, ¢ € |J; dom(K;) implies that ¢ € dom(K).
Therefore we are in one of the two following cases:

e /€ dom(G): from Equation 5.8 we get that o; = ,.y.(¢, K) = NFS(X). Moreover
since:

Bl a({e,m, pe-u* - st* - R), K, (Ik7);) g LState, ,m pe((Nf, 0*); 05 1 ')

we know that NFS(X\) = ¢; C 0. We know that there exists o such that o = H(¢) =
{le; (fj = uy)*, f — vf}. Since A :> X, there exists H(X, {j¢; (fi = @)*, f — 0¢[}) €
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5.3. Proofs

A such that Byy(v)C"S0;. Let o = lift(d; 1%), then we have AU((Ths)),, = RHSpp(0)
by applying the rule:

LStatee m pe((Af, @%); 0 B k') ANFS(A) E0f AH, {e; (fi = @)%, f = 04]})
— RHS,,(lift(df;1%))

which is in (7. f))pp. It remains to check that 8. y,(v, K) C 0: if v is a primitive
value then this is trivial. The value v is stored in a field of an object referenced to
by £, which is a flow-insensitive location and cannot contain flow-sensitive locations.
Therefore v cannot be a flow-sensitive location. If v is a flow-insensitive location p/,
then 5, yu(v, K) = NFS(X), and Byu(v) = NFS(X'). Moreover by Proposition 10
we know that Byy(v) C" 6, implies that lift(Byy(v); 1%) T lift(64; 1%). Since
“ft(ﬁVal(v); 1*) = NFS()‘/) = 5LocVal(vv K)’ we pI‘OVGd that BLocVal(’Uﬂ K) Co

e (€ dom(K): from Equation 5.8 we get that v; = B;,,y,(¢, K) = FS(A). Moreover
since:

A A

LState, . pe((Ae, @%); 0%; h; k) T LStatee m pe((N, 07); 07 0K (5.9)

we know that FS(\) = ©; C 0/. We know that there exists o such that o =
H(l) = {e; (fj = uy)*, f ¥ vl}, hence by definition of 3 ., we get that h()\) =
{le; (fi = )*, f = vf|} where B} yu(v, K) E 0f. Moreover from Equation 5.9
and the fact that A()\) # L we get that h()\) EBlk R'(A), which in turns implies
that A'(A\) = {e; (fi — @)%, f — %[} where oy C 9. By transitivity of C we have

BLocVal(Uv K) L ’[)}
It just remains to show that A U ((rhs)),, = RHSpp(0%) by applying the following
rule, which is in ((r;.f))pp:

A~

LStatee . pe((Af, @); 0 B s k') AFS(A) E 0L AR/ (N) = {le; (fi — @)%, f bl
—— RHSpp( f)

O

Lemma 19 (Reachability). For any abstract value @ and abstract heap h, there exists
an abstract filter kq such that = Reach(w; h k o) and ko is the indicator function of the set
of reachable elements starting from u in the points-to graph of h.

Proof. We define Reach’ and Reachl as follows:
° Reach’g = UFS(X)E@ R6CLCh7>\1/
e Reachl = {\}
e Reachy*t! = Reach} U, Reachy, if h(N) = {le; (fi = )i}
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o Reachy*! = Reach} U Reach? if h(\) = 7[0]
e Reachy™ = Reach} U Reach? if h()\) = {|Qr; 9]}

For all A (resp. ©), (Reachy),>o (resp. (Reach})n>0) is a non-decreasing sequence,
and the set Reachy (resp. Reach;) of reachable elements starting from A\ (resp. )
in the points-to graph of h is Reachy = U, >¢ Reach? (resp. Reachy = J,>¢ Reach?).
Moreover since h is finite, this limit is reached in a finite number of steps. Therefore
there exists N such that Reachy = U, <y Reach and Reachy; = U, <y Reach.

We define I, to be the indicator function of Reach?, and I? to be the indicator function
of Reach?. We will see I} and I? as abstract filters. It is easy to show by induction
over n that for all n > 0, for all A and for all & we have - Reach(FS()); h; 1)) and
I Reach(d; h; I))) (observe that the second point uses the fact that there is a finite
number of A). Therefore we have - Reach(; iL; I}%,), where I}%, is the indicator function of
Reach{lv = Reachy. O

Lemma 20 (Abstract Value Lifting). Let K and K’ be two local heaps, u be a concrete
value and S be a set of locations such that dom(K')\dom(K) =S and u & S.

Let v = ﬁLocVal(u’ K); Ika = {(pk — 1) ’ px € dom(K) A Elpl)\ € S} and l%a = /BFilter(lka)-
Then we have: A
ﬂLocVal(“? K/) = Ilft(@v ka)

Proof. If u is a primitive value then this is trivial. Assume u = ¢ = p), then one of the
following cases holds:

o /€ dom(K')Ndom(K). Then we have:

/BLoc(p)\aK/) = FS()‘) - ﬂLoc(p/VK)

Moreover since S C dom(K'), we know that ¢ ¢ S. Assume that there exists a
location p, € S, then since dom(K')\dom(K) = S we know that p\ € dom(K’).
Since p\ € dom(K') and p # p/, this implies that dom(K’) contains two locations
with the same allocation point, which contradicts the fact that K’ is a local heap.
Therefore there exists no p’ such that p), € dom(K’), which in turn implies that
implies that kq(\) = 0. Hence lift(0; kq) = lift(FS(\); kq) = FS(A), which concludes
this case.

e (€ dom(K')\dom(K). Then since dom(K')\dom(K) = S we have £ € S. Besides
by hypothesis ¢ ¢ S. Absurd.

e (€ dom(K)\dom(K'). Therefore p) & dom(K'), and since K’ is a local heap there
exists p’ # p such that p) € dom(K’). Moreover since K is a local heap we have
ph\ & dom(K). Therefore p\, € S, which implies that l?:a()\) = 1. By consequence we
have:

Broc(pa K') = NFS(A) = lift(FS(A); ka) = lift(Broc(pr, K'); ko) = lift(d; ko)
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o (& dom(K')Udom(K). Then we trivially have:

A~

Broc(pa, K') = NFS(A) = lift(NFS(N); k) = lift(B1o0(pa, K); ka) = lift(d; k)

O

Lemma 21 (Abstract Local State Lifting). Let X =¢-a-mm-~v-H-S with a =
(pp-u*-st* - R) ::ag. Let (G,(K;)i, K, (Ik?);) be a local configuration decomposition of
>, and assume that:

B ({e,m, pe-u* - st* - R), K, (Ik"),,) = LStateem pe((As, @%); 0%; h; k)

Let K’ be a local heap, and S a set of locations such that:

o dom(K')\dom(K) =S
e Vpy €S, K'(px) = L and Ypx ¢ S, K'(px) = K(px)
e S is fresh in X
Let lky = {(px — 1) | px € dom(K) A 3p)\ € S} and ko = Briter(Ike). Then we have:
1. B ((e,m,pe+ 1-u* - st*- R), K, (kg Uy IkY) iz (IK") 1)) =
LStatecm pes1((Ae, @); ift(9%; kq); hlift(R; ka); ko O F)
2. for all register rq, concrete value w, locations py and memory block b we have:
B%st«c,m,pc +1-u"- st Rlrg— w]), K'[py — b, (Ikq Ug k1) = (Ik)>1))

= LStateq . per1 (A, @%); 1ift(0%; ko) [d = Broeva(w, K')];
hlift(h; ko) [N = Brocsn(b, K] ko k)

Proof. We are only going to prove 1), as 2) is a rather simple extension of 1). We want
to show the four following points:

e We know that dom(K')\S C dom(K). Moreover by definition of Ik, we know that
S = {px | 3\, lke(p)) = 1}. Moreover for all £, Ik(¢) = 1 implies that ¢ € dom(K).
Hence by Proposition 2.5 we have:

T2(K, (Ikj)j>1) = T2(K, (Ikg U k1) = (1k7) 50)

It is then easy to check that for all I < |u*|, we have B8}, yu(u, K’ (Ikg Us k') =
ﬁLocVal(uh K, Ikl) = 1.

e Let rj; be a register of R. Since S is fresh in ¥, we know that R(r) ¢ S, therefore
by Lemma 20 we get that 5 .y (R(rk), K') = lift(ox; ka)-
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e Let pp be an allocation point. We want to show that there exists ppp € dom(K’)
such that hlift(h; k) (pp) = Broepm (K’ (Dpp), K')). Since K is a local heap, we know
that there exists ¢ = ppp € dom(K'). One of the two following cases holds:

— ¢ € S. By hypothesis, we know that K’(¢) = L. Moreover by definition of k,
we know that kq(pp) = 1, therefore we have:

BLocBlk (K/(£)7 K/) = 5LocBlk (J-? K/) =1l= hllft(ila ]%a)<pp)

— ¢ ¢ S. Then by hypothesis we know that K'(¢{) = K(¢). Assume that
K () = {le; (fi = w;i)i<n|} (the array and intent cases are similar). Then we
have:

BLocBik (K’(ﬁ), K/) = {le; (fi = Broeva(ui, K'))i<al}

Since S is fresh in ¥ we know that for all i < n, u; & S. ThereforeAby
Lemma 20, for all ¢ < n, we have ;. yu(ui, K'))i<n = ift(B L0 var(wis K); kq)-

A

Moreover since £ € dom(K')\S, we know that k,(\) = 0. Therefore:

{|C; (fl — 6L0(:Val(uia K/))l§n|} = {|C; (fl = Iift(ﬁLocVal(ui’ K)’ E’a))ign’}
= hlift(h; ka)(N)

o ko Uk = Bpier(lkq Uy IkY): this is trivial.
O

We can now state the local preservation lemma, which shows that our abstraction soundly
over-approximates the concrete reduction ~»* between local reduction.

Lemma 22 (Local Preservation). If ¥ ~~* X' under a given program P, then for
any X € Brenf(X) with local configuration decomposition (G, (K;)i<n, K, (Ik7);), for
any A :> X there exists A" and X' € Brens(X') with local configuration decomposition
(G'(KD)i<n, K', (IK7);) such that Vi, K; # K = K; = K/, A":> X' and (P)UA F A’

The proof is postponed in Section 5.3.11.

5.3.8 Serialization

To state and prove the global soundness theorem, we are going to need some lemmas
to handle heap serialization. Basically these lemmas state that if one serializes only
memory blocks that are abstracted in a flow-insensitive fashion, then the serialized
versions are still properly over-approximated. The serialization lemmas will be applicable
in the global soundness theorem proof because the concrete semantics use serialization
for inter-components communications and because our analysis always abstract shared
memory blocks in a flow-insensitive fashion.
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5.3.

Proofs

Lemma 23. The following statements hold:
o if I't sertl (v) = (v/, H',T') then Byu(v) = Bya(v')
[ ] z'fF - SeTglk(b) = (b,, H/,F/) then /BBlk(b) = /BBlk(b/)
Proof. If v = prim, then v' = prim and By (v) = Bya(v') = Bprim(prim). If v = py then

v' = p), for some pointer p’ and Sy,i(v) = NFS(A) = Byg(v'). The second point is a direct
consequence of the first one. O

Let image(T) = {¢ | 3.({ — ¢') € T'}.

Lemma 24. If image(T') Ndom(H) = 0 then :

o if I't serfl (v) = (v/, H',T') then image(I") Ndom(H) = 0.
=0Q.

o if I't serth, (b) = (V/, H',I") then image(I") N dom(H)

Proof. We prove the first two points by mutual induction on the proof derivation:

° : by lemma’s hypothesis.
Ik ser‘%l(pm'm) = (prim,-,T) Y P

(oA p\) el
I'- S@T"Iial(p)\) = (pl)\v ) F)

: idem.

px & dom(T")

'k sertfy(py) = (ph, H',T")

Pl is fresh and image(I')Ndom(H) = 0, therefore image(I', py — pi\)Ndom(H)
Hence by induction we know that image(T") N dom(H) = (.

To=T  Vie[ln]: Tyt serify(v) = (wi, H;,Ty)  H' =Hy,....H,

[ F serg({lcs (fi = 0)™=") = ({15 (fi = w)™="]}, H',Tn)
We do an induction over i € [0,n] to prove that image(T;) Ndom(H) = 0: Ty =
I’ hence by lemma’s hypothesis image(T'g) N dom(H) = (). Now assume that
image(T';_1)Ndom(H) = 0, then by outer induction hypothesis we have image(I';)N
dom(H) = 0.

e Block serialization of arrays and intents works exactly like the object case.

Lemma 25. If image(T') Ndom(H) = 0 then

p)\ fresh pointer L, px = ph b sertl (H(py)) = (b, H", T") H =H"p\—b .

0.

127



PROOFS OF CHAPTER 4

—
©
0
o
)
2
5 o
X
> o
o]
£:2
[SpE=!
ot
mn <
pas
o=
=D
> 5
F ©
o
L C
T '=
CCL
© <
o
o]
c
o=
s S
£ ®
B .o
[%2)
= 0
[a %
- @
L C
b=
2=
5 ©
o
=1
o ©
6_0
=2
o +~
[
£
= C
O .8
g5
S >
2
T £
[}
O =
o ©
j=h o]
oD
a >
g5
o 2
Q_Q_
a9
(UCU
(O]
Q=
[aly=

[ 3ibliothek,
Your knowledge hub

o if 't sertl (u) = (v, H',T') then u ¢ dom(H).
o if I't serlh, (b) = (), H',T") then (_ V) /s H.

Proof. Simple proof by case analysis on the last (or two last) derivation rule(s) applied. [

Lemma 26. Let G,(K;); be a heap decomposition of H. If A :> ,Bgeap(H) and
image(T') Ndom(H) = 0 then:

o if T I serfl (v

A > By (H'

= (V,H'.T') and v € dom(G) or v is a primitive value then

)
)
o if I' - sertl, (b) = (V/,H',T') and there exists { such that ({ — b) € G then
A > ,Bfféfg (H")

Moreover G U H' - (K;); is a heap decomposition of HU H'.

Proof. We prove this by mutual induction on the serialization proof derivation.

¢ - in that case SEVH' (H') = ()
N SeT\Iial(p”'m) = (prim, ,F) 'BHeap ( )

(pr—py) €T

T e ) = D) : idem here we have SGYH' (H') = ()
) Val — W

Heap

px & dom(T)

ph fresh pointer L, px — ph b sertl (H(py)) = (b, H", T") H =H"p\—b ‘
T F serfiy(pa) = (b, H',T) '

Since py € dom(G) we know that (py — H(py)) € G. Therefore by induction we

know that A >: ngg//(H”). Observe the following:

BGH (H'Y = BGEH" (H") U BGl (v(py) + 1)

Therefore to show that A :> ﬂg&? "(H') we just need to show that:

A > BGUH (p) s b)
{H(X, Bi(D)) }
= {H\, Bw(H(pr)))} by Lemma 23

= BFeap(r = H(py)) since py € dom(G)

The last point is implied by the fact that A :> B]G{eap(H ).

Moreover by induction we know that GU H” - (K;); is a heap decomposition of
H U H". By Lemma 25 we know that (_ > b) /e H. Moreover p) is a fresh
location, therefore it is easy to check that GU H' - (K;); is a heap decomposition of
HUH'
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To=T  Vie[ln]: Tyt serify(vi) = (ui, H,Ty)  H' =Hy,...,H,
U+ seri (15 (fi = 0)™=") = (15 (fi = wi)="}, H',T)

By applying repeatedly Lemma 24 we get that for all i € [1,n], image(T;) N
dom(H) = 0.

We know that there exists py such that (py — {;(fi — v;)"="]})) € G. Since
G, (K;); is a heap decomposition, we know that for all i € [1,n], u; € dom(G)
or u; is a primitive value. Therefore by induction we know that for all i € [1, n]

A > ,BIG{%I;"(HZ-), which implies that :

) GU( on Hi)
A > U /ngagz(Hi) = BHeap = U H;

1<i<n 1<i<n

Moreover the induction hypothesis gives us the fact that for all i € [1,n], GUH;-(K;);
is a heap decomposition of H U H;. It is rather simple to check that this implies

that G U (Ulgign Hl) - (K;); is a heap decomposition of H (Ulgign HZ>

e Block serialization of arrays and intents works exactly like the object case.

5.3.9 Proof of Theorem 3

The global preservation theorem states that our analysis is soundly over-approximating
the configuration reduction relation. To prove it, we need an extra assumption on the
values that can be given by the Android system to a callback:

Assumption 9. For all configuration decomposition (G, (K, (Ik"7););), for all location ¢
pointing to an activity object, for all lifecycle state s, for any arbitrary callback state
aps =(_-_-__-R): e, the callback register R contains only locations in G.

This is because callback arguments are supplied by the system, and are either primitive
values, locations pointing to running Activity objects (which are always global), or
locations to Bundle. Bundle are special objects (that we did not model), which are used
to save an activity state in order to be able to restore it after it has been destroyed (for
example by a screen orientation change). To properly handle callbacks, we would need

to model these Bundle objects, and to always abstract them in a flow-insensitive fashion.

Theorem (Global Preservation). If ¥ =* ¥’ under a given program P, then for any
X € Benf(V), for any A :> X there exists A’ and X’ € Sopf(V’) such that A’ :> X’ and
(P)UAE A"

The proof can be found in Section 5.3.12.
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5.3.10 Application to Taint Tracking

Lemma 27 (Taint Abstraction Soundness). For all configuration V. =Q-=Z-H - S, for
all o = (U, s,m,v,a) € Q or ¢ = (0,0 ,m,v,a) € Z, if « = (¢, m,pc-u* - st*-R) :
then for all register ry, we have that all A € Beong(W) with configuration decomposition
(G, (K;, (Ik%7););) such that K, is ¢’s local heap, for all A" :> A, there exist two abstract
local state facts LState, n pe((Ae, 0%);0%; k) and LStateqm pe((Nf, @*); 03 13 k') such
that:

B ({e,m, pe - u* - st* - R), Ky, (IK™),)
= LStatec,mpe((Ar, @°); 0% hi k) €A
Cr  LStatecpe((Af, @); 0™ Bs &) e
and there exists t such that tainty(R(ry)) Tt t and :

(P) U A’ Taint(, &', 1)

Proof. The first part is easy, the only difficulty lies in proving that there exists ¢ such
that tainty (R(r)) Ct t and :

(P) U A+ Taint(), 7', 1)
We let:

tainty (u) =

t if u = prim!
public otherwise

For all n we define the following functions:

U taintl (v;) ifu=¢AH({)
LY tainty (v;) if u=¢AH({)

|_|ti taint(f,(vi) ifu=40AN H(g)
t

e (fi = vi)*[b
Tv*]
|Qc; (ki — v;)*[}

tainty T (u) =

t if u = prim

We know that tainty(v) = lim,eytaint] (v) and that this limit is reached in a finite
number of steps (since the lattice and the heap are finite). We then show by induction
on n that for all u, for all u C 4, there exists ¢ such that taint} (u) Ct # and:

(P) U A’ Taint(a, ', 1)
Applying the previous result to tainty (R(rg)) conclude this proof. O
Lemma 28. If for all sinks (c,m) € Sinks, A € Bonf(¥):
(P)) UA F LStatec ym pe( ;0% h; l%) A Taint(?;, h, secret)

is unsatisfiable for each i, then P does not leak from W.
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Proof. We prove the contraposition. Assume that a program P satisfies Definition 12,
then there exists a configuration ¥’ starting from ¥ where one of the registers r; in
a sink (c,m) contains a secret value. By Theorem 3, for all A € By (V) there exists
A’ € Bong(¥') and A” :> A’ such that (P))UAF A",

Let (G, (K;, (Ik"7););) be the configuration decomposition of A’ and K, be the local heap
of ¢. By Lemma 27 there exist two abstract local state facts LState y pe((Ar, @*); 0*; h; k)
and LState, . pe (A}, @/*); 9*; B'; k') such that:

ﬁé’“st«c, m,pc-u* - stt - R), Ky, (Ik”’j)j)
—  LState, n pe((Ar, 0%); 0% hs k) e A
Cr LStategmpe((A), 0%); 0 1/, k) e A

and there exists 7 such that tainty: (R(rg)) Ct # and :
(P) U A"+ Taint(d}, ', 1)

Since tainty(R(ry)) = secret we know that # = secret. This implies that the following
formula is derivable:

(P)) U A F LStateq . pe (N, @); 0" B k') A Taint(2!, h, secret)

5.3.11 Proof of Lemma 22
Proof. If ¥ = ¥/ then it suffices to take A’ = A.

We are just going to prove that this is true if ¥ reduces to ¥’ in one step. The lemma
proof is then obtained by a straightforward induction on the reduction length.

Let X € Bren(X) with local configuration decomposition (G, (K;)i<n, K, (Ik?);). Let A
be such that A :> X.

Notation Conventions: When not explicitly mentioned otherwise, we let X =4, - « -
m-y-H-Switha=Ly:ap,and let X' =4,.-a/ -7 -~ - H' -5 with o = L] :: . We
also let Ly = (¢, m, pc-u* - st* - R), and L} = (¢, m/, pc’ - u* - st - R').

Proof Structure First we are going to describe each case structure:

1. Define (G’, (K!)i<n, K', (Ik”);) and show that it is a local configuration decomposi-
tion of X', and that Vi, K; # K — K, = K|

2. Define D ¢y, D Heap, Dstats D Pact and D py,- such that:

o Bl K (IK7))\Bg,(a, K, (k7)) € Dean
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Beap(H)\BGeap(H) S Dreay
° 5Smt(5 N\Bstat(S) € Dstat
Pact( ,)\ﬁ%act(ﬂ-) C Dpact
* /BPthr( NBEir (1) S Dt

3. Define Ay, AHeapa Astat, Apact and A pgpy.
4. Show that:

® Dean <t AU Acau
® Dpeap <: AHeap

® Dsar <: Agtat

® Dpact <: Apget

® Dpyyr <: Apy
5. Show that:

e (P)UAF Acau
(PDUAF Apegp
(P)UAF Agiar
(
(

’PDUA"ApaCt
’PDUA"APt}”«

This is enough to prove the lemma. Indeed by point 1) we know that X' = 8 Ca”(o/ VK,

(1K) )uﬁHeap(H’) U Bstat(S”) uﬁpact( T YUBS (V) is in Breaf(X). Let A’ = AUA U
AHea;o U AStat U APaci& U APthr-

Using the fact that A :> X and point 4) we get by applying Lemma 16 that X U D ¢y U
DHeapUDStatUDPact <: A", We know that X' C XUDCallUDHeapUDStatUDPactUDPthr
by the definitions in point 2). Then by applying Lemma 15 we have X’ <: X U D¢y U
D teap U Dgiar U D paet U D pyyr, and by applying Lemma 17 we have X' <: A’

The fact that (P))UA = A and point 5) implies that (P]) UA F A’ which concludes the
proof.

We apply this method to each case, and detail the most important cases in the next
following items.

e (R-GoT0): The rule applied is goto pc'.

L. Let G',(K}); = G,(K;); and (IK7); = (Ik?);. It is trivial to check that
(G’ (K])i, K', (k7)) is a local configuration decomposition of X'.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5.3. Proofs

2. Since G, (Kj); = G, (Ki); and'(lk’j)j = (Ik?); we know that for all i > 2 we
have I'(K, (Ik?);) = I'(K’, (Ik"7);). Therefore using Proposition 11 we know
that for all 7 > 2 we have:

5?3”7“}(0(2', i, K, (Ikn)n) = /Bﬁjst]m;(ai? (- Kl? (lkm)n)

Hence Doay = BY,,((c,m, pc’ - u* - st* - R), K', (Ik™),,) satisfies the wanted
properties.
3. We know that B?St«c,m,pc ~u* - st* - R), K (IK)y,) =

A~

LStatec . pe((Ar, @);0*; 23 k) is in X and X <: A. Therefore there exists
LState, . pe((Af, @*); 0*; 2'; k') in A such that :

LState . pe((Ar, @*); 0%; h; k) E g LStateq mpe(Af, 4); 0 B k')
Then we define Ay = LStatecymypc/((:\g, ™*); 0™ R l%’)
4. We are going to show that Dcgg; <: AU Ay First one can check that:
,B?St«c, m,pc - u* st R), K, (IK™),) = LStateC7m7pC/((5\t, a*); 0%, fz; l;:)

The fact that LState, , e (Ar, @*); 0*; h; k) Cg LState, . per (N5, @7%); 0 B K)
is then trivial.

5. We are going to show that (P[) UA F Agyy. We know that (goto pc'))pp is
included in (| P|), therefore we have the following rule:

LStatee . pe((Af, @); 0 B'; k') == LState, . per (A, 0™*); 03 B/, K')} € (P))

Moreover LState, ,, pe((N;, @*); 9™*; B; k') is in A, therefore by resolution we
get:
(P)) U A LState, m per (A, @); 0™ B/ K

This concludes this proof.

e (R-MovVEFLD) The rule applied is move 7,.f rhs. We know that there exist two

abstract local state facts LState, ,n pe(( N, @*); 9%; h; k) and
LStatec . pe((Af, @*); 9*; B'; k') such that:
Farl(em. pe-u” - st R), K, (k")) =

“ " “ PR 5.11
LState i pe((At, 0); 0% hy k) Cg LStatee m pe (A, @%); 05 05 K') € A ( )

Let X[r,] = ¢”, we know by Proposition 12 we know that either ¢ € G or ¢ € K.
Case 1: 0" € G

By Lemma 18 we know that £ ,.y,(3[r.], K) C 9;, . Moreover by applying
Lemma 18 to rhs we know that there exists 0" such that 5}, ,(X[rhs], K)C0”
and that A U ((rhs),, - RHSpp(9"). By Lemma 19 there exists k, such that
- Reach(d”; h'; kq) and k, is the indicator function of the set of reachable
elements starting from 9" in the points-to graph of &’
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1. For all j # a, let KJ’ = K. Let Reach, be the subset of K defined as

follows:
Reachy = {(py — b) € K | ko(A\) =1}

Let M be the partial mapping containing, for all A\, exactly one entry
(pa — L) if there exists a pointer p) in the domain of Reach,. More-
over we assume that the location p, is a fresh location. Let K' =
(K)\dom(K)\dom(Reach,l) UM, and G' = (G[ZH = G(E/I)[f = E[[Ths]]]]) U
Reach,,.

We define Ik, to be the indicator function of Reachq, Ikt = Ik, LU 1k! and
(Ik7) ;51 = (Ik7);=1. One can check that G’, (K?); is a heap decomposition
of H - S’. We know that:

dom(K")\ {ppp € dom(K) | 3p/, Ika(py,) = 1}
= dom(K")\ {ppp € dom(K') | 3p',py, € dom(Reacha)}
= dom(K')\dom(M)
C dom(K)

Therefore by Proposition 2.5 we get that for all i > 2, T%(K, (Ik?);) =
I(K’, (Ik”);). Moreover dom(K')\dom(K) = dom (M), hence by Lemma 11
we know that (K, (Ik”);) is a filter history of .

The fact that (G’, (K});, K’, (Ik”);) is a local configuration decomposition
of ¥/ follows easily.

. Let Lo, ..., Ly, be such that a = (¢, m, pc-u*-st*-R) :: Ly :: -+ 2 L. By

Proposition 11 we know that for all j > 2:

B%st[nv(‘[’j’j’—’ K7 (Ikl) ) BLstInv( J’j’—’ Kl’ (Ikm)l)

One can then show that the following definitions of D ¢4y and D freq), satisfy
the wanted properties:

* Deogr = Bt}fst((c, m,pc+1-u*-st*- R), K', (Ik'i)i)

¥ Dpeap = {HOLD) | H(C') = bAX = Brapy() Ab = Bpi(b) Al €
dom(Reachg)}
U{HA, B) | A = Bran(€”) Ab = Boi(H(C")[f +— Bva(E[rhs])])}

% Agan = LStatec m pes1 (N, @7%); ift(0; ko ); hlift (/s by ); ko DV E).

* We define A e,y as follows: for all pp, if l%a(pp) =1 and h’( p) #

then H(pp, 7/ (pp)) € A treap-

Moreover we add to A,y the following formula: since Bgeap(H ) <: A
and H (") # L we know that there exists H(\y, by) € A such that
BBlk(H(f”))E“Bflskb and Ao = Brq(¢"). Then we add H (X, by[f — 9"])
to AHeap-



5.3. Proofs

4. We are going to show that:
x Doar <: AU Aggy : by applying Lemma 21.1 we know that:
Br((e;m,pe+1-u* - st™ - R), K, (IK"),))

~

LStatec m.per1((Ar, @ ),Ilft(v ckiq) hlift (B kg ); kg U K

Therefore we just have to prove that:

~

LStatec . per1((As, 0°); Ilft( chiq); hlift(R; kg ); kg U k)
Cr LStateqm per1 (N, 07); lift (67 kg ); hllft(h ka)ika UK (5.12)

From Equation (5.11) we know that \; = 5\2, a* Egeq a"*, 0F Cgeq 07,
k Cpitrer K and that Vpp, h(pp) # L = h(pp) Cou h’(pp)
To show that Equation (5.12) holds we have four conditions to check:

. We already know that A\, = X, and a@* Cgeq U™

- Since 0*C ge,0™, we know by applying Proposition 9 that lift(0*; l%a)g Seq
lift (0" kq).

- Since kT perk’, it is straightforward to check that ko UkT pirerka K.

- By applying Proposition 9 we know that Vpp, hIift(ﬁ; lzza)(pp) C ik
hlift(R; kq) (pp)-

* AHeap > DHeap:
- In a first time we are going to show that:

Afeap >: {H(\, b) y H=H b
AX=Braw(l') Nb = Bpr(b) A" € dom(Reach,)}

Let H(),b) be an element of the right set of the above relation.
We know that there exists b, £’ such that H(¢') = b, A\ = Brap(¢),
b= Bpi(b) and ¢ € dom(Reach,). Besides ' € Reach, implies
that k,(A\) = 1. We have:

B ((e;m, pe-u*-st*- R, K, (Ik"),,) = LState, m pe((Ar, @); 0%; hs k)

Therefore by definitions of Bi’”st and of 5, Heap We know that :

~

h = {(pp > BLocsi (K (Ppp), K)) | Ppp € dom(K)}

Since (¢ — b) € K we have h(\) = B,,.5u(b, K). Besides by
applying Proposition 6 we know that gy (b) C% 8, ,.pm(b; K). In
summary:
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b = Bpi(b) T Brocsi(b, K) = h(N\) (5.13)

By Equation (5.11) we know that Vpp, (pp) £ 1 = h(pp) Caw
' (pp). Since (¢ — b) € H, we know that h(\) # L, which implies
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5.

¥ (P)UAF Agay: Recall that LState, , pe( (A, 0); 0% hs k) Cr

that fl(pp) C Bk iz’(pp), and by Proposition 3 we get thatﬁ(pp) Cfs
I (pp). Putting Equation (5.13) together with this we get that:

bTHR h(N) CHR AN
We know that kq(\) = 1. Besides h()\) I:”fs W(A) and h(\) # L
implies that A'(\) # L. Therefore (/\ h’ ( )) € AHeap, which
concludes this case by showing that H(A,b) <: H(7/(\)) € A geap-

- It remains to show that:
{HO\ D) | A = Bran(€”) Ab = Baw(H(")[f = S[rhs]])} <: Ateap

Recall that B1,,q/(S[rhs], K) S0, H(A, bo) € A, Bpu(H (")) Ch5,
bo, Ao = Brap(¢") and H(X, bo[f + ]) € Abeap-

By Proposition 3 we have 3, y.;(2[rhs], K) T 9", and by Propo-
sition 6 we have Byu(S[rhs]) T B8, .vu(X[7hs], K). Therefore
by transitivity of =" we have Byu(X[rhs]) C™ 9”. Finally by
definition of gy we have that:

Be(H(")[f = S[rhs]]) = Bpw(H (")) [f = Bva(E[rhs])]

Applying Proposition 5 to Sg(H (£")) E”Bflskb and By (X[rhs]) C"
9" we get that :

Beuw(HC)f = Bya(E[rhs])] T bol f +— "]

Which proves that :

H(No, Bai(H(")[f = Z[rhs]])) <: Ho, bolf = 8"]) <t Apteay

This concludes the proof of Dpeqp <: Apeqp-

A~

LState, . pe (N, @*); 0*; '3 k') € A and that:
A cat = LStatee . per 1 (A, 0%); 1ift (0% ka ); hlift(h'; ko ); ko 0K

We proved at the beginning of this case that AU ((rhs) pp F RHSpp(0")
and b Reach(0”; s k).

Recall that A\, = BLab(ﬁ”) and that ¢/ € dom(G). Lemma 18 ap-
plied to ¢ and LStatepp(()\Q, @W*); 0™ I/, k') gives us that NFS()\,) =
Brocva(l”, K) C 9. Moreover we know that H(\o,bo) € A, hence we
can apply the following rule:

NFS(\o) C 0, A H(Ao, by) = GetBlk,(9™; h'; NFS(A,); b,)
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Finally we apply the following rule:

A ~

RHS,,(0") A LStatep, ((Af, @*); 9™; s k') A GetBlk, (65 h'; NFS(A,); bo)
A Reach (9" B k,)
— LStatec mper1 (A, @); lift(0™; &'); hlift(h; &'); ko OV &)

This concludes this case.
% (P)) UAF Apeqp: (P]) contains the two following rules:

RHSp(0") A LStatep, (X, 2/*); 9™ s )

A GetBlk, (65 h'; NFS(Xo); bo) A Reach(d”; I k)

AHo A5 (f = ") f = )

= Ho, {s (f = a")", f = 0")]}) (5.14)
RHS,,(0") A LStatep, ((Af, @*); 9™; s k') A GetBlk, (0 h'; NFS(A,); bo)
A Reach(9"; h'; ko) A Reach(d”; h/; ko) = LiftHeap(h's ko) (5.15)

A Heap is the set defined by:

- for all pp, if ka(pp) = 1 A 1'(pp) # L then H(pp, 7'(PP)) € A peap:
Let pp satisfying the above conditions. The following rules is in

(P):
LiftHeap(R/; ko) A B/ (pp) = b A ka(pp) =1 = H(pp,b)

Rule (5.15) plus the above rule yield (PJ) U A H(pp, 2 (pp)).
- H(Xg, bo[f = 9"]) is in Apreap: directly entailed by the rule (5.14).

Case 2: (" € K.
Let Ao = Brap(¢”), since ¢ € dom(K) we have that 0, = FS()\,). We know
from Equation (5.11) that 9, C 9/, therefore FS(),) C 4.
Let b be such that (¢ — b) € H. This implies that h(\,) # L, hence from
Equation (5.11) we get that 2(X) gk’ (Ao), which in turn implies that there
exists by = {|; (f — @)} such that b, = h/(\,).

1. Let K/ = K[{" — KW{"[f — X[rhs]]] , G = G and for all i # a,
K! = K;. Let (Ik?); = (Ik%);. Observe that dom(K) = dom(K'), and
that (Ik’); = (Ik");, therefore by Proposition 2.4 we know that for all
j>2,T9(K, (Ik);) = T(K’, (Ik7),). By applying Lemma 11 we get that
(K., (IK7);) is a filter history of . It is then rather easy to check that
(G',(K!);, K, (k")) is a local configuration decomposition of ¥'.

2. By Proposition 11 we get that for all j > 2:

5%5”%((1]',]',7, K, (Iki)i) = 5€rstlnv(aj’j’—7 K,’ (lkli)i)

It is then easy to check that Dy = Bﬁ’;t«c, m, pe+1-u*-st*-R), K', (Ik),,)
satisfies the wanted property.
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3. By Lemma 18 we know that there exists 0" such that 3, ., (2[rhs], K)C
0" and A U (rhs))pp F RHSpp(9”). Then we define Ay to be the set
containing the predicate:

~

LStateq m pes1(( Ny, @%); 0™ 1/ [ Ao = bo[f = 0"]); k')

hi

4. We are going to show that D g <: AcgeuU A: first one can check that:
ﬁé’;t«c, m,pc+1-u*-st* - R), K, (k"))
— LStateemperr (s @7); 8% A[A = AOWS = Brosvar(Erhs], K B)

h1

We are trying to prove that:
LStatec m per1 (A, @); 0% hys k) C g LStatee m per1 (A, 0%); 9™ by B)

Since we already know that:

LStatee ,m pe((Ar, @*); 0% hs; k) T LStatee pm pe((Ny, @%); 0 13 K')  (5.16)
We just need to prove that Vpp, Bl(pp) #*1 = lAzl(pp) C B iL/l(pp):
* Equation 5.16 gives us that Vpp,ﬁ(pp) #* 1 = ﬁ(pp) C ik fz’(pp),
and we know that for all pp # A, we have ﬁ(pe) = h1(pp) and R (pp) =
M (pp). Hence Vpp # Ao, (h1)(pp) # L = ha(pp) Epu hi(pp).
1) = B = Brpeya(SIrhs], K)] and B (A) = bolf - ).
Moreover h(A,) # L, s0 h(Ao) Cpi h'(Ao) = bo. Therefore by Proposi-
tion 5 we have hy(Ay) S b (Ao).
5. We are going to show that (P)) U A Acyy: Recall that A U (rhs)),p F
RHS,p (0").
We know that - FS(),) C 9. Moreover recall that b, = {|; (f — @)} =
W (Xo). Therefore we can apply the following two rules:

FS(Ao) T 0L A by = h'(Ay) = GetBlk,(0"*; h; FS(Ao); bo)
RHS,p(0") A LStatepp (A, @%); 9™ 1’3 B') A GetBlk, (6" h; FS(Ao); bo)
— LStatec m per1((N, @7%); 9™ AN = bo[f — 0" k')
Which conclude this case.
e (R-CaLL)

Since ¥ reduces to ¥’ by applying the rule invoke 7, m’ (rik)kgn we know that
Y[ro] = ¢ and that

lookup(typey (£),m') = (c, st’™) sign(c’,m’) =T11,..., ™ oc, 7

R' = ((rj = 0Y=" ripe 1 = £, (Fioer1k = S[ra ])*=")
o =m0 (S[r;,NF=" - st - R«
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1. Let G/, (K!); = G, (K;); and (IK7); = (pp + 0)* :: (Ik'); (we have one more
filter in the list).
It is easy to check that G',(K]); is a heap decomposition of H' - S’. By

Proposition 2.3 we know that for all j > 1, TV(K, (Ik/);) = TV (K7, (IK7);).

Moreover I'' (K, (Ik?);) = T1(K', (Ik7);).

Let us show that (K, (Ik”);) is a filter history o/. The fact that:

Vi, VDpp, ((Z =0Appp € dom(K')) N Ik/i(Ppp) = 1) = Vj #1, |k/j(ppp) =0

is rather obvious here, so we are going to focus on showing that:

T(K', (IK7);)(pp) # T (K, (IK7);)(pp) == T'(K', (Ik7);)(pp) & dom(as;)
— If 1 <i <l <n. For all pp we have:

(K, (1k7);)(pp) # T (K, (IK7);)(pp) iff

T (Ko, (IK);) (pp) # T (Ko, (IK7);) (PP)

Moreover since (K, (Ik?);) is a filter history of o we know that:

DY (K, (IK))(pp) # T (K, (1)) (pP)
implies ' ‘
'Y (Kq, (Ik7);)(pp) & dom(a|>;_1)
Since 1> 2, oz = als;. Moreover I (Kq, (Ik7);) (pp) =
(K., (Ik7);)(pp), so:
'K, (IK);)(pp) & dom(as;—1)
implies ' '
(K, (IK7);)(pp) & dom(als,)
Hence we have:
(K, (IKY);)(pp) # T (K, (IK7);)(pp)
implies ‘ ‘
I"(Kq, (k7)) (pp) & dom(ays))
— Ifi=1and 1 < <n. For all pp we have:

(K, (k7)) (pp) # T (K, (IKY);) (pp) iff

I (Kq, (IK);)(pp) # I (Ka, (IK7);)(pp)

If I = 2 then (K, (Ik7);)(pp) # T'"1 (K4, (Ik7);)(pp) is never true, so
the result holds. If I > 2 then the same reasoning that we did in the
previous case works.
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140

The fact that (G', (K!);, K', (Ik”);) is a local configuration decomposition of
Y/ follows easily.

2. By Proposition 11 we get that for all j > 2:
Bffst[nv(aj’j’—v K, (Iki)i) = Birst[m;(ajaj +1, Klu (lkli)i)

One can then show that the following set D¢,y satisfies the wanted property:

Dan = {B7,((c/,m’ 0 (S[ry, =" - st™ - R'), K7, (IK9);)}
U{/BLstInv(<c7 m, pc - u” - sttt R>7 27 clv K,v (lk/j)j)}

3. We know that there exist LState,m pe (A}, @/*); 0 B/; k') € A
and LState, . pe((Ar, @*); 9*; s k) such that

rallem,pe - u - stt - R) K (IK"),) =

~y

LState, . pe((Ar, @%); 0%; h; k) Eg LStateem pe(Af, @); 0 B k) (5.17)

Let Ao = Brap(f). Let 6%y, = (@, )*=" and a5, = (a; )*<". One can check
that:

Bra({c m! 0+ (0)*=0¢, (S[ra, =" - st - R, K, (IK)) =

LStateclvmlvO((j\t’ call) (ﬁk) <l007 A:allv h 0* ) (518)
/Bigtlmzac m, pc - u” - > 2,c ,K,, (|k,3)]) —
Invgmpc((Ata A*) ]22) (5'19)

We define A gq = {LStatey s 0(()\t, ar); (0p)Estloe - h/;0%))
U {LStateC,m,pC((Agv A/*)7 A/*a hla k )}

4. We are going to show that D gy <: AU A gy, or more specifically that:

Inv cmpc((x, ) 0%; k) Ty LStateq mpe (A, 0%); 9™ Bs k') (5.20)
LStateC’,m’O(( ty cal) (A )k<loc AZallﬂh 0* )
LState .o ((Ny, tilsy); (0p)FS18 alk s 5 0%) (5.21)

. (5.20): All conditions are trivial consequences of Equation (5.17), except for

Ca IIAUAT%“”(A'* 1), that we are going to show.

We kndw by Lemma 18 that 3, . (X[ro], K) T ©,. The fact that
lookup(typey (£), m'") = (¢, st’*) implies that H (¢) = {] s |} for some class
" such that ¢ < ¢, and that ¢ € lo/ok\mo(m’). By definition of Srcu(X)
we know that if £ € dom(G) then there exists H(\,, {¢”;__[}) € X, and if
¢ € dom(K) then h(X\,) = {¢’; |}
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% If £ € dom(K) and h(\,) = {|¢; _[}: then by definition of 3;,,,,; we
have B, vu(Zlrol, K) = FS(Xo), hence FS(X,) T ©/. Besides since
h(\ o) = {l<"s I} Chu W (o) we know that there exists some b such
that 2/ (\,) = {¢’; b]}.

« If £ € dom(G) and H(\,,{¢’; _[}) € X, then there exists b such
that H(\,, {{¢’;0]}) € A. Besides by definition of £;,,y,, We have
Broeval(Elrol, K) = NFS(X,), which implies that ¢, T NFS(\,).

This concludes the proof that Callfouc,Aﬁﬁ”(@’*; ') holds.

. (5.21): The fact that 0% Cpiyge, 0 is trivial. From Equation (5.17) we know that

Vpp, h(pp) # L = h(pp) Cpw /' (pp) and that o Cgeq 0*. The latter
implies that @}, = (41, )k=m C Seq (ﬁ;k)k " = v%,;- This concludes this
case.

A~

5. We are going to show that (P)UA = Aggy. Since LState, pc(()\’ A’*) o™ h

k') € A we just need to check that (P))UA F LStatey . o((\, @%,,); (0=t
gy ' 07)
As in case 4. we know that one of the following holds:

— if F FS(\) T, and h/(X\,) = {|¢; b} then we can apply the following rule:

~

FS(\,) E h( o) = {¢"; b} = GetBlk, (9™ h'; FS(\o); {l¢; b]})
— if F NFS(), ) and H(\o, {¢’;b}) € A then we can apply the rule:
NFS(\,) Eff)’ H(Ao, {l¢";B]}) = GetBlko(9*; h'; NFS(Xo); {lc”; b})

Hence A b GetBlko (93 7';_; {|¢";b}). Moreover we already knew that ¢/ < ¢/

and that ¢ € lw/k\w)(m’ ), therefore we can apply the following rule, which is
included in (| P)):

~

LStatep, ((Af, @*); 0™ h's k') A GetBlk, (03 1'; 5 { ;b)) Ad" < ¢ =
LStatecs m,0((Af, tifgy); (0k)F=1, s ' 0%)

This concludes the proof that (P)) UA F Aga.

e (R-RETURN)

1. Let G/, (K!); = G, (K;); and (Ik?); = (Iky L' Ika) :: (Ik;)i2.

The fact that G', (K]); is a heap decomposition of ¥’ is easy to prove.

Since 3 ~» ¥/ we know that o = (¢, m, pc-v*-st*-R) :: {(¢/,m/, pc’-u*-st’*- R’} ::
ap and that o = (¢/,m/,pd +1-u"* - st™ - R'ries — X[rres]]) i+ a1. By
Proposition 2.2 we know that for all j > 1, V(K (Ik7);) = IV (K', (Ik");).
Moreover T'H(K, (Ik7);) = TH(K', (Ik");).

Let us show that (K7, (Ik”);) is a filter history /. Let us show that (K7, (Ik”);)
is a filter history o/. The fact that:

Vi, VPpp, ((1 =0Appp € dom(K’)) Vv Ik/i(ppp) = 1) = Vj #1i, |k/j(ppp) =0
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is easy to prove, so we are going to focus on showing that:

LK, (IKY);) (pp) # THKY, (IKY) ) (pp) = T*(K’, (Ik”);)(pp) & dom(a/s;)
— If 1 <7 <1< n, then for all pp we have:
(K, (1K7))(pp) # T (K, (k7)) (pp)
iff
D (K, (IK)7) (pp) # DM (K, (1K) ) (pp)
Moreover since (K, (Ik7);) is a filter history of o we know that:

T (Kq, (Ik);) (pp) # T (Kq, (IK7);)(pp)

implies
I (K, (IK7)7) (pp) & dom(cy>141)

aj>i41 = afy,;, and T+ (K, (Ik9);)(pp) = T (K., (Ik);)(pp), hence:

I (K, (IK);)(pp) & dom(ajsiy1) = T(K,, (IK7);)(pp) & dom(afs;)
Therefore we have:
(K}, (IK7);)(pp) # TN (K, (IK7);)(pp) = T* (KL, (IK7);)(pp) & dom(als,)
— Ifi=1and 1 <l <n. For all pp we have:
TH(K, (IK7))(pp) # T (K, (IK7);) (pp)
iff
T (K, (7)) (pp) # T (Ka, (k7)) (pP)

The same reasoning that we did in the previous case works.

The fact that (G, (K!);, K', (Ik”);) is a local configuration decomposition of
Y follows easily.

2. By Proposition 11 we get for all j > 1:
A . , 0 ) .
BLst[an(aja.j + 17_7 K7 (Ikl)z) = ﬂLstIn'U(aij’—? Klv (Ik,l)z)

One can then check that the following definition of D¢, satisfies the wanted
property:

Dean = {B7,((,m',pc’ + 14" - st - R'[rres = Zrres]]), K7, (1K7);)}
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3. We know that:

B ({e,m, pe-u* - st* - R), K, (Ik7);) =LStateq mpe( (A, @5); 055 ha; k1) (5.22)
Cr  LState,, pe((0), 45); 07 Ay B)) € A

6%:9tlm;(<cla mlv pcl st R,>a 27 C, K7 (lkj)J) =
|nvC/ m PC’((S\t, "*). A;.i{}z) (523)
CA LStateC/’mec,((@’27 %*)7 Aé*, 2 k') A

=Inv

Let Acay = {LStatey pC/_H((tZ)é, ab); lift (055 k’)[res = (01 ) res);

4. By Proposition 2.1 and Proposition 2.2 we have I'}(K, Ikt k2
I'2(K, k! L'ec [k?), therefore for all k < |uj| we have

~ =

6L00Val((u§)k7K3 |k1 " Ik2) = BLocVal((u;)kv K, Ikl |_|Ioc |k2) (5'24)
Let r4 be a register different from 7.5, we want to show that:
5LocVal(R/(Td)7 K) = “ft(/BLocVal(R/(Td)v K, lkl); l%l) (525)

If R/(rq) is a primitive value then this is trivial, so assume R'(ry) = £ = pj.
Let ¢/ = p)\ € dom(K) (it exists because K is a local heap). Then we have
several cases:

— Case 1: for all pY, we have, Ik'(p}) = 0. Then T®°(K, Ik')(\) =
I'*(K,e)(\) = ¢, therefore :

BLocVal(& K’ Ikl) = BLOC(€7 K? Ikl) = BLOC(€7 K) = BLocVal(E? K)

Moreover Vp%, Ik!(p}) = 0 also implies that ki ()\) = 0, hence :

|ift(ﬁLocVal(£7 Ku |k1); El) = ﬁLocVal(Ev K’ Ikl)

This concludes this case.

— Case 2: there exists ¢” = p/{ such that Ik!(p}) = 1. Then T>®(K, Ik')(\) =
0" and T®°(K,£)(\) = £. We know that k! (¢”) = 1 and that ¢ € dom(K),
therefore since (K, (Ik?);) is a filter history we have ¢ # ¢".

This implies that T2(K, k') (\) # T1(K,e)()\), therefore since (Ik%); is a
filter history of ¥ we know that ¢/ = I'*°(K,e)()\) # R'(rq) = ¢. Hence
one of the two following cases holds:

x £ (", Then ﬁLmW(z K) = Broevu(l K, k') = NFS()\) =
Ilft(ﬂLocVal(e K, Ik ) kl)
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x ¢ =/{". Then we have:
Brocvaills K, k') = FS(X) and Bp,,(¢, K) = NFS())
Moreover |k'(¢”) = 1 implies that ki (\) = 1, therefore :
(B L0 vai(l: 1, 1K) ky) = Tift(FS(A); k1) = NFS(A) = B10(¢, )
Using Equation 5.24 and Equation 5.25 one can easily show that:

DCall = LStatec’,m’,pc’+1 ((S\ta ’IAL;), Ilft(@§7 él)[res = (@T)res]; iLl;
/BFilter(lkl |_|Ioc Ik2))

We want to show that Deagy <: AU Agg: by definition of Ci we need to
check the four following conditions:

— A = WY and @5 Cg,, @ this is trivially implied by Equation (5.23).

— Vi, lift(05; k1) [res — (07)res] T lift(55; & )[res — (9/")res): the case where

i = ryes 1S a trivial consequence of Equation (5.23).
Assume i # res: from Equation (5.22) we get that k C Filter /;:ﬂ, which
implies that k; = k. Let & = lift((0%);; k1)) and @' = lift((85)s; k) =
lift((04")s; k1). We also know from Equation (5.23) that 99 ge,0%", therefore
by applying Proposition 9 we get that @ C ’.

— Briter(Ikt 19 1k?) T pigger 12:’1 [ /;‘é from Equation (5.22), Equation (5.23)
and ﬁffst definition we know that ki = Brater(Ik}) Critger /2:3 and that
ks = Briner(IK?) Crier kb. By Proposition 8 we know that Spier(Ik' LU
|k2) = BFilter(lkl) 0 5Filter(|k2)- Therefore BFilter(Ikl Lifec |k2) = ]%1 0 ]%2- It
directly follows that ki U kg Cpger k) 0 K.

— Vpp, fll(pp) #* 1 = iAll(pp) C ik fz’l(pp): this is trivially implied by
Equation (5.23).

5. We are going to show that (P|) U A F Ay First observe that the following
rule is included in (PJ):

Ik, ES A

LStateQmﬁDC((w/lv all*)’ U1 All; l%/l) = Resc,m((ﬁ/la a7); (91 )res; A/l; l;/l)

Therefore A - Rescm((w’17 )5 (07 ) res; ﬁlp ];/1)

By well-formedness of ¥ we know that sign(c’,m’) = (7;)i<n toe, o, sty =
invoke 1, m (rj,)i<n and u* = (R/(r},)))i<n. Moreover from Equation (5.22)
we get that Vi < n, (01); = Broeva((w)i, K, k') T (4});, and from Equa-
tion (5.23) we get that V&, (07)x = Broeval(R (Tk)), K, k") C (95)%. Therefore
for all 4 < n we have (QT)Z = 6LocVal((u*)i7 K7 Ikl) = IBLocVal((R/(Tji))7 K7 lkl) =
(01);,, which implies that (a7); C (4*); and (a7); C (05°);,. By Proposition 4
we get that (957);, M (4]); # L.
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Similarly from Equation (5.22) we get that A, = Syu(f,) = @, and from
Equation (5.23) we get that A\, = Byu((,) = @), hence we have @} = 1.
From Equation (5.23) we get that Call % hb) holds. Therefore there
exist A, and ¢’ such that:

rcm(

A

(INFS(A0) £ (850 A HO, s 1) € A)V
B

(FS(o) T (050 A o) = {5 ) ) A" < ¢ A € Tookup(im')

Hence one of the following cases holds:

— IFFS(X\o) T (950 A hhy(Xo) = {¢’; |} then we can apply the following rule:

FS(Xo) E (05)0 A By(Xo) = {¢; _} =
GetBlko(85'; hh; FS(Ao); s )
— If NFS(Xo) € (05 )0 AH(Xo, {"; _[}) € A then we can apply the rule:
NFS(Ao) C (25)0 AH(Ao, {l¢”; ) = GetBlko (855 Ay; NFS(Ao); {¢"; _[})

Therefore we can apply the following rule, which is included in (P)):

A%

LStatey v, pc/((wéa 112*) Vg3 h2§ ]%é)
A GetBlk, (f}é*, b Al AL <
A Resc,m((wllaﬁll*); (@i*)res; A/1§ fC/l) A UA/l = wlz
A (Ao @) 11 (05 1)
— LStatey u por 1 (1, ah); lift (057 k) )[res v (07 )res); By By (1 RD)

This shows that (|P|) UAF Acan

e (R-NEWOBYJ)

(R-NEWOBJ)

o={c; (fr = 0.)"[t

l = pem,pe ¢ dom(H)
H' = H[l s o] R = R[rqg (]
Y,newry d | XT[H — H R+ R']

We know that there exist LState, ,n pe((Ar, @*); 0%; h; k) and LStatee m pe (N, @/%); 0%
R'; k') such that:

8o ({e,m, pe - u* - st* - R), K, (Ik"),,) = LStatee . pe((Ar, @%); 0%; h; k)
C g LState m pe (N, @%); 9™ B5 K') € A
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By Lemma 19 there exists k, such that - Reach(FS(pp);A/;k,) and k, is the
indicator function of the set of reachable elements starting from FS(pp) in the
points-to graph of A/.

1. For all j # a, let K ]’ = K. Let Reach, the subset of K defined as follows:

Reach, = {(py — b) € K | ko(A) =1}

Let M be the partial mapping containing, for all A, exactly one entry (p) — L)
if there exists a location p) in the domain of Reach,. Besides we assume that
the location py is a fresh location.Let G’ = G'U Reach,, and K’ be the local
heap defined by:

K' = ((K)|dom(K)\dom(Reacha) U M) [€ = 0]

Let Ikq be the indicator function of Reachq, Ik = Ik, ¢ 1k! and (Ik7);5; =
One can check that G', (K]); is a heap decomposition of H" - S’. Besides we
have:

dom(K")\ {ppp € dom(K) | I/, Ika(ppp) = 1}
= dom(K")\ {ppp € dom(K') | 3p', py, € dom(Reacha)}
= dom(K")\ (dom(M) U {¢})
C dom(K)

Hence by Proposition 2.5 we know that for all i > 2, T%(K, (Ik?);) =

(K’ (Ik7);). For all £, € dom(c), we have by well-formedness of ¥ that
0y € dom(H). Therefore since ¢ ¢ dom(H) we know that ¢ ¢ dom(a).
Moreover dom (M) is a set of fresh locations, therefore (dom(K")\dom(K)) N
dom(ay) = 0.

We know that dom(K')\dom(K) C dom(M) U {¢}, and dom(M) is a set of
fresh locations so it is easy to check that dom (M) N {¢' | 35,1k (¢') = 1} = 0.
Besides we are going to assume that ¢ is not only not appearing in 3, but
that it is also not appearing in any of the filters, i.e. £ ¢ {¢' | 3j,Ik/(¢) = 1}.
Basically this means that ¢ is not only a location that was never used yet
in the heap H, but also a location that was never introduced as a “dummy’
location for proof purposes. We could modify the (R-NEwWOBJ) rule, and the
configuration decomposition definition, so as to avoid this, but that would
make the definitions even lengthier than they are.

i

Hence we can apply Lemma 11, which shows us that (K7, (IK7);) is a filter
history of . The fact that (G, (K});, K', (Ik”);) is a local configuration
decomposition of ¥/ follows easily.



5.3. Proofs

2. Let Lg,..., Ly be such that a = (¢, m,pc-u* - st*- R) :: Ly 2 --- 1 L. By
Proposition 11 we know that for all j > 2,

Ly . ; ol . ;
IBLstImz(LJ"]’ — K’ (lkz)l) - IBLstInv(Lj’-]’ — K/’ (Ik/z)l)
One can then show that the following definitions satisfy the wanted property:
— Dean = Bﬁt((c,m,pc +1-u* st Rlrg — £]), K, (IK);)

— Dpeap = {HOLD) | HW) = bAXN = Brap(0') Ab = Bpu(b) A €
dom(Reachg)}
3. — Acau = LState. mper1 (N, @); lift(9™*; ko) [d — FS(pp)]; hlift(h'; k) [pp —
{I; (f = 02)*}]s ka O E) A )
— We define Ajpyq,y, as follows: for all pp, if k,(pp) = 1 A W/ (pp) # L then

H(pp, }Al/(pp)) € AHeap'
4. We are going to show that:
— Deap <: Agay : by applying Lemma 21.2 we get that:

Bra({e;m,pe+1-u*- st Rlrg = £]), K', (1K"™),))
= LStatec mpe+1((Ar, @°); lift(0%; ko) [d > FS(pp)];
hlift(h; ka)[pp — {I¢'s (f = 07)* s ko O 1)
Therefore we just have to prove that:

LStatec . per1((A, 0); lift (6% k) [d — FS(pp)];
ha
hlift(h; ka)[pp — {cs (f = 0-)*[; &
Cr LStatecm,,Cﬂ(()\;, 0" ); lift (0™
hlift(7; ko) [pp +— {cs (f — 0,)* I}];l%a

hy

From Equation (5.26) we know that \; = 5\ i ESeq W™, 0% Cgeq 07,
k T piner k' and that Vpp, (pp) #+1 = h(pp) EBlkh (pp). To show that
Equation (5.27) holds we have four conditions to check:
+ We already know that \; = 5\2 and 0% Cge, 0
s Since 0*C g¢,0"*, we know by applying Proposition 9 that lift(0*; l;:a) C Seq
lift (0" kq).
% Since kT pier k', it is straightforward to check that kg Uk C pirer ko UK.

« For all pp’ # pp, ha(pp') = hlift(h; ka)(pp') and 7 (pp’) = hlift(h'; ko) (pp').
Therefore by applymg Propos1t10n 9 we know that (pp') C C Bk hl(pp ).

Moreover hi(pp) = ) (pp) = {¢; (f — 0,)*[}, hence we have h1 (pp)C sy
1 (pp).
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— AHeap > DHeqp: We want to show that:
Abteay > {HAB) | H(C)) = bAN = Brap(£')Ab = Bpi(b)Al' € dom(Reachy)}

Let H(A, 13) be an element of the right set of the above relation. We know
that there exists b,¢' such that H({') = b,A = Brep(l'),b = Bp(b) and
¢ € dom(Reach,). Observe that ¢’ € Reach,, implies that k,(\) = 1. We
have:

B ((e;mype-u* - st - RY, K, (IK"),,) = LStatee m pe((Ar, @%); 03 hs k)

Therefore by definitions of Bl}fst and of 3 p.,, we know that :

h={(Pp = Brocsn (K (ppp), K)) | ppp € dom(K)}
Since (' — b) € K we have h(\) = B;,.51(0, K). Besides by applying
Proposition 6 we know that Spy(b) CU%. B;,.5x(b, K). In summary:
b= Bi(b) EBi Arocsu (b, K) = h()) (5.28)

By Equation (5.26) we know that Vpp, iL(pp) #1 = il(pp) CBi fL’(pp).
Since (¢ — b) € dom(H), we know that h(\) # L, which implies that
h(X\) Ty B/ (N). Putting Equation (5.28) together with this we get that
bR h(N) ERR ().

We know that k,(\) = 1. Besides h()\) T 7/(\) and h(\) # L implies
that /(\) # L. Therefore H(, 2/(\)) € Apeap, which concludes this case.

5. — (P)UAF Aggy recall that LState (A, @*); 0%; 1 k) Cr

LStatec . pe (A}, @*); 0*; I/ k') € A and that

A cat = LStatee m per1 (A}, 0); lift(0; ko) [d — FS(pp)]; hlift(R; kq)
lpp > {c; (f = 0-) "}l ka O F)
We already know that -~ Reach(FS(pp); R I%a), hence we can apply the
following rule which is included in (| P)):
LStatepp (A}, @*); 0'*; 2'; k') A Reach(FS(pp); 2'; ka)
— LStateq . per1 (A, @); lift (0" ko )[d — FS(pp)];
hlift(h'; ko) [pp = {c; (f = 0.)*[]; ko O F)

This concludes this case.

— (P)) UA F Apeqp: we can apply the following rule, which is included in

(P):

LStatep, (A}, @™*); 9™*; h'; k') A Reach(FS(pp); h; ko) = LiftHeap(h'; k)
(5.29)
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5.3. Proofs

AReqp is the set defined by: for all pp, if l;:a(pp) =1A ﬁ’(pp) # 1
then H(pp, 2/ (pp)) € AHeqp- Let pp be a program point satisfying those
conditions. The following rules is in included in (|P]):

~ A~

LiftHeap(R/; k) A i (pp) = b A ka(pp) =1 = H(pp, b)
Equation (5.29) plus the above rule yield (P) U A F H(pp, 2/ (pp)).

e (R-STARTTHREAD)

(R-STARTTHREAD)
(=3[l HO={5(f - o)} A =L
¥, start-thread r; | T [y — 7]

We know that there exist LStateC’mvpc((j\t, a*); 0%, h; /2:) and LStateQm,pc((j\é, W*); 0%
R'; k') such that:

B ((e;m,pe-u* - st* - RY, K, (IK"),,) = LStatee m pe((As, @*); 0% h;

k)
LStatee mpe((Af, @*); 0 B k')

LR
c A (5.30)

Let { = X[r;], H(€) = b= {c;(f = w)*[}. By Assumption 5 we know that with
¢ < Thread. Let K be the local heap of ¥. Also let A = Br4(¢) and b = Bp(b).

Case 1: ({—b) € G.
L. Let (G', (K])i, K', (IK7);) = (G, (K:):, K, (Ik?);). This is trivially a local
configuration decomposition of X'
2. We take:
* Dol = Bigt((c, m,pc+1-u*-st* - R), K, (k"))
% Dpyyr = T(X, D)
3. We define:
* Nogn = LStateC,m,ch((:\;,ﬂ’*);f)’*; ' I;:’)
* (0= b) € G, therefore H(), 13) € X. Since X <: A we have b such
that H(\, o) € A and b T . We then define Apy, = T(\, V).
4. We are going to show that:
x Do <: Acan. We first check that Doy = LStategm,ch((j\t, a*); 0%
h; k). This case then follows directly from Equation (5.30).
x Dppr <: Apyy: this case is trivial since ZA)E”BflSk v,
5. We know by Lemma 18 that £;,.y,(X[r:], K) T 0. Moreover since
X[ri] = ¢ € dom(G) we have B}, .vu(X[ri], K) = NFS(X\). We already

knew that H(\, &) € A, therefore we have A  NFS(\) C o A H(A, ¥),

which implies that A + GetBlk;(8"; h/; NFS(A);b').  Since Bpp(b) =
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Brw({lc; (f = w)*[}) T ¥ we know that b = {¢; (f > @)[}. More-
over we know that (P|) contains the two following rules:

LStatep, (A, @%); 05 h'; k') A GetBlk; (6" 2'; NFS(A); {1 (f
Acd < Thread = T\ {;(f

LStatepp((Af, @*); 05 1'; B') A GetBlk,; (8" B'; NFS(\); {¢; (
A < Thread = LStatecm per1((Ny, 0); 9™ A5 k)

By applying them we get that (P)) UA F Agyy and (P) UA F Apyy,
which concludes this case.

Case 2: £ € dom(K)

1.

By Lemma 19 there exists k, such that - Reach(FS(A); i/ k) and k, is
the indicator function of the set of reachable elements starting from FS(\)
in the points-to graph of A’. For all j # a, let K} = Kj, and let Reach,
be the subset of K defined as follows:

Reachy = {(py = b) € K | ko(\) =1}

Let M be the partial mapping containing, for all \’, exactly one entry
(pa > L) if there exists a location p), in the domain of Reach,. Besides
we assume that the location pys is a fresh location.

Let K' = ((K)‘dom(K)\dom(Rmcha) U M) and G’ = G U Reachg, and we
define lk, to be the indicator function of Reachq, Ikt = Ik, L€ k! and
(Ik?)j>1 = (k)51 -

One can check that G', (K7); is a heap decomposition of H - S. As we did
in (R-MoVEFLD), we can apply By Proposition 2.5 to get that for all
i > 2, TYK, (Ik);) = T%K’, (Ik?);). dom(M) is a set of fresh locations,
therefore we can apply Lemma 11, which shows us that (K, (Ik7);)
is a filter history of o’. The fact that (G’,(K});, K', (Ik7);) is a local
configuration decomposition of ¥’ follows easily.

Let Lo, ..., L, be such that a = (¢, m,pc - u* - st* - R]) :: Ly :: -+ 12 Ly.
By Proposition 11 we know that for all j > 2:

Ber o Lis gy K (IK):) = B (Lo K, (IK7),)

One can then show that the following sets satisfy the wanted property:
* DCall = ﬂ?st((cv m, pc + T-u®-st*- R>7K/7 (lkm)n))
% DHeap — {H()\”, 6//) ‘ H(f”) — AN = ﬁLab(gﬂ) /\6// — ﬁBlk(b”) A €
dom(Reach,)}
s Dpyr = T(A,D)

3. We define:

N

¥ Agan = LStatee m pes 1 (N, @%); 1ift(0%; ko ); hlift(R/; ka); kg O E)
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* We define Apeqy, as follows: for all pp, if ];;a(pp) =1A fl’(pp) # 1 then
H(pp, 7 (pP)) € Areap.
« € dom(K), therefore we know that (\) = Brocpw(b; K) # L. From
(5.30) and the definition of C g we get that h(\) Cpgy h'(X). We define
Appr = TN, (V).
4. We are going to show that:
x Deoan <: Acgay- By applying Lemma 21.1 we get that:

B ((e;m,pe+1-u* - st* - R), K', (IK™),)) =
LStatee . pes 1 (A, @F); ift(0%; ka); lift(R; ka); ko O F)

Therefore we just have to prove that:

~

LState. . per1((Ar, A*)'Iift(A*'A ); hlift(h; kq); kg O E)  (5.31)
C i LStatec m pet1 (N, @7%); 1ift(0; kq ); hlift(B's ka); ko DV E)

/%

From Equation (5.30) we know that \; = 5\2, a* Egeq 0", 0F Cgeq 07,
k Cpitrer K and that Vpp, h(pp) # L = h(pp) Cu h/(pp) To show
that Equation (5.31) holds we have four conditions to check:

. We already know that \; = 5\2 and 4" Cge, 0"
- Since @j Cgeq 0™, we kI}OW by applying Proposition 9 that
lift(0%; kq) T geq lift(0™; ky).
. Since kC pierk’, it is straightforward to check that kg VT pierko UK.
- For all pp, by applying Proposition 9 we know that
hlift(; kq) (pp) C i hlift (' kq) (pp).
* DHeap <: AHeap: Wwe want to show that

AHeap >: {H()\",Z)") | H(f”) _ b// A )\// _ BLab(KH) A B// _ ﬁBlk(b”)
A" € dom(Reach,)}

Let H(A, B) be an element of the right set of the above relation. We
know that there exists b, ¢” such that H(¢") = b' X' = Brap(0"), 0 =
Bpi(t") and ¢" € dom(Reach,). Besides ¢’ € Reach, implies that
ka(N') = 1. We have:

B ((e;mype-u* - st* - RY, K, (IK"),,) = LStatec m pe((Ar, @%); 03 s k)

Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

Therefore by definitions of ,Bégt and of 8 y,, we know that :

h= {(PP > Brocsu (K (Ppp); K)) | Ppp € dom(K)}

151

[ 3ibliothek,
Your knowledge hub



5. PROOFS OF CHAPTER 4

Since (¢ — V') € K we have hyr = BLOCBlk(b” K). Besides by
applying Proposition 6 we know that Bg(b") C%s 8, ppi(d”, K). In
summary:

= Bow(®") T Brocsn®’, K) = h(\") (5.32)

K) =

From Equation (5.30) we get that Vpp, ( p) # 1L = h(pp) C Bik
W (pp). Since (¢" = b") € H, we know that h(X\") # L, which implies
that fz()\”) C ik h’()\”) Putting Equation (5.32) together with this we
get that b// [nfs h()\”) Enfs hl()\")

We know that k: () = 1 Besides h(\) T A/(\) and h(\') # L
implies that A/(\") # L. Therefore H(\, h’ (A") € Apeqp, which
concludes this case.

x { € dom(K), therefore h( ) = Broepw(b, K) # L. Hence by Equa-
tion (5.30) we know that A(\) C gy h’()\) By Proposition 6 we know
that b = Bp(b ) B > Broenn(by K) = h()\) and by Proposition 3 we
get that h(\) T h’()\). Therefore b £ h/(\), which shows that
Dpipr <t Apip-

5. We are going to show that:

% (P) UAF Aggy recall that LStatee , pe((Af, @*); 0™*; I; k') € A and

that:

A gan = LStateq . pes 1 (N, 47); lift (0 kq); hlift (R ka); kg OV R

We know by Lemma 18 that ;. y,,(2[r:], K) C 0;. Moreover since
X[ri] = ¢ € dom(K) we have FS(A) = B, .vu(Z[ri], K). We saw
previously that Spy(b) ¥ 2/()\), and since b = {¢; (f — w)*[}, we
have h/(\) = {|¢; (f — ©)*[. Hence we have the following abstract
heap look-up fact:

- GetBIk; (0™; h'; FS(\); {|¢; (f — @)*[})

Finally ¢ < Thread and - Reach(FS(\); i/; k,), which allows us to
apply the following rule, which is included in (| P|):

LState mpe((Af, 4); 0 B'; k')
A GetBlk; (0*; h'; FS(A); {¢; (f — ©)*[}) A Reach(FS(\); h'; ky)
A < Thread
— LState, ,mper1 (A, 0%); ift(8"; kqo); hlift(h's ko) K (1 ky)
This concludes this case.
% (P)) UAF Apeqp: We can apply the following rule, which is in (P)):

~

LStatec . pe(Af, @%); 05 /s k')
A GetBlk;(8"; h'; FS(A): {|c; (f — )*[}) A Reach(FS(\); h'; k)
A < Thread = LiftHeap(i'; k,) (5.33)
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AReqp is the set defined by: for all pp, if ka(pp) = 1 AW (pp) # L
then H(pp, i/ (pp)) € AHeqp- Let pp satisfying those conditions. (P))
contains the following rule:

LiftHeap(R/; k) A B/ (pp) = b A ka(pp) =1 = H(pp,b")

Rule Equation (5.33) plus the above rule yield (P)UA F H(pp, 1/ (pp)).
x (P) UAF Apgy,: directly obtained by applying:

~

LState, m,pe((Af, @); 0 B k')
A GetBlk; (65 h'; FS(A): {¢; (f — @)*[}) A ¢ < Thread
= T\ A (f = @)}

e (R-INTERRUPTWAIT)

(R-INTERRUPTWAIT)
H(l,) = { \; (fr = up)",inte — truel}
Pesm,pe & dom(H ) o={c; (fr > uy)*,inte — falsel}
a = waiting(__, ) = ap 0e = {|IntExcpt; [}
Y || o — AbNormal(ag[rexcpt — Le))s H = H[pem,pe — Oe, by — 0]

1. Let pp = ¢,m, pc. Let G' = Gl — o] U{(pe,m,pe — 0e)} and ((K7)i<n,
K', (k7)) = ((Ki)i<n, K, (k) ;). Since (G, (K;):, K, (Ik?);) is a local configu-
ration decomposition of ¥, we know that ¢, € dom(G). Besides pem pe is a
fresh location, hence it is quite easy to check that (G’, (K!);, K', (Ik7);) is a
local configuration decomposition of ¥’ and that Vi, K; # K — K, = K.

2. Let « :'Ll SR Ln.' By Proposition 2.4 we know that for all i > 2,
I'(K, (Ik));) = T%(K’, (Ik"7);). Therefore by Proposition 11 we know that for
all j > 2:

lgﬁTst]nv(Lﬁj? — K’ (lkz)l) = ﬁ%stlnv([’j’ j’ — Kl’ (Ik/z)l)
One can then show that the following definitions satisfy the wanted property:
- DCall = B,{{Lst“cv m, pc- u* - st* - R[Texcpt = pc,m,pc]>a Kla (Ik/n)n))
- DHeap = {H(/BLab(ET)a BBlk:(O))} ) {H(BLab(pc,m,pc)a /BBlk(Oe))}
3. We know that there exist LStatecympr((S\t, a*); o*; h; k) and LStatecym,pC((S\;, a'™*);
8" b, k') such that:
Bra{e,m, pe-u* - st* - R), K, (k")) = LStatem pe((Mr,

a*); 0%, h: EJ)ER
LState, . pe((Af, @™%); 0, B, k') €

A (5.34)

We define:
— Acau = AState, m pe (N, 0%); 9% [excpt — pp); A K)
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— Since X <: A and ET € dom(G) we know that there exists H(A,, b) € A
such that H(¢,) CHs b. This implies that b = {c.; (f, = @)%, inte — 5[}

and that (Byu(u,))* E”Sf;?q 0¥ and By (true) C" ;. We define :

Atreap = {HO\ s (fr = @), inte — False]})} U {H(pp; {|IntExcpt; [})}

4. Show that:
— Deoan <: Acg: one can check that:

/BQLS,:«C, m,pc- u* - stt - R[rexcpt — pc,m,pc]>a Klv (lkln)n)) =
AState, m pe(Ae, 0); 0*[excpt > ppl; 2 k) (5.35)

From Equation (5.34) we know that:
LStateq . pe((Ar, @*); 0%; h; k) Eg LStateq mpe(A), @); 0" B'; k')
This implies that:

LState. . pe((Ar, @*); 0% [excpt — pp]; h; k)E
LState . pe (A}, @); 0" [excpt > ppl; 7' k')

Hence by definition of C 4 we have:

AStatec’m,pc((S\t, 0*); 0" [excpt — ppl; h; l%)EA
AState,.  pe (N, 0*); 0" [excpt — pp|; A'; k')

Equation (5.35) and the above relation shows that Dcuy <: A g
- % <: Apeqp: we know that (Byg(u,))* ngqu;'Z Besides By, (false)C"f
false, therefore we have Spy(0) C%U5 {ley; (fr — @) inte — falsel}),

which in turn implies that :

{H(Bra(lr), Bei(0))} <: {HAr, {crs (fr = )"} } € ABeap

The fact that {H(Bras(4r), Bei(oe))} <: {H(pp; {|IntExcpt; [})} C Apeqp is

trivial.

5. By definition of 8, we get from Equation (5.34) that M = Bra(l r) =
NFS(\,), and that A; = \}. Besides we know that H(\,b) € A, where b =
{ler; (fr = Gy)*, inte — 0;[} and Byy(true) = true C" ¢;, which implies that
true Cd;. Moreover Equation (5.34) gives us that LState . pe((X;, @/*); 8" h/;
k') € A, therefore we have :

A F LStatec  pe((NFS(A), @); 0" B K )Y AHOA, {lers (fr — G)*, inte = 0;]})
Atrue Co; (5.36)
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5.3. Proofs

Since ¥ is well-formed, and since L; = waiting(_, ) we know that st,. =
wait _ . Therefore (P]) contains the following rules:
LStatepp(NFS(A), @); /%3 15 K') A H (A, flevs (fr = )", inte - 03]}
Atrue C &; = AStatep,((NFS(\,), @/*); 9™ [excpt — pp]; A'; &)
(5.37)
LStatepp (NFS(A.), @*); 9™ 3 K') AH(A {lers (fr — 1), inte — ;)
Atrue C oy = H(\, {c; (f — @)*,inte — falsel})
(5.38)
LStatepp((NFS(A,), @); 0 B's k') AH(As, {ers (fr = @r)*, inte — 4]})
Atrue C &; = H(pp; {/IntExcpt; |})
(5.39)
— (P)) UAF Agyy: this is trivially implied by Equation (5.36) and Equa-
tion (5.37).
— (P)) UA F Ajegp: Equation (5.36) and Equation (5.38) gives us that

(P)UAFHA,, {c; (f = @)*,inte — false[}), and abstract fact H(pp;
{IntExcpt; [}) is obtained by Equation (5.39).

e (R-CAuGHT)

(R-CAUGHT)
0=2rexcpt]  H(()={c; (f = )"}
ExcptTable(c, m, pc,c’) = pc’ o ={e,m,pd - - R):a

Y Sla— o]

Here call-stack is abnormal and of the form o = AbNormal({c,m,pc-u* - st*- R) ::
Oéo).
1. We take (G', (K]);, K, (Ik7);) = (G, (K;);, K, (Ik?);). It is trivially a local
configuration decomposition of ¥/, and Vi, K; # K — K; = K|
2. Let Ly« ...t L, = AbNormal({c,m,pc-u”-st*- R) :: ap). By Proposition 2.4
we know that for all i > 2, T%(K, (Ik?);) = I''(K’,(Ik”);). Therefore by
Proposition 11 we know that for all j > 2:

igtlnv(Lj’j’ — K’ (lkz)l) = IBiTstInv(Lj’j’ — K/’ (Ik/z)l)

One can then show that Deuy = BY,,((c,m, pe’ - u* - st* - R), K, (IK™),,))
satisfies the wanted property.

A~

3. We know that there exist AState, . pe((Ar, @*); 0%; h; k) and
AStatec , pe (A}, 0*); 9 h'; k') such that:

B (le;m,pe-u* - st - R), K, (Ik"),,) = AState, ,n pe((Ar, @*); 0% h; k) Ea
AStatec m pe (N, 0); 0™ B K € A (5.40)
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We take Agqy = LStatermvpC/((j\g, a™*); 0™ R I;:’)
4. Dean <: Ay this is a trivial consequence of Equation (5.40).

5. We want to show that (P|) U A F Aggy. First recall that
ExcptTable(c,m, pc, ) = pc’, hence ¢ < Throwable by Assumption 4. We
know by Lemma 18 that §;,,.,(¢, K) C 0, Let A = Brap(£).

= Yexcpt-

— If £ € dom(G) then we have £, .y.(¢, K) = NFS(X). Moreover since
X <: A we know that there exists H(A, {|/; (f — @)*[}) € A. Therefore
we have:

A F GetBlkeept (075 h's NFS(N); {|¢/; (f + @)*[}) A ¢ < Throwable

— If ¢ € dom(K) then we have 5, .vu(E[rexcpt], ) = FS(A). Since ¢ €
dom(K), we know that h(X\) = Bp,.p(H({), K) # L. Therefore from
Equation (5.40) we get that h(A\) Cpgy h'(N), which in turns implies that
W(\) ={c;(f — ©)*[}. Hence we have:

A F GetBlkeuept (8™ B's FS(N); {|cs (f + )*[}) A ¢ < Throwable
In both case we can apply the rule below, which is included in (| P|):
AStateg . pe (@50 1'; B') A GetBlkeuept (03 By 3 {Ic's (f > )*[})
A < Throwable = LState,., yo (0% 0; 1/} &)

This concludes this case.

e (R-UnCAUGHT)

(R-UNCAUGHT)

(= Z[["4excpt]]
H(0) ={ce; (f = v)*[} ExcptTable(c,m, pc,c.) = L

Y | X[a — AbNormal(ag[rexcpt — )]

Here the call-stack is abnormal o = AbNormal({c,m,pc-u* - st* - R) :: ag). If o
is the empty list, then this case is easy. Hence we assume that :

= AbNormal({c,m,pc-v*-st* - R) = {(c,m/ pd -u* st R'):ay)
o = mbNormal({c,m/,pc" - u™ - st - R'[rexcpt — €]) it a1)
1. Let G, (K{)Z =G, (I(Z)Z and (|k,j)j = (|k1 LJloc |k2) i (lki)i>2-
The proof that (G', (K});, K', (Ik”);) is a local configuration decomposition of

¥’ is the same than in the (R-RETURN) case.
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5.3. Proofs

2. By Proposition 11 we get for all j > 1:
Bttt 3o K (K)0) = B0, 4, K7, (K);)
One can then check that:
Dean = BYp((dm/ pc - - st - R [rexcpr — 1)), K, (Ik7);)
3. We know that:

B (le;m, pe-u* - st* - R), K, (Ik7);) = AState,m pe((Ae, 07); 955 has 1)
(5.41)

C pAStatec m pe (0], 07); 077 s KY) € A

%stlm((c/,m',pc/ st RN 2, ¢, K, (ij)j) Inve )\t,UZ);@S; ,12:2)
(5.42)

A AL AR sk T LT
EInULStateC',m'7pC'((w2’u2 ) CORELOY k;2) €A

c'm/ pc’((

Let A = AStateq e (0, @57 ); 1ift (045 k7)) [excpt — (04 )excpt); Ah; B4 LV ES).

4. The proof that Dy <: AUA g is exactly the same than in the (R-RETURN)
case.

5. We are going to show that (P))UA F Ay Since ExcptTable(c, m, pe,c.) = L
we know that ¢, < Throwable by Assumption 4. Therefore we have the
following rule in (| P)):

AStatec,m, pe (0], @5); 075 By kY) A GetBlkexepe (0175 ;s {lees [}

A ce < Throwable = Uncaught,, (@}, @}"); (01" )excpt: 15 &)

As it was done in (R-CAUGHT), one can show that:

A F GetBlkexept (91 hy:i{ce; [}) A ce < Throwable

Therefore A = Uncaught,. ,,, (@7, 47°); ;b kD.

By well-formedness of ¥ we know that sign(c’,m’) = (7;)i<n ooy 7, Sty =
invoke r, m (rj,)i<n and u* = (R'(r,)))i<n. By using the same reasoning
that we did in (R-RETURN) we can show that:

A GetBlko (855 iy s DA <A w’l =

A (/\jgn(@é*)ij )

l\')\
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Hence we can apply the following rule, which is included in (| P|):

LStatec i per (3, 05); @/2*7 l%é) A GetBlk (@é*a b sl Al <

A UncaUghtC,m((wllr ﬁll*) ('l/),l*)excpﬂ il,l? ]%,1) A wl = 'lf}é/\

(Ayen @) (@) 1)

— LStatey v por (0, Uy ); lift (055 k) [excpt = (07 )excpt); 2h; k7 0 kD)
This shows that (P)) UA F A gy

e Remaining cases The remaining cases are straightforward or very similar to cases
we already analysed. For example:
— (R-SCALL): Similar to the (R-CALL) case
— (R-NEWINTENT): Similar to the (R-NEwWOBJ) case
— (R-NEWARR): Similar to the (R-NEWOBJ) case
— (R-MoVESFLD): Similar to the (R-MOVEFLD) case
— (R-MOVEARR): Similar to the (R-MOVEFLD) case
— (R-PUTEXTRA): Similar to the (R-MOVEFLD) case
— (R-MOVEEXCEPTION) Similar to the (R-MOVEFLD) case
= (

R-INTERRUPTJOIN): Similar to the (R-INTERRUPTWAIT) case

5.3.12 Proof of Lemma 5.3.9
Proof. If ¥ = ¥ then it suffices the take A = A/,

We are just going to prove that this is true if ¥ reduces to ¥’ in one step. The lemma’s
proof is then obtained by a straightforward induction on the reduction length.

Let X € Beon(V) with (G, (K;, (Ik"7););) its configuration decomposition.

e Rule applied is (A-ACTIVE):
(A-ACTIVE)
KOZ']T'.}’HSWEO/']T,W/H/SI
Qo ls,my,a):Q - Z2-H-S=Q:{sr,v,d):Q - 2-H .5

We know that:
X =BG (0 s, 7,y 0) = QL2 (K, (IKP)3)0) U By (H) U Bstar(S)

158



5.3. Proofs

and that :
ﬁgrm(<€7 ST, > ny (Ikn,]) ) - ﬁStk( <£7 57,7, a> " Q,,E, (Klv (lkl’j)j)ﬁ

Moreover (G, (K;)i, Kn, (Ik™7);) is a local configuration decomposition of £ -« - 7 -
~v-H -S. We define Xj,. as follows:

Xloc = ﬁgrm«f 5T, > n (Ikn’j)j) U ﬂgeap(H) ) BStat(S)
= /BCall(a KTU (Iknﬂ) ) U BPact(ﬂ-> U B]Cjthr(’}/) U ﬁgeap(H) U ﬁStat(S)
,BLcnf(‘g‘O['Tr"Y'H'S)

m

Therefore we know that Xj,c € Brenf(¢ - - m- - H -S) with local configuration
decomposition G, (K;);, Kp, (Ik™);. Besides Xj,. C X, hence by Lemma 15 we
have Xloc <: A. By Lemma 22 we know that there exists Aj . and X/ . €
Brenf(£-c -7’ -+'- H'-S") with local configuration decomposition G, (K;)}, K, (Ik"™7);
such that Vi # n, K; = K[, A}, > X, and (P)UAF A]

loc *
For all jand | # n, let Ik = Ik". Then it is quite easy to check that
(G, ( ! (Ik">7););) is a configuration decomposition of ¥'. We define X’ by:

5Stk( <€7 5 7T/7 7/7 O/) > Q/’ =, (Kl/7 (lk/l’j)j)l) U IBIG{leap(H/) U ﬁStat(S/)

Let n be such that Q is of length n — 1, n’ be the length of ' and m be the length
of =. We know that:

B ix (s, 7' o) = L E (KT, (KY) )\ BG (65,77, @) K, (IK™))

n—1
<U BFrm le Kl7 kll’] ) (U /BFrm 7Kl,+n? (lk,H—nJ)j))

=1

loc*

m
U (U Bgrm(Ela Kl,-l—n—i-n” (Ik,l+n+n ’]>j)>

I=1
which by Proposition 13 is equal to

n—1 n'
= < U /qurm(le K, (Ikl7j)j)> U (U /BIerm(ng Kitn, (Ikl+njj)j))

=1 =1

m
U <U Bgrm(El: KlJrnJrn/? (Ikl+n+n ’])])>

=1
Which implies that:

X,\X - 5gr/m(<€7 5, 71'/, 'Y/7 O/) (Iklnd) ) U BHeap( /) U BStat(S/) = Xl/oc

We define A" = AU A],..We know that X <: A and X], . <: A ., therefore by
Lemma 16 we have XUXIOC <: AUA],, = A'. Moreover X’ C XUX] ., therefore by
Lemma 15 we have X’ <: A’. We conclude by observing that since (P))UA F A]
we trivially have (P|) UA F A’.
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e Rule applied is (A-DEACTIVATE):

(A-DEACTIVATE)

Qu{,s,my,a)=Q Z2-H-S=Q:{,s,m,vya):Q -Z-H-S

In this case Bon(2 == ({,s,m,y,@) = U -E-H-8S) = BondQ = (U, s,m,7,@)
V-Z-H-S), hence the conclusion immediately follows from the induction hypothesis.

Rule applied is (A-STEP):

(A-STEP)
(s,8) € Lifecycle 7w # ¢ = (s,8') = (running, onPause)
H(?).finished = true =
(s,5") € {(running, onPause), (onPause, onStop), (onStop, onDestroy)}
U s,mv,@) : Q-Z-H-S={{,s, mv,00¢9):Q-ZE-H-8S

We hayve:

X = Bgtk«& 577'(7’77@) = Qv E? (Kl7 (lli)j)l) U /Bgeap(H) U /BStat(S)

Since we only focus on well-formed configurations, we have H(¢) = {¢; (f — u)*|}
for some activity class ¢ and ¢ = p. for some pointer p. We then observe that
apg = (,m,0-v*-st*- R) :: e, where (¢, st*) = lookup(c, m) for some m € cb(c, s),

sign(c',m) =11,..., 7 Lo, 7 and:
R=((r; = 0) =9 rppeiy 05 £, (Ploer14j — vj)7=")

for some values v1,...,v, of the correct type 7,...,7,. By Assumption 8, we also
have ¢ < ¢.

Given that A :> X € Boy(V¥), we have A > BgeaP(H). We know that ¢ =
pe € dom(H), and since local heaps contain only locations whose annotations are
program points, we know that ¢ € dom(G). Therefore there exists H(\,b) € A
such that A = Brq(¢) = ¢ and Bpr({c; (f — w)*[}) C1 b. This implies that
b = {le;(f — 9)*]} for some o* such that Vi, Byu(u;) C™ 9;. Hence using the
implications Cbk included in (P]) we get that:

(P) UA F LStatec mo((NFS(c), (T+,)7=™); (0x)="¢, NFS(c), (T, )?="; (L)*;0%)
(5.43)
Let A" = AU{LStatec mo((NFS(c), (T+,)7="); (0x)F=10¢ NFS(c), (T4, )= (LL)*;0%) 1
From Equation 5.43 we get that (P|) U A A'.

Let G' = G, forall i > 1let K] = K; and for all j > 1, (Ik"9); = (Ik49);. Let also K
be a fresh empty local heap and (Ik7); = ({(¢ + 0) | £}) :: €. Using Assumption 9,
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it is simple to show that (G', (K!, (Ik"7););) is a configuration decomposition of
(0,8 7, v,ap¢):: Q-2 H-S, and that:

A’ >: {LStatec m o((NFS(c), (T-,)7="); (04)F<1°, NFS(c), (T, /<" (1)%0)} >
Bean(aesr, K1, (IKM9);) - (5.44)

Observe that 8%, (v) = 55,,(7). Besides A :> Bonf(§2-Z - H - S) implies that
B,.:(T) U BG, (7) <: A, and we know that since A C A’ we have A <: A’.
Therefore by transitivity of <: we have :

ﬁ%act(ﬂ-) U /Blcjthr(’y) < A, (5'45)
It is easy to check that X' € Bcp(U’), where X’ is the following set of facts:

X' = /ngk“ea 3/77777 Oég.s/> > Q: — (Kl7 (Ik/l,J) ) ) U BHeap( ) U /BStat(S)

Using Proposition 13, one can check that:

X' \X ﬁCall(af s’ aKl’ (Ik/l j) ) U BPact( ) U ﬁg;hr(')/)

Equation 5.44 and Equation 5.45 give us that X'\ X <: A’. We conclude by
observing that since X <: A <: A’ and X’ C X U (X'\X), we have X' <: A’

Rule applied is (A-HIDDEN):

(A-HIDDEN)
¥ = <£7377r77aa>
s € {onResume, onPause} (s/ s") € {(onPause, onStop), (onStop, onDestroy) }
Qa7 7/,*’> 2 E-H-S=
Q" 7 A ap )Y 2-H-S

This case is analogous to the case (A-STEP).

Rule applied is (A-DESTROY):

(A-DESTROY)
H(?) finished = true
Q:: (¢, onDestroy, 7,v,a) = Q-2 -H-S=Q=:Q-=Z-H-S

Let n be the length of Q. Tt is easy to check that (G U K,, (Kj, (Ik"););4,) is a
configuration decomposition of Q :: Q' -Z- H - S, and that X’ € Bcy(¥’) where:

= Bg't%cJKn (Q Ql? :7 (Klﬂ (lkl7j)j)l5é”) U 6geap(H) U BStat(S) - X

Since X <: A, this implies that X’ <: A. We conclude with the trivial observation
that (P)) UAF A.
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e Rule applied is (A-BACK):

(A-BAcCk)
H' = H[{ ~ H(¢)[finished — true]]
(0, running, e, v, @) = Q-Z- H - S = ({, running,e,v,a) = Q-Z-H - S

Let b = H(¢). Since we only focus on well-formed configurations, we have b =
{le; (f = w)*, finished — v} for some activity class ¢ and some boolean value v. Let
then b’ = H'(¢) = {|c; (f + u)*, finished — true|} according to the reduction rule.

Given that A :> X € Beoy(V¥), we have A > ﬁgeap(H). We know that ¢ =
pe € dom(H), and since local heaps contain only locations whose annotations are
program points, we know that £ € dom(QG). Therefore there exists H(\, b) € A such
that A = Bre(€) = c and Bp({lc; (f — u)*,finished — v[}) Cs b. This implies
that b = {c; (f — @)*, finished — o[} for some @*, o such that Vi, Bya(u;) T a;
and Byy(v) C" 6. It is easy to check that:

Baw(t') = {le; (f = Bvai(u))*, finished — truel}

We define A’ = A U {H(\, {¢; (f — @)*, finished — Tpoo1 [})}. Since H(A,b) € A we
have by using the implication Fin in (P]) that:

(P)UAFHN A (f — @), finished — Tpoo1[})
Therefore (P))UA F A’. We then observe that:
H(BLas(0), Boi(0)) T H, {lc; (f — @)%, finished — truel})
CH HO e (f — @), finished — Tpo01 [})
Hence Bgeap(H ) < A’. Tt is then easy to conclude this case.
Rule applied is (A-SWAP):

(A-Swap)
¢’ = (', onPause, e, , @) H (¢') finished = true
o ={(lsi:my,Q) s € {onPause, onStop} H({").parent = £
oo QEH- S=pu¢ Q- 2-H-8

Just take G’ = G, K| = Ky, K = Ky, for all j, k"M = [k?7 [K?7 = k17 (we simply
exchange the first local heap and filters with the second local heap and ﬁlters). The
rest is kept unchanged: for all I > 2, for all j, K! = K; and k"> = Ik,

It is quite simple to check that (G, (K, (Ik*7););) is a configuration decomposition
and that the corresponding set of abstract facts are the same.

Therefore Scpf(V) = Beonf(P’), which concludes this case.
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5.3.

Proofs

e Rule applied is (A-START):

(A-START)
s € {onPause, onStop}
i={Qc (ko) OF sergy(i) = (' H')  pe,plo(e) & dom(H, H')
o ={l¢; (fr — 0;)*, finished — false,intent — p;n(c),parent — L}
H'"=H H  p.— o,p;n(c) 4
(lysyizmy,a):Q-2-H-5=
(pe, constructor, e, €, Ay, constructor) = (£, 8, T, 7, @) = Q-=-H"- S

Since we only focus on well-formed configurations, we know that ¢ = p/,, for some

pointer p” and some activity class ¢’. We then observe that oy, . constructor = (¢’, m, 0-

v* - st* - R) i e, where (¢, st*) = lookup(c, constructor), sign(c, constructor) =

loc
Tly.,Tn —> T and:

R = ((Tz — O)igloc7 Tloc+1 = Dec, (TlochlJrj = U;‘)jgn)

)

for some values v1,...,v], of the correct type 71,...,7,. By Assumption 8, we also
have ¢ < ¢.

Given that X <: A, we have A :> Pact( :: ), which implies that there exists
Ix(b) € A such that A = B45(¢) = ¢ and Bpy,(i) S35, This implies that b = {|@Qc; o[}
for some © such that L; Byg(v;) " 6. Using the implications Act in (P|) we get:

(P)UA + H(in(c),{Qc;d[}) (5.46)

(¢
(P)UA + H(c,{c; (f — 0.)*, finished — false, parent — ¢, intent — in(c)]})
(5.47)

Hence using the implications Cbk included in (P]) we get that:

(P) U {H(c,{c; (f — 0,)*, finished — false, parent — ', intent s in(c)[})}

- LStatee mo((NFS(c), (Tr,)7<™); (0)F<1° NFS(e), (T, 7= (1)%;0%)  (5.48)
We define the set of abstract fact:

A = AU{LStatec mo((NFS(c), (Tr,)7<"); (04)F<1¢, NFS(c), (T-,)7<"; (1)*;0%)}
U {H(in(c), {Qc; 0[})}

U {H(c, {c; (f — 0,)*, finished s False, parent — ¢, intent — in(c)[})}

From Equation 5.46, Equation 5.47 and Equation 5.48 we get that (P)) U A F A’.

Configuration Decomposition Let K| be an fresh empty local heap. We take

G = GUH'U{pC,p;n(C)}, (K)); = K{ == (K); and (|k/l’j)l’j =(({(t—0)]2})::e)

(kM) 5
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Since (G, (K;), K1, (Ik"7);) is a local configuration decomposition of ¢ - @ - (i ::
w) -y H-S, we know that there exists ¢ such that (¢ — i) € G. Moreover
A > ﬂgeap(H) and sertl, (i) = (i’, H'), therefore by applying Lemma 26 we know
that A :> 5geap(H’) and that G U H', (K;); is a heap decomposition of H U H' - S.

Since ¢ = p!l we know that ¢ € G, hence for all i, 0 /. K;. By Lemma 25 we
know that for all 4, ¢ /e K;. Moreover p. and pgn( ¢) are fresh locations, therefore
G, (K;); is a heap decomposition of H” - S. Since K|, is a fresh empty local heap
we easily get from this that G', (K}); is a heap decomposition of H” - S.

Using Assumption 9, it is simple to check that (G’, (K], (Ik7););) is a configuration
decomposition of ¥’

Let X’ be the corresponding set of facts:

55%/16(@0, constructor, e, &, p._constructor) = (£, 8, ™, 7, @) :: Q, B, (K], (Ik’l’j)j)l)
U B?]eap(H“) U BStat(S)

We are going to prove that X’ is over-approximated by the set of abstract facts A’.

Heap We already saw that A :> ﬁIG{eap(H "), and by applying Lemma 23 we know
that Bp(i) = Bpir(i’). We then observe that:

{HGin(e), {Ge; o)} > {H(in(e), Bou(i)} since Ba(i) 3, b = Jacsof)
= {H(in(c), Bpw(i)} since Bpik(i) = Bpir(i)
= {H(Brab(D}y)): Bou(i')} by definition
(5.49)
Also notice that:

{H(c, {lc; (f — 0,)*, finished — false, parent — ¢, intent — in(c)})} =
H(BLab(pe), Bai(0)) (5.50)

Moreover it is simple to see that we have:

/Bg;ap(Hll) = /Bgeap(H) U /ng(;/(ﬂl) U {H(/BLab(pC)7 BBlk(O))}U
{{H(/BLab(p;'n(c))7 5Blk(z,)}}

We already saw that ngag/(ﬂ "y <: A <: A, This together with Equation 5.49 and

Equation 5.50 shows that Bg;ap(H”) <A



5.3. Proofs

Activity Stack Let n be the length of €2, and let m be the length of =.

ﬁg;k(@c, constructor, €, &, &y, _constructor) = (£, 8, 7,7y, @) == 2, (K], (Ik’l’j)j)l)

, .
= /Bgrm«pm ConStTUCtOT7 g, €, apc.construct0T>7 K(/)a (lk/O’J )])

U BG (L s,m, 7, @), K1, (IKM);)

Ul U BGm(, Kf oy, (K1)

1<I<n

G = I+n+1,j
U U BFrm(‘:vil,—l-n—i—l?(lk, ot j)j)
1<l<m
By Proposition 13 this is equal to:
/Bgrm«pcy constructor, g€, apc.constructor>a K(I)a (Iklo’j)j)

U B (L s, 7,7, @), K1, (k"))

U U ﬁgrm(QIvKl+17(lkl+17j)j) U U ﬁgrm(EhKH-n—H?(lkl+n+17j)j)
1<i<n 1<i<m

We then observe that:

A

A’ > {LStateg mo((NFS(c), (T)7<"); (0)F<1¢ NFS(c), (T, )< (1)*;0%)}

, .
> 51€rm<<p07 constructor, €, €, apc.constructor>7 Ké, (Ik/O’J)O,j)

This proves that the changes to the activity stack are over-approximated by A’.
e Rule applied is (A-REPLACE):

(A-REPLACE)
H(0) ={c; (fr — v)*, finished — ul}
pe & dom(H) o={c; (fr — 0;)", finished — false[} H =H,p.— o
(¢, onDestroy, w,v, @) = Q-=Z2-H -5 =
(pe, constructor, m, 7, Qp..constructor) :: 2 2 - H .S

Since we only focus on well-formed configurations, we know that c is an activity
class and ¢ = p., for some pointer p’.

We then observe that oy, constructor = (¢/,m,0-v* - st* - R) :: €, where (¢, st*) =

. l
lookup(c, constructor), sign(c’, constructor) = 11, ..., T, — T and:
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R = ((7“2 = 0)i§1007 Tloc+1 77 De, (Tloc—i-l—i-j = U;')jgn)7

for some values v1,...,v] of the correct type 71,...,7,. By Assumption 8, we also
have ¢ < ¢.
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Given that A :> X € Beoy(V¥), we have A > Bgeap(H). We know that ¢ =
pl. € dom(H), and since local heaps contain only locations whose annotations are
program points, we know that £ € dom(QG). Therefore there exists H(\, b) € A such
that A = Bra(¢) = ¢ and Bap({lc; (f — v)*, finished — ul}) C¥s b. This implies
that b = {|¢; (f — 0)*, finished — @[} for some 9*, @ such that Vi, Bya(vi) " 9; and
Bvai(u) £ 4. Hence using the implications Cbk and Rep? included in (P]) we get
that:

(P)UA F LState m o((NFS(e), (T+,)7="); (08)"="¢, NFS(c), (T, )7="; (1)*; 0%)
(5.51)
(P) UAF H(c, {c; (f — 0,)*, finished — falsel})) (5.52)

We define the set of abstract A’ by:

A

A=A U{LStatec m ol (NFS(e), (Tr, )/<"); (0)"<1¢, NFS(c), (T,)7": (1);0%) |
U{H(e, {le; (f > 0,)" finished - falsel])) }

Let G' = G U {p.}, for all i > 1 let K] = K; and for all j > 1, (Ik"7); = (IK'"7);.
Let also K| be a fresh empty local heap and (Ik'"); = ({(t = 0)[£}) e
Using Assumption 9, it is simple to show that (G', (K], (Ik"););) is a configuration
decomposition of (¢, s, 7,7, .. constructor) = 2+ = - H' - S and that:

/Bgcall(apc.constructom Ki, (lk/l,j)j) <: {LStatec’,m,O((NFS(C)u (TTj )jgn); (ﬁk)kgloc7
NFS(c), (T, =" (L)*0%)} < A" (5.53)

Observe that 8%, () = 8%,(7). Besides A :> B (Q-Z- H - S) implies that
Buer(m) U BG, () <: A, and we know that since A C A’ we have A <: A’.
Therefore by transitivity of <: we have :

/Béact(ﬂ-) U Bgi;hr(’)/) < A/ (554)
Moreover:

Blteap(H') = Bleap(H) U H(Bras(pe), Bou(0))
B%.0p(H) U H(e, Bpn({c; (fr = 0,)7, finished — falsel}))
<t A U H(c {e (f — 0,)" finished — falsel}))
< A (5.55)
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2We assume here that boolean fields are initialized to false. The proof can be adapted to the case
where they are initialized to true by using the implication in rule Fin.
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5.3. Proofs

It is easy to check that X' € Bcp(V’), where X’ is the following set of facts:

X'= ﬁsc'ilk“fv s, 7,7, Qp,..constructor) 1t €1, E, (Kz/, (lk/l’j)j)l) U lggleap(H/) U Bstar(S)

Using Proposition 13 one can check that:
XN\X = Bean(acs, K1, (IK);) U Bpaei(m) U BEne(7) U Bfeap(H')

Equation 5.53, Equation 5.54 and Equation 5.55 give us that X"\ X <: A’. We
conclude by observing that since X <: A <: A’ and X’ C X U (X'\X) we have
X <A
Rule applied is (A-RESULT):

(A-RESULT)

¢ = (', onPause, e, , @) H (¢') finished = true
o= (lse"y,aQ) s € {onPause, onStop} H({").parent = £
O+ serfl (H().result) = (w', H') H" = (H,H')[¢ — H({)[result — w']]
90/ teunQ-E-H-S= <£) 56,7, a[onActivityResult) o 90/ =Q-E-H'-S

Since we focus only on well-formed configurations, we have ¢ = p. and ¢/ =
pl, for some pointers p,p’ and some activity classes ¢,¢/. Also, let H({) =
{le;(f = 0)*[} and H({') = {5 (f" — 0')*, parent — £, result — w[}. We then

observe that ayp, onactivityresut = (¢, m,0 - v* - st* - R) == e, where (¢, st*) =
lookup(c, onActivityResult), sign(c”, onActivityResult) = 11,. .., Ty loc, + and:

R= ((Tz = 0)’i§1067 Tloc+1 V2 Des (Tloc+1+j = U})jgn)’

for some values v1,...,v] of the correct type 71,...,7,. By Assumption 8, we also
have ¢ < ¢”.

Given that A :> X € Bon(V), we have A :> ﬁgeap(H). We know that ¢ =
pe € dom(H), and since local heaps contain only locations whose annotations are
program points, we know that ¢ € dom(G). Therefore there exists H(A, B) e A
such that A\ = Br(¢) = ¢ and Bpr({c; (f — v)*[}) E’gfk b. This implies that
b = {le;(f — 9)*]} for some ©* such that Vi, Byu(vi) T ¢;. Hence using the
implications Cbk included in (P]) we get that:

(P) U A b LStateer mo((NFS(c), (T, )75); (05,)F=1¢ NFS(e), (T, )7="; (L)% 0%)
(5.56)

Similarly, there exists H(\N, 8') € A such that X' = B1,(¢') = ¢ and Bgy(H(£')CHe
V', which implies that &' = {|c; (f' — ©')*, parent — ¢, result — [} for some %, \”
such that Vi.Byq(vh) T 6! and By (w) E™ 0. Hence by using the implication Res
we get

(P)UAF H(e,{le; (f — 0)*[result — @][}) (5.57)
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We define the following set of facts:

A" = AU{LStatecr,mo((NFS(c), (Tr,)7="); (04)"=", NFS(c), (T, )’="; (L)*;0°)}
U {H(e, {lc; (f > ©)*[result s w]})}

Equation 5.56 and Equation 5.57 prove that (P|) UA F A’

Let K7 be an fresh empty local heap. We take G’ = G[¢ — H ({)[result — w']]|UH’,
(K]); = K} = Ky = (K)j»3 and (IKM) 5 = (({(£ = 0) | £}) = e) = (IkM); =
(K" )153.5-

Recall that ¢ € G, therefore w = H (¢).result is either a primitive value or in dom(G).
Besides A :> Bgeap(H) and serfl (w) = (w’, H'), therefore by applying Lemma 26
we know that A :> B]G{gag/ (H') and that GU H', (K;); is a heap decomposition of
HUH'-S.

By Lemma 25 we know that for all i, w’ ¢ dom(K;), therefore G’, (K;); is a heap
decomposition of H” - S. Since K|, is a fresh empty local heap we get from this
that G', (K]); is a heap decomposition of H” - S.

Using Assumption 9, it is simple to check that (G”, (K, (Ik'7););) is a configuration
decomposition of W'

Let X’ be the corresponding set of facts in Sy (U'):

X' = /Bgtlk“& 5,€,7, af.onActim’tyResult) = (P/ = Q: E7 (Klla (Ik/l’j)j)l)
U 5g;ap(HH) U ﬂStat(S)

We are going to prove that X’ is over-approximated by the set of abstract facts A’
Similarly to what we did in the previous cases, one can check that:

XI\X = ﬂ%ﬁm((& 5,&,7, al.onActivityResult)v Ki, (lkll,j)j) U /Bflleap(H//)
And besides:

/Bg;ap(H”) = /Bgeap<H\dom(H)\Z) U ﬁgég;)/(Hl) U H(Ca BBlk(H(g) [Tesu“ = 'U},H))

H(e, Ba(H (0)[result — w]])) =
H(c, Bai(H (£))[result = Bya(w')]])) = (by lemma 23)
H(c, Bpi(H (€))[result — Byy(w)]])) <: (by Proposition 5)
H(c, blresult — @]])) <: A’ (5.58)
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We already saw that Bgi’;l(ﬂ’) <: A <: A’. Moreover Bgeap(Hldom(H)\é) -

ﬁgeaP(H) <: A <: A’. These two fact and Equation 5.58 show that Bg;ap(H”) < A
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5.3. Proofs

We can also check that:

BFTm(<£ S, 6,7, Q. onActhtyResult> 7(k,1]) )
< LStatecr mo (NFS(0), (T, /="): (601, NFS(c), (T, =" (1)*30°) <: &'

Hence X'\ X <: A’. We conclude by observing that since X <: A <: A’ and
X' C X U(X'\X) we have X' <: A

Rule applied is (A-THREADSTART):

(A-THREADSTART)
=, s,m 0" 1y, Q) o' = s,y )
= ({0, 0" g,e,a") H{"Yy ={d;(f — v)*]} lookup(c’,run) = (", st*)
szgn( " run) =T toey o = (", run, 00" st* - (1 — 0)FSC g = 07
Q::@::Q/-E-H-SéQ::(p/::Q/-lb:::-H-S

Given that X <: A, we have A :> BG (€7 2 ). Moreover H(¢") = {|c/; (f = v)*[},
therefore there exists T(A,b) € A such that A\ = Sre(¢”) and Bpr({c; (f —
v)*[}) C%% b. This implies that b = {|¢/; #*[} for some 9* such that Vi, Bya(v;) T ;

By well-formedness we get that ¢ < Thread, and by Assumption 8 we know that
lookup(c',run) = (¢”, st*) implies that ¢ < ¢’. Moreover since lookup(c,run) =

(¢, st*) we know that ¢’ € m)(run), hence we can use the rule Tstart included
in (P):

T (f= ) D Ad <" Ad < Thread
— LStatecr unol (NFS(A), NFS(X)): ()51, NFS(V); (1)*:0%)  (5.59)
We define the set of abstract fact:
A = AU {LStatec o (NFS(X), NFS(A)); (0551, NFS(A); (1)50%)}

From Equation 5.59 we get that (P|) UAF A’.

Let n be the length of Q :: ¢ :: ', and m the length of =. Let K/ be an fresh empty
local heap. We take G’ = G and :

(K7, (K™ 3)i<nmr1 = (K, (IKY) )<
(K7 ({(L=0) [ £}) =€) == (K, (”‘ ’]) Dnt1<i<n+m

Since (G, (K, (Ik"7););) is a configuration decomposition of ¥ we know that ¢ €
dom(G). With this one can check that (G’, (K], (Ik"7););) is a configuration decom-
position of W'
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5. PROOFS OF CHAPTER 4
Let X’ € Bon(¥') be the corresponding set of facts:
BG(Q s @ w2 0 22 B, (KT, (K9))1) U By (H) U Bstar(S)
Let ng be such that Q is of length ng — 1. It is quite easy to check that:
X,\X g B}grlm(wv S, T, 7Y, & > K;'LO’ (|k/”07]) ) U BFrm(« gﬂa g, &, O/»a K’:H—l’ (lkln+1’j)j)
Since " € dom(G), we have that:
A" > {LStatecs runo((NFS(X), NFS(N)); (0)F="¢, NFS(A); (L)*;0%)}
> BEn((6 1 g8, ), Ky, (IK7TH))
Moreover since ¢’ only differ from ¢ in the fact that it has a smaller thread stack,
we have:
Bfim({, 5,77, @), Ky, (K"9);) © Bn({L 5,7, 8" 52 5, @), Kng, (K7)) < A

This proves that X' :> A/,
Rule applied is (T-REDUCE):

(T-REDUCE)

O a-m-y-H-S~/0-o 7+ H' S’

Q-Z2x (0,0 m,y,a) 2 E -H-S=Q-Z:(0,x,9,d):= H .5
Exactly like the (A-REDUCE) case.
Rule applied is (T-KiLL):

(T-KiLL)
H{') = {c; (f = v)*, finished — _|}
H' = H[l' = {c;(f — v)*, finished — truel}]
Q- ==l eea)y:=2 - H-S=Q-2:5 -H S

Exactly like the (A-DESTROY) case.
Rule applied is (T-INTENT):

(T-INTENT)

(0, 0") € {({L,s,m,7,a), ({5, 7,7, >),(<f 5, M5, a), (6,81 T, )}

QuopaQ Za(li: ,’y a)):::' H-S=
Qg Q-2 ((fﬁ )2 -H-S
Trivial since there are no changes to the abstraction: Scp(V) = Sond¥').
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5.3. Proofs

e Rule applied is (T-THREAD):

(T-THREAD)

(90790/) € {(<£737ﬂ'777 a’>7 lys,m '7704>)7 ((678771-777 a>7 <£737ﬂ'7£t s 77O‘>)}
QupaQ 20,7l :v,d)= - H- =
Quy Q20,7+, )= H-S

Trivial since there are no changes to the abstraction: Scnf(V) = Sond¥’).
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A SEMANTIC FRAMEWORK FOR THE STATIC ANALYSIS OF ETHEREUM SMART CONTRACTS
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6.1 Introduction

One of the determining factors for the growing interest in blockchain technologies is
the groundbreaking promise of secure distributed computations even in the absence
of trusted third parties. Building on a distributed ledger that keeps track of previous
transactions and the state of each account, whose functionality and security is ensured
by a delicate combination of incentives and cryptography, software developers can
implement sophisticated distributed, transactions-based computations by leveraging
the scripting language offered by the underlying cryptocurrency. While many of these
cryptocurrencies have an intentionally limited scripting language (e.g., Bitcoin [Nak08]),
Ethereum was designed from the ground up with a quasi Turing-complete language’.
Ethereum programs, called smart contracts, have thus found a variety of appealing
use cases, such as financial contracts [BKT17], auctions [HSLC17], elections [MFSH17],
data management systems [Adhl7], trading platforms [NGW17, MM17], permission
management [AEVL16] and verifiable cloud computing [DWA 17|, just to mention a few.
Given their financial nature, bugs and vulnerabilities in smart contracts may lead to
catastrophic consequences. For instance, the infamous DAO vulnerability [thea| recently
led to a 60MS$ financial loss and similar vulnerabilities occur regularly [parl7a, parl7b].
Furthermore, many smart contracts in the wild are intentionally fraudulent, as highlighted
in a recent survey [ABC17].

A rigorous security analysis of smart contracts is thus crucial for the trust of the society
in blockchain technologies and their widespread deployment. Unfortunately, this task
is a quite challenging since smart contracts are uploaded on the blockchain in the form
of Ethereum Virtual Machine (EVM) bytecode, a stack-based low-level code featuring
dynamic code creation and invocation and, in general, very little static information,
which makes it extremely difficult to analyse.

Related Work Recognizing the importance of solid semantic foundations for smart
contracts, the Ethereum foundation published a yellow paper [Wool4] to describe the
intended behaviour of smart contracts. This semantics, however, exhibits several under-
specifications and does not follow any standard approach for the specification of program
semantics, thereby hindering program verification. In order to provide a more precise
characterisation, Hirai formalizes the EVM semantics in the proof assistant Isabelle/HOL
and uses it for manually proving safety properties for concrete programs [Hirl7]. This
semantics, however, constitutes just a sound over-approximation of the original semantics
[Wool4]. More specifically, once a contract performs a call that is not a self-call, it is
assumed that arbitrary code gets executed and consequently arbitrary changes to the
account’s state and to the global state can be performed. Consequently, this semantics
can not serve as a general-purpose basis for static analysis techniques that might not
rely on the same over-approximation.

While the language itself is Turing complete, computations are associated with a bounded computa-
tional budget (called gas), which gets consumed by each instruction thereby enforcing termination.
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6.2. Background on Ethereum

In a concurrent work, Hildebrandt et al. [HSR*18] define the EVM semantics in the K
framework [SPY'16] — a language-independent verification framework based on reachabil-
ity logics. The authors leverage the power of the K framework in order to automatically
derive analysis tools for the specified semantics, presenting as an example a gas analysis
tool, a semantic debugger, and a program verifier based on reachability logics. The under-
lying semantics relies on non-standard local rewriting rules on the system configuration.
Since parts of the execution are treated in separation such as the exception behaviour
and the gas calculations, one small-step consists of several rewriting steps, which makes
this semantics harder to use as a basis for new static analysis techniques. This is relevant
whenever the static analysis tools derivable by the K framework are not sufficient for the
desired purposes: for instance, their analysis requires the user to manually specify loop
invariants, which is hardly doable for EVM bytecode and clearly does not scale to large
programs.

Bhargavan et al. [BDLF'16] introduce a framework to analyse Ethereum contracts by
translation into F*, a functional programming language aimed at program verification and
equipped with an interactive proof assistant. The translation supports only a fragment
of the EVM bytecode and does not come with a justifying semantic argument.

Luu et al. have recently presented Oyente [LCOT16], a state-of-the-art static analysis
tool for EVM bytecode that relies on symbolic execution. Oyente comes with a semantics
of a simplified fragment of the EVM bytecode and, in particular, misses several important
commands related to contract calls and contract creation. Furthermore, it is affected
by a major bug related to calls as well as several other minor ones which we discovered
while formalizing our semantics, which is inspired by theirs.

Our Contributions This chapter lays the semantic foundations for Ethereum smart
contracts. Specifically, we introduce

e The first complete small-step semantics for EVM bytecode;

e A formalisation in F* of a large fragment of our semantics, which can serve as a foun-
dation for verification techniques based on encoding into this language [BDLFT16]
as well as machine-checked proofs for other analysis techniques (e.g., [LCOT16]).
By compiling F* in OCaml, we could successfully validate our semantics against
the official Ethereum test suite;

The complete semantics as well as the formalisation in F* are publicly available [GMS18b].

6.2 Background on Ethereum

Ethereum

Ethereum is a cryptographic currency system built on top of a blockchain. Similar to
Bitcoin, network participants publish transactions to the network that are then grouped
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into blocks by distinct nodes (the so-called miners) and appended to the blockchain using
a proof of work (PoW) consensus mechanism. The state of the system — that we will
also refer to as global state — consists of the state of the different accounts populating it.
An account can either be an external account (belonging to a user of the system) that
carries information on its current balance or it can be a contract account that additionally
obtains persistent storage and the contract’s code. The account’s balances are given in
the subunit wei of the virtual currency Ether.?

Transactions can alter the state of the system by either creating new contract accounts
or by calling an existing account. Calls to external accounts can only transfer Ether to
this account, but calls to contract accounts additionally execute the code associated with
the contract. The contract execution might alter the storage of the account or might
again perform transactions — in this case we talk about internal transactions.

The execution model underlying the execution of contract code is described by a virtual
state machine, the Ethereum Virtual Machine (EVM). This is quasi Turing complete as
the otherwise Turing complete execution is restricted by the upfront defined resource gas
that effectively limits the number of execution steps. The originator of the transaction
can specify the maximal gas that should be spent for the contract execution and also
determines the gas prize (the amount of wei to pay for a unit of gas). Upfront, the
originator pays for the gas limit according to the gas prize and in case of successful
contract execution that did not spend the whole amount of gas dedicated to it, the
originator gets reimbursed with gas that is left. The remaining wei paid for the used gas
are given as a fee to a beneficiary address specified by the miner.

EVM Bytecode

The code of contracts is written in EVM bytecode — an Assembler like bytecode language.
As the core of the EVM is a stack-based machine, the set of instructions in EVM bytecode
consists mainly of standard instructions for stack operations, arithmetics, jumps and
local memory access. The classical set of instructions is enriched with an opcode for
the SHA3 hash and several opcodes for accessing the environment that the contract was
called in. In addition, there are opcodes for accessing and modifying the storage of the
account currently running the code and distinct opcodes for performing internal calls
and create transactions. Another instruction particular to the blockchain setting is the
SELFDESTRUCT code that deletes the currently executed contract - but only after the
successful execution of the external transaction.

Gas and Exceptions The execution of each instruction consumes a positive amount
of gas. There is a gas limit set by the sender of the transaction. Exceeding the gas limit
results in an exception that reverts the effects of the current transaction on the global
state. In the case of nested transactions, the occurrence of an exception only reverts its

20ne Ether is equivalent to 108 wei.
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6.3. Small-Step Semantics

own effects, but not those of the calling transaction. Instead, the failure of an internal
transaction is only indicated by writing zero to the caller’s stack.

6.3 Small-Step Semantics

We introduce a small-step semantics covering the full EVM bytecode, inspired by the
one presented by Luu et al. [LCOT16], which we substantially revise in order to handle
the missing instructions, in particular contract calls and call creation. In addition, while
formalizing our semantics, we found a major flaw related to calls and several minor ones
(cf. § 6.3.8), which we fixed and reported to the authors. In [GMS18b] we present the
formal semantic rules specification, below we discuss the most significant ones.

6.3.1 Preliminaries

In the following, we will use B to denote the set {0, 1} of bits and accordingly B” for sets of
bitstrings of size x. We further let N, denote the set of non-negative integers representable
by x bits and allow for implicit conversion between those two representations. In addition,
we will use the notation [X] (resp. £(X)) for arrays (resp. lists) of elements from the set
X. We use standard notations for operations on arrays and lists.

6.3.2 Global state

As mentioned before, the global state is a (partial) mapping from account addresses (that
are bitstrings of size 160) to accounts. In the case that an account does not exist, we
assume it to map to L. Accounts, irrespectively of their type, are tuples of the form
(n, b, stor, code), with n € Nasg being the account’s nonce that is incremented with every
other account that the account creates, b € Nosg being the account’s balance in wet,
stor € B?°6 — B2°6 heing the accounts persistent storage that is represented as a mapping
from 256-bit words to 256-bit words and finally code € [B®] being the contract that is
an array of bytes. In contrast to contract accounts, external accounts have the empty
bytearray as code. As only the execution of code in the context of the account can access
and modify the account’s storage, the fact that formally external accounts have persistent
storage does not have any effect. In the following, we will denote the set of addresses
with A and the set of global states with ¥ and we will assume that o € 3.

6.3.3 Small-Step Relation

In order to define the small-step semantics, we give a small-step relation I' £ .S — S’ that
specifies how a call stack S € S representing the state of the execution evolves within
one step under the transaction environment I' € T¢p,.

In Figure 6.1 we give a full grammar for call stacks and transaction environments:
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Call stacks S 5 S :=  EXC:: Spuin | HALT(0,d, g,7m) :: Spiain | Spiain
Plain call stacks  Spiin 3 Splain =  (i,¢,0,7) 2 Spiain
Machine states M > u = (gas, pc,m,1,s)
Execution environments [ ) ;= (actor, input, sender, value, code)
Global states X > o
Account states A > acc = (n,b, code, stor) | L
Transaction effects N > 7 = (b,L,St)
Transaction environments Teny > I = (o, prize,H)

Notations: dec[B%], g€Nas, nEN, oc€A prizec€Nosg, HEH

gas € Nosg, pc € Nogg, m € B> 5 B® i€ Noss, s L(B>°)
sender € A input € [B®] sender € A value € Nass  code € [B]
b € Nasg LEﬁ(EUlog) Si CA Y=A—A

Figure 6.1: Grammar for call stacks and transaction environments

Transaction Environments

The transaction environment represents the static information of the block that the
transaction is executed in and the immutable parameters given to the transaction as
the gas prize or the gas limit. More specifically, the transaction environment I' € Ty, =
A x Nosg x H is a tuple of the form (o, prize, H) with o € A being the address of the
account that made the transaction, prize € Nosg denoting the amount of wei that needs
to be paid for a unit of gas in this transaction and H € H being the header of the block
that the transaction is part of. We do not specify the format of block headers here, but
just assume a set H of block headers.

Callstacks

A call stack S is a stack of execution states which represents the state of the execution
within one internal transaction. We give a formal definition of the set of possible callstacks
S as follows:

S :={EXC:: Spigin, HALT (0, gas,d,n) :: Spiain, Splain
|oceX, gaseN, de B, n €N ,Spain € LIM x I x X x N)}

Syntactically, a call stack is a stack of regular execution states of the form (u,¢, o, n) that
can optionally be topped with a halting state HALT(o, gas,d,n) or an exception state
EXC. We summarize these three types of states as execution states S. Semantically,
halting states indicate regular halting of an internal transaction, exception states indicate
exceptional halting, and regular execution states describe the state of internal transactions
in progress. Halting and exception states can only occur as top elements of the call stack as
they represent terminated internal transactions. Exception states of the form EXC do not
carry any information as in the case of an exception all effects of the terminated internal
transaction are reverted and the caller state therefore stays unaffected, except for the gas.
Halting states instead are of the form HALT(o, gas,d,n) specifying the global state o the
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execution halted in, the gas gas € Nosg remaining from the execution, the return data
d € [B®] and the additional transaction effects 7 € N of the internal transaction. The
additional transaction effects carry information that are accumulated during execution,
but do not influence the small-step execution itself. Formally, the additional transaction
effects are a triple of the form (b, L, S;) € N = Nosg x L(Euyeg) X P(A) with b € Nasg
being the refund balance that is increased by account storage operations and will finally
be paid to the transaction’s beneficiary, L € L(Ewv,,) being the sequence of log events
that the bytecode execution invoked during execution and S; C A being the so-called
suicide set — the set of account addresses that executed the SELFDESTRUCT command
and therefore registered their account for deletion. The information held by the halting
state is carried over to the calling state.

The state of a non-terminated internal transaction is described by a regular execution
state of the form (p, ¢, 0,m). The state is determined by the current global state o of the
system as well as the execution environment ¢ € I that specifies the parameters of the
current transaction (including inputs and the code to be executed), the local state p € M
of the stack machine, and the transaction effects n € N collected during execution so far.

Execution Environment

The execution environment ¢ of an internal transaction specifies the static parameters
of the transaction. It is a tuple of the form (actor, input, sender, value, code) € I =
A x [B®] x A x Nasg x [B®] with the following components:

e actor € A is the address of the account currently executing;

o input € [B¥] is the data given as an input to the internal transaction;

sender € A is the address of the account that initiated the internal transaction;
e value € Noszg is the value transferred by the internal transaction;

e code € [BY)] is the code currently executed.

This information is determined at the beginning of an internal transaction execution and
it can be accessed, but not altered during the execution.
Machine State

The local machine state p represents the state of the underlying state machine used for
execution and is a tuple of the form (gas, pc, m, i, s) where
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e gas € Nosg is the current amount of gas still available for execution;

e pc € Nosg is the current program counter;
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o m e B?% — B® is a mapping from 256-bit words to bytes that represents the local
memory;

e i € Nosg is the current number of active words in memory;

e s€ L(B?*Y) is the local 256-bit word stack of the stack machine.

The execution of each internal transaction starts in a fresh machine state, with an empty
stack, memory initialized to all zeros, and program counter and active words in memory
set to zero. Only the gas is instantiated with the gas value available for the execution.

6.3.4 Auxiliary Definitions

For extracting the command that is currently executed, the instruction at position u.pc
of the code code provided in the execution environment needs to be accessed. For the
sake of presentation, we define a function doing so:

Definition 29 (Currently executed command). The currently executed command in the
machine state ;1 and execution environment ¢ is denoted by w,,, and defined as follows:

t.code [p.pc]  p.pc < |e.code|
Wy i=
- STOP otherwise

All EVM instructions have in common that running out of gas as well as over and under
flows of the local machine stack cause an exception. We define a function valid(-,-,-) :
Nosg X Naosg x N — B that given the available gas, the instruction cost and the new stack
size determines whether one of the conditions mentioned above is satisfied. We do not
check for stack underflows as this is realized by pattern matching in the individual small
step rules.

1 g>cNns<1024

0 otherwise

valid (g, ¢, s) == {

We also write valid (g, c, s) for valid(g,c,s) = 1 and —walid(g, ¢, s) for valid(g,c,s) = 0.

In EVM bytecode jump potential destinations are explicitly marked by the distinct
JUMPDEST instruction. Jumps to other destination cause an exception. For simplifying
this check, we define the set of valid jump destinations as follows:

Definition 30. Valid jump destinations [Wool4]. D (-) : [B®] — P(N) determines the set
of valid jump destinations given the code code € [B®], that is being run. It is defined as any
position in the code occupied by a JUMPDEST instruction. Formally D (¢) = Dy (¢, 0),



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thek,

°
lio
nowledge

b

o
i
r

M YOU

6.3. Small-Step Semantics

where:

Dy (-,-) : [B¥] x N = P(N)

0 i > |
Dy (c,i) = { {iY U Dp (¢, N (i, cli])) e¢li] = JUMPDEST
Dy (¢, N (i,cli])) otherwise

where N (-,-) : N x B® — N is the next valid instruction position in the code, skipping
the data of a PUSHn instruction, if any:

i+n+1 w=PUSHn
i+1 otherwise

N (i,w) = {

6.3.5 Small-Step Rules

In the following, we will present a selection of interesting small-step rules in order to
illustrate the most important features of the semantics.

Binary Stack Operations For demonstrating the overall design of the semantics, we
start with the example of the arithmetic expression ADD performing addition of two
values on the machine stack. Note that as the word size of the stack machine is 256, all
arithmetic operations are performed modulo 2%°6.

wy, = ADD ws=a:b:s
valid (u.gas, 3, |s| +1)  u' = p[s — (a +b) :: s][pc += 1][gas —= 3]
UE(ue,00m) =S = (W, e,0,m) S

wy,, = ADD (—walid (p.gas, 3, |s| + 1) V |u.s| < 2)
e (u,t,00m) 2 S - EXC:: S

We use a dot notation, in order to access components of the different state parameters.

We name the components with the variable names introduced for these components in
the last section written in sans-serif-style. In addition, we use the usual notation for
updating components: #[c — v| denotes that the component c of tuple ¢ is updated with
value v. For expressing incremental updates in a simpler way, we additionally use the
notation t[c += v] to denote that the (numerical) component of ¢ is incremented by v
and similarly ¢[c —= v] for decrementing a component c of t.

The execution of the arithmetic instruction ADD only performs local changes in the
machine state affecting the local stack, the program counter, and the gas budget. For
deciding upon the correct instruction to execute, the currently executed code (that is part

of the execution environment) is accessed at the position of the current program counter.

The cost of an ADD instruction is constantly three units of gas that get subtracted from
the gas budget in the machine state. As every other instruction, ADD can fail due to
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lacking gas or due to underflows on the machine stack. In this case, the exception state
is entered and the execution of the current internal transaction is terminated. For better
readability, we use here the slightly sloppy V notation for combining the two error cases
in one inference rule.

The rules for the other arithmetic operations and comparison operations (e.g., less than
LT, modulo MOD) are similar to the ones for ADD as all these instructions remove their
argument(s) from the local stack and then put their result to the local stack, consuming
a constant amount of gas.

Stack Operations There are 32 instructions for pushing values to the stack. We sum-
marize the behaviour of all these instructions with the following rules by parameterising
the instruction with number of following bytecodes that are pushed to the stack. The
PUSHn (with m € [1,32]) command pushes the bytecodes at the next n program counter
position to the stack.

wy, = PUSHn
k = min (|e.code|, p.pc + ) valid (p.gas, 3, |u.s| + 1) d = t.code|p.pc+ 1, k]
d'=d-0¥62==mpe)) ) — ls — d' : ps][pe += (z + 1)][gas —= 3]
T'E(u,e,00m) 8 — (W,e,0,m) 2 S

Jumps The JUMP command updates the program counter to i (specified in the stack)
if 7 is a valid jump destination.

Wy, = JUMP valid (p.gas, 8, |s|)
Hs=1::s i € D (t.code) p = pfs — s][pc — i][gas —= §]
UE(p,t,00m) =S — (W,,0,m) =S

The conditional jump command JUMPI conditionally jumps to position ¢ depending on b.

wy, = JUMPI valid (p.gas, 10, |s|) ps=iub:s
i €D (tcode) j=(b=0)7pupc+1:i u =p[s— s][pc — jllgas —= 10]

T'E(u,e,00m) 8 — (W,e,00m) 2 S

Wy, = JUMPI valid (p.gas, 10, |s|)
ws=1:0:s i & D (t.code) w = pls — s][pc — p.pc + 1][gas —= 10]
TE(pt,00m) =S — (W e,om) =S
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The JUMPDEST command marks a valid jump destination. It does not trigger any
execution and consequently the only effect of the command is the increasing of the
program counter and charging the fee for the command execution.

wy, = JUMPDEST  walid (u.gas, 1, |p.s|)  p/ = p[pc += 1][gas —= 1]
TE(p,t,00m) =S — (W,e,00m) =S

Accessing the Transaction Environment Several instructions allow for access-
ing the transaction environment information (e.g., BLOCKHASH, NUMBER). The
BLOCKHASH command writes the hash of one of the 256 most recently completed
blocks (that is specified on the stack by the previous execution of NUMBER opcode) to
the stack:

wy, = NUMBER
valid (p.gas, 2, |p.s| + 1) p' = u[s — (U.H).number :: u1.s][pc += 1][gas —= 2]
LE(u,0,0,m) 28 = (Wie,0o0m) = S

wy,, = BLOCKHASH valid (p.gas, 20, |p.s|)
pws=n:s  h=P(.parent,n,0)  u' =pls— h: ps]lpc += 1][gas —= 20]
TE(p,t,00m) =S — (W,e,0,m) =S

Calling A more interesting example of a semantic rule is the one of the CALL instruction
that initiates an internal call transaction. In the case of calling, several corner cases need
to be treated which results in several inference rules for this case. Here, we only present
one rule for illustrating the main functionality. More precisely, we present the case in
that the account that should be called exists, the call stack limit of 1024 is not reached
yet, and the account initiating the transaction has a sufficiently large balance for sending
the specified amount of wei to the called account.

wy, = CALL WSs=¢g:to:va:10: 145 00 081 S
tog = to mod 2'%° o(tog) # L |A|+1 <1024
o(t.actor).b > va aw= M (M (p.i, io, is), 0o, 0s) Ceall = Cyascap (va, 1, g, p1.gas)
¢ = Cpase (va, 1) + Crem (-1, aw) + Cean valid (p.gas, ¢, |s| + 1)
o' = o(to, — o(to)[b += va])(v.actor — o (r.actor)[b —= va])
d = p.m [io, io + is — 1] w = (Cear; 0, 22.0,0,€)
! = i[sender — r.actor][actor — to,][value — val[input — d][code — o (to,).code]

TE (pu,t,0o0m) S — (W 0 ) (u,0,0,m) 2 S
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to of the call and the amount va of wei to be transferred with the call. In addition, the
caller needs to specify the input data that should be given to the transaction and the
place in memory where the return data of the call should be written after successful
execution. To this end, the remaining arguments specify the offset and size of the memory
fragment that input data should be read from (determined by io and is) and return data
should be written to (determined by oo and os).

Calculating the cost in terms of gas for the execution is quite complicated in the case
of CALL as it is influenced by several factors including the arguments given to the call
and the current machine state. First of all, the gas that should be given to the call (here
denoted by c.4;) needs to be determined. This value is not necessarily equal to the value
g specified on the stack, but also depends on the value wva transferred by the call and
the currently available gas. In addition, as the memory needs to be accessed for reading
the input value and writing the return value, the number of active words in memory
might be increased. This effect is captured by the memory extension function M. As
accessing additional words in memory costs gas, this cost needs to be taken into account
in the overall cost. The costs resulting from an increase in the number of active words
are calculated by the function Cy,ep,. Finally, there is also a base cost charged for the call
that depends on the value va. As the cost also depends on the specific case for calling
that is considered, the cost calculation functions receive a flag (here 1) as arguments.
These technical details are spelled out in the full version [GMS18b].

The call itself then has several effects: First, it transfers the balance from the executing
state (actor in the execution environment) to the recipient (t0). To this end, the global
state is updated. Here we use a special notation for the functional update on the global
state using () instead of [|. Second, for initializing the execution of the initiated internal
transaction, a new regular execution state is placed on top of the execution stack. The
internal transaction starts in a fresh machine state at program counter zero. This means
that the initial memory is initialized to all zeros and consequently the number of active
words in memory is zero as well and additionally the initial stack is empty. The gas budget
given to the internal transaction is ¢y calculated before. The transaction environment
of the new call records the call parameters. This includes the sender that is the currently
executing account actor, the new active account that is now the called account to as
well as the value va sent and the input data given to the call. To this end the input
data is extracted from the memory using the offset o and the size is. We use an interval
notation here to denote that a part of the memory is extracted. Finally, the code in the
execution environment of the new internal transaction is the code of the called account.

Note that the execution state of the caller stays completely unaffected at this stage of
the execution. This is a conscious design decision in order to make the semantics more
suitable to abstractions.

Besides CALL there are two different instructions for initiating internal call transactions
that implement slight variations of the simple CALL instruction. These variations are
called CALLCODE and DELEGATECALL, which both allow for executing another’s account
code in the context of the caller. The difference is that in the case of CALLCODE a new
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6.3. Small-Step Semantics

internal transaction is started and the currently executed account is registered as the
sender of this transaction while in the case of DELEGATECALL an existing call is really
forwarded in the sense that the sender and the value of the initiating transaction are
propagated to the new internal transaction.

Analogously to the instructions for initiating internal call transactions, there is also one
instruction CREATE that allows for the creation of a new account. The semantics of
this instruction is similar to the one of CALL, with the exception that a fresh account is
created, which gets the specified transferred value, and that the input provided to this
internal transaction, which is again specified in the local memory, is interpreted as the
initialization code to be executed in order to produce the newly created account’s code as
output. In contrast to the call transaction, a create transaction does not await a return
value, but only an indication of success or failure.

For discussing how to return from an internal transaction, we show the rule for returning
from a successful internal call transaction.

t.code [pu.pc] = CALL (.S =g to:va o 8 00 081 S
flag=0o(to) =170 :1 aw= M (M (p.i, 70, 1s), 00, 05)
Ceall = Cyascap (va, flag, g, p.gas) ¢ = Chase (va, flag) + Cpem (-1, aw) + Ceq
p = pli — aw][s — 1 :: s][pc += 1][gas += gas — c|[m — p.m[[00, 00 + s — 1] — d]]
I'F HALT(o!, gas,d,n') = (u,t,00m) =S — (', 0,0" 1) = S

Leaving the caller state unchanged at the point of calling has the negative side effect
that the cost calculation needs to be redone at this point in order to determine the new
gas value of the caller state. But besides this, the rule is straightforward: the program
counter is incremented as usual and the number of active words in memory is adjusted
as memory accesses for reading the input and return data have been made. The gas
is decreased, meaning that the overall amount of gas ¢ allocated for the execution is
subtracted. However, as this cost already includes the gas budget given to the internal
transaction, the gas gas that is left after the execution is refunded again. In addition, the
return data d is written to the local memory of the caller at the place specified by oo and
os. Finally, the value one is written to the caller’s stack in order to indicate the success of
the internal call transaction. As the execution was successful, as indicated by the halting

state, the global state and the transaction effects of the callee are adopted by the caller.

6.3.6 Transaction Execution

The outcome of an external transaction execution does not only consist of the result of the
EVM bytecode execution. Before executing the bytecode, the transaction environment
and the execution environment are determined from the transaction information and
the block header. In the following we assume 7T to denote the set of transactions. An
(external) transaction 7" € T, similar to the internal transactions, specifies a gas limit, a
recipient and a value to be transferred. In addition, it also contains the originator and
the gas prize that will be recorded in the transaction environment. Finally, it specifies
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an input to the transaction and the transaction type that can either be a call or a create
transaction. The transaction type determines whether the input will be interpreted as
input data to a call transaction or as initialization code for a create transaction. In
addition to the transaction of the environment initialization, some initial changes on the
global state and validity checks are performed. For the sake of presentation we assume
in the following a function initialize (-,-,-) € T X H X X = (Teny X S) U{L} performing
the initialization phase and returning a transaction environment and initial execution
state in the case of a valid transaction and | otherwise. Similarly, we assume a function
finalize (+,-,-) € T x 8§ x N x 3 that given the final global state of the execution, the
accumulated transaction effects and the transaction, computes the final effects on the
global state. These include for example the deletion of the contracts from the suicide set
and the payout to the beneficiary of the transaction.

Formally we can define the execution of a transaction T' € T in a block with header
H € H as follows:

(T, s) = initialize (T, H, o)
IF'Este s e final (s") o' = finalize(s',n/,T)

T.H /
O ——0

where —* denotes the reflexive and transitive closure of the small-step relation and the
predicate final(-) characterises a state that cannot be further reduced using the small-step
relation.

6.3.7 Formalisation in F*

We provide a formalisation of a large fragment of our small-step semantics in the proof
assistant F* [fst]. At the time of writing, we are formalizing the remaining part, which
only consists of straightforward local operations, such as bitwise operators and opcodes to
write code to (resp. read code from) the memory. F* is an ML-dialect that is optimized
for program verification and allows for performing manual proofs as well as automated
proofs leveraging the power of SMT solvers.

Our formalisation strictly follows the small-step semantics as presented in this chapter.
The core functionality is implemented by the function step that describes how an
execution stack evolves within one execution state. To this end it has two possible
outcomes: either it performs an execution step and returns the new callstack or — in the
case that a final configuration is reached (which is a stack containing only one element
that is either a halting or an exception state) — it reports the final state. In order to
provide a total function for the step relation, we needed to introduce a third execution
outcome that signalizes that a problem occurred due to an inconsistent state. When
running the semantics from a valid initial configuration this result, however, should
never be produced. For running the semantics, the function execution is defined that
subsequently performs execution steps using step until reaching the final state and
reports it.



6.3. Small-Step Semantics

The current implementation encompasses approximately thousand lines of code. Since F*
code can be compiled into OCaml, we validate our semantics against the official EVM
test suite [evm]. Our semantics passes 304 out of 624 tests, failing only in those involving
any of the missing functionalities.

We make the formalisation in F* publicly available [GMS18b] in order to facilitate the
design of static analysis techniques for EVM bytecode as well as their soundness proofs.

6.3.8 Comparison with the Semantics by Luu et al. [LCO"16]

The small-step semantics defined by Luu et al. [LCO™16] encompasses only a variation
of a subset of EVM bytecode instructions (called EtherLite) and assumes a heavily
simplified execution configuration. The instructions covered span simple stack operations
for pushing and popping values, conditional branches, binary operations, instructions
for accessing and altering local memory and account storage, as well as the ones for
calling, returning and destructing the account. Essential instructions as CREATE and
those for accessing the transaction and block information are omitted. The authors
represent a configuration as a tuple of a call stack of activation records and the global
state. An activation record contains the code to be executed, the program counter, the
local memory and the machine stack. The global state is modelled as a mapping from
addresses to accounts, with the latter consisting of code, balance and persistent storage.

The overall abstraction contains a conceptual flaw, as not including the global state in
the activation records of the call stack does not allow for modelling that, in the case
of an exception in the execution of the callee, the global state is rolled back to the one
of the caller at the point of calling. In addition, the model cannot be easily extended
with further instructions — such as further call instructions or instructions accessing
the environment — without major changes in the abstraction as a lot of information,
e.g., the one captured in our small-step semantics in the transaction and the execution
environment, are missing.
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7. A STATIC ANALYSIS FOR THE SOUND CONTROL FLOW RECONSTRUCTION OF ETHEREUM
SMART CONTRACTS
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7.1 Introduction

Most tools that analyse Ethereum smart contracts at the level of bytecode base their
analysis on the contract’s control flow graph (CFG). However, the design of the EVM
bytecode language does not allow for an easy reconstruction of a contract’s control flow
since jump destinations are not provided statically, but might be dynamically computed.
More precisely, in EVM bytecode jump destinations are read from the stack and hence
can be subject to prior computations. Even though the set of potential jump destinations
is statically determined (since only program counters with a JUMPDEST instruction
constitute valid jump destinations), the concrete destination of a jump instruction might
only be dispatched at runtime. The challenge hence lies in statically narrowing down the
set of possible jump destinations for each jump instruction (JUMP or JUMPI).

To this end, the state-of-the-art analyser [TDDC™ 18] deploys a custom algorithm, another
popular solution [0B18] uses an external open-source tool [cfg20] for control flow graph
reconstruction. When reviewing the algorithms used in [TDDCT*18] and [cfg20], we
found issues in both approaches as we will discuss in the following. In Figure 7.1 we
show a compact example of a smart contract’s control flow that is recovered incorrectly
by [TDDC™18, cfg20] with no errors reported.

0 PUSH 0 = 20 JUMPDEST
2 PUSH 0 @: 21 STOP
4 PUSH 1 '

22 JUMPDEST ]

6 LT m
@ ! ... UNSAFE CALL

7 JUMPDEST
8 PUSH 20
10 ADD
11 JUMPI L.
|: :
" 12 pusH 1 )

A

714 NUMBER "o | _ Jump target depends
16 BLOCKHASH. - on dynamic information
17 PUSH 7
_ 19 JUMP

Figure 7.1: Problematic Control Flow Example

Intuitively, the control flow of this contract should not be fully recoverable because one
of its jump destinations depends on some blockchain information (the block hash and
the block number) which cannot be statically predicted, but will only be fixed once the
contract has been published on the blockchain.

The smart contract is structured into five basic blocks. The first block (starting at
program counter 0), initializes the local machine stack with two 0 values and continues
with the execution of the second block starting at program counter 7 ((1)). The second
block can be entered via a jump (since it starts with a JUMPDEST instruction). It
intuitively takes two stack values as arguments, the first one functioning as jump offset
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7.1. Introduction

and the second being the jump condition: it computes the next jump destination as the
sum of 20 and the top stack element and conditionally jumps to this destination based
on the second stack value. In the first iteration since both of these values are 0 (and so
particularly the condition is 0), no jump is performed, but instead the execution proceeds
with block three (starting at program counter 12) with the empty stack ((2)). This block
pushes the current block number and hash to the stack and jumps back to the second
block ((3). Since at this point the input to the second block are values that are not
statically determinable, it needs to be assumed that the jump condition as well as the
jump offset could have any value.

It is hence possible during the real execution to jump to arbitrary jump destinations
from program counter 10 ((4)). This includes the block starting at program counter 20
where the execution of the contract is stopped and most importantly the block starting
at program counter 22 that executes an unsafe call. Thus, if this jump destination is
undiscovered, false correctness results can be produced in a subsequent analysis.

There are two sound approaches for handling the usage of unpredictable information in
jump destination reconstruction: conservatively, a smart contract can be rejected by the
analysis and hence be considered potentially vulnerable in this case or the analysis could
assume that all JUMPDEST instructions of the contract are potentially reachable.

The tools that we reviewed, however, did not follow any of these options, but produced the
following results: [cfg20] correctly discovers the basic blocks, but cannot recover jumps to
targets 20 and 22 ((4)). The result of [TDDCT18] is even more surprising: the algorithm
does not manage to recover any of the blocks shown in Figure 7.1, but reports as CFG
of this contract a single block consisting of a modulo instruction followed by the STOP
opcode. Consequently, all analyses that use either of these CFG reconstruction solutions
will consider the unsafe call of the example contract to be unreachable and will based on
that label the contract as safe. In general, the properties of smart contracts based on
the unreachability of unsafe functionality, e.g., the single-entrancy property [GMS18a]
ruling out bugs such as those found in the DAO contract [thea], require a sound CFG
reconstruction procedure.

While correctness for both tools has never been discussed, flaws in the CFG reconstruction
can lead to catastrophic consequences: an unsound reconstruction that erroneously
excludes possible jump destinations, can deem parts of the contract code unreachable
that carries critical and potentially unsafe functionality.

Our Contributions This chapter discusses a sound CFG reconstruction algorithm for
EVM bytecode. In order to leverage the power of modern solvers, we follow the principles
discussed in Chapter 2 and Chapter 4, i.e., the Horn-clause based abstraction techniques
form the core of our approach that soundly abstracts the concrete semantics of EVM
bytecode. In particular:

e We formalize our analysis technique in terms of Horn clauses and prove its soundness
with respect to the concrete semantics of EVM bytecode presented in Chapter 6;
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e We refine a set of abstractions utilized by the analysis technique, in order to obtain
the scalability to large real-world smart contracts without sacrificing the soundness.
For instance, in contrast to our abstractions for Dalvik bytecode (Cf. § 2.2 and
§ 4.2), we conservatively explore both branches for every conditional instruction.
This keeps the soundness intact, and at the same time allows for the quick jump
destinations recovery.

e We implement our analysis as a practical tool that employs the state-of-the-art
solver Soufflé [JSS16] to compute the fixedpoint of recursive relations. We discover
that for the CFG reconstruction task, Soufflié provides better performance than
the general-purpose solver z3 used by HornDroid and fsHornDroid in Chapter 2
and Chapter 4 respectively.

e We provide an extensive performance evaluation of our tool on a recent benchmark
obtained from 22493 real-world smart contracts [KGDS18].

7.2 Static Analysis for Control Flow Reconstruction of
EVM Bytecode

Our static analysis approach for control flow reconstruction follows the principles of
the static analysis techniques for Android applications presented in Chapter 2 and
Chapter 4. Considering the small-step concrete semantics for EVM bytecode — discussed
in Chapter 6, we define a sound analysis for CFG reconstruction. Our analysis is
expressed in terms of a Horn-clause based abstraction faithfully over-approximating the
semantics of smart contract. Our abstraction is characterised by the abstraction function
a converting concrete configurations into abstract configurations, i.e., sets of predicate
applications characterised by a signature S. The predicates range over the values from
abstract domains. These abstract arguments are equipped with an order < that can be
canonically lifted to predicates and further to abstract configurations, hence establishing a
notion of precision on the latter. Intuitively, a translates a concrete configuration into its
most precise abstraction. The abstract semantics is specified by a set of Constrained Horn
clauses A over the predicates from S and describes how abstract configurations evolve
during abstract execution. An abstract execution hence consists of logical derivations
from an abstract configuration using A. A Horn-clause based abstraction constitutes a
sound approximation of small-step semantics — if every concrete (multi-step) execution
st —* st’ can be simulated by an abstract execution: More precisely, from the abstract
configuration one can logically derive using A an abstract configuration that constitutes
an over-approximation of the st’ configuration (so is at least as abstract as a(st’)). Our
property of interest (i.e., CFG reconstruction) is local. Consequently, we show a special
case of soundness - local soundness that does not take into account the evolution of call
stacks.
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7.2. Static Analysis for Control Flow Reconstruction of EVM Bytecode

7.2.1 Main Abstractions

Our analysis abstracts from several details of the original small-step semantics. In the
following, we overview the main abstractions:

Arithmetic Operations For the performance reasons, the arithmetic operations are
over-approximated; each of them results in an arbitrary natural number.

Blockchain Environment The analysis describes the invocation of the contact’s
bytecode in an arbitrary blockchain environment, hence is not modelling the execution
environment as well as the global state.

Gas Modelling The contract gas consumption is not modeled. The gas resource,
which is meant to bound the contract execution, is set by the transaction initiator and
hence not necessarily known at analysis time. For this reason, our analysis considers
arbitrary contract invocations (and hence arbitrary gas limits).

Memory Model The modelling of the EVM memory manipulations is computationally
expensive. As the information about jump destinations rarely enters the memory (we
never encountered it in our large-scale experiment), we abstract the memory operations,
i.e., the operations on the local memory and the storage: writes to the memory are not
modeled, and reads from the memory result in an arbitrary natural number.

Halting States & Exceptions As reachable jump instructions are the main focus of
our analysis, we omit the modelling of the halting states and the exceptional states.

Callstack Since our abstraction captures all possible execution environments, we can
abstract from call stacks. This is sufficient as the required property is local, i.e., they
only affect single local execution states and do not relate different execution states on a
call stack.

7.2.2 Analysis Definition

In the following, we formally specify our analysis by defining the underlying Horn-clause
based abstraction.

Abstract configurations are modeled using predicates as specified by the predicate
signature in Figure 7.2: Predicates of the form stack approximate execution states of
the contract’s at the program counter pc, while push, dup, swap addtop, onlypop, jd,
jump, and jumpi represent bytecode operations of the contract. Intuitively, a predicate
application of the form stack(pc, $ ) means that an execution at program counter pc has
a local stack with elements as described by the list 5.

Accordingly, a predicate application push(pc, b, v) denotes that contract under analysis
has a PUSHb v opcode at position pe, and value v is represented by b bytes, predicate
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Sop =
| stack: N x £(D)
| push:NxbxN
| dup:Nxn
| swap:Nxmn
| addtop: N x N
| onlypop:NxN
| jd:N
|  jump:N
| jumpi:N

| target: N xN

ne{l,... 16}
be{l,...,32}

D = NuU{T}

Figure 7.2: Definition of the predicate signature S and the abstract domain D

applications dup(pc, n) and swap(pc, n) indicate that that the contact has correspondingly
a DUPn/SWAPn instruction at position pc.

A predicate application addtop(pc,n) stands for having an operation among

ADDRESS, ORIGIN, CALLER, CALLVALUE, CALLDATASIZE, CODESIZE, GASPRICE,
COINBASE, TIMESTAMP, NUMBER, DIFFICULTY, GASLIMIT, PC, MSIZE, GAS, ISZERO,
NOT, BALANCE, CALLDATALOAD, ADD, MUL, SUB, DIV, SDIV, MOD, SMOD, EXP,
SIGNEXTEND, LT, GT, SLT, SGT, EQ, AND, OR, XOR, BYTE, SHA3, ADDMOD,
MULMOD, CREATE, DELEGATECALL, STATICCALL, CALL, CALLCODE

in the contract’s code at position pc. All those operations take a certain amount of
arguments from the stack and produce a result on the stack. The analysis abstracts these
operations by a simplified stack modification behaviour, in particular, by eliminating
n elements starting from the top of the stack and adding T element on top of it. A
predicate onlypop(pc,n) is similar to addtop(pc,n) with the only difference that it does
not add T on top of the stack. Having onlypop(pc,n) indicates that the code has an
opcode among

MSTORE, MSTORES, SSTORE, CALLDATACOPY, CODECOPY, EXTCODECOPY, LOGO,
LOGI, LOG2, LOG3, LOG4
at position pc.

We mark location pc as a potential jump destination via predicate application jd(pc),
and predicate applications jump(pc) and jumpi(pc) express that ¢ has respectively a
non-conditional and a conditional jump at position pc.

Moreover, the predicate target(pc,t) represents the fact that a jump instruction at
program counter pc has jump destination . We use this predicate to capture the
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7.2. Static Analysis for Control Flow Reconstruction of EVM Bytecode

destination unreachability property described later in § 7.2.5 since target relates every
jump instruction with its possible jump destinations.

The argument domains of the predicates are composed of natural numbers, and the
abstract domain D that enriches N with the join element T representing an arbitrary
natural number.

The definition of the execution state abstraction function « that maps EVM execution
states to abstract configurations is given in Figure 7.3. As the analysis aims at verifying
the destination unreachability property for a specific contract’s bytecode, the abstraction
function ay translates the bytecode instructions (i.e., vy introduces the push, dup, swap,
addtop, onlypop, jd, jump, and jumpi predicates representing the relevant features of the
contract’s instructions), and the local execution states of the bytecode (i.e., stack).

The abstract semantics of contracts is a set of Horn clauses A over-approximating the
semantics of the EVM bytecode instructions. These Horn clauses are depicted in Figure 7.4
and will be discussed in the following.

Push Push operations are represented by the general rule (P) for a successful push
operation which is the same for all push opcodes: program counter pc is advanced by the
number of pushed bytes b and the value v is added on top of stack § .

Dup, Swap The (D) rule states how an operation DUPn (which duplicates the n — 1th
stack element) is captured in the analysis: program counter pc is incremented by one,
and the value v,—; at the position n — 1 (counted from the top of the stack) is added
to the top of the stack. The rule for SWAP instructions is similar to the one for DUP
with the value v, at position n swapped with the value 7 from the top of the stack.

Addtop, Onlypop The abstract semantics for ADDRESS, ORIGIN, CALLER, CALL-
VALUE, CALLDATASIZE, CODESIZE, GASPRICE, COINBASE, TIMESTAMP, NUMBER,
DIFFICULTY, GASLIMIT, PC, MSIZE, GAS, ISZERO, NOT, BALANCE, CALLDATALOAD,
ADD, MUL, SUB, DIV, SDIV, MOD, SMOD, EXP, SIGNEXTEND, LT, GT, SLT, SGT,
EQ, AND, OR, XOR, BYTE, SHA3, ADDMOD, MULMOD, CREATE, DELEGATECALL,
STATICCALL, CALL, and CALLCODE instructions is summarized by a Horn clause (A)
describing the removal of several elements from the stack and the pushing of T on the
top of the stack. A prerequisite for a successful execution is the existence of a sufficient
amount of arguments (n) on the machine stack. In this case, the top stack values
are discarded, and the stack at the next program counter (modeled by the predicate
stack(pc + 1)) is updated with T. The rule that describes the abstract semantics for the
successful execution of POP, MSTORE, MSTORES8, SSTORE, LOGO, CALLDATACOPY,
CODECOPY, LOG1, EXTCODECOPY, LOG2, LOG3, and LOG4 instructions (O) is similar
to (A), that is (O) also pops n elements from the stack but does not add anything to the
stack.
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as(8) = {

ape(pe, ) ==

{stack(pe, 5 )} U ape(0, t.code)
0

{push(pc,b,val)} U ape(pe + b+ 1,¢)

{dup(pc,n)} U ape(pe+1,¢)
{swap(pc, n)} U aype(pe + 1, ¢)
{id(pc)} U ape(pe +1,¢)
[ump(p)} U apelpe +1,0)
{iumpi(pc) } U ape(pe + 1, ¢)
{addtop(pc,0)} U ape(pec + 1, ¢)

{addtop(pc, 1)} U ape(pec + 1, ¢)
{addtop(pc, 2)} U ape(pe + 1, ¢)

{addtop(pc,3)} U ape(pe + 1, ¢)
{addtop(pc, 6)} U ape(pe + 1, ¢)
{addtop(pc, 7)} U ape(pe + 1, ¢)
{onlypop(pc, 1)} U ape(pe + 1, ¢)
{onlypop(pe, 2)} U ape(pe + 1, ¢)

D W

{onlypop(pc, 3)} U ape(pe +1,¢)

{onlypop(pe, 4)} U ape(pe + 1, ¢)
{Onl}’POP(PQ 5)} U apc<pc + 1) C)
{onlypop(pc, 6)} U ape(pe +1,¢)
0

8 = ((gas, pc, m, 4, s),t,0,m)
otherwise

c[pc] = PUSHb A ¢[pc + 1, pc + b] = val
¢[pc] = DUPn
c[pc] = SWAPn
c[pc] = JUMPDEST
c[pc] = JUMP
c[pc] = JUMPI
ol

pc] € {ADDRESS, ORIGIN, CALLER,
CALLVALUE, CALLDATASIZE, CODESIZE,
GASPRICE, COINBASE, TIMESTAMP,
NUMBER, DIFFICULTY, GASLIMIT,
PC, MSIZE, GAS}
¢[pe] € {ISZERO, NOT, BALANCE,
CALLDATALOAD, EXTCODESIZE,
BLOCKHASH, MLOAD, SLOAD}
¢[pc] € {ADD, MUL, SUB, DIV, SDIV, MOD,
SMOD, EXP, SIGNEXTEND, LT, GT, SLT,
SGT,EQ, AND, OR, XOR, BYTE, SHA3}
¢[pc] € {ADDMOD, MULMOD, CREATE}
¢[pc] € {DELEGATECALL, STATICCALL}
¢[pc] € {CALL, CALLCODE}
c[pc] = POP
¢[pe] € {MSTORE, MSTORES, SSTORE,
LOGO}
¢[pc] € {CALLDATACOPY, CODECOPY,
LOG1}
¢[pc] € {EXTCODECOPY, LOG2}
c[pc] = LOG3
c[pc] = LOG4
(pc <0V pc>|c|Vc[pc] ¢ inst)

Figure 7.3: Definition of the configuration abstraction function, where inst is a set of all
valid EVM instructions
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7.2. Static Analysis for Control Flow Reconstruction of EVM Bytecode

A=

{push(pc, b, v) Astack(pc, §) = stack(pc+ b+ 1,v:75), (P)
dup(pc,n) Astack(pe, 51 4 (U1 =5 ))A| &5 |=n—1 D)

= stack(pc+ 1, v,_1 (51 # (V1= 52))),
swap(pc,n) Astack(pe, U z( 51 H (v, =52 ) Al S |=n s)

= stack(pc+ 1, v, (51 # (0= 8))),
addtop(pe, n) A stack(pe, 51 H $2 )A| S |=n = stack(pe+1,T: 83 ), (A)
onlypop(pc, n) Astack(pe, 1 4 S3 )A| 51| =n = stack(pc+1, 53 ), (0)
jd(pc) Astack(pe, 5 ) = stack(pc+1, ), (JD)
jump(pe) A stack(pe, t: 5 ) Ajd(t) = stack(t, 5 ), (J1)
jump(pc) A stack(pe, T 5 ) Ajd(pc’) = stack(pc’, §), (J2)
jumpi(pc) A stack(pe, tzbr: s ) Ajd(t) = stack(t, 5 ), (JI1)
jumpi(pe) A stack(pe, Tzbr: 5 ) Ajd(pc’) = stack(pc, 5), (J12)
jumpi(pc) A stack(pe, tbr: s ) = stack(pe+1, §), (J13)
jump(pe) A stack(pe, t: S ) Ajd(t) = target(pe, t), (T1)
jump(pc) Astack(pe, T3 ) Ajd(pc’) = target(pe, pc'), (T2)
jumpi(pc) A stack(pe, t: 5 ) Ajd(t) = target(pc, t) (T3)
jumpi(pc) Astack(pe, Tz 5 ) Ajd(pc') = target(pc, pc’)} (T4)

Figure 7.4: Abstract semantics rules A

Jumps On the level of EVM, bytecode jump operations enable complex control flows
while the rest of operations pass the control directly to the next operation, advancing the
program counter by one (or by a number of bytes pushed in case of push operations).

Rule (JD) describes that the execution of this opcode will not have any changes in the
state when encountering the JUMPDEST opcode since the sole purpose of these opcodes
is to mark their locations in the code as jump destinations.

Since stack values range over the abstract domain D defined in Figure 7.2 one needs to
distinguish three cases when a jump instruction is encountered, namely the value ¢ on
top of the stack can be a valid jump destination, an invalid jump destination, or it can
be abstracted as T. The first case is captured by rule (J1): if ¢ is not abstracted as T
and ¢ is a valid jump destination (i.e., jd(¢) holds) the successful non-conditional jump to
the destination ¢ is performed, that is the program stack remains intact, but the program
counter is changed to ¢. The second case where ¢ is an invalid jump destination produces
an exception, they are not modelled by our analysis as irrelevant to the property in
question. Rule (J2) describes the last case where ¢ is abstracted as T. As jd is populated
by the valid program counters before the analysis, the jump is performed to all possible
locations marked as the jump destinations in the code by the JUMPDEST opcodes, that
is pc’ values are determined by the range of the function D that determines contract’s
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potential jump destinations. The definition of the function D is given in § 6.3.4.

Rules (JI1), (J12) and (JI3) model the abstraction of the conditional jumps: the analysis
ignores the value of the branching condition br and conservatively explores all possible
outcomes of the branch condition evaluation: (JI1) describes the successful jump per-
formed if its branching condition is not zero and ¢ # T, (JI2) is similar to (JI1) but
here ¢ = T (hence the jump is performed to all possible destinations pc’), and (J13)
describes advancing the program counter by one with stack unchanged in the case where
the branching condition is zero.

7.2.3 Scope of the Analysis

Before presenting the soundness result, we discuss the scope of the analysis. The analysis
targets local properties (e.g., CFG reconstruction), hence it reasons only about evolutions
of the local execution states. Consequently the execution environments are persistent
during these evolutions which we formally state in the following lemma:s:

Lemma 29 (Environment preservation). Let I' be a transaction environment and let S
and S" be arbitrary callstacks. Then for all local execution states 8 and 8' it holds that

FES:S =-* 8" #8:5 = S.=8.

Proof. The proof is by induction on the number of small-steps and a case distinction on
the structure of the callstack using Lemma 32. 0

The locality mentioned above also allows us to avoid heavy over-approximations of the
behavior of all contracts that the contract under analysis might interact with.

We now briefly illustrate the key design choices behind our abstraction, which we carefully
crafted to find the sweet spot between accuracy and practicality. The analysis is value-
sensitive for stack values in that concrete stack values are tracked until they get abstracted
due to the influence of unknown components, and value-insensitive for memory, and
storage values. For local computations, the analysis is partly flow-sensitive (considering
the order of instructions, but merging abstract configurations at the same program
counters) and path-insensitive, i.e., insensitive to branch conditions as described in the
definition of JUMPI Horn clause. On the level of contract calls, a context insensitivity is
given as the calls are not tracked.

7.2.4 Soundness Result

As our property of interest is local we prove that the defined Horn-clause based abstraction
soundly over-approximates the local state evolution specified by the small-step semantics
presented in Chapter 6. Formally, this property is stated as follows:
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Theorem 4 (Local Soundness). Let I' be a transaction environment and let S and S’ be
arbitrary callstacks. Then for all local execution states 8 and 8' it holds that

FES:S —* 8" 4 8:5 = VA as(8) <A
— IAALAFA A ay(8) <A

For better readability hereafter we use a coma instead of the U sign in the statements of
the form similar to the statement A, A = A above.

The locality is captured in Theorem 4 by having the same S before and after performing
the execution steps —*. Intuitively, it implies that the execution states evolve within the
same call. For the proof of Theorem 4 we refer the reader to § 8.3.

7.2.5 Control Flow Reconstruction as a Reachability Property

In this subsection we show how our reachability analysis can be used to reconstruct the
control flow of Ethereum smart contracts.

All possible jump destinations are marked in EVM bytecode with JUMPDEST instruc-
tions. Hence, for every JUMP and JUMPI instruction, a full collection of possible jump
destinations is known and it is sound to consider them all when reconstructing the
control flow. However, this makes even simple programs intractable for the analysis as it
introduces complex control flow structures even for simplistic programs. Hence, a CFG
reconstruction analysis needs to eliminate unreachable destinations from the consideration.
With our static analysis technique, we can statically check whether jump destinations
can be removed from the set of possible jump destinations resulting in tractable control
flow graphs. By the soundness of the analysis, if the jump instruction cannot be reached
with a destination value on the top of the stack, the destination becomes unreachable for
the jump instruction and can be removed. Formally, we can characterise this property as
the following reachability property:

Definition 31 (Destination unreachability). Let 8 = (u, ¢, 0,7) be a regular execution
state such that p = (g,0, Az.0,0,¢) for some g € N. Let " be an arbitrary transaction
environment, 8’ be some execution state, and S and S’ be arbitrary callstacks. Then the
unreachable destination check for destination ¢ is defined as follows:

DU (e, pe,t) ==
-38,8,8" . TFE (u,t,0,m):8 —* S 4 88
Ac=S8.t.code N\ pc=8.u.pc
A (c[pc) = JUMP Vv ¢[pc] = JUMPI)
N 8.us=tis AN teDc)
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Intuitively this property says that during an execution of contract code ¢ it should never
be possible to reach a JUMP/JUMPI instruction at position pc with jump destination ¢
on the top of the stack.
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In Figure 7.4 the rules (T1), (T2), (T3), and (T4) are relevant for capturing the DU
property in our analysis. Specifically rule (T1) saves the value of the jump destination
t (if it is not over-approximated as T) in the relation target for an unconditional jump
instruction at pc. In the case when the jump destination is over-approximated as T the
rule (T2) is applied saving all possible jump destinations pc’ (the range of the function
D) in the relation target for an unconditional jump instruction at pc. The rules (T3) and
(T4) do the same as correspondingly (T1) and (T2) for a conditional jump instruction.
In other words, whenever the code under analysis can reach a state when the jump
(corresponding to JUMP or JUMPI instruction at program counter pc) is successfully
performed to the destination ¢, our analysis guarantees the destination derivability, i.e., it
can derive the target(pc, t) relation using the rules (T1), (T2) (T3), and (T4) € A. The
destination derivability is detailed in Lemma 30.

Lemma 30 (Destination derivability). Let 8 = (u,t,0,m) for some g € N be a regular
execution state such that ¢ = 8.1.code, pc = 8.p.pc, and (¢ [pc] = JUMP V ¢ [pc] = JUMPI).
Let 8.pu.s = t=s such that t € D (c). Then the destination derivability holds for the
destination t when:

VA > as(8) = A, A F target(pe, t)
Proof. Let (c[pc] = JUMP (a) or ¢ [pc] = JUMPI) (b). Now we proceed by case distinction.

(a) In this case (c[pc] = JUMP. By definition of a; presented in Figure 7.3 and
A > a4(8) we know that {jump(pc)} U {stack(pc,t':s)} U {jd(t)} € A. Now either
t' =tort = T. In the case where t' = t, since jd only takes arguments from N
we can apply the rule (T1) € A and derive target(pc, t), in the case where t/ = T
we can apply the rule (T2) € A and derive target(pc,t). Hence, A, A F target(pc, t)
which concludes the proof.

(b) In this case (c¢[pc] = JUMPI By definition of « presented in Figure 7.3 and
A > a(8) we know that {jumpi(pc)} U {stack(pc,t':s)} U {jd(t)} € A. Now either
t' =tort = T. In the case where t' = t, since jd only takes arguments from N
we can apply the rule (T3) € A and derive target(pc, t), in the case where t/ = T
we can apply the rule (T4) € A and derive target(pc,t). Hence, A, A |- target(pc, t)
which concludes the proof.

O]

Due to the soundness property of the analysis presented in Theorem 4 and proven in
§ 8.3, and the destination derivability captured in Lemma 30 and proven in this section,
if the destination value for a jump instruction can be derived with the abstract semantics,
it is saved in target, and due to the soundness property, the abstract semantics can derive
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7.3. Implementation

all possible destinations for every jump instruction. In other words, if the DU(c, pc, t)
property cannot be shown for the jump destination ¢ (i.e., ¢ is a reachable destination)
then the analysis must derive target(pc,t). We formally state the latter in Theorem 5.

Theorem 5 (Reachable destinations). Let ¢ be a code under analysis. Then for all jump
destinations t and program counters pc it holds that

A, {stack(0,¢€)}, apc(0, c) ¥ target(pe, t) = DU(c, pe,t)

Proof. We proceed by contraposition. Assume —DU(c, pe,t) (1). We show A, (0, ¢) =
target(pc,t). By (1) and by Definition 31 we know that there is a regular execution
state 8, an arbitrary transaction environment I', some execution state 8, and arbitrary
callstacks S and S’ such that 8 = (u,t,0,7), p = (g,0,Az.0,0,¢€) for some g € N, and

I'E8:S —* 5 #8:8
Ac=8"1.code N pc=8u.pc

A (c[pc] = JUMP V ¢[pc] = JUMPI)
A 8.us=tzs A te D c).

By Theorem 4 we know that VA7, as(8) <Ay = FA. A, AFA A ag(8) <A. In
particular the latter holds for as(8) = A;. By Lemma 29 we know that 8.. = 8'., and
consequently also 8...code = 8'.1.code = c. Hence, we know that as(8) = {stack(0,¢)} U
ape(0, ¢) consequently then also {stack(0,€)}, ap.(0,¢), A - A. By Lemma 30 we know
that A, A I- target(pc,t). This concludes the proof. O

Intuitively Theorem 5 states that the destination unreachability property is guaranteed
for all jump destinations that are not considered by our analysis.

7.3 Implementation

We employ the general-purpose solver z3 in the analysis of Android applications pre-
sented in Chapter 2 and Chapter 4. However, since the problem of control flow
reconstruction falls into the fragment supported by modern datalog solvers, we found the
high-performance datalog engine Soufflé more performant than using the general-purpose
solver z3 in this context. 23 also implements a standard datalog engine which is restricted
to work with predicates over finite domains. This constraint is used to ensure that Horn
clauses do not leave the classical datalog-solvable fragment. However, Soufflé overcomes
this restriction in favor of a more liberal characterisation of the solvable fragment.

Also Souffié allows for deriving the full target relation instead of showing the destination
unreachability property for each pair of a jump instruction and a jump destination that
is necessary when using 23. In other words, when using 23 the number of queries we
need to invoke equals the product of the number of jump instructions and the number of
possible jump destinations.

201



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

thek,

L]
10
ledge

now!

3
|
r ki

m You

7. A STATIC ANALYSIS FOR THE SOUND CONTROL FLOW RECONSTRUCTION OF ETHEREUM
SMART CONTRACTS

202

The general approach of using Souffié for CFG reconstruction is not new and has been
employed by a decompiler Gigahorse [GBSS19]. However, the Gigahorse’s approach is
not focusing on soundness, and consequentiality the soundness property of this framework
is not established.

The outline of our implementation is presented in Figure 7.5.

%@ —

initialization

Smart Contract

Horn Clauses

Property

Figure 7.5: Implementation Outline

Our implementation uses the initialization information about the code under analysis
and the general rules. The initialization information is provided by a lexer which takes
the analysed program and encodes it into the set of facts about the bytecode’s operations,
their examples are depicted in the part specifying oy, in Figure 7.3. The general rules
consist of the rules for each instruction and the Horn clauses relevant to the control flow
reconstruction property. The general rules for each bytecode instruction represent the
state transformations for each type of the opcode, in Figure 7.4 they are (P), (D), (S),
(A), (0), (J1), (J2), (JD), (JI1), (JI2), and (JI3). The Horn clauses relevant for the CFG
reconstruction property are (T1), (T2), (T3) and (T4).

As the general rules do not depend on the particular bytecode, the solution is fully
automated. We append to each initialization information provided by the lexer the
general Horn clause rules, and then invoke the Souffié solver. In order to perform
the resolution Souffié requires that: Firstly, all Horn clauses constitute valid datalog
rules[soual, in particular, the initial state is well-grounded, that is following the concrete
semantics specification, we use the empty stack configuration stack(0,€) as our initial
configuration; and Secondly, the predicates relevant for the property are marked as
output, in our case we mark the target predicate as the output predicate. During the
resolution Soufflé computes the least fixedpoint of the output relation. This allows
for computation of the mapping between all jump instructions and their destinations.
However, in the case where we derive T as one of the possible jump destinations, our
current implementation will conservatively reject the smart contract, e.g.,the smart
contract from Figure 7.1. We allow this detour from the analysis specification as it is
sound, and permits a clear implementation within the fully supported Souffié fragment,
i.e., without custom functors[soub].
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7.4. Evaluation

7.4 Evaluation

We evaluated the state-of-the-art CFG reconstruction solutions [TDDC'18, BJK' 18],
and our implementation against the recent benchmark presented in [KGDS18]. We
excluded from the evaluation two popular approaches: Gigahorse [GBSS19] (mentioned
at the beginning of § 7.3) as it is not publicly available, and [cfg20] (discussed in § 7.1)
as it does not report the errors relevant to the CFG reconstruction.

The authors of the benchmark [KGDS18] extracted 22493 real-world contracts from
the Ethereum blockchain over a period of three months and (after deduplication) made
available a list of 1524 contract addresses, but unfortunately, no source or bytecode. Of
these 1524 contracts, 21 have a name that does not resemble an address, 397 have a
truncated address, the remaining addresses still contain duplicates. After removing them,
we arrive at 1033 contracts. For 286 of the contract addresses we were not able to obtain
the code: 53 have been self-destructed, 232 have no recorded transaction that created
them, and 1 is an address with no code deployed. This leaves us with 747 contracts.
After removing contracts with the same bytecode we arrive at 720 distinct contracts.

Percent of reconstructed CFGs Soundness
[BJKT18] | 90% (73 failures for 720 contracts) no
[TDDC™18] | 95% (34 failures for 720 contracts) no
This work | 98% (14 failures for 720 contracts) yes

Table 7.1: Percent of successfully reconstructed CFGs and Soundness guarantees in
analyses for EVM CFG reconstruction

All of the experiments were conducted on the machine with 8 Cores at 2.6 GHz and 16
GiB of RAM. Each experiment had 30 minutes timeout. The results are depicted in
Table 7.1. Within the timeout, Vandal [BJK*18] finished CFG reconstruction for 90% of
all contracts: for 73 contracts the tool reported at least one unresolved jump destination;
[TDDCT18] produced results for 95% of all contracts: for 34 contracts the tool reported
decompilation problems; and our solution successfully reconstructed the control flow
graph for 98% of smart contracts (all but 14 smart contracts for which the analysis
did not terminate within the timeout) while being the first sound CFG reconstruction
approach for the EVM bytecode.

Moreover, using our control flow reconstruction results, we conducted a further analysis of
various reachability properties and achieved excellent performance [SGSM20]. Therefore,
we conclude that our CFG reconstruction can be used by practical analysis tools while
being the first one to be proven sound.

"However, this number is questionable: as we discuss in § 7.1 [TDDCT 18] together with [cfg20] do
not produce any error for the obviously unsuccessful CFG reconstruction.
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CHAPTER

Proofs of Chapter 7

Chapter Outline: In § 8.1 we describe Horn-clause based abstractions, in Section 8.2
we characterise the analysis definitions; in Section 8.3 we give the soundness proof.

8.1 Horn-clause based Abstraction

In this section, we more formally characterize the aim and scope of this work. Generally,
we focus on the reachability analysis of smart contracts with the small-step semantics
as the one described in Chapter 2, which we over-approximate by an abstract program
semantics based on Horn clauses similar to the analyses described in Chapter 2 and
Chapter 4. More formally, we will assume a program’s small-step semantics to be a
binary relation S over program configurations ¢ € C. A Horn-clause based abstraction
for such a small-step semantics Sy is then fully specified by a tuple (D, S, «, A) where
S defines the signature of predicates with arguments ranging over (partially) ordered
subsets of D. For a given a predicate signature S, an abstraction function o : C — A
maps concrete program configurations ¢ € C to abstract program configurations A € A
consisting of instances of predicates in S.

Formally, a predicate signature S € N' - [[(P(D) x (P(D) x P(D))) is a partial function
from predicate names A to their argument types (formally written as a product over
the subsets of some abstract superdomain D, equipped with a corresponding order).
We require for all n € N that (D,<) € S(n) that (D, <) forms a partially ordered
set. Correspondingly, the set of abstract configurations As over S can be defined as
P{n@) |neN A Vie{l,...,|[Sn)|}.m(S(n)) = (D, <) = m(¥) € D}) where
m;(+) denotes the usual projection operator. The abstraction of a small-step semantics
is then a set of constrained Horn clauses A C H(S) that approximates the small-step
execution rules.
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A constrained Horn clause is a first order formula of the form
VX. P, P=c

Where X C Vars x P(D) is a (functional) set of typed variables, and ® is a set of
quantifier free constraints over the variables in X. Conclusions c are predicate applications
n(?) € Px == {n(@) | |Z] = |S(n)| N Vie{1l,...,|Z]} m(Z) = 2 Ami(S(n)) = (D, <
) = (x,D) € X} over variables in X that respect the variable type. Correspondingly,
the premises P C Px, are a set of predicate applications over variables in X.

We lift the suborders of S to an order on abstract configurations A1, Ay € Ag as follows:

nl(t_{) <, ng(t_é) =Ny =Ny
A Ve {1, )t} mi(t) <ng i mi(ts)
given m;(S(n)) = (Dynis <n,i)
Ay < Ay:=Vpr € Ay dpa € Ao p1 < oo

Finally, we adopt from [SGSM20] the notion of soundness for a Horn-clause based
abstraction.

Definition 32. A Horn-clause based abstraction (D,S,«, A) soundly approzimates a
small-step semantics S, if

V(c,d') € SE.VA. ac) <A =3A. AJAFA" A ald) <A

This statement requires that, whenever a concrete configuration ¢’ is reachable from
configuration ¢ (meaning that (¢, ) is contained in the reflexive and transitive closure
of S, denoted as S7), it shall hold that from all abstractions A of ¢, the Horn clause
abstraction allows us to logically derive () a valid abstraction A’ of ¢/. Note that «
intuitively yields the most concrete abstraction of a configuration, hence to make the
property hold for all possible abstractions of a configuration, we strengthen the property
to hold for all abstractions that are more abstract than a(c). The soundness theorem
implies that whenever we can show that from some abstraction A of a configuration
c there is no abstract configuration A’ derivable such that A’ abstracts ¢/, then ¢ is
not reachable from c. Consequently, if it is possible to enumerate all abstractions of
¢, checking non-derivability (as it is supported by the fixedpoint engines of modern
SMT and datalog solvers) gives us a procedure for proving unreachability of program
configurations.

8.2 Abstract Semantics

We overview additional details of the analysis definition introduced in § 7.2.

First, we formally define the orders on the abstract argument domains for the predicates
defined in Figure 7.2.
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We assume that the same orders apply to the same argument domains of different
predicates.

Some of the partially ordered sets described by the argument domains and their corre-
sponding order, have a supremum, as formally stated in the following lemma:

Lemma 31 (Suprema of argument domains). The following statements hold:
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8.3 Proofs

We will go for a direct proof of the statement in Theorem 4 proceeding by complete
induction on the number of small-steps.

For reasoning about the soundness, we first need to state a general property of the
small-step execution. We adopt from [SGSM20] the following lemma which summarizes
a general property of callstack evolution during the execution. The small-step semantics
is designed such that the callstack records the execution state as at the point of calling.
The corresponding states only get modified when returning from an internal transaction.
In this case, modification is guaranteed, since the gas for the execution is subtracted. As
a consequence, an unmodified (sub) callstack indicates that the execution of the same
internal transaction is still executed. More formally this is captured by the following
lemma:

Lemma 32 (Callstack preservation during execution [SGSM20]). Let (I',S) be a config-
uration such that T'E U S —* U 4 S. Then the following properties hold:

o ifU =¢cthenU =¢

e if U =¢c and U’ # € then there is 8§ € S such that T E S — 8:S and I' E 8§15 —*
U 5.

e ifU #£ecand TEUHS —* S and ' £ S" —* U' 4 S then there exists U" such
that [U"| >0 and S" =U" 4 S
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We introduce the notion of a call state for characterizing those states that invoke internal
transactions.

Definition 33 (Call states). A regular execution state § is a call state if I' F 8§25 —
§':8:5 for some I', S and §'.

Lemma 33 [SGSM20] states that in a regular execution all elements of a callstack but its
top element are call states.

Lemma 33. Let I' F s:5 —* 258" 4 S, then every execution state s € S’ is a call
state.

8.3.1 Monotonicity of Abstract Rules

We prove separately, that all abstract semantics rules are monotone. This facilitates the
reasoning in the main proof, since it allows us to argue about most concrete abstractions
only.

Since monotoniticy is independent of the small-step semantics, we will in the following
consider an abstract semantics specified by (D, S, A). First, we define monotonicity for
an abstract semantics (D, S, A) as follows:

Definition 34 (Monotonicity of abstract Semantics [SGSM20]). An abstract semantics
(D, S, A) is monotone if for all abstract configurations Ay, A7, Ap € As such that
Aj < A’ it holds that

ATUAFAp = HAIF A’IUAl—A,F/\AFSAIF

We will prove the following theorem:

Theorem 6 (Monotonicity). It holds that (Deym, Sevm) is monotone. (Where Doy, is
the super domain and Seyy, is the signature induced by definition in Figure 7.2.)

We prove this property by proving (one-step) monotonicity of the individual rules.

We define one-step derivations of a Horn clause H from some abstract configuration
A. To this end, we use the notion of a variable assignment V € Vars — D that maps
the variables to values of the corresponding abstract domain. We write V(n(2)) for
n(V(2)) and V({fi1,..., fu}) for {V(f1),...,V(fn)}. By V E ® we denote that replacing
all variables in ® according to V yields a tautology.

Definition 35 (One-step derivability from Horn clause [SGSM20]). Let (D, S, A) be an
abstract semantics and (VX. ®, P = ¢) € A. Further let f € As Then the one-step
derivability relation H' on abstract configurations is defined as follows:

ANX. ®P=c)F f=aV.V(P)CAANVE® A f=V(c)
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Note that this intuition implicitly enforces that the valuation V' respects the argument
types of the predicates.

We extend the notion of derivability to sets of Horn clauses and abstract configurations:

Definition 36 (One-step derivability from abstract semantics [SGSM20]). Let (D, S, A)
be an abstract semantics. Then the one-step derivability relation F' on A is defined as
follows

AAF A :=3f A=AU{f} ANIHeA AHF f

Finally, we define - to be the reflexive, transitive closure of 1.

We define the monotonicity of a Horn clause as follows:

Definition 37 (Monotonicity of Horn clauses [SGSM20]). Let (D, S, A) be an abstract
semantics. A constrained Horn clause H € A is monotone if for all A’ > A

ANHH f = 3f. N HF f ANf>Ff

Evidently, the (one-step) monotonicity of all Horn clauses in an abstract semantics implies
the (multi-step) monotonicity of the abstract semantics [SGSM20]:

Lemma 34. Let (D,S,A) be an abstract semantics such that A = Ay W ... A, for some
n € N. Then for all i € {1...n}, if A; is (one-step) monotone, then so is A.

It is hence sufficient to prove the (one-step) monotonicity of all Horn clauses in (D ym,
Sevm)-

For facilitating the proofs, we give a more syntactic characterisation of Horn clause
monotonicity [SGSM20]:

Lemma 35. Let H =VX. ®, P = c be a Horn clause. If for all variable assignments V
V' with (z,D) € X = V(z) € D ANV'(z) € D it holds that

V(P)>V(P)AVE®
= W VHP)=V(P)AV*(c) >V(c) ANV ED
then H is monotone.
Proof. Assume that (1)
VI(P)>V(P)AV E®
= AV VP)=V(P)AV*()>V()ANV ED

holds for valuations as defined above. We show the monotonicity of H =VX. &, P = c.
To this end we assume some (2) A > A and (3) A, H F! f and show that there is
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some valuation V' such that V/(P) C A’, V' E ® and V'(¢) > f. From (3) it is known
that there is some valuation V such that V(P) C A, V E ® and f = V(c). From (2),
we get that for every p € V(P) there exists a p’ € A’ such that p < p/. Given that the
variables of all premises are distinct, we can easily construct a valuation V' such that
V'(q) = p for some g € P and consequently V'(P) C A’ and V(P) < V'(P). Using (1),
we get that there is some V* such that V*(P) = V/(P) and V*(¢) > V(c) and V* E ®.
Consequently, since V*(P) = V/(P) C A" and V*(¢) > V(c) = f, V* satisfies all required
conditions. O

This lemma reduces proving monotonicity of the constrained Horn clause to proving the
monotonicity of the clause’s constraints.

We now give a proof for Theorem 6, illustrating the general proof strategy.

Proof. For showing the monotonicity it is sufficient to show the one-step derivability of
all rules for all different bytecode instructions in A and an arbitrary program counter pec.
Hence, let pc € N be arbitrary. The proof proceeds using Lemma 35 by case distinction
on the instruction set.

PUSH Recall the definition of the rule for PUSH instruction:

A, ={push(pcy, b, v) A stack(pey, S ) A pey = peg = stack(pey +b+1,v: 5 )}

We want to show that A, is monotone within one step, formally Ay, A, F' f =
VA, > Ap3fLAL A, FYOf A ff > f. Assume that A, A, F!f then the rule
got applied. So {push(pcy, b, v),stack(pcy, s )} € Ay such that pc; = pey and
stack(pcy + b+ 1,v:5) = f.

Let now be A} > Aj. Then we know that {push(pc), ', v'), stack(pch, 5')} € A such

~

that pc) > pey, pch > pey, ' > b, v > v, and $'> 5.

Since pc; € N, by the definition of <y from pcj > pc; we conclude that pc) = peq,
since pey € N from pcly, > pey we similarly conclude that pch, = pey. From pef = pey,
pch = pey, and pe; = pey we know that pef = pcb.

Hence we can apply the rule and within one step derive stack(pch + 0 +1,v'=3") = f'.
By assumption we know that pch, > pcy, b/ > b, v/ > v, and 5’ > §, hence ' > f
which concludes the case.

DUP Recall the definition of the rule for DUP instruction:

A {dup(pcy,n1) A stack(pey, $1 4 ( v/nz_\l DS )N S| =n2—1
d -

A pey = pey Ang =ny = stack(pey + 1, 1 =( 81 H (1 = 5 )}

We want to show that A, is monotone within one step, formally A;,Ag F! f =
VAL > Ap3fLAL A FYOf A ff > f. Assume that A, Ag F!f then the rule
got applied. So {dup(pc;,ni),stack(pcy, $ )} € Ag such that pe; = pey, n1 = na,
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3 = 8 H (Unp1=82), |81 | =mny—1, and stack(pcy + 1, 5. ) = f such that
Se = Unp1 (81 H# (Unp1 = 52)).

Let now be A% > Aj. Then we know that {dup(pc},n}),stack(pch, 5')} € A’ such
that pc} > pey, pch > pey, ny > ny, and 5’ > 5. We know that § € L(D), since

5’ > 3§ we conclude that | /| =] 5|, and 5/ = ﬁ’—I—I—(@::s}') such that
si'> s,n=1]8", %_\1 > T, 1,and & ' > & . Consequently, by the
definition of <¢(p) We know that | 17| =] 51 | and nb, = no.

Since pc; € N, from pcj > pe; we conclude that pcy = pey, since pey € N from
pch > pcy we similarly conclude that pch, = pey. From pey = pey, pch = pey, and
pcy = pey we know that pc) = pch,. Now we similarly show that nf = nf. Since
ny € N, from n} > ny we conclude that n} = ny. From n} = ny, nh, = ny, and ny = ny
we know that n} = nf,.

Now we can apply the rule and within one step derive stack(pch, + 1, s. ') = f’
such that s, ' = U/n;: (8 4 ( v/ng: = §3 7). By assumption we know that
v/n/; > Uny,1, §51'> 81 ,and &' > 5 . Thus, again by definition of §£(f)) we
know that 5.’ > 5. . Hence f’ > f which concludes the case.

Recall the definition of the rule for SWAP instruction:

A — {swap(pc;,n1) Astack(pey, (81 H (Uny = 52 ) A| 51| =ne
TTA pey = pey Ang =ng = stack(pey + 1, v, =( 51 # (0 52)))}

This case is similar to DUP case, we only need to account for the v value. Assume
that there is a variable assignment satisfying the rule constraints, in particular there is

~

value § such that § = ¥ z(sy 4 ( Up, =52)). Now assume §' such that 5’ Zeb) S

From 5’ 2Dy S We know that | 3’| =3 |. Hence, thereis v,, and ' such that
3= n(sy (O u83)). Then v >p o follows from s >p(py § immediately

which concludes the case.

We now prove the monotonicity of the rule for that adds T to the stack and pops
several stack’s elements. By this rule we abstract the following operations: ADDRESS,
ORIGIN, CALLER, CALLVALUE, CALLDATASIZE, CODESIZE, GASPRICE, COINBASE,
TIMESTAMP, NUMBER, DIFFICULTY, GASLIMIT, PC, MSIZE, GAS, ISZERO, NOT,
BALANCE, CALLDATALOAD, ADD, MUL, SUB, DIV, SDIV, MOD, SMOD, EXP,
SIGNEXTEND, LT, GT, SLT, SGT, EQ, AND, OR, XOR, BYTE, SHA3, ADDMOD,
MULMOD, CREATE, DELEGATECALL, STATICCALL, CALL, and CALLCODE. Recall
the definition of the clause for addtop in Figure 7.4.

_{addtop(pcy, n1) Astack(pey, s1 4 2 ) A St [ =no
L=

A pcy = peg Any =ng — stack(pey + 1, T 53 )}

We want to show that A, is monotone within one step, formally A7, A, F' f =
VAL > Ap3f AL A, FY A F > f. Assume that A, A, F!f then the rule got
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JUMPDEST

212

JUMP

applied. So {addtop(pcy,n1),stack(pey, 5 )} € Ar such that pe; = pey, n1 = ng,
S = 8§ 4 S2,| 8 | =ne, and stack(pcy + 1, 5. ) = f such that §. = T= & .
Let now be A} > A;. Then we know that {addtop(pci,n}),stack(pch, 3 ')} € A}
such that pcj > pcy, pch > pey, nfy > ny, 5’ > 5. We know that § € L(D), since
5’ > 35 weconclude that | s/'| = |5 |,and 5’ = § '+# $5'suchthat §5’ > § and
53" > 55 . Consequently, by the definition of SL@) we know that | §1 /| = | 81 | = na.
Since pe; € N, from pcj > pe; we conclude that pc) = peq, since pey, € N from
pch > pey we similarly conclude that pch = pey. From pcy = pey, pch = pey, and
pcy = pey we know that pcj = pc). Now we similarly show that n} = ns. Since
ni1 € N, from n} > ny we conclude that n}j = ny. From n} = ny, and ny = ng we
know that nj = ns.

Now we can apply the rule and within one step derive stack(pch + 1, 5. ') = f such
that 5.’ = Tz 83 /. By assumption we know that s’ > §5 . The observation that
T >p T which trivially follows from Lemma 31. Thus, again by definition of < £(D)
we know that 5.’ > 5. . Hence f’ > f which concludes the case.

Several bytecode instructions are abstracted in the analysis such that they only
remove a number of elements starting from the top of the stack: POP, MSTORE,
MSTORES, SSTORE, LOG0O, CALLDATACOPY, CODECOPY, LOG1, EXTCODECOPY,

LOG2, LOG3, and LOG4. This is captured by the onlypop rule in Figure 7.4:
Ao ={onlypop(pcy, n1) Astack(pey, $1 4 §2 ) Al S1|=n2
A peq = pey Ang =ng = stack(pey +1, 2 )}

As the rules are similar, the reasoning for the previous addtop case applies here, only
without the last observation (i.e., T >4 T).

The JUMPDEST opcode marks its program counter as a jump destination. We recall
the rule for it:

Ajq ={jd(pcy) A stack(pey, S ) A pey = peg = stack(pey + 1, 5 )}

We only sketch this case as it is trivial. Assume that there is some variable assignment
satisfying the rule constraints, meaning that there are values pc;, pcy, and s such that
pe; = pey. Now assume pe) >y peyq, pch >N pey and 5/ > (D) 5. From pc) >n pey
we know that pcj = pc;, from pchy >n pey we know that pel, = pey, thus pe) = pdh.
We know that 5’/ > £(D) s by assumption which concludes the case.

Recall the definition of the rules for non conditional jump: (J1) describes the situation
when the jump is performed to a location which is not T, (J2) describes jumping to
all possible destinations when T is specified as a destination.

Aj = {jump(pcy) A stack(pey, ti: 5 ) Ajd(t2)
A pey =pey Nt =t = stack(tz, S ), (J1)
jump(pcy) A stack(pey, T3 ) Ajd(pc’) A pey = pey = stack(pc’, 5)} (J2)
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8.3. Proofs

We want to show that A; is monotone within one step, formally Az, A; Hof =
VAL > Ap3fL AL A HY A f > f. Assume that Ap, A F f. Then either (J1) or
(J2) got applied. So {jump(pc,),stack(pcy, t1: S ),jd(t2)} € Ar such that pe; = pey
and either

(i) t1 = to, t1 € N, and stack(tz, 5 ) = f;
(ii) & = T, and stack(ty, 3 ) = f.

Let now be A7 > A. Then we know that {jump(pc}),stack(pch, t1:: 5 7),jd(t5)} € A}
such that pc] > pey, pch > pey, 7> 5 (1), ¢ > 41 (2), and ) > # (3). From
pcy > pey and pe; € N we conclude that pc) = peq, from pch, > pey and pey, € N we
conclude that pch = pey. Since pc) = pey, peh = pey, and pey = pey it also holds that
pcy = pch. We proceed by case distinction.

(i) We know that t; = ty, t; € N, and stack(ty, 3 ) = f. Since t] € D either #; = T
(a) or t; = #; (b). We proceed by case distinction.

(a) In this case #{ = T, hence we can apply (J2) and derive with one step
stack(ty, ') = f’. We need to show that 5’ > 5 (holds by assumption (1))
and t, > t5 (holds by assumption (3)). Then it follows that ' > f.

(b) In this case as ¢; = #; and consequently ¢| = 2, hence we can apply (J1) and
derive within one step stack(tz, 5') = f’. We need to show that 5’ > 5 (holds
by assumption (1)) and &y > t» (trivially holds by the definition of <y). Then
it follows that f' > f.

(ii) We know that #; = T, and stack(#2, § ) = f. Since ¢{ > #; by assumption (2) we
also know that #{ = T by the definition of <. Consequently we can apply the
(J2) rule and derive within one step stack(#, §') = f’. We need to show that
5’ > 3 (holds by assumption (1)) and #, > ¢, (holds by assumption (3)). Then it
follows that f' > f.

This concludes the proof.

JUMPI Recall the definition of the rules for conditional jump:

Aj; = {jumpi(pcy) A stack(peg, tizbr: 5 ) Ajd(t2)
A pcy = peyg At = to = stack(tz, § ), (JI1)

jumpi(pey) A stack(pey, Tbr: 3) Ajd(pc)

) (J12)

) A pcy = pey = stack(pey +1, 5)} (JI3)

A pey = pey = stack(pc, 3
jumpi(pcy) A stack(peg, tbr: s

This case is similar to the JUMP case since there are no conditions on the br value.

This concludes the proof. ]
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8.3.2 Main Proof

As the property of interest in this work is local, we show local soundness that reasons
only about the local execution states.

Theorem (Local Soundness). Let ' be a transaction environment and let S and S’ be
arbitrary callstacks. Then for all local execution states & it holds that

FES8:S =8 #8:8 = VAL as(8) <Ay
= JA.ALAFA A ay(8) <A

We will give a proof for the most interesting cases of the soundness proof, providing
formal arguments for the soundness of local operations.

Proof. By complete induction on the number n of small-steps.

e Case n = 0. In the case of the empty reduction sequence, we have that 8’ = 8§ and
consequently the claim trivially follows by the reflexivity of .

e Casen >0. Let TE 8:8 =" 1 StandI'E ST — &’ 4 §8:S. By Lemma 32, it holds
that ST = S§* 4 8*::5 for some S* and §*. By the inductive hypothesis we know that
for all Ay > as(8) there is some Ag« > a4(8*) such that Ay, A F Ag«. Consequently,
for proving the claim, it is sufficient to show that there is some Ag > a4(8’) such
that A, Ag« = Ag/. We proceed by case distinction on the shapes of S” and S*.

(i) S* = 5" = e. In this case the last step that is performed is a local execution step.
Assume 8* = (p,t,0,n) and 8’ = (¢/,//,0’,1). Let in the following ¢ = t.code
and pc = p.pc. By Lemma 29 we know that 8.. = §8'.//, and consequently also
8.t.code = 8'./'.code = c. We proceed by case analysis on the rule applied in the
last reduction step:

PUSH In this case ¢[pc] = PUSHb, ¢[pc+1, pc+b] = val, 8.u.s = s, 8'.1//.s = val:s, and
i .pc = pc+1. Also in this case by the definition of ;s presented in Figure 7.3 we
observe that a(8*) = {stack(pc, s)} U ape(0, ¢) and push(pe) € ape(0, ¢). From
these observations one can conclude applying (P) that a,(8*), A F {stack(pc +
b+ 1,valzs)} U ape(0,¢) = as(8"). Consequently also by the monotonicity
(Theorem 6) there is some Agr > a4(8") such that A, Ag« - Ags which concludes
the proof.

DUP, SWAP The cases for DUP and SWAP are similar to PUSH, that is we start by reasoning
about the corresponding rules applicability and conclude using the monotonicity
result.

ADD... The case covers a number of instructions ¢, such that i € [ADDRESS, ORIGIN,
CALLER, CALLVALUE, CALLDATASIZE, CODESIZE, GASPRICE, COINBASE,
TIMESTAMP, NUMBER, DIFFICULTY, GASLIMIT, PC, MSIZE, GAS, ISZERO,
NOT, BALANCE, CALLDATALOAD, ADD, MUL, SUB, DIV, SDIV, MOD, SMOD,
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EXP, SIGNEXTEND, LT, GT, SLT, SGT, EQ, AND, OR, XOR, BYTE, SHA3,
ADDMOD, MULMOD]. We will show the case for ADD instruction as the
reasoning for the other instructions may only differ on the number of the
stack elements that are discarded from the stack. In this case c[pc] = ADD,
8.u.s = vimvous, 8. p'.s = vy + vous, and p'.pc = pc+1. Also in this case by the

definition of a;; presented in Figure 7.3 we observe that as(8*) = {stack(pc, v1:

v2::5) } U (0, ¢) and addtop(pe, 2) € ape(0, ¢). From these observations one can
conclude applying (A) that as(8*), A {stack(pc+1, Tzs)} Uap(0,¢) > ag(8').
Consequently also by the monotonicity (Theorem 6) there is some Ag > a(8')
such that A, Ag+ F Ag/ which concludes the proof.

MSTORE... The case covers a number of instructions ¢, such that i € [POP, MSTORE,
MSTORES8, SSTORE, LOG0, CALLDATACOPY, CODECOPY, LOG1, EXTCODE-
COPY, LOG2, LOG3, LOG4]. This case is similar to the ADD... case, as the
values are discarded from the stack in the same way as in the ADD... case, but
nothing is added to the stack.

JUMPDEST This case is similar to MSTORE..., only JUMPDEST makes no changes to the
stack advancing the program counter by one.
JUMPI 1In this case ¢[pc] = JUMPI, 8.u.s = tbr:s, 8'.1'.s = s and either p/.pc = pc+1 (a)
or i'.pc =t (b). We proceed by case distinction.
(a) In this case by the definition of «ay presented in Figure 7.3 we observe
that as(8*) = {stack(pc, t:br:s)} U ape(0,¢) and jumpi(pe) € ape(0,c).
From these observations one can conclude applying (JI3) that as(8*), A+
{stack(pc+1, 5)} U (0, ¢) = ag(8'). Consequently also by the monotonicity
(Theorem 6) there is some Ag > a,(8') such that A, Ag« F Ag which
concludes the proof.

(b) In this case by the definition of a; presented in Figure 7.3 we observe that
as(8*) = {stack(pe, t':br:s)} Uap(0, ¢), and jumpi(pe)} € ape(0,¢). As we
know 8’ is a regular execution state, we know that ¢’ € D(c), consequently
jd(t") € ape(0, ¢). From these observations applying (JI1) one can conclude
that as(8*), A F {stack(¢, p1)s} Uapc(0, ¢) = as(8"). Consequently also by the
monotonicity (Theorem 6) there is some Ag > a(8') such that A, Ag« F Ag/
which concludes the proof.

JUMP This case is similar to JUMPI case, but it does not include the reasoning for
the branching condition, and the rule for advancing the program counter by
one.

(i) (|S*| >0AS* # [HALT(0,g,d,n)] A S* # [EXC)]), or |S’| > 0. Consequently there
is some execution in S* or S, so the execution state 8* stays unchanged, therefore
the claim follows from the inductive hypothesis.

(iii) (S* =[HALT(o,g,d,n)]V S* = [EXC]) A S’ = e. By Lemma 33 we know that 8*
is a call state, hence we know that one of the call instructions among CREATE,
DELEGATECALL, STATICCALL, CALL, and CALLCODE is at 8*...code[pc]. Conse-
quently the effects of the rules that alter the call stack apply. In the following we
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consider the CALL instruction, but the reasoning for the other call instructions is
similar. Let 8* = (u,t,0,n) and 8’ = (¢/,//, o', 7). Let in the following ¢ = t.code,
pc = p.pc, and p.s = vlzv2ivdivdivdivgrivrss. By Lemma 29 we know that
8.. = 8./, and consequently also 8...code = §8'.i/.code = c¢. Consequently, as the
call from which S” returns is at program counter pc, that is ¢[pc] = CALL , we
know that u/.pc = pc + 1. As the effect of the call needs to be stored in the stack
we know that 8'.u'.s = 1:s in case 8" = HALT(o',g',d',n) or 8.1'.s = 0:s in
case S’ = EXC. In our abstraction we over-approximate both outcomes by T
as depicted in Figure 7.3. From the definition of «a; also presented in Figure 7.3
we observe that a4(8*) = {stack(pc, p.vlzv2:v3zv4:v5:v6:07:8) U ape (0, ¢) and
addtop(pc, 7) € ape(0, ¢). From these observations one can conclude applying (A)
that as(8*), A F {stack(pc + 1, Tzs)} U apc(0,¢) > as(8). Consequently also by
the monotonicity (Theorem 6) there is some Ag > a(8') such that A, Ag« F Ag
which concludes the proof.

This concludes the proof. O
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CHAPTER

Conclusions

This thesis presents novel static analysis techniques to verify security properties of low-
level code, which have been successfully applied in the context of Android applications
and smart contracts. These techniques are built on Horn-clause based abstraction, which
allows for leveraging the state-of-the-art Satisfiability Modulo theory and Datalog solvers
that perform the analysis task via Horn clause resolution.

Specifically, this work discusses HornDroid, a tool for the static analysis of Android
applications. HornDroid is the first static analysis tool for Android that comes with
a formal proof of soundness. Based on an available benchmark proposed by the static
analysis community, we experimentally show that HornDroid is the first tool to detect
all the existing explicit information flows. However, HornDroid employs flow-insensitive
heap abstraction, consequently, its precision can be improved. Therefore, this thesis
makes a further step towards sound information flow analysis of real Android applications,
presenting the first static analysis for Android applications which is both flow-sensitive
on the heap abstraction and provably sound with respect to a rich formal model of
the Android ecosystem. In this work, we adapt ideas from recency abstraction [BRO6]
to hit a sweet spot in the analysis design space: our proposal is sound, precise, and
efficient in practice. We substantiate these claims by implementing the analysis as a tool
fsHornDroid and performing an experimental evaluation of our tool.

Moreover, this work formalizes a large fragment of small-step semantics of EVM bytecode
in the F* proof assistant, successfully validating it against the official Ethereum test
suite. An in-depth study of EVM semantics facilitates our design of an efficient static
analysis technique for the control flow graph recovery. We implemented our solution
and successfully conducted its large-scale evaluation, demonstrating the practicality of
our approach. The soundness of the analysis is formally proven against the semantics
mentioned above.
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Although this thesis focuses on using Horn-clause based abstraction techniques to build
sound static analysis solutions, one of the future directions is to use Horn clause res-
olution in bug finding: our ongoing work employs a Horn-clause based analysis tool
for LLVM bytecode [GKKN15] in order to discover exploitation primitives in dynamic
allocator implementations. Other future directions include formulating non-interference
properties in terms of Horn clauses to consider implicit flows in Android applications
and incorporating declassification mechanisms to make the analysis aware of intended
information flows.
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