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Abstract

Spin-photon entanglement provides the basis for numerous applications in quantum tech-

nology, including quantum communication and computing. Proposals for photonic quan-

tum computation and quantum networks rely on highly entangled multipartite resource

states, and using spin-photon entanglement, quantum emitters can be employed to pro-

duce such states. However, previously proposed methods placed stringent requirements

on the energy level structure and optical transitions. In this thesis, a protocol to create

photonic resource states is presented which significantly reduces the requirements placed

on the emitter, thereby making the method suitable for a variety of candidate sources.

The improvement is achieved by using only a single optical transition, and by working

in the time domain. An unbalanced interferometer is then used to convert the temporal

photonic qubit into the polarization basis, which is useful for quantum logic operations

and tomography. The thesis details the experimental realization of the main unit of the

proposed protocol, which is in principle scalable, on the nitrogen-vacancy centre emitter

platform in diamond. Entanglement is shown between the spin of the emitter and a

fluorescence photon in the form of a Bell state. Our proposal broadens the palette of

emitters suitable for entangled photon state generation and permits to increase the per-

formance of previously available sources. The thesis concludes with an outlook towards

multi-photon state creation.
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Zusammenfassung

Spin-Photonen Verschränkung stellt die Basis für zahlreiche Anwendungen in den Quan-

tentechnologien dar, wie der Quantenkommunikation und von Quantenberechnungen.

Vorschläge zu Quantenberechnungen und Quantennetzwerken benötigen hoch verschränkte

photonische Vielteilchen-Ressourcenzustände und Quanten Emitter können verwendet

werden um diese herzustellen, wenn Spin-Photonen Verschränkung verwendet wird. Je-

doch stellen die bisher vorgeschlagenen Methoden strenge Voraussetzungen an deren

Energiezustände und optischen Übergänge. In dieser Dissertation wird ein Protokoll prä-

sentiert, um photonische Ressourcenzustände herzustellen, welches die Voraussetzungen

für den Emitter wesentlich lockert, wodurch die Methode für eine Reihe von möglichen

Photonenquellen verwendbar ist. Die Verbesserung wird durch Verwendung nur eines ein-

zigen optischen Überganges erreicht und durch einen Wechsel in eine zeitliche Domäne.

Ein unausgeglichenes Interferometer konvertiert das temporale photonische Qubit in eine

Polarisationsbasis, die für Quantenlogik und Tomografie nützlich ist. Die Dissertation

behandelt detailliert die experimentelle Realisierung des Hauptblockes des vorgeschla-

genen Protokolls, das prinzipiell skalierbar ist, mit einem Stickstoff-Fehlstellenzentrum

in Diamant. Verschränkung zwischen dem Spin des Emitters und einem Fluoreszenz-

Photon wird demonstriert, in der Form eines Bell-Zustandes. Unser Vorschlag weitet das

Spektrum an Emittern, die geeignet sind um verschränkte photonische Zustände zu ge-

nerieren und erlaubt eine Steigerung der Leistung für bekannte Quellen. Die Dissertation

endet mit einem Ausblick in Richtung von Vielphotonen-Zuständen.
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CHAPTER 1
Introduction

Quantum technology is developing so rapidly, that some even speak of a "second quantum

revolution" [78]. Quantum information systems are beginning to surpass their classical

counterparts [3, 117], a first inter-city quantum network is being built [18] and in general

new quantum technologies are expected to soon become part of everyday life. Prominent

examples are technologies for secure communication networks [50, 106], new algorithms

for computation [40, 91], and precise sensors [22].

Problem statement and methodology

A substantial research effort is currently directed at the development of sources of large

entangled photon states [86, 87, 17, 116], to achieve some of the above introduced goals. A

proposal by Lindner and Rudolph [61] put quantum emitters into the spotlight, as viable

photonic entanglement generation sources. However, the presented protocol sets stringent

requirements on the properties of the emitter - tough to fulfill for real systems. Well

researched emitters like quantum dots or the nitrogen-vacancy (NV) centre in general

present protocol compatibility, but both have shortcomings too.

This led us to investigate an alternative protocol, that enables to use a lot of the ad-

vantageous features of the emitter, while avoiding weaknesses. The alternative protocol

relies on generation of spin-photon entanglement between the emitter and its fluorescence

photon in two steps instead of a single one, transferring the entanglement into a time ba-

sis. By a time-to-polarization conversion (TPC) the photon is recovered in a polarization

entangled state, useful for quantum computation or communication applications.
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CHAPTER 1. INTRODUCTION

For the endeavour, an experimental setup was built from scratch at the Technical

University of Vienna and University of Vienna and will be reported on in the following

chapters. The basis of this work is the experimental demonstration of the core principle

of our alternative protocol for imperfect emitters, published in [104]:

Vasconcelos, R., Reisenbauer, S., Salter, C., Wachter, G., Wirtitsch, D., Schmied-

mayer, J., Walther, P., and Trupke, M. (2020). Scalable spin-photon entanglement by

time-to-polarization conversion. npj Quantum Information, 6(1):1-5.

Structure of the Thesis

The thesis is structured as follows:

Chapter 2 starts with a brief introduction to quantum computation and motivates that

entanglement can be viewed as a computational resource. Light is shed on the options

to create entangled photonic states. A proposal for photonic cluster state production via

the aid of a quantum emitter [61] is discussed, which this work is based on. Our ideas of

adaption to an imperfect emitter are introduced and positioned within a state-of-the-art

context.

Chapter 3 introduces the chosen example emitter for this work, the NV centre. The

centre’s physics, starting from symmetry arguments, is laid out piece by piece as relevant

for later sections of this work.

Chapter 4 accomodates a full description of the experimental setup, the hardware and

the routines used and developed for manipulation of NV centres at cryogenic tempera-

tures.

Chapter 5 discusses our aim to work with a single optical transition of a highly crystal

strained centre, in the form of the necessary gates for quantum state manipulation, state

tomography and newly devised state initialization methods.

Chapter 6 contains the experimental realization of spin-photon entanglement in a time

basis followed by TPC. The obtained results are discussed and an outlook for achieving

multi-photon states is given.

Chapter 7 treats possible system upgrades and gives an outlook for generating a multi-

photon state before concluding.

2



CHAPTER 2
Scalable Spin-Photon Entanglement

- a Universal Resource for Quantum

Computation and Communication

2.1 Quantum computing - entanglement as a resource

In the following, a short introduction to quantum computational key concepts relevant

for this work is given, followed by a discussion on the role of entanglement in quantum

computation, to point at the context of the concepts presented in this thesis.

2.1.1 A brief introduction to quantum computing

While in classical computing the bit serves as fundamental unit of information, in quan-

tum computation the concept of the quantum bit (qubit) has been established as the

basic unit of quantum information.1 A qubit is associated with a specific state, however

since that state is described by a linear combination

|ψ� = a |0�+ b |1� , (2.1)

of the computational basis states |0� and |1� with a and b complex numbers, there are

not only two states like for classical bits, but infinitely many. Another key difference to
1The introduction given here follows roughly the one in Nielsen, Chuang: Quantum Computation

and Quantum Information, 2010 [73].
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CHAPTER 2. SCALABLE SPIN-PHOTON ENTANGLEMENT - A UNIVERSAL RESOURCE FOR
QUANTUM COMPUTATION AND COMMUNICATION

Figure 2.1: Bloch sphere: A general state |ψ�, defined by the angles θ and ϕ, is representable
as a point on the surface of a unit sphere with poles |0� and |1�.

classical bits is the impossibility to measure the exact state of the qubit. On measuring

the qubit in the computational basis the state |0� is received with probability |a|2 and

the state |1� with probability |b|2, with |a|2 + |b|2 = 1, due to probability conservation.

The qubit can be represented as a unit vector in a complex two-dimensional vector space.

A representation of a qubit as

|ψ� = cos(θ/2) |0�+ eiϕ sin(θ/2) |1� , (2.2)

with θ and φ real numbers, offers a convenient pictorial representation of a qubit on the

Bloch sphere, shown in figure 2.1. The values of θ and φ define the angles of the vector

of the state representation on this unit sphere, which allows to visualize single-qubit

manipulations in an intuitive manner.

Scaling up, with two qubits the computational basis formed would include four pos-

sible computational basis states, |00�, |01�, |10� and |11�. Again, superposition of these

basis states expresses the state vector,

|ψ� = a00 |00�+ a01 |01�+ a10 |10�+ a11 |11� , (2.3)

where the normalization condition is
+

x∈{0,1} |ax|2 = 1, with the complex probability

amplitudes ax. This hints at the growth of the basis of the vector space for a number of n

qubits as 2n. This exponential scaling of probability amplitudes for large Hilbert spaces

cannot be stored on classical computers any more. However, a quantum system naturally

handles all of this information and could therefore provide so far unknown computational

power.

4



2.1. QUANTUM COMPUTING - ENTANGLEMENT AS A RESOURCE

Gate name X-gate (X) Z-gate (Z) Hadamard (H)
Gate effect Bit flip Phase flip 2-axis rotation

Matrix notation
�
0 1
1 0

� �
1 0
0 −1

�
1√
2

�
1 1
1 −1

�

Table 2.1: Important single-qubit gates.

Similarly to classical computation, the distribution and manipulation of information

in a quantum computation can be broken down to a description via a quantum circuit

with wires and logic gates respectively. In that case, the gates perform unitary actions

on a certain number of input qubits. In order to perform arbitrary computations a set of

universal operations is needed, like in classical computing. For quantum computations

such a set can be constructed from single and two-qubit gates.

The most important single-qubit gates are those which allow to realize arbitrary

rotations of the qubit state vector (on the Bloch sphere). The most common single-qubit

gates and the corresponding unitary matrices are indicated in table 2.1.

A prominent two-qubit gate is the controlled-NOT or CNOT gate (sometimes CX),

which has two inputs - one acting as control qubit and the second as the target qubit.

The action of the CNOT on the input state is a bit flip on the target qubit, on the

condition, that the control qubit is in the state |1�. As an expression for two qubits with

the first being the control, the second the target: |00� → |00�; |01� → |01�; |10� → |11�
and |11� → |10� or

CNOT |A,B� → |A,B ⊕A� , (2.4)

where ⊕ is addition modulo two. The second common two-qubit gate is the controlled-Z

gate (CZ), which is related to the CNOT by [53]

CNOT = H · CZ ·H, (2.5)

with Hadamard gates acting on the target state. The action of the CZ gate is a phase

flip on the target qubit when both the control and the target are |1�.
It is shown in Nielsen [73] that single-qubit gates and the CNOT (or CZ) gate are

sufficient to perform any unitary operation on a set of qubits, which renders them a

universal gate set for quantum computation.

5



CHAPTER 2. SCALABLE SPIN-PHOTON ENTANGLEMENT - A UNIVERSAL RESOURCE FOR
QUANTUM COMPUTATION AND COMMUNICATION

Figure 2.2: Bell state creation circuit diagram: qubits |a� and |b� ∈ {|0� , |1�}; a Hadamard
gate is acting on |a� which is in control of the CNOT gate thereafter. CNOT symbol: a black
dot marks the control qubit, which is connected by a circled vertical line to the target.

Input state |ab� Hadamard-gate CNOT-gate Output Bell state

|00� 1√
2
(|0�+ |1�) |0� 1√

2
(|00�+ |11�) φ+

|01� 1√
2
(|0�+ |1�) |1� 1√

2
(|01�+ |10�) ψ+

|10� 1√
2
(|0� − |1�) |0� 1√

2
(|00� − |11�) φ−

|11� 1√
2
(|0� − |1�) |1� 1√

2
(|01� − |10�) ψ−

Table 2.2: Bell state creation: depending on the input states, one of four Bell states is available
after the circuit. Columns detailing the action of the Hadamard and CNOT gates on the states
are given.

2.1.2 Entanglement as a resource

Qubits alone are not enough for quantum computation, an overarching power of future

quantum technologies lies in the property of entanglement of states. Entanglement in

quantum computation plays the role of a whole new type of resource, that doesn’t have a

classical counterpart [73]. It reflects the property of quantum systems, that makes them

impossible to simulate on a classical computer [42]. To enlighten, why entanglement can

be interpreted as a resource, the quantum teleportation algorithm is briefly presented.

Using the Hadamard and CNOT gates, a type of basic entangled state, called Bell state

can be created. As taken from Nielsen [73, p. 16], "this innocuous-looking state is

responsible for many surprises in quantum computation".

The illustrated circuit (fig. 2.2) works on the states as indicated in the table 2.2,

where the Hadamard gate acts on the first qubit and then this qubit acts as the control

for the following CNOT operation, which entangles them, resulting in one of the four

Bell states [73].

The four Bell states span a basis for bipartite systems. On measuring the first sub-

6



2.1. QUANTUM COMPUTING - ENTANGLEMENT AS A RESOURCE

system in the computational basis, one will attain |0� and |1� with equal probability,

since the state does not give us more information. On the other hand, a measurement on

the second system will definitively give a certain outcome, depending on the initial Bell

state. Even though we don’t have knowledge about each subsystem, we have maximal

knowledge about the system as a whole [42].

The quantum teleportation algorithm is a simple algorithm that uses such an en-

tangled state as a resource and demonstrates the power of harnessing entanglement in

computational procedures. In teleportation, a state is transferred to another site without

qubit transmission, only classical communication and entanglement is necessary. Assum-

ing two parties, Alice and Bob, who share an entangled state φ+, the protocol starts with

Alice possessing a state χ = a |0� + b |1�, she wants to hand over to Bob. They share a

classical communication channel only. Their combined state is

|χ� |φ+� = a |0�+ b |1� · 1√
2
(|00�+ |11�) = 1√

2
(a |000�+ a |011�+ b |111�+ b |100�) ,

(2.6)

which can be factored in terms of Bell states as

|χ� |φ+� = 1

2

,,φ+
A

�
(a |0�B + b |1�B)

+
1

2

,,φ−
A

�
(a |0�B − b |1�B)

+
1

2

,,ψ+
A

�
(a |1�B + b |0�B)

+
1

2

,,ψ−
A

�
(a |1�B − b |0�B) ,

(2.7)

where the qubits of Alice are labelled with A and the one of Bob with B. When Alice

measures her two qubits, she communicates her measurement outcomes to Bob classically,

so that Bob can recover the state χ on his qubit, by applying one of four possible unitary

operations depending on Alice’s measurement result. Put in other words, an entangled

state is a resource for the transmission of a qubit [42].

Going a step further, teleportation can be used to perform unitary evolution on the

target state, induced by measurements, graphically shown in a quantum circuit in figure

2.3a. The state to evolve |ψ� is entangled with an ancilla |+� state (= 1√
2
(|0� + |1�))

by a CZ gate. A Hadamard gate follows and the desired unitary rotation for an angle

α around the z-axis, UZ(α), on the first qubit. Measurement with an observable defined

by α, teleports the rotation to the second qubit up to a known factor Xm, depending on

7



CHAPTER 2. SCALABLE SPIN-PHOTON ENTANGLEMENT - A UNIVERSAL RESOURCE FOR
QUANTUM COMPUTATION AND COMMUNICATION

a) b)

Figure 2.3: a) Unitary z-rotation by measurement: a CZ-gate (two connected black circles)
entangles the input state |ψ� with the ancilla state |+�. Performing the rotation and subsequent
measurement teleports the rotated input state up to a factor Xm, determined by the measurement
outcome m. Note that the circuit compares to the discussed teleportation in that |+� = H |0�
and H · CZ · H = CNOT. b) General state rotation by measurement: the output state |ψout�
depends on the measurement results j, k and l. On ’feeding’ the obtained information forward
to the next measurement, the rotated original state can be recovered at the output.

the measurement result m. Unitary evolution of the state was induced by the measure-

ment [53].

For an arbitrary unitary single-qubit rotation U, three rotations by angles α, β and

γ around two axes on the Bloch sphere are required.

U = UZ(γ)UX(β)UZ(α), (2.8)

and with X = HZH one can restrict to z-rotations only as

U = HHUZ(γ)HUZ(β)HUZ(α), (2.9)

shown as a circuit in figure 2.3b. The input states, entangled with CZ gates, present

a type of resource, on which the state is evolved. States produced in this manner are

called ’cluster states’. This behaviour of manipulation and measurement on an initially

entangled state builds a basis for measurement based quantum computation [53].

Raussendorf et al. [80] showed deterministic universal quantum computation to be

possible by teleporting the encoded information through a two-dimensional cluster with

single-qubit measurements only.

Cluster states |C� represent a large family of highly entangled states, that obey the

eigenvalue equation

Si |C� = ± |C� , (2.10)

8
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a)

b)

c)

Figure 2.4: Cluster state representation: a) a five qubit linear cluster state, b) a Bell state
and c) a two dimensional cluster suitable for universal computation.

for a qubit at site i with the commuting operators Si called stabilizer generators [81].

The stabilizer generator is given by

Si = Xi ⊗k
j=1 Zj , (2.11)

over all k neighbours of the qubit at i. Cluster states are graphically represented by

nodes (physical qubits in state |+�) and pairwise connections (CZ-gates between them),

as shown in figure 2.4 for a linear cluster state, a Bell state and a two-dimensional cluster

state.

2.1.3 Creating and using entangled resource states

"The primary challenge facing optical quantum computation is that of building suitable

photon sources." [61, p.1]. Since the generation of a cluster state needs two-qubit inter-

action, it is problematic to achieve in photonic systems [54]. A lot of research is invested

in sources that would be capable of delivering Bell states or even more advanced, linear

cluster states. An approach by Browne and Rudolph [15], following earlier proposals

of Yoran and Reznik [112] and Nielsen [72], introduced a probabilistic algorithm for

generating two-dimensional cluster states using parity gates.

Browne and Rudolph presented a scheme for growing and connecting cluster states

probabilistically. They showed that when building up a larger cluster from smaller cluster

states or Bell states, the cluster doesn’t need to grow at each operation, but on average.

The condition imposed on the size m of the newly added cluster being, that it has to

9
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exceed

m >
pds + (1− p) df

p
, (2.12)

with p being the success probability of the operation and ds, df the number of qubits lost

in the success case and failure case of the cluster fusion operation, respectively. Using

two types of gates, introduced as fusion gates type I and type II, the scheme avoids the

optically hard to implement two-qubit CZ-gates altogether.

On the other hand, instead of working with trial until success, ballistic methods have

been presented as a possible alternative [34]. The concept here being, that a cluster state

lattice is attempted to be prepared and when some sites fail in the nearest neighbour

entangling step, the lattice remains incompletely connected. Percolation theory estab-

lishes a threshold probability for these operations, above which the lattice will still be

connected "enough", so that it is usable for computation.

A proposal combining both methods mentioned above was put forward by Rudolph

in 2017, showing optimism for an integrated-photonic route to large scale quantum com-

putation [86]. He argues that the key challenge for photonic quantum computation is

the development of suitable photon sources.

In parallel to these developments in the field of quantum computation, photonic en-

tangled states were adopted as a resource for quantum communication as well [6]. Quan-

tum communication is concerned with secure communication [35], state teleportation [11]

and the layout of a quantum network / internet [50, 106].

Photons are excellent information transmission units, but loss in fibres still leads to

an exponential decay of signal over tens of kilometres. Quantum repeaters were proposed

to recover a polynomial scaling, with the prospect to build up large scale entanglement

through the aid of repeater stations [88, 69]. Recently, photonic entangled states, called

repeater graph states, were proposed as an efficient resource for the process [6, 17].

2.2 Approaching entangled photons from an imperfect

emitter

The aim of the current work falls into the area of developing sources capable of producing

photonic entangled resource states - the idea being to manipulate an emitter in order to

produce a string of entangled photons, following a proposal by Lindner and Rudolph [61].

10
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Figure 2.5: Ideal level scheme for the cluster state generation protocol: two ground state
levels (GS) are connected by two degenerate optical transitions (δ = 0, solid arrows) to the
excited states (ES). The fluorescence (dashed arrow) is polarized according to the state either
horizontally (H) or vertically (V). The ground states may be manipulated to bring them into a
superposition state (light blue arrow).

2.2.1 An emitter based proposal for a photonic cluster state

As motivated in the previous chapter, a device capable of producing resource states for

optical quantum technologies would be highly interesting. In 2009, Lindner and Rudolph

proposed a new scheme for linear cluster state generation, based on the manipulation

of a single emitter [61]. The presentation of the algorithm in the article focuses on an

implementation with quantum dots. Nevertheless, it is suitable for other emitters, as

long as they fulfil certain criteria:

The emitter needs to have,

1. two ground state levels that can be superimposed,

2. connected by two degenerate optical transitions to excited states,

3. which emit fluorescence photons that have distinct polarizations, determined by

the states spin state, and that decay faithfully to the original ground state.

These properties are visualized in figure 2.5.

The protocol as presented here is slightly adapted in notation. It starts with the

ground state spin in an equal superposition of basis states |↑� and |↓� as 1√
2
(|↑�+ |↓�).

Optical excitation, polarized to equally excite both transitions, leads to subsequent emis-

sion of a fluorescence photon with polarization conditional on the initial ground state

spin, where |↓� (|↑�) leads to emission of a horizontally (H) (vertically (V )) polarized

photon, respectively. The process ends up in the same state it started from and the spin

11
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Figure 2.6: Linear cluster state creation circuit. A spin system starting in |↑� is manipulated
with rotations (here Hadamard gates), interlaced with CNOT operations on five photon states
initially in |0�, producing a six qubit linear cluster state.

entangled with the emitted photon in the Bell state

1√
2
(|↑� |V �+ |↓� |H�) . (2.13)

Continuing the excitation cycles would produce a Greenberger-Horne-Zeilinger (GHZ)-

type state; in order to produce a cluster state, an additional gate is introduced in each

step. The spin is rotated (by θ = π/2) around the y-axis, which evolves the state to

1

2
[(|↑�+ |↓�) |V1�+ (− |↑�+ |↓�) |H1�] . (2.14)

The second excitation-emission cycle will yield the state

1

2
[(|↑� |V2�+ |↓� |H2�) |V1�+ (− |↑� |V2�+ |↓� |H2�) |H1�] , (2.15)

using the qubit encoding |V � = |0�, |H� = − |1�
1

2
[|↑� |00� − |↓� |10�+ |↑� |01�+ |↓� |11�] . (2.16)

Performing another π/2-rotation around the y-axis leads to the state

1

2
√
2
[(|↑�+ |↓�) |00� − (− |↑�+ |↓�) |10�+ (|↑�+ |↓�) |01�+ (− |↑�+ |↓�) |11�] , (2.17)

which is a 3-qubit linear cluster state, becoming visible when encoding |↑� as |0� and |↓�
as |1�,

1

2
√
2
[|000�+ |100�+ |010� − |110�+ |001�+ |101� − |011�+ |111�] . (2.18)

The process can be continued, whereby each time a photon-qubit is added to the linear

cluster. The procedure’s circuit representation is shown in figure 2.6.
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Figure 2.7: Simplified energy level scheme of our NV centre: two of the three ground states
(GS) present may be chosen as qubit space. Excited states (ES) are detuned (δ) and the MS =
±1 excited state has a significant decay into a metastable level (MS), which may result in cross
decay to the MS = 0 ground state. All excited states exhibit dominant off-resonant fluorescence
decay via the phonon sideband (PSB).

Adaption to the imperfect emitter

The scheme presented above is highly idealized, since it assumes ideal properties of the

emitter in fulfilling the requirements. To present day, no emitter perfectly suited to the

criteria is known. In our approach we adapt the protocol to be performed with a single

NV centre in diamond.

NV centres naturally offer very advantageous features for such an implementation.

The centre has been researched since decades and is today a well known photostable

single-photon emitter with long coherence times both for its electron and nuclear spin

in the range of up to milliseconds and hours respectively [26, 8, 66]. The presence of

a long lived nuclear spin opens up new perspectives in the context of the cluster state

generation protocol, for example two-dimensional states or cluster states on the nuclear

spins altogether [70].

The NV centre has bright optical resonances and features a compatible energy level

scheme for the cluster state protocol (fig. 2.7). Methods for fabrication of NV devices,

spin state preparation, manipulation and readout have been well established [26, 68].

On the downside, the centre has some challenging properties to tackle - the level

scheme is far from ideal for the protocol. The most prominent features in this context

being: the necessity to tune the energy levels into resonance without introducing state

mixing and the significant probability of cross decay to a non-spin conserving metastable

level. Moreover, the decay on resonance via the zero-phonon line (ZPL) happens only

about 2% to 3% of the time and effective light extraction from the high refractive index

13
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Figure 2.8: Modified entanglement generation protocol.

diamond host is a challenge. The centre’s optical transition frequencies are prone to drifts,

due to susceptibility to electric and magnetic fields as well as temperature changes [26].

In the protocol, initialization and manipulation errors may occur and finite coherence

time can further limit the performance.

We propose a modification of the original protocol to overcome some of these hurdles.

Based on only a single optical resonance, combined with TPC, the advantageous features

of the centre are exploited, while resonance tuning and cross-decaying transitions are

avoided. Even though this scheme is designed for use with an NV centre, it is not

emitter specific and could be used for other emitters that do not adhere to the original

requirements of the Lindner-Rudolph protocol.

A sequential depiction of our protocol is shown in figure 2.8. It starts from an equal

superposition of two ground state levels, where only the MS = 0 state is resonant to the

optical transition. Two paths according to the respective ground state are enlightened

(rows). Optical excitation may produce a fluorescence photon in the first path only (step

one), which is routed to a channel with horizontal polarization (H). After flipping the spin

with a short microwave pulse in step two, a second round of excitation again generates

a photon, this time in the second path, that is routed into a vertically polarized channel

(step three). The photonic channels are time-matched with the sequence, so that the

created fluorescence photon parts overlap at a polarizing beam splitter (PBS), thereby

14
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performing a conversion from a time- to a polarization-basis, achieving the output state

1√
2

�
|0� |V �+ eiφ |1� |H�

 
, (2.19)

which is of a ψ+-Bell-type state and where φ is an optional phase. A multi-photon cluster

state could then be created by further iteration of this sequence with some additional

microwave operations (see chapter 7).

In order to estimate if this approach is feasible and to compare it to other systems,

an entangled photons per second estimation is useful: The largest bottleneck is assumed

to be the optical setup with a total transmission of less than 1%. With only about 2%

of the light being in the ZPL frequency window of usable photons, this yields a detection

efficiency on the order of 2× 10−4. A duration of the whole cycle of 200 µs, which is

on the upper bound, would result in a repetition frequency of 5 kHz, thereby producing

one entangled spin-photon pair per second. This rate is low but can be improved and

provides realistic conditions for observation in experiment. The estimation incorporates

the assumption that initialization and all operations have unit fidelity.

2.2.2 State of the Art

The deterministic and scalable creation of photonic entangled resource states persists to

be a challenge [86].

A promising path for generating large entangled photonic states is being followed in

spontaneous parametric down-conversion (SPDC) sources [16, 57]. By using the optical

non-linearity of a material and by considering certain rules, known as phase matching

conditions2, a pump laser photon may split into two correlated photons. Under type II

phase matching, where the photons have opposite polarization, they are each emitted

into a cone in the direction of the pump beam propagation. When the cones overlap, at

the intersection points, the light is in an entangled state of Bell-type.

By pumping more than one SPDC source with the same pulse, two or more Bell

pairs can be fabricated, and using projective measurements, larger photon states can

be grown [113, 49, 114]: from a six-photon graph state by Lu et al. in 2007 [63], to a

10-photon GHZ state by Wang et al. in 2016 [105] and a 12-photon source in 2018 [116].

Recently, a four-photon source in an integrated photonic circuit was demonstrated, that

would increase stability and scalability tremendously [115].

2These include temporal overlap, energy conservation and momentum conservation.
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However, this type of source for entangled states is inherently probabilistic by the

spontaneous nature of the down conversion process involved. Remedies could be tem-

poral or spatial multiplexing and "dumping the pump" approaches, which are being

researched [86, 93].

Coupled atom-cavity systems were proposed as deterministic generators of entan-

gled multiqubit states [89] and have been shown to implement a conditional gate on

photons [82] through an atom-photon state sensitive phase shift on reflection from an

atom-cavity system. The generation of a photonic φ±-Bell state was demonstrated, with

the outlook to produce a cluster state with single photon manipulations. On the down

side, during the lengthy atom state manipulations, photons would need to be stored on

the order of µs and single photons need to be operated on conditioned on the atom state

measurement outcome. The demonstration used a faint laser pulse as photon source but

could be pumped with a deterministic single photon source.

Instead of using a separate photon source, single-photon emitters like quantum dots

or NV centres present trigger-able sources of close to indistinguishable photons [1], suited

to generate photonic entangled states both for quantum computation and communica-

tion [87, 17].

With the publication of the cluster state fabrication protocol by Lindner and Rudolph

[61], where a spin acts as an entangling agent on consecutively emitted photons, interest

was sparked to investigate possible physical realizations of such an on demand source for

large entangled photon states. This work falls into that category.

The intended platform of the proposal is the quantum dot system and in 2016 a

publication by Schwartz et al. [90] demonstrated a proof of principle, by assembling a

three-qubit photonic cluster state. Nonetheless, the imperfections of the emitter system

limited the achieved entangling fidelity.

For the NV centre, where spin-photon entanglement had been shown by Togan et

al. [101] already in 2010, proposals to deterministically produce a photonic entangled

state have been put forward as well. Rao et al. [79] suggested a periodically pumped

lambda scheme, which makes use of the nuclear spin as an entanglement memory con-

nected to the photons. This protocol was deemed unsuitable for our system due to the

large experimental overhead required, which included multiple optical, microwave, and

radio-frequency drives. Nuclear spin control is furthermore time-consuming within the

experimental sequence, and hard to implement under cryogenic conditions.

16



2.2. APPROACHING ENTANGLED PHOTONS FROM AN IMPERFECT EMITTER

As the originally proposed Lindner-Rudolph scheme requires two degenerate optical

transitions without cross decay, it is challenging to implement with real emitters. Our

proposal of the adaption of the protocol for imperfect emitters avoids these shortcomings

by using a strong single optical transition. Another aspect of this feature is the com-

patibility with optical cavity systems in the future, intended to go beyond few photon

proof of principle experimental realizations. Another discerning feature of our approach

is the (optional) conversion of the entangled photonic state from a temporal basis to a

polarization one, useful in quantum computation applications3.

3During the preparation of our publication we became aware of efforts to use a single optical transition
time-bin approach in a quantum dot [59] and during the review process later work appeared which uses
a time-bin approach with NV centres [98].
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CHAPTER 3
The Nitrogen Vacancy Centre

The chosen emitter for our devised protocol, presented in the previous chapter, was the

NV colour centre in diamond. The selection, due to the many virtues of the centre, is

now briefly motivated here in section 3.1, followed by a more thorough introduction to

the emitter for various relevant aspects of this work in section 3.2.

3.1 Introduction to the nitrogen-vacancy centre

3.1.1 The nitrogen-vacancy centre in the hall of fame of quantum

physics

Under all known point emitters and color centres, the NV centre is probably the most

studied one due to its versatile features, allowing experimenters to confide in the extensive

available literature for reference. The centre is stable, naturally present in diamond and

relatively easy to initialize, manipulate and read out (see chapter 4). Its characteristics

fulfil DiVincenzo’s criteria [24] for quantum computation and it has proven itself in a

range of pioneering experiments in this area: spin-photon entanglement between two

such emitters was performed [12], succeeded by a quantum teleportation [75] experiment

shortly after. In 2015 a loophole-free Bell test was published by the same group [41]

currently setting up a first quantum network, linking four cities in the Netherlands,

using NV centres [18]. Even at room temperature (RT) the NV centre shines: it has

long spin coherence times of up to milliseconds [8], the electron spin can be coupled to
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nuclear spins nearby which act as a quantum register [28, 66], or to hyperpolarize the

nuclear spins in the crystal [52]. The centre’s susceptibility to temperature and fields has

been employed for sensing [9, 7, 108] - even thermometry in living cells was shown [55],

as well as micro-NMR [64, 36]. Commercial products are starting to become available1

and electrical circuit integration appears to soon be possible for such [92].

3.1.2 Landmark properties of the nitrogen-vacancy centre

The NV centre comprises by a nitrogen atom next to a lattice vacancy in the diamond

crystal, each replacing a carbon atom. It features a spin-1 triplet ground state connected

to an excited state manifold via spin-character conserving optical transitions at 637 nm

(1.945 eV). Resonant excitation allows to pick certain transitions while off-resonant exci-

tation (e.g. with a green laser) admits an optical pumping cycle, involving intermediate

singlet states, which leaves the centre strongly spin-polarized in the Ms = 0 ground state,

providing a convenient initialization pathway. This off-resonant excitation furthermore

has the capability to (de-)ionize the centre so that it can be returned to the naturally

occurring negatively charged state (NV−) from a neutrally charged version of the cen-

tre (NV0). Only about 3% of the high fluorescence yield on the order of 106 photons

per second originate from ZPL transitions, while fluorescence from transitions involving

phonons (PSB-transitions) makes up the rest. Experimentally, the PSB portion of the

fluorescence can be rendered useful to read the centre’s ground state spin [26].

3.1.3 The diamond host

"Practically every publication on research involving diamond materials begins by touting

the extreme and unique physical and chemical properties of diamond" [68, p. XV]. Well

appreciated for optical endeavours is the wide low temperature band gap of 5.5 eV (226

nm wavelength cut-off) in diamond [68] (see fig. 3.1), since localized ground and excited

states of impurities like the NV centre become optically addressable, and at the same

time are well isolated from the lattice valence and conduction band. The material’s

wide spectral transparency window is harnessed in optical experimentation, while the

"relatively low phonon population compared with other crystals" preserves quantum

coherence [77, p. 5].

1E.g. http://qzabre.com
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a)

Figure 3.1: Transmission spectrum of a 1mm thick diamond with cut off at about 226 nm.
Dashed curve indicates calculated Fresnel loss. Data source [68].

Diamond has high thermal conductivity, aiding in low temperature settings for fast

excitation energy dissipation. Durability and chemical inertness crown the materials

profile. Cheap high-grade and custom made crystals have become available through

advances in diamond engineering technology [68]. It is furthermore possible to grow

crystals which are almost free from unwanted nuclear spins (e.g. 13C), that could degrade

coherence times by introducing proximal magnetic field fluctuations.

However, diamond also presents some experimentally challenging properties; notably

the high refractive index of 2.4 [68] at 600 to 800 nm wavelength, which leads to high

optical transmission losses at interfaces. Material fabrication, shaping and surface pol-

ishing is challenging due to the crystals’ resistance to deformation, though huge advances

have been made in these areas [68]. Finally, crystal imperfections (e.g. like high internal

crystal strain) will influence the behaviour of susceptible centres, like the NV centre,

strongly (see section 3.2.5).

Quantum technologies have profited enormously from advances in material fabrication

by chemical vapour deposition (CVD) diamond growth. This method uses a low pressure

plasma to grow layers of diamond with precisely controllable growth parameters and the

options of having ultra-pure crystals, doping with other species or using defined amounts

of carbon isotopes [68].
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3.1.4 Nitrogen-vacancy centre creation

NV centres can form naturally in diamond since it is energetically favourable for the

vacancies in the crystal lattice to stick to a nitrogen impurity. There are three common

artificial methods to create the centres by either introducing vacancies into the lattice of

nitrogen containing diamond or by introducing both components: ion implantation with

nitrogen or other atoms, irradiation of diamond containing nitrogen with electrons or

positrons and nitrogen doping during CVD crystal growth. The process is often followed

up on with high temperature annealing (T>650 ◦C), which causes vacancies to become

mobile in the lattice [77].

3.2 The physics of nitrogen-vacancy centres

Structural understanding leads to insights into the physics of the centre. The method

employed is a group theoretical analysis, which is a quite mathematical approach that

yields surprisingly deep insight from symmetry arguments alone. In this section, starting

from group theory, NV centre states and their ordering are derived. Light is shed on

effects from perturbations, on optical transitions and on optical pumping dynamics.

3.2.1 Group theory approach to orbitals

As introduced above, the centre consists of a nitrogen atom neighboured by a lattice

vacancy of the diamond crystal. The nitrogen to vacancy axis can have eight different

orientations in the crystal. It is the axis of highest symmetry in the defect and will be

important in the following description of the defects electronic structure. The diamond

lattice carbon atoms are bounded through covalent bonds to their neighbours. A vacancy

containing defect breaks the regular crystal symmetry and leaves the neighbouring atoms

with dangling bonds as shown in figure 3.2a. These dangling bonds consist of one sp3-

hybridized orbital filled with a single electron of the three carbon atoms each (ρ1−3) and

one sp3-hybridized orbital ρn with two electrons from the nitrogen atom in a tetrahedral

configuration. We choose the z-axis to lie in the symmetry axis of the centre. Then

we find that certain symmetry operations on the centre around this axis are possible

that leave the centre physically unchanged, e.g. rotations around the z-axis. Since the

Hamiltonian needs to be invariant under such operations, an operation described by R
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a) b) c)

Figure 3.2: NV centre structure and symmetry operations: a) structure with symmetry axis
along z-direction. N - nitrogen atom, V - vacancy, C1−3 carbon atoms. Dangling bond orbitals
shaded in light blue. b) View along symmetry axis with carbon atoms labelled 1-3. Clockwise
C− and anticlockwise C+ rotation by an angle of 2π

3 and c) three reflection planes σ1−3 leave
the centre physically unchanged.

needs to commute with the Hamiltonian H of the NV centre when acting on a state ψ as

RHψ = HRψ = Eψ, (3.1)

with E being the energy of the state [99]. This insight is useful in that it allows a group

theoretical approach to find eigenstates of the system [67]. To work these out, we need

to know about the exact symmetries of the centre.

As for rotational symmetry, the centre can be turned along the z-axis by an angle

of 2π
3 to replace the position of carbon atoms with a neighbouring one, which gives

two possible orientations for the rotation, that are inverse operations of each other (fig.

3.2b). Additionally, the centre offers three possible planes for reflection that leave the

centre physically unchanged: each plane of reflection is spanned by the symmetry axis

and contains one of the three carbon atoms as shown in figure 3.2c. The action of the

reflection is a swap of the carbon atoms not being located in the reflection plane.

Mathematically, these operations are represented by a group consisting of six 2× 2-

matrices (table 3.1), as it is sufficient for rotations and reflections to operate in the

xy-plane. E refers to the identity operation present in every group by definition, C+

and C− are the rotation operations and σ1−3 are the reflection matrices. This is exactly

a representation of the C3v point group, where Cn indicates the existence of a cyclic

n-fold rotation axis and v the existence of reflection planes [99].2 For the C3v point

2See appendix A for a complete C3v group definition.
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C3v E C+ C− σ1 σ2 σ3

A1 1 1 1 1 1 1
A2 1 1 1 -1 -1 -1

E

�
1 0
0 1

� 

−1

2 −
√
3
2

+
√
3
2 −1

2

� 

−1

2 +
√
3
2

−
√
3
2 −1

2

� �−1 0
0 +1

� 

+1

2 +
√
3
2

+
√
3
2 −1

2

� 

+1

2 −
√
3
2

−
√
3
2 −1

2

�

Table 3.1: A mathematical representation for the C3v point group.

defect there are three irreducible representations (IRs): one of them is represented by the

above introduced matrices for the group operations and has dimensionality two, therefore

labelled as E. Further, there are two one-dimensional representations defined by the unit

element and the determinant of group elements, labelled A1 and A2 respectively.

A short derivation for four suitable eigenfunctions of the C3v group from single atomic

orbitals is given in appendix A. They are labelled: aC , aN , ex and ey.

3.2.2 Ordering of states

Coulomb interaction

Maze et al. [67] use a simple model of electron-ion Coulomb interaction to model the

ordering of the derived single electron orbitals. This interaction leads to a mixing of the

levels
a1(1) = αaC + βaN ,

a1(2) = βaC + αaN ,

ex =
1√
6
(2ρ1 − ρ2 − ρ3) ,

ey =
1√
2
(ρ3 − ρ2) ,

(3.2)

with ordering of energy levels shown in figure 3.3. The ordering of the energy levels was

confirmed by ab initio density functional theory calculations [32].

With the symmetry and the degeneracy of orbitals set, we turn to the dynamics

originating from filling the centre with six electrons. The spin behaviour is set through

the number of electrons in the system, which is even in NV−. In the electronic ground

state, there are four electrons in the a-levels and two in the e-levels, while in the excited
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Figure 3.3: Calculated coulomb and spin-ordering of energy levels with respect to the valence
band edge [32].

Configuration State Name

Ground states

|exey − eyex� ⊗

��
|ββ�
|αβ + βα�
|αα�

3A2−
3A20

3A2+

�� ⇒ 3A2
e2(T )

Singlet states
|exex − eyey�
|exey + eyex�
|exex + eyey�

��⊗ |αβ − βα�
1E1

e2(S) 1E2

1A1

Excited states
|E−� ⊗ |αα� − |E+� ⊗ |ββ� A1

A2

E1

E2

Ey

Ex

����������������
⇒ 3E

|E−� ⊗ |αα�+ |E+� ⊗ |ββ�
ea(T ) |E−� ⊗ |ββ� − |E+� ⊗ |αα�

|E−� ⊗ |ββ�+ |E+� ⊗ |αα�
|Y � ⊗ |αβ + βα�
|X� ⊗ |αβ + βα�

Table 3.2: Hole configurations and namings for selected states discussed throughout the thesis:
e symbols a hole in either ex or ey while a in a1(2); T - triplet (S=1), S - singlet (S=0);
E± = |ae± − e±a� where e± = ∓ (ex ± iey); |X� = 1

2 (|E−� − |E+�); |Y � = i
2 (|E−�+ |E+�); α

and β indicate the spin parts [67].
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Figure 3.4: Ordering of energy levels due to Coulomb and magnetic interactions. Solid blue
arrows indicate allowed transitions, dotted light blue arrows are vibronic transitions. Transition
between singlet states is in the infrared, ground state transition at 2.88GHz. The excited state
A1 level can undergo intersystem crossing (ISC) through spin-orbit coupling to S = 0, which
may be followed by a vibronic decay to the 1A1 singlet state [38]. Since the E1 and E2 states
couple via phonons to A1 they too have this decay channel, although at lower rate.

state, one electron from the ground state is lifted into an e-level. Considering, all levels

can be filled with eight electrons at maximum the description can be done from a two-hole

perspective as well, which simplifies matters and is used in the following. The ground

state then is an e2-configuration and the excited state is of ae-form. Again, group theory

can be employed for deriving two-hole state functions as summarized in table 3.2, giving

rise to singlet (S) and triplet (T) states [67].

Coulomb interaction energetically splits triplet and singlet states on the order of eV

and the triplets themselves are split by spin-orbit and spin-spin interactions on a GHz-

scale. Figure 3.4 summarizes the ordering of energy levels from table 3.2. Upon optical

excitation, the ground state e2-configuration changes to ae, indicated schematically on

the left side of the figure. The figure also includes the most important pathways for

photonic, spin, and vibronic dynamics.
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Magnetic interactions

The magnetic moments of electrons lead to magnetic interactions with other magnetic

moments and magnetic fields. In general, these can be classified as contact interactions

and dipole-dipole interactions.

The most straightforward interaction of an electron spin with a magnetic field is

described by the Zeeman Hamiltonian [43]

HZ = µBBgS, (3.3)

with µB the Bohr magneton, B the magnetic field transposed vector, g the g-factor

tensor and S the spin operator 1/2[σ̂x, σ̂y, σ̂z], with σ̂i the Pauli matrices. In general the

g-factor is a tensor, but due to the NV centre’s symmetry axis it can be diagonalized and

yields an effective g-factor consisting of axial and transversal components [107],

HZ = µB

�
g⊥

�
BxŜx +ByŜy

 
+ g�BzŜz

�
. (3.4)

A general expression of magnetic interactions between two magnetic dipoles (or dipole

and field) contains the dipole strengths, their distance and field orientation with respect

to each other and, when close enough, an overlap integral. The classical magnetic field

produced by a dipole is given as

B(r) =
µ0

4πr3
[3r̂ (m · r̂)−m], (3.5)

where µ0 is the vacuum permeability, r is the distance, r̂ is the unit distance vector

and m is the magnetic moment [5]. The anisotropic interaction can then be expressed

similarly to a Zeeman-term as a magnetic moment of one dipole coupling to the field

produced by the other as

H = −m1B2 = A · S1B2 =
µ0g

2µ2
B

4πr3
[S1 · S2 − 3 (S1 · r̂) (S2 · r̂)], (3.6)

where Si are the respective spin operators and A is a constant [5].

An optional isotropic contact term is proportional to the overlap integral of the

involved states [107].

In the following, the specific interactions for spin-orbit coupling, spin-spin coupling

and hyperfine coupling are treated in more detail in relation to the NV centre.
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Spin-orbit interaction. The relativistic motion of electrons in the electrostatic poten-

tial of the nuclei leads to a magnetic field experienced in the rest frame of the electron [21]

B ∝ v×E ∝ p×∇φ, (3.7)

with v being the electrons velocity, E the electric field of the nuclei, p the momentum

and φ the potential of the nuclei. This field, originating from the orbital motion, interacts

with the electrons’ spin magnetic moment, resulting in the spin-orbit interaction. Spin-

orbit interaction erases the degeneracy of states with orbital angular momentum and

enables transitions between states with different spin. Rewriting the expression of the

magnetic field and inserting it into the single electron spin-orbit Hamiltonian yields [67]

HSO =
�q

2c2m2
e

(∇φ× p) · S, (3.8)

with � the reduced Planck’s constant, q the elementary charge, me the electron mass and

c the speed of light. Since

p×∇φ ∝ (Lx, Ly, Lz) , (3.9)

with L the orbital angular momentum, transforms as an axial vector according to (E,E,A2)

[60], which is the same for the spin vector, the expectation values of the orbital angular

momentum operators can be sorted in two classes �Lx� = �Ly� , �Lz� and the interaction

can be expressed in the form

HSO = λxy

�
L̂xŜx + L̂yŜy

 
+ λzL̂zŜz = λ⊥

�
Ŝ+L̂− + Ŝ−L̂+

 
/2 + λ�L̂zŜz, (3.10)

split into an axial and a transversal part. Not all matrix elements might exist - for the

NV centre the interaction only splits the 3E excited state between levels (A2, A1) and

(Ex, Ey) as well as (E1, E2) and (Ex, Ey). Furthermore, spin-orbit interaction has the

property of linking states between triplets and singlets via ISC, through non-radiative

transitions as indicated in figure 3.4 [67].

Spin-spin interaction. Due to the non-spherical symmetries of the NV centre’s or-

bitals, the spin-spin dipolar interaction does not vanish [67] and is present in ground and

excited states of the centre. The anisotropic spin-spin interaction between two spins S1

and S2 enters as

HSS =
µ0g

2µ2
B

4πr3
[S1 · S2 − 3 (S1 · r̂) (S2 · r̂)] (3.11)
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in the Hamiltonian (see eq. 3.6). The expression can be separated in spatial and spin

terms. In the ground state triplet the MS = 0 and MS = ±1 states are split, since the

Hamiltonian can be expressed in terms of a spin-projection dependent energy splitting

as

HSS = D

�
Ŝ2
z −

S2

3

#
+ E

�
Ŝ2
x − Ŝ2

y

 
, (3.12)

with D and E the fine structure splitting constants [107].

Hyperfine interaction. The nuclear magnetic moment interacts with the electron spin

in the form of isotropic and anisotropic interactions. The anisotropic parts correspond

to a dipole-dipole interaction with the electron spin orbit and the electron magnetic

moment. For the isotropic part, which is dominant in the NV centre, a contact term has

to be considered. The most common nuclear spin is the 14N spin-1 present naturally, but

couplings to 15N and 13C spins are common. The hyperfine Hamiltonian is given as

HHF ∝ ÂSI ∝
�
Âij

contact + Âij
dipole

 
SI, (3.13)

with I the nuclear spin operator vector and the hyperfine tensor

Âij =
1

2S

�
d3rns(r)γNγ�2

��
8π

3
δ(r)

#
+

�
3xixj
r5

− δij
r3

#�
, (3.14)

where ns(r) is the spin density of spin state S and γ (γN ) are the electron (nuclear)

gyromagnetic factor, respectively. The first term in Âij is the contact term, the second

the dipole-dipole interaction [32].

The hyperfine coupling contact term and dipole terms vary for different orbital sym-

metries. An s-orbital-like spin distribution will have higher spin density at the nucleus,

leading to a larger contact contribution than, for example, a p-like orbital state which has

a node at the nuclear position. For the dipole-dipole term, the situation is reversed [32].

If there is axial symmetry in the hyperfine interaction, due to the nuclear spin being

situated on the symmetry axis, the hyperfine tensor will be diagonal with components

Axx = Ayy = A⊥ and Azz = A� [43].
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a) b)

Figure 3.5: a) Ground state 3A2 energy levels: SS is the spin-spin interaction, N.Quad. the
nuclear quadrupole interaction and HF the axial hyperfine coupling. The coupling constants (di-
vided by h) are: DGS = 2.88GHz, P = −4.95MHz and A

�
GS = −2.16MHz. b) Zeeman splitting

of levels in axial B-field for electron spin state with magnitude 2.802MHzG−1 in frequency units.

3.2.3 Ground state fine and hyperfine structure

The unperturbed low temperature (LT) ground state Hamiltonian of the centre is the
3A2 orbital-singlet, spin-triplet state, given by [26, 76]

HGS = DGS

�
Ŝz

2 − S (S + 1) /3
�
+P

�
Îz

2 − I (I + 1) /3
�
+A⊥

GS

�
Ŝ+Î− + Ŝ−Î+

 
+A

�
GSŜz Îz,

(3.15)

wherein Ŝi and Îi are the usual spin-1 operators for i = x, y, z and S, I are the spin

quantum number and the nuclear spin quantum number respectively. The different terms

and constants in equation 3.15 are now discussed.

The fine structure zero-field splitting in the ground state, described by the first term,

is attributed to the electron spin-spin interaction, with a zero-field splitting constant

DGS/h of 2.88GHz at low temperature. As illustrated in figure 3.5a, this spin-spin

interaction leads to two levels, with the higher energy one being degenerate for MS = ±1.

A magnetic dipole transition connects the levels, so that DGS is accessible in electron

paramagnetic resonance.

The second term expresses the nuclear quadrupole interaction of the 14N nuclear spin-

1, with P/h being the nuclear electric quadrupole parameter of magnitude −4.95MHz.

The splitting effect, depending on the nuclear spin state, is shown in the figure.

The third and fourth term in equation 3.15 relate to the interaction of the electron
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spin with a nearby nuclear spin. Of course this would always occur with the nuclear spin

of the nitrogen atom, but could be extended to other nearby nuclear spins by adding

more such coupling terms. The hyperfine coupling constant can be expressed in the

form of a part which acts in axial direction of the NV centre and a transversal part, due

to the centre’s symmetry. For the most abundant 14N nuclear spin the axial hyperfine

interaction A
�
GS/h was established as −2.16MHz and the transversal component A⊥

GS is

quite similar with −2.62MHz [76]. The axial part splits energy levels with MS = ±1 and

MI = ±1, as indicated in figure 3.5a and thereby leads to the final ordering of hyperfine

levels. The transversal hyperfine interaction may produce electron-spin nuclear-spin flip-

flops.

The ground state is sensitive to magnetic fields, coming into the Hamiltonian as

Zeeman terms [26, 76]

HZ = µBgSB+ µNgNIB, (3.16)

with g = g� = g⊥ the electron g-factor of 2.0028 [10], µN the nuclear magneton and gN

the nuclear g-factor. The behaviour is shown for an axial magnetic field in 3.5b for the

electron spin part, whereby levels remain pure but shift in energy by 2.802MHzG−1 [76].

For the nuclear spin the shift is only 0.308 kHzG−1. Transversal magnetic field compo-

nents may mix the spin.

The ground state is sensitive to a lesser extent to electric fields and crystal strain.

This insensitivity results from the antisymmetric combination of the ex and ey orbitals

(see table 3.2) [67].

3.2.4 Excited state fine and hyperfine structure

The effective LT fine structure Hamiltonian for the 3E optically excited state orbital-

doublet, spin-triplet manifold is [26]

HES =
�
Î2 ⊗D

�
ES

�
Ŝ2
z − S (S + 1) /3

�
−λ

�
ES σ̂y ⊗ Ŝz +D⊥

ES

�
σ̂z ⊗

�
Ŝ2
y − Ŝ2

x

 
− σ̂x ⊗

�
ŜyŜx + ŜxŜy

 �
+λ⊥

ES

�
σ̂z ⊗

�
ŜxŜz + ŜzŜx

 
− σ̂x ⊗

�
ŜyŜz + ŜzŜy

 ��
⊗ Î3, (3.17)

with Îd the identity operator of dimension d, in the notation of spin-orbit ⊗ electron

spin ⊗ nuclear spin states, where the σ̂i are the Pauli-matrices for the basis of orbital

states |X�, |Y � to produce the action of fine structure orbital operators. The Hamiltonian
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Figure 3.6: Excited state 3E energy levels: ’Ax. SS’ is the axial spin-spin, ’Ax. SO’ the
axial spin-orbit interaction and ’Trans. SS’ the transversal spin-spin coupling. The coupling
constants (divided by h) are: D

�
ES = 1.44GHz, λ

�
ES = 5.33GHz, D⊥

ES = 1.541/2GHz and
λ⊥
ES = 0.154/2GHz [10]. The effect of λ⊥

ES is exaggerated in the figure.

has contributions of spin-spin and spin-orbit interaction, with the DES terms describing

spin-spin interaction and λ
�
ES being attributed as having spin-orbit origin. According

to reference Doherty et al. [26], λ⊥
ES has spin-spin roots but may also have a spin-orbit

influence. The energetic ordering of the six energy levels, introduced in the previous

section, due to these contributions as well as the magnitude of coupling rates is indicated

in figure 3.6, where the lower two levels are degenerate each. Ex,y are MS = 0 states, the

other four have contributions from MS = 1 and MS = −1.

The LT hyperfine and quadrupole coupling Hamiltonian, given by [37]

HHF
ES = Î2 ⊗ Î3 ⊗

�
P Îz

2
+A⊥

ES

�
Ŝ+Î− + Ŝ−Î+

 
+A

�
ESŜz Îz

�
, (3.18)

is in structure similar to the ground state one, but the coupling to the nitrogen nu-

clear spin is stronger as reflected by A
�
ES/h being about 40MHz [95] and A⊥

ES/h about

23MHz [76], which is connected to a shift of unpaired electron spin density in the di-

rection of the nitrogen atom [37]. Further nuclear spins in the vicinity of the centre

would couple with additional hyperfine terms, as already mentioned in the ground state

Hamiltonian discussion. The quadrupolar shift P is assumed to be the same as in the

ground state [76].
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Figure 3.7: Axial magnetic field acting on the excited state levels: initial levels having both
MS = 1 and MS = −1 character transition to pure spin states. Levels in green have spin
eigenvalue MS = 1, blue ones have MS = −1 and black ones MS = 0. On contact, states show
avoided crossings.

3.2.5 Excited state magnetic field, electric field and crystal strain

sensitivity

The NV centre, due to its symmetry, is susceptible to changes in magnetic field B, electric

field E, and crystal strain δ, qualifying the centre as an excellent sensor but requiring

stable experimental conditions. The low temperature B- and E-field/strain Hamiltonians

for the excited state are [26]:

HB =
�
µBBz

�
g
�
ES

�
Î2 ⊗ Ŝz

 
+ l

�
ES

�
σ̂y ⊗ Î3

  
+ µBg

⊥
ES

�
Î2 ⊗

�
ŜxBx + ŜyBy

  �
⊗

�
gNµNBÎ

�
,

HE,δ =
�
d
�
ES

�
Î2 ⊗ (Ez + δz) Î3

 
+ d⊥ES ((Ex + δx) σ̂z − (Ey + δy) σ̂x)⊗ Î3

�
⊗ Î3,

which present a similar magnetic field dependence to the ground states, but the symmetry

of the excited states leads to a slight difference in the axial and transverse component

of the g-factor tensor, with g
�
ES being 2.15 and g⊥ES being about 2.01 [10]. An additional

term related to an axial diamagnetic shift acting on the orbital states with the orbital

magnetic moment l
�
ES is present. Figure 3.7 shows the response of the excited states to

an axial magnetic field. A transversal magnetic field strongly mixes spin states.

The DC electric field Stark shift and crystal strain actions manifest similar on the

centre as a piezoelectric effect [67] and can be treated combined where d
�
ES and d⊥ES are

the axial and transversal components of the electric dipole moment.
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A1 A2 Ex Ey E1 E2

3A2− σ− σ− σ+ σ+
3A20 ŷ x̂
3A2+ σ+ σ+ σ− σ−

Table 3.3: Optical transition selection rules: linear polarization represented as x̂,ŷ. σ± = x̂±iŷ
represents circularly polarized transitions [67].

The effects of crystal strain. Strain effects can be modelled using group theory

again, as they potentially change the symmetry of the crystal field by moving the lattice

atoms through physical stress, electric fields or temperature. In the excited state, axial

strain leads to a global shift of the transition energy of the ground and excited states,

causing inhomogeneous broadening of the optical resonances.

Transversal strain lifts the degeneracy of the ex and ey orbitals, so that they split

and mix, causing shifts in the relative energies of the levels as shown in figure 3.8a. If

the transversal strain interaction exceeds the spin-orbit coupling of about 5.5GHz, the

spin decouples from the orbital momentum and total angular momentum ceases to be a

good quantum number. In this high strain regime, two energetically separated triplets

or "branches" appear in the excited state manifold [67]. The upper branch stays faithful

in its spin character even at high strain (fig. 3.8c) while the lower branch shows two

avoided crossings where the MS = 0 state swaps to being the state lowest in energy (fig.

3.8d).

Since the effect of an electric field on the centre is similar to strain, electric fields

permit energy level tuning operations. An axial field changes the transition frequency

while a transverse field can restore or deform the C3v symmetry of the defect [67].

3.2.6 637 nm transitions

Low temperature ground to excited state transitions present a strongly spin-conserving

character but cross decay might nevertheless occur as indicated in figure 3.8b.

Allowed dipole moments between the excited and ground states can be extracted

using group theoretical arguments [67]. The non-vanishing transition matrix elements
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a) b)

c) d)

Figure 3.8: Crystal strain effects on the 3E excited state and on transition frequencies:
a) transversal strain (in units of d⊥ES) action on the energies of optically excited states (in
frequency units). Strain indicated on x-scale was equally split in x- and y-direction. Inset shows
double avoided level crossing in the lower branch. b) relative change of transition frequencies
in dependence of strain. Level scheme to the right serves as a legend to the plot, containing
possible spin-allowed (solid arrows) and forbidden (dashed arrows) resonances between ground
and excited state with respective color encoding. Zero on the y-scale is set to MS = 0 transitions
(blue). c) spin character change of the fourth and fifth level from figure a) (indicated on the
right edge) due to strain. For both almost no change is present, which is typical for the upper
branch levels. d) spin character change of the first and second level from figure a) due to strain.
Vertical dashed lines indicate positions of avoided crossings where the spin character changes
drastically.
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Figure 3.9: NV ensemble fluorescence spectrum: spectrum taken at 88K under off-resonant
532 nm excitation. Narrow peaks originate from ZPL emission of the uncharged and negatively
charged centre. To the right of both ZPL peaks, a broad PSB emission profile is apparent.

are

�a|x̂ · r|ex� , (3.19)

�a|ŷ · r|ey� , (3.20)

since x̂ and ŷ transform as irreducible representation E, and E × E can be reduced

to A1 + A2 + E, yielding two orthogonal dipoles in the x- and y-directions. Owing to

the orbital angular momentum in the unperturbed excited state, some transitions yield

circularly polarized light, as summarized in table 3.3, due to total angular momentum

conservation and the ground state not having orbital angular momentum.

In the high transverse strain regime circular polarized transitions get a linearly po-

larized character [67]. Lastly, the high strain induces mixing in the lower branch leading

to spin-flips [26].

3.2.7 Phonon coupling and optical pumping dynamics

The intricate vibronic structure of the NV leads to a fluorescence spectrum of the centre,

shown in figure 3.9 for an ensemble, dominated by a wide PSB, due to Franck-Condon

coupling of electronic and vibrational states of the lattice [26]. Nevertheless, at low

temperature the linewidth of the ZPL in the spectrum of the NV centre narrows to

13MHz in the limit of the spontaneous decay lifetime [77].
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Figure 3.10: Simplified optical spin-polarization mechanism: decay rates from excited state af-
ter off-resonant excitation (green arrow in centre) vary for different states. While MS = 0 propor-
tion remains with high percentage in the original state after decay, the A1 (together with E1 and
E2 through phononic coupling to A1) state likely transitions via transversal spin-orbit coupled
intersystem-crossing to the singlet states [39]. Consequently, by bleeding out of MS = ±1 popu-
lation, spin population is redistributed with accumulation in the MS = 0 state.

Upon off-resonant optical excitation, the centre is found to exhibit spin polarisa-

tion into the MS = 0 ground state (see figure 3.10). This effect is promoted by the

ISC mechanism in the excited state, coupled with phononic transitions. The responsible

pathways could be determined by symmetry arguments and confirmed with lifetime mea-

surements [39]. It was found that the states A2, Ex, Ey show weak spin-orbit coupled

ISC, conserving the MS = 0 population in the excited state. Contrarily, the state A1 has

the highest ISC rate and therefore the shortest lifetime. The E1,2 states couple to A1 and

therefore are prone to ISC as well. All of these states have spin projections of MS = ±1,

leading to predominant depletion of MS = ±1 population through ISC to the 1A1 singlet

state. The singlet state further decays via radiative and non-radiative transitions to the
3A2 ground state with about equal parts of MS = 0 and MS = ±1 re-population [39].

Spin polarizations with an average of 80% are reported in the literature through this

experimentally simple mechanism [26].

More detailed aspects of optical and spin dynamics can be found in chapters 4 and

5.

37





CHAPTER 4
Manipulation of NV Centres at

Cryogenic Temperature

This chapter investigates all the requirements and routines necessary for our proposed

scalable spin-photon entangling scheme, which was introduced in chapter 2. In the course

of this thesis, a suitable experimental setup had to be constructed from scratch and all

the necessary methods needed to be established. The proposed protocol has stringent

experimental preconditions that needed to be met. On the NV centre side it mainly

depended upon

1. a single, environmentally well-isolated NV centre, with

2. a microwave interface for manipulation of the electron-spin qubit space in the NV

centre ground state, and

3. an optical interface to address resonant ZPL transitions.

The constructed setup, instrumentation, and methods for fulfilling these conditions are

presented.

The chapter begins with a discussion of the diamond material used, followed by

the allocation of suitable NV centres and diamond engineering to improve the optical

performance. An overview of the confocal microscope setup is given and the necessity of

a cryogenic environment for the NV centre is motivated (4.1). Section 4.2 is concerned

with hardware instrumentation, experimental control and data acquisition. Thereafter,
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section 4.3 treats NV centre ground state spin manipulation technique and experiments

done to perform high fidelity operations and to characterize the centres spin coherence

time. Finally, in the last section (4.4) the centre is optically characterized and coherent

optical manipulation methods are established.

4.1 Confocal microscopy

4.1.1 Diamond material

The diamond sample used for most of the work presented herein was produced by

Diam2Tech, is of type IIa and was fabricated by plasma enhanced CVD. It has dimen-

sions of 4mm times 1.8mm and a height of 0.4mm. The surface has [111]-orientation by

choice, so that one of the four possible NV centre axes in the crystal lies normal to the

diamond surface, while the NV centre dipoles are oriented parallel to the surface plane

and dipole emission in surface direction is maximal, improving fluorescence collection.

The natural nitrogen concentration in the sample was specified to be lower than 1 ppb,

leading to well isolated naturally occurring NV centres. No implantation or annealing

procedures took place after the growth.

4.1.2 Single centre confocal microscopy

As almost ideal point sources, NV centres are well addressable in optical fluorescence

confocal microscopy, which offers increased imaging contrast by removing two major

sources of background light: collection from non-focal spot positions and reduction of

detected scattered light. This is achieved by the use of a pinhole in the image plane. In

fluorescence confocal microscopy, excitation light and fluorescence detection are focused

in the same region of the specimen. A single objective lens for excitation and collection

suffices when the microscope is used in a reflection/transmission setup as shown in figure

4.1. The size of the pinhole determines the achievable resolution and the number of

collected photons. The diameter should be on the order of the diameter of the Airy

disk, which contains 86% of the light emitted by a point source. A confocal microscope

of the type shown in figure 4.1, where the same objective lens is used in excitation and

fluorescence collection, potentially (depending on the pinhole size) has a minimal confocal
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Figure 4.1: Principle of fluorescence confocal microscopy: an excitation laser (shaded gray)
is reflected off a dichroic mirror and produces fluorescence at the focal spot of an objective lens.
Focal-spot fluorescence (dark blue) is collected by the same lens, transmitted through the dichroic
mirror and imaged through a pinhole onto a detector. Light originating from the focal plane
but out of focus (yellow) and light from outside the focal plane (light blue) are prevented by
the pinhole from reaching the detector. Thus a single focal position is imaged with high signal
compared to background.

lateral resolution rlat given as

rlat =
1√
2
· 0.61 · λ0

NA
, (4.1)

where λ0 is the vacuum wavelength and NA is the numerical aperture of the microscope

objective. The Airy disk diameter is then 2 ·M · rlat, with M being the magnification of

the objective lens [25].

For system parameters close to the experimental conditions, namely λ0 =650 nm, an

NA of 0.7 and a magnification of 100, rlat becomes 0.4µm with an Airy disk diameter

of 80 µm. As signal collection was more important than resolution in the experiment,

we opted for an increased pinhole size. The pinhole was set up in the form of a further

focusing lens coupling into a multimode fibre with 8.2 µm core diameter.

An overview of the used confocal and widefield microscope setups is given in figure

4.2a. Both were used at RT and LT settings of the sample. For the confocal microscope

setup, a homebuilt green laser of 520 nm was passed through a fibre onto a dichroic mirror

(Thorlabs DMLP650) to be sent in a collimated fashion to a microscope objective. Two

types were used: a Mitutoyo 100x PlanAPO 0.7 NA with a long 6mm working distance at

LT and an Olympus UPLFLN 60x 0.9 NA with short working distance for RT operation

with open cryostat chamber. At LT the beam was passed through a thin 0.5mm cryostat

window onto the sample. Fluorescence was collected through the same objective: it

was split off the (green) excitation beam path at a dichroic mirror, filtered for green
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a) b)

Figure 4.2: a) Confocal and widefield microscopes and imaging setup. b) Cross-section from
lateral point spread function (PSF) of the confocal microscope. Fit is a Gaussian function.

light (Thorlabs NF533), traversed the pinhole multi-mode fibre (Thorlabs SMF28e), as

described above, and was finally detected by a single-photon counting module (SPCM)

(Excelitas SPCM-AQRH-FC).

The widefield imaging setup, consisting of a white light source and a CCD-camera,

was available by flipping a mirror into the path, providing a surface view of the sample

used for navigation.

In order to characterize the lateral resolution of the confocal microscope we measured

the lateral PSF (figure 4.2b), which defines the intensity distribution of a point source

image, here the NV centre. The resolution in this case is expressed as the full width at

half maximum (FWHM) of the PSF [25].

Aside from the use of a pinhole, another discerning feature for confocal microscopes

is the operation in a scanning mode, as the pinhole restricts the detection volume to

the vicinity of the focal spot. The beam was scanned in discrete steps over the dia-

mond sample volume, while collecting fluorescence from every such pixel. Small region

scanning of about 20 µm times 20 µm with 100 pixels per direction was enough to locate

single NV centres. Instead of moving the beam itself, the beam scanning operation was

performed by mounting the microscope objective on a three-axis piezoelectric-translation

stage (Thorlabs MAX311D/M). With a dwell time of 50ms per pixel a scan would take

about 10 minutes.
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a) b)

Figure 4.3: a) Fluorescence collection efficiency: total internal reflection in the diamond
material is already present at small angles. Refraction hampers collection by the objective. b)
Dipole emission pattern of point emitter with dipole (orange arrow) oriented parallel to the
diamond surface and indication of the cut-off angle θLIM due to refraction and the NA of the
objective.

4.1.3 Fluorescence collection improvements

An optically cycled single NV centre at saturation emits on the order of 106 photons per

second [27]. Unfortunately, due to the high refractive index of the material, of those only

some tens of kilo counts per second are usually collected from bulk diamond.

Fresnel reflection on normal incidence, given as

R =

,,,,n1 − n2

n1 + n2

,,,,2 = ,,,,2.4− 1

2.4 + 1

,,,,2 , (4.2)

in dependence of the refractive indices in a diamond (n1) to vacuum (n2) interface (as

typically found in a cryostat) accounts for 17% alone.

Furthermore, total internal reflection severely limits transmission of higher angle por-

tions from the dipole emission pattern (fig. 4.3a), with the cut-off angle θc in this case

being as low as

θc = arcsin (n2/n1) ≈ 24.6◦. (4.3)

Including the NA of 0.7 from the objective through use of Snell’s law, the angle decreases

to θLIM by

NA = sin (θLIM)n1 = sin (θ2)n2,

θLIM = arcsin

�
NA

n1

#
,

(4.4)

with a value of 16.9◦.
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a) b) c)

Figure 4.4: a) Electron microscope image of grid coordinate system, harbouring a solid immer-
sion lens (SIL) with 1.9 µm radius. b) Fluorescence autocorrelation measurement to determine
single emitter behaviour. Fit function taken form Kurtsiefer et al. [56]. c) Lateral confocal
microscope scan at the depth of the NV centre beneath the SIL from figure a). SIL outline is
visible as dark spherical shape in the background. NV centre is slightly off-centre.

A rough quantification of the collection efficiency is achieved by integration over the

dipole emission pattern (fig.4.3b) up to the cut-off angle with the normalized emission

power [44]

dPn =
3

8π
cos(θ)2dΩ, (4.5)

and the angle measured from the surface normal (fig. 4.3b). Integration yields a collection

efficiency η of

η =

� θLIM

0

3

8π
cos(θ)2dΩ =

=
3

8π

� 2π

0

� θLIM

0
cos(θ)2 sin(θ)dθdϕ

=
1

4

�
1− cos (θLIM )3

 
,

(4.6)

which results in 3.1% of total emission.

The problem of total internal reflection can be avoided entirely by shaping the sur-

face of the diamond around the centre into a hemispherical solid immersion lens (SIL),

providing uniform normal ray incidence [118]. Fabrication of these SILs was done via

focused ion beam milling. In a first step, a reference grid coordinate system was milled

into the diamond sample surface (fig. 4.4a), followed by allocation of suitable NV centres

within this grid. Suitable centres would be shallow (up to some µm deep) and were

checked for principal axis orientation and single centre characteristics.

In order to determine the symmetry axis orientation, the green excitation laser polar-

ization was rotated and at the same time fluorescence counts were monitored. A uniform
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count rate throughout the procedure indicated the desired [111]-axis orientation [2].

Fluorescence autocorrelation was measured in a Hanbury-Brown-Twiss arrangement,

to confirm single centre properties, which was the case when anti-bunching of light was

observed with the dip in the autocorrelation curve lower than 0.5 (fig. 4.4b) [51, 56].

After fabrication of SILs, with typically 2µm to 10µm in diameter, their perfor-

mance was investigated through measurement of the saturation behaviour of the emitter

beneath. Best performing lenses improved collection efficiency by a factor of 10, from

33(1) kcts s−1 to 357(3) kcts s−1.

Finally, to diminish reflection of excitation light into the detection path and fluo-

rescence at the diamond surface, the sample was coated with a silicon dioxide λ
4 -anti-

reflection layer with a design thickness of

λ

4 · nSiO2
= 110 nm. (4.7)

A confocal microscope scan around the region of the SIL used in this work after surface

coating is shown in figure 4.4c.

4.1.4 Cryogenic environment

The entangling protocol relied on addressability of a single optical transition of the centre,

which required narrow line widths to remove overlap and to increase the absorption cross

section. The sample was therefore put into a cryogenic environment, such that most

coupling phonons were frozen out of the crystal lattice [31].

A closed-cycle cryostat (Montana Cryostation C2) kept the sample at about 4 K.

Optical access was granted by a thin sapphire window of 0.5 mm thickness. Nevertheless,

the window still led to a reduction of collection efficiency to 50%, supposedly due to

wavefront aberrations. The diamond was mounted onto a cold finger as close as possible

to the window to be within the long working distance range of the microscope objective,

positioned outside the cryostat.

4.2 Instrumentation and data acquisition

Contemporary complex quantum experiments wouldn’t function without efficient and,

wherever feasible, automated hard- and software control. In the course of this thesis, such

control was implemented from basic building blocks and ideally worked as invisibly and
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autonomously as possible. A lot of hardware had to operate concurrently while elaborate

experimental sequences were performed. Especially important for us was high-resolution

timing of instructions and play control of sequences, which led to designing, programming

and implementing a homebuilt open-source field-programmable gate array (FPGA) based

pulser as described in the first part of the section. Thereafter, the developed hard- and

software environment is presented and lastly, the time-resolved photon counting technique

used throughout this work is introduced.

4.2.1 Controlling quantum emitters

In the course of planning the experiment, the question of how to control a quantum emit-

ter hardware-wise efficiently needed to be addressed. The control of a single NV centre,

like other quantum emitters, needs an elaborate set of precisely synchronized hardware to

be manipulated in a controlled fashion: laser sources, electro-optic modulators, acousto-

optic modulators, microwave sources, microwave switches, waveform generators and other

device trigger signals. In a separate project, all the requirements were established and

a FPGA based solution was designed and implemented as described in the following.

The project named "Lith" (logical input-triggered high-resolution) pulser resulted in a

separate publication.

Requirement analysis

The first part of the project consisted in the establishment of the exact requirements for

the device:

Timescale of operation: The most interesting timescales for controlling an NV centre

are the involved states coherence times, lifetimes and durations to manipulate states, for

example through a microwave pulse. These timescales are commonly in the range of

some tens to hundreds of nanoseconds. When performing manipulation operations, the

available time increment has to be precise enough to not produce systematic errors in

the resulting state fidelity. The bandwidth needed to be high, so that even short gates

would be produced with correct timing. A short but realistic gate with 10 ns duration

called for a minimum bandwidth of 100MHz.
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Hardware channels: It was foreseen that the experiment would involve various de-

vices, as described above. All of these had to be synchronized, which necessitated that

each device had a channel to the control system. Commercial solution often offered two,

four, sometimes eight channels but we expected to require more than ten.

Sequence commands: Sequences are considered a list of timed instructions to the

channels. A gate within a sequence consists of at least two commands for producing a

rising and a falling edge in the signal. For our sequence implementation we anticipated

to require many commands per sequence and channel.

Multiple sequences and real-time conditional logic: Due to a single-shot state

readout mechanism available for the NV centre [71], we opted to implement conditional

logic gates into our control device directly, to avoid post-selection processes entirely.

We would run necessary initialization sequences until the desired state was successfully

established (trial until success), detected by a real-time conditional logic interface, before

proceeding to the actual experimental sequence (see fig. 4.5a). In contrast to post-

selecting experimental sequences for those performed in a tuned state, trial until success

increases the frequency of runs of the experimental sequence in a tuned state drastically

(fig. 4.5b), especially with the number of conditions imposed, as shown in a simulation in

figure 4.5c. Combined with a time out mechanism, the state of the system can periodically

be rechecked later on. Unfortunately in the course of the work on this thesis project, it

turned out that a single-shot readout mechanism was not available to us. The mentioned

features were nevertheless implemented into the control device.

Commercial solutions were compared with our requirements and included arbitrary

waveform, function and pulse generators, the Jaeger Messtechnik Adwin system and

National Instruments CompactRIO platform. All of these systems would have fulfilled

the timing, channels and commands requirements. The conditional logic requirement

could have been implemented in the Adwin and CompactRIO systems, but with lower

performance. All envisioned control systems would have cost >15k Euro, which is often

beyond the budget limit of small research labs. We therefore published our solution as

open source software under GNU GPLv3.0 licence1. The device is not exclusively suited

for the control of NV centres but can be useful in controlling a broad range of quantum

emitters as well as quantum optics and other precisely timed complex experiments.
1https://github.com/im-pro-at/lithpulser
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a)

b) c)

Figure 4.5: Trial until success vs. post-selection: a) assumption of two routines (with duration
t1 and t2) for tuning the system with success probability p (assumed to be equal for both) and
experiment done thereafter (duration tE). Post-selection case - the three sequences are repeated
one after the other, regardless of successful tuning. Trial until success - with a single-shot
readout mechanism present a condition heralding success has to be passed after each tuning
attempt. Given a success, the next sequence is entered and a time out value (T1, T2) is set.
If it fails, the tuning step is repeated. Once the tuning phase is left, experimental sequences
are repeated as long as no time out expires, otherwise the respective tuning step is repeated
until it succeeds. b) Visualization of the active sequences; blue boxes relate to the tuning phase,
yellow are experimental runs. c) Simulation of frequency of tuned repetition of the experimental
sequence in post-selection (yellow scatter) and trial until success (blue scatter) cases depending
on the number of tuning steps to absolve. Parameters used: tuning sequence duration of 4 µs,
experimental sequence duration of 10 µs, success probability of a tuning sequence trial of 0.25;
blue scatter relates to two different time out values - dark blue has 1000µs time out, light blue
100 µs.
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Figure 4.6: The Redpitaya STEMLab board [33].

Control system specifications

The control system was hardware based onto the Redpitaya STEMLab board (fig. 4.6)

with integrated Xilinx Zynq 7010 system on a chip design2. This chip layout has a dual-

core ARM Cortex-A9 processor hosting a Linux environment connected to a FPGA and

numerous in- and output connectors. The processors and the FPGA work independently

and asynchronously from each other, but may communicate over predefined registers.

The board can be connected via USB or Ethernet.

The FPGA based pulse generator features a timing resolution of 1 ns, on 14 digital

output and 2 digital input channels, connected to the Redpitaya STEMLab board exten-

sion connectors. There are at least 128 commands per sequence possible3, each producing

a new edge on the signal output of the relevant channel. 16 different sequences may be

preloaded onto the device. Sequence repetition options are available in three different

modes: the sequence may be specified to be played only once, to be repeated indefinitely

or to be repeated only after a time out has expired. Sequences may have a maximal

duration of 4.2 seconds and the number of repetitions is tracked in a readable register.

For periods when sequence execution is deactivated and for the switching time between

sequences, a default output pattern for the channels can be programmed.

Quantum emitters may require to be tuned into the right state which can be done

by performing conditional gates within sequences. States may decohere due to environ-

mental influences so regular automatic checks on the state fidelity are necessary. This is

2redpitaya.com
3A minimum of 128 commands can be guaranteed, more are possible - see appendix B.
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done through the software by two mechanisms that achieve real-time play control of up

to 16 sequences:

The first mechanism, which assigns a priority to a sequence, is always present. On

reaching the end of a sequence, the next sequence that is chosen to be played will be the

one that has highest priority and is currently timed out.

The second mechanism allows to send digital signals (e.g. from a photon counter) to

two digital input channels of the board. These inputs are counted and compared with

user-set threshold values. When within a specified range, a conditional gate is passed and

repetition of the current sequence ceases (the time out is reset). The digital inputs are

counted only in up to two specified time windows within the sequence and the condition

may be chosen from: the first count value is within limits, the second count value is

within limits, both are within limits and either is within limits.

The two mechanisms work simultaneously and independently from each other. After

each sequence execution, a constant delay time of 48 ns is present followed by either the

same sequence being executed thereafter or a sequence change as regulated by the two

mechanisms introduced above.

Details on the system layout and sequence play control can be found in appendix B.

4.2.2 Hard- and software structure

The control structure for hardware constituted of a main control PC for ’slow’ (computer

speed) operations and the Lith pulser providing a precise timescale. A time-tagging

module (TTM8000 Roithner LaserTechnik) for photon counting presented a third central

piece of hardware as shown in figure 4.7a. The loop highlighted in the figure operated

as follows: a measurement setting was sent from the main PC to the pulse generator

and other hardware, the pulser then started operating and simultaneously produced a

synchronization signal, that was handed to the time-tagging module and appeared as

’flags’ in the time-trace of tags. The tags from the time-tagging module were channelled

to the main PC for storage and evaluation. Through the synchronization flags the relative

arrival times of photons could be reconstructed within the pulse sequences.

The TTM8000 supports measurement of rising and/or falling digital edges on up to

eight channels with a time resolution of 82.3 ps. The device monitors inputs for voltage

transitions and upon detection of such an event it records the channel, the type of edge

(rising or falling) and the value of a high resolution clock as a ’time tag’ into an event
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a) b)

Figure 4.7: Hard- and software concepts.

table.

Figure 4.7b4 offers a graphical representation of the homebuilt software system. Na-

tional Instruments LabVIEW was employed as an event-driven user interface, providing

easy access to a GUI, event capture and inherent multi threading. It is programmed

through a visual programming language and offers straightforward hardware integration

and data acquisition as well as visualization utilities. For the logic and data handling

structure of the software, working as a back end, Python scripting language was chosen

to capitalize on its versatility by using an object-oriented programming approach. Wher-

ever fast processing of data was necessary, C++ based compiled tools were integrated

into the Python ecosystem. Details on data processing are discussed in chapter 6 and

appendices E, F. Finally, data evaluation was done mostly via procedural routines in

IPython Jupyter notebooks relying on the Python data handling modules NumPy, SciPy

and Pandas.

4.2.3 Time-resolved photon counting

Almost every method presented in following chapters relies on analyzing arrivals of pho-

tons in a time-resolved manner, usually in the form of a time-trace histogram. These

histograms were built up as shown schematically in figure 4.8, using flag time tags to

mark sequence starts. Different flag input channels on the time-tagging module symbol

4IPython image under Creative Commons Attribution-Share Alike 3.0 Unported license, authors:
Python Developers.
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Figure 4.8: Time-resolved photon counting data processing procedure: Lith pulser playing two
sequences A and B in alternating fashion with a flag impulse sent to the time-tagging module at
each sequence start. Flags synchronize the time-tagging module timescale. Time tags in between
flag events recorded are sorted into histograms according to the channel on which the event was
received, offering a time-resolved trace of photon events.

a change of sequence (A and B in the figure). The time tag trace is cut at flag positions

and equal sequence pieces of time tag traces are sorted into histograms, one for each

input channel, translating to one histogram per SPCM port. Histograms were produced

in almost real-time from extensive time-tags tables, received on the fly during the mea-

surement procedure. Time tag tables could be contained in files with sizes up to some

GB, so that care had to be taken when loading them into memory. Loading and tag

processing was therefore done in chunks with 41 kB size. To achieve fast processing the

task was delegated to a throughput-optimized command line C++ tool, that was able

to process 1 GB of time tag data per minute.

This concludes the instrumentation and data acquisition section but further details

on hard- and software are given in the relevant chapters.

4.3 Spin-qubit manipulation and coherence

The spin qubit part of the entangled state in the entangling experiment resides in two

ground state electron spin levels of the NV centre, chosen from MS = 0 and either of

MS = ±1. Electron paramagnetic resonances in the microwave spectrum connect these

states.

The section opens with a detailed description of the microwave infrastructure set up

during the installation of the experiment for high fidelity state manipulation, followed by

a discussion of its first application for measuring NV ground state spectra by optically
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Figure 4.9: Microwave hardware chain.

detected magnetic resonance (ODMR). The last part is concerned with ground state

spin manipulation theory and routines, investigation of coherence and purity of states.

4.3.1 The microwave hardware chain

The microwave hardware, shown in figure 4.9, was split into a slow computer controlled

domain and a domain controlled by the Lith pulser for in-sequence microwave manipu-

lation. The hardware chain featured three independent microwave sources S1-S3, each

offering access within the experimental cycle to a different user set frequency via multi-

plexing. Sources consisted of an Analog Devices ADF4351 wideband synthesizer board

(5 dBm max. power) connected to an Arduino Due micro controller for communication.

Setting a frequency involved transfer of the parameters from the PC to the Arduino,

which ran a communication program to translate to the ADF4351 source. A source was

set active through selection of the input channel on a 4-port switch (pSemi EK42442-01)

by a binary output pattern from two channels of the Lith pulser. The chain further

consisted of a 50/50 power splitter to produce a high-power and a low-power branch.

High power was used for fast but imprecise state manipulation, while low power was

used for slow but state selective operations and ODMR measurements (see the following

sections). Attenuation of power was achieved via a voltage controlled broadband quadra-

ture modulator (Analog Devices ADL5375) in the low power path, and a pre-amplifier

(TI TRF37B73, +11 dB) was used in the high power one - to push up the power to the

maximum allowed input value for the following main amplifier. Power selection was done

with a Mini-Circuits ZASWA-2-50-DR two-port switch commanded by the pulser. The

line was sent to another switch for amplitude modulation with rise times of typically 5 ns.

The signal was amplified by approximately 45 dB with a Mini-Circuits ZHL-16W-43+
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Figure 4.10: Simulation of fluorescence behaviour for two spin polarizations (blue / orange
curves): MS = 0 pol. refers to 80% population in MS = 0, MS = ±1 pol. to 80% MS =
±1 population. Five levels were included (two ground state levels, two excited state levels and
a metastable one) with typical transition rates (see ch. 3.2.7). At 0 ns a CW green laser pulse
begins. The MS = ±1 polarized case exhibits reduced fluorescence, due to strong shelving of
the population in the metastable state. Visibility, derived from both polarization cases with
temporal integration of the fluorescence traces up to the time on the x-axis, is given by the gray
curve.

high power amplifier5 before reaching the cryostat feed-through port.

Inside the cryostat the coaxial line was connected to a PCB extension board featuring

a coplanar waveguide surrounding the diamond sample. From this board, two 25µm

diameter wires were spanned across the diamond sample next to the SIL (15 µm distance).

Finally, the line was grounded on the output port of the cryostat.

4.3.2 Optically detected magnetic ground state resonance

ODMR routines [27] were employed in determining spectra of the ground state spin

resonances, detected by state-dependent fluorescence intensity.

State-dependent fluorescence

The MS = 0 and MS = ±1 ground states show different fluorescence intensities under

off-resonant (e.g. green) excitation, due to different inter-system crossing rates in their

respective excited states [26, 38]. In more detail, when the centre is prepared in the

MS = 0 state, high fluorescence will be observed, since the state has a low crossing

rate to the singlet level 1A1 (see ch. 3.2.7, fig. 3.10), whereas after preparation in the

MS = ±1 levels there is a significant chance of crossing. The fluorescence reduction
5The high gain was necessary due to the summation of losses at each element in the microwave chain.
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Figure 4.11: Optically detected magnetic resonance principle: microwave driven resonances
linking the MS = 0 and MS = 1 electron spin levels (coloured arrows on left side) in a 14N nuclear
spin-1 NV centre. Low power green laser produces fluorescence from the centre while low power
CW microwave frequency is swept (right side). On resonances MS = 0 population will transfer
to the MS = 1 state, which has lower fluorescence yield, producing a triplet of dips in the optical
spectrum, separated by the hyperfine coupling constant in frequency units.

results from a ’shelving’ period by the 1E singlet level’s lifetime of about 300 ns to 400 ns

at low temperature. The effect is present at both room and low temperature conditions.

Figure 4.10 illustrates state-dependent fluorescence in the form of time traces of dif-

ferent initial spin polarizations, which make obvious two concurring mechanisms: state-

dependent fluorescence dominates in the short term, while optically induced spin polar-

ization erases the fluorescence difference in the long term, reaching a steady-state spin

population distribution. The procedure enables optical readout of the spin state with a

typical visibility of 20% to 40%, on comparing the integral fluorescence of a short time

period with a calibration reference. Typically, we chose a duration of 300 ns, a good

compromise between high visibility and low error, due to the increased photon count.

Optically detected magnetic resonance spectrum

Off-resonant CW excitation of the centre with green laser light polarizes the electron spin

into the MS = 0 state, yielding a steady-state fluorescence intensity. When additionally

a CW microwave field is present and its frequency is swept over a resonance with the

MS = 1 or MS = −1 state, the field will repopulate them, forcing a drop in the observed

fluorescence intensity, by virtue of their lower fluorescence yield, shown by example in

figure 4.11 for the three MS = 0 to MS = 1 hyperfine resonances (see ch. 3.2.3). Without

a magnetic bias field, the resonances are located at about 2.88GHz at low temperature.

55



CHAPTER 4. MANIPULATION OF NV CENTRES AT CRYOGENIC TEMPERATURE

Figure 4.12: ODMR spectrum: measurements of PSB fluorescence intensity in dependence of
the microwave frequency were repeated for about 200 times. Used fit function is from equation
4.10. The two sets of triple resonances are split by application of a static magnetic field in the
direction of the NV centre axis with unknown orientation, so that the involved nuclear spin states
can be discerned in character but not definitively. The small difference of triplets in contrast is
due to fluctuations in microwave power.

The ODMR intensity profile I for a single hyperfine resonance in dependence of the

microwave frequency v can be described by a Lorentzian function [27]

I(v, v0) = R

�
1− C

1

π

Δ

(v − v0)
2 +Δ2

�
, (4.8)

where R is the rate of detected photons, C is the contrast of the measurement, v0 is the

resonance frequency and Δ is the half width at half maximum (HWHM). The contrast

is defined as

C =
R0 −Rv0

R0
, (4.9)

with R0, (Rv0) the photoluminescence rate without microwave field (with resonant mi-

crowave field), respectively. The three hyperfine resonances belonging to the same fine

structure transition are separated by 2.16MHz (see fig. 4.11, 4.12, with reference to

the splitting constants introduced in chapter 3.2.3) for the common 14N nuclear spin-1.

Assuming equal nuclear spin populations, the full triplet consists of the sum of three

Lorentzian functions

I(v, vI) = R



1− C

1

π

3*
I=1

Δ

(v − vI)
2 +Δ2

�
, (4.10)

with vI the resonance frequencies. ODMR spectra are useful to determine resonance fre-

quencies, but furthermore offer information about nuclear spin populations and couplings

to adjacent nuclei and their respective strength.
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4.3.3 Coherent spin manipulation and spin coherence time

With transition frequencies determined by ODMR, the option of targeted ground state

manipulation through precise resonant microwave pulses becomes available. Here, the

underlying theory is developed, the manipulation scheme is discussed and environmental

influences are considered.

Two-level system interacting with a classical field

The question raised, concern the evolution of the NV centre ground state under microwave

irradiation and how this mechanism can be capitalized on for state manipulation. The

discussion, inspired by reference [65], departs from the approximation of a two-level

system (ground state |0�, excited state |1�), with energies 0, �ω0, respectively, in a

resonant field of frequency ω0.

Owing to correspondence of SU(2) and O(3), the state described by a density matrix

ρ̂ can be expressed as a vector, called Bloch vector r, in three-dimensional space, through

the relations

ρ̂ =
1

2

3*
α=0

rασ̂α, (4.11)

rα = Tr (σ̂αρ̂) . (4.12)

Here σ̂α are the standard Pauli operators with α ∈ {x, y, z}. The components of the

pure state unit length Bloch vector are

r1 = 2Re{ρ12},
r2 = 2 Im{ρ12},
r3 = ρ22 − ρ11,

r0 = ρ22 + ρ11 = 1,

(4.13)

(with ρab the elements of ρ̂), pointing to the surface of a unit-radius sphere, where the

ground (excited) state relates to the spheres north (south) pole respectively. By equation

4.12, the components of the Bloch vector are the expectation values of spin operators

rα = Tr (ρ̂σ̂α) = �σ̂α� . (4.14)

These equations imply a known evolution of r on the sphere, when the temporal evolution

of the density is derived. The von Neumann equation
∂

∂t
ρ̂ =

1

i�
[H, ρ̂] (4.15)
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expresses time evolution of the density, under the Hamiltonian H, consisting of an un-

perturbed diagonal part H0 and a part interacting with the field H1,

H0 =



0 0

0 �ω0

�
, H1 = −µB(t), (4.16)

with ω0 the resonance frequency, µ the magnetic dipole moment and B(t) the magnetic

field. Analysis of the matrix elements of the interacting part yields contributions only

from off-diagonal elements due to parity. With the derivative of ρ̂ established, the evo-

lution of the Bloch vector components under the action of the field is accessible through

equations 4.13 as

ṙ1 =
2

�
Im{M1}r3 − ω0r2,

ṙ2 = −2

h
Re{M1}r3 + ω0r1,

ṙ3 =
2

�
[Re{M1}r2 − Im{M1}r1] ,

(4.17)

with M1 = �0|H1|1�. One notices that the third component is solely dependent on the

presence of the field. The length of the Bloch vector remains constant under evolution,

only the direction of the vector is changed. Another aspect, making the discussion

geometrically more intuitive, is the possibility to express the above equations as a vector

product between the Bloch vector and a further vector, which we call Q,

dr

dt
= Q× r. (4.18)

In this picture, r precesses around the axis defined by the equatorial vector Q at a rate

that is proportional to |Q|, given by the strength of the interaction. To see the rele-

vant time evolution more clearly, rapidly oscillating terms from the solution are usually

removed through description of the states in a rotating frame, under a linearly polar-

ized field. Another mitigation of complexity is the introduction of the Rabi frequency

parameter Ω, as

Ω =

,,,,µ01 ·B
�

,,,, , (4.19)

which includes the matrix element of the dipole interaction µ01 and the field B.

Driving the transition with a detuned field of frequency ω1 and again expressing the

evolution of the components of r in the rotating frame by a vector product leads to a
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precession axis of

Q� =

��
−Ωcosϕ

Ω sinϕ

Δ

%% , (4.20)

with Δ = ω0 − ω1 being the detuning from resonance and ϕ the phase of the field. The

rate of precession around this axis is determined by

|Q�| =
'

Ω2 cos2 ϕ+Ω2 sin2 ϕ+Δ2 =
)

Ω2 +Δ2, (4.21)

dependent on the power of driving and the detuning from resonance.

A solution for a sinusoidal field with constant phase for the rotating frame z-component

of the Bloch vector, proportional to the projection of the spin component along the z-axis

of the Bloch sphere, is derived as

r�3(t) =
Δ2

Ω2 +Δ2
− Ω2

Ω2 +Δ2
cos

�)
Ω2 +Δ2t

 
, (4.22)

which captures an oscillatory behaviour, known as the Rabi oscillation, around the value

set by the first term, with a frequency of
√
Ω2 +Δ2 and an amplitude of Ω2/(Ω2 +Δ2).

The effect of strong detuning from resonance manifests in two ways: the rotation of

the axis of precession away from the Bloch sphere equator and a decrease in the achievable

amplitude of driving the state along the z-axis. This means that a full rotation of the

state from MS = 0 to MS = 1 may become unfeasible. An illustration of these effects is

shown in figure 4.13. The amount of state rotation by a finite time-dependent microwave

pulse is derived from the area of the pulse,

θ =

�
Ω(t)dt =

,,,,µ01

�

� t

0
B(t�)dt�

,,,, . (4.23)

A rotation of θ = π, that flips the spin, is called a π-pulse for abbreviation.

Coherently driven electron spin

We now focus on the experimental exploitation of the theory, to coherently drive the

ground state electron spin. The reason for establishing the exact resonance frequencies

by ODMR has now been more strongly motivated, considering we can resort to the

case where little or no detuning is present in the system. Then the evolution of the z-

component of the spin state (eq. 4.22) depends on the Rabi frequency parameter Ω, which

is tunable via the intensity I of the microwave field (eq. 4.19), seeing that Ω ∝ √
I. We
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Figure 4.13: Bloch vector rotation due to an external field in the rotating wave approximation
picture: detuning pushes the rotation axis Q�

1 away from the equatorial plane, with |Q�
1| =√

Ω2 +Δ2. Q�
2 and Q�

3 define the detuning free rotation axes, illustrated with a π/2-pulse
around the y-axis and a π-pulse around the x-axis respectively.

aimed to achieve a high Rabi frequency by putting the microwave wires, spanned across

the sample, as close as possible to the NV centre and by using a powerful microwave

amplifier. High Ω relates to short spin-flip times, which reduces sequence duration and

thereby decoherence effects. Furthermore, with high Ω all hyperfine states of an electron

spin level are driven at once, by maximizing the amplitude factor in equation 4.22

Ω2

Ω2 +Δ2
, (4.24)

where the detuning Δ within the three hyperfine states is symmetrically 2π · 2.16MHz

each from the central line.

Rabi nutation measurements were conducted to determine the exact value of the

spin flip times for the MS = 0 to MS = ±1 transitions, at a given microwave power.

Measurements were done in two different modes: with off-resonant and with resonant

laser readout. The difference was a higher achievable nutation visibility in the resonant

case, as a result of the resonant laser addressing only the MS = 0 ground to excited state

transition (see section 4.4.2 below). However, this mode necessitates a low-temperature

environment. Although off-resonant readout shows lower oscillation visibility, it is still

beneficial for room-temperature calibration measurements.

The measurement sequences used are visualized in the inset of figure 4.14, for both

the off-resonant and resonant readout cases. Sequences started with a green initialization

pulse to spin-polarize the centre in the MS = 0 state, followed by a variable length

microwave pulse. In the off-resonant case, the state was read out via a green laser
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Figure 4.14: Rabi oscillation measurements with off-resonant (RT) and resonant readout
(LT). Both curves were fit with the indicated sum of three cosine functions (pi = 1/3,Δ ∈
{−2.16, 0, 2.16} MHz) for the hyperfine states, with additional inclusion of background. The
background in the off-resonant case mostly originates from the low readout contrast, while in the
resonant case the limiting factor was the incomplete spin state initialization. The inset depicts
the respective experimental sequences, repeated for improved photon statistics for about 106

times.

pulse (which can be the same as the initialization pulse as the sequence is repeated), in

the resonant case with a resonant red pulse (details of the state readout are discussed

in chapter 5.1). On plotting the signal as a function of microwave pulse duration the

typical Rabi nutations, a cosine-dependence due to initialization in the bright state,

become visible (fig. 4.146). The time period to the first minimum, corresponding to a

spin flip, yields the duration of the π-pulse. The achieved spin-flip times, for the work

presented in this thesis, were in the range of 20 ns to 70 ns, which translate to a high

transfer fidelity (including the two detuned hyperfine states) of 94.3% to 99.5%.

Magnetic field alignment

Environmental magnetic fields from earth and stray fields were oriented in an unknown

way and most likely contained components transversal to the NV centre axis. As dis-

cussed in chapter 3.2.3, transversal B-fields mix the ground state levels, which led to a

visible reduction of the amplitude of the Rabi nutations. The problem was removed by

placing strong magnets next to the cryostat housing, aligned to produce an axial mag-
6The deviation of the signal from the fit function at short microwave pulse durations is suspected to

originate from distorted pulses for such short durations.
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netic field at the NV centre location of about 20G, manifesting in a Zeeman splitting of

the ODMR spectral lines for MS = −1 and MS = 1 of approximately 100MHz (see fig.

4.12).

Spin coherence time

Spin relaxation times determine a temporal window within which high-fidelity operations

on a quantum state are possible. There are two major timescales, the longitudinal re-

laxation time T1 and the transverse relaxation time T ∗
2 , which capture the timescale for

population decay and inhomogeneous dephasing, respectively [94]. While the T1 time of

MS = ±1 states is suitably long [4], the shorter T ∗
2 time of the state usually presents

a bottleneck [27]. Additionally to environmental influences like phonons and paramag-

netic impurities [8], there is also a dephasing contribution from the different oscillation

frequencies of the hyperfine states. To determine the T ∗
2 -time, a Ramsey experiment

was carried out as displayed in figure 4.15a, with the microwave tuned to the central

hyperfine state.

A π
2 -microwave pulse brought the MS = 0 ground states into a superposition state

and the corresponding Bloch vector to the equator of the Bloch sphere (or close to it

in the case of the slightly detuned hyperfine states). After a variable wait period τ a

second π
2 -pulse was applied, which transformed the accumulated phase differences from

the equator region to a readable population difference. The oscillation was fitted with

the function

SRamsey =
A

2

1− cos(δτ)e
−
�

τ
T∗
2

�2
+B, (4.25)

with the oscillation amplitude A, the detuning of states δ and a background B [96]. A

T ∗
2 -time of 1.9µs was retrieved (fig. 4.15b), sufficient for the entangling sequence gate

operations.

4.4 Coherent optical interface

The photonic qubit generation scheme demanded an optical interface for coherent ex-

citation on an NV centre optical transition. Furthermore, fluorescence detection was

alleviated by scattered light suppression mechanisms. This section begins with the oblig-

atory hardware for those tasks. Afterwards, light is shed on the identification of spectral
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a)

b)

Figure 4.15: Ramsey measurement: a) illustration of the experimental sequence with resonant
state readout. Green laser spin-polarizes the centre, a reference readout was taken followed by
re-initialization with a second green pulse. The Ramsey experiment started with a π

2 -microwave
pulse to establish a superposition state of MS = 0 and MS = 1, as indicated in the left Bloch
sphere picture below. In the precession period with duration τ the three hyperfine states evolved
freely, close to the equator of the Bloch sphere. The sequence concluded with a second π

2 -pulse
and state readout. b) Ramsey oscillation pattern with frequency of the hyperfine state detuning,
showing a stretched exponential-decay envelope due to the T ∗

2 -time of 1.9 µs.
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Figure 4.16: Confocal microscope setup including resonant optical pathways. Acronyms:
optical isolator (OI), accousto-optic modulator (AOM), electro-optic modulator (EOM), polar-
izer (Pol.), half-wave plate (HWP), quarter-wave plate (QWP), polarizing beam splitter (PBS),
neutral density filter (ND), single-photon counting module (SPCM). The resonant paths and
the previously introduced off-resonant confocal microscope setup (fig. 4.2a) were connected by
a narrow laser line filter (LF, Semrock FF01-637/7), that would only transmit resonant exci-
tation/fluorescence light. The left arm depicts the red laser excitation light path as described
in the text. The monitoring of electro-optical modulator (EOM) operation was achieved in the
vertical path on the right. A neutral density filter was present for transmission power adjustment
and an acousto-optic modulator (AOM) for on/off switching. (The final and full optical setup
for the experiment is shown in fig. 6.3)

optical transitions and the determination of the NV dipole orientation in relation to the

excitation light. The mechanism and process of producing optical excitation pulses is

examined and the chapter concludes with the optimization of excitation and detection

light parameters.

4.4.1 The resonant optical path

The resonant optical path and its parts are illustrated in figure 4.16. Working resonantly

with NV centres requires a narrowband tunable laser at 637 nm, in our case a Toptica

diode laser DLC DL pro HP637 with integrated optical isolator. Additionally, a second

isolator (Thorlabs IO-3-633-LP) was placed right at its output, for improved laser co-

herence via reduction of backscattered light. Beam samplers picked up some light sent

to a Fabry-Perot cavity for single mode operation monitoring and a wavelength meter.
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Two EOMs from Jenoptik (AM635) provided fast (<1 ns) amplitude switching with high

suppression in the off-state of 27 dB each. EOMs are very sensitive to light polarization,

therefore they were each nested in optics for polarization adjustment, such as a polarizer

and half-wave plates (HWP). For temporal fine tuning a retro-reflecting delay line was

present (details further down in this section) and the power was adjusted with a variable

neutral density filter. The beam was cleaned in polarization with a PBS and sent onto a

90/10 beam splitter with 10% of the excitation light sent to the sample and 90% trans-

mitted into a path for monitoring the operation of the EOMs. This beam splitter setting

simultaneously maximizes ZPL fluorescence in direction of the detection port (red arrow

in the figure), with 90% fluorescence transmission into this ZPL detection path.

4.4.2 Excited state spectrum and dipole orientation by

photoluminescence excitation

In order to address a single optical transition the spectrum had to be determined first.

The photoluminescence excitation (PLE) method was well suited for the task, as it works

by sweeping the excitation light frequency over a range of interest while monitoring

luminescence. Meanwhile, a continuous low power microwave driving, resonant to the

MS = 0 to MS = ±1 states, was applied. This repopulation of MS = ±1 spin states gave

access to all possible transitions. Figure 4.17a shows fluorescence traces of individual

scans of the excitation laser frequency over a range of 5GHz. Considering a two-photon

absorption may de-ionize the centre (lines going dark in the figure) [84], a green laser

pulse was inserted at the sequence end repumped to the negative charge state. The

traces gave insight into the spectral stability of the resonances over time. In long-term

measurements over hours we found only slow drifting, which we could track in real

time during measurements by slowly scanning the laser frequency and readjusting the

frequency to maximize the luminescence. The upper figure in 4.17b shows the mean of

the traces in the measurement shown in figure a) (blue dots) and a fit with six Lorentzian

functions. The involved spin character is indicated above the peaks and was determined

by the vanishing of MS = ±1 related transitions when switching the microwave off.

MS = ±1 transitions do not optically cycle well due to likely shelving in the long lived

singlet state and optical spin polarization into MS = 0. The three spin non-conserving

transitions show only small peaks, where the rightmost one is marked with a black arrow

in the figure.
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a) b)

Figure 4.17: Photoluminescence excitation measurement: a) resonant laser (some µW of
power) was swept in frequency while monitoring fluorescence. Measurement traces of individual
runs exhibit bright fluorescence regions on resonance. Colour scale in arbitrary units. CW
microwave signal resonant with one ground state transition gave access to all possible lines. A
green laser pulse at the sequence end (not shown) repumped the negative charge state. The
frequency scale was established by fit in figure b. b) Upper graph light blue dots represent the
average signal of all traces from the measurement in figure a). The involved spin characters are
indicated above the peaks, with the left value denoting the ground state and the right the excited
state; 1 refers to both ±1. The signal was fit with six Lorentzian spectral line shape functions to
obtain exact peak positions. In the lower part those positions were associated with transversal
crystal strain in the sample and could be identified with the lower branch of the excited state
manifold. The best fit was obtained for about equal amounts of x- and y-oriented crystal strain
of 53 · d⊥ES each.

In the bottom graph, a simulation of transition frequencies of the lower excited state

branch versus transversal crystal strain shows excellent overlap with peak positions (gray

plus signs) and indicates the high strain regime the centre was found to be in. The color

coding is identical to the one in chapter 3.2.5, figure 3.8b, indicating the involved ground

state electron spin character (blue for MS = 0, orange for MS = ±1) and wheather the

spin is conserved (solid lines). The amount of strain suggests the upper branch being

located about 150GHz higher in frequency but could never be found experimentally.

The linewidth of the averaged MS = 0 ground state to MS = 0 excited state transition

was 100MHz FWHM. It was detuned from the lower-frequency spin-allowed transition
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Figure 4.18: Dipole measurement: excitation light polarization was rotated while on resonance
with MS = 0 ground to excited state transition. Signal is the collected PSB fluorescence. Extrema
and corresponding alignment of polarization relative to the dipole are marked (dashed lines).
Rotation angles are accurate up to some degrees due to experimental hardware.

by 0.88GHz and to the higher-frequency forbidden one by 0.51GHz. The spectrum

implied that the centre offered only one strong spin-conserving transition to work with.

Similar spectra were observed for other centres on the same sample.

Dipole orientation. The observation of only one branch was supported by measure-

ments of the involved NV dipole. On rotating the excitation light polarization with the

HWP in front of the 90/10 beam splitter, while on resonance and performing PLE, a

periodic pattern became visible, promoting high fluorescence when the excitation light

polarization is aligned with the dipole of the excited state branch and minima when per-

pendicular [31]. Our measurements resulted in a close to 180◦-periodic pattern of only

one addressable dipole, shown in figure 4.18. Rotation of polarization over the dipole

gave access to tuning the projected power onto the NV.

4.4.3 Resonant excitation laser amplitude modulation

The PLE experiments above were conducted with resonant CW excitation. We now de-

vote our attention to the issue of producing amplitude modulated light for three purposes:

coherent excitation within a short time period, spin state initialization and resonant state

readout. For the first kind a high power light pulse with pulse area of π and FWHM

on the order of 1 ns was required, as a result of only temporal discrimination being an

option to discern the same frequency excitation and ZPL fluorescence light. For the

initialization and state readout, a low power step-shape pulse with duration in the range

of microseconds was employed.
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Figure 4.19: Working principle of a Mach-Zehnder modulator: the input field, inserted into
a waveguide crafted into the LiNb03-substrate, is split equally. Both arms traverse longitudinal
electrodes with opposite electric fields, that imprint opposing phase differences onto the light
fields. Upon recombination of waveguides, the interference term eiϕ+ e−iϕ ∝ cos(ϕ) gives access
to amplitude modulation via the phase [46].

Producing an off-state

Before actually producing pulses, an off-state had to be established, which meant a power

suppression from 30mW of the laser beam to at maximum 0.3µW before the 90/10 beam

splitter (0.03 µW at the objective), the power at which fluorescence just became visible

in PLE measurements. This implied a suppression of at least 10 · log 0.3
30000 = −50 dB.

Two EOMs used in series were chosen for the task at hand, yielding a suppression of

2 ·27 dB = 54 dB from specification [47]. Jenoptik amplitude EOMs are integrated optics

devices featuring a Mach-Zehnder interferometer arrangement of waveguides (fig. 4.19).

Via the electro-optical Pockels effect, a modulation voltage present in the arms of the

interferometer affects the refractive index of the LiNb03 material, offering a controllable

phase shift, that is translated into amplitude modulation by the interferometer layout.

Electro-optic retardation

To understand the operation of the device better the electro-optic Pockels effect is dis-

cussed shortly in appendix C.

The non-transmitting state (dark state) is achieved by inducing a phase shift of π

between the interferometer axes by retardation. The required change in refractive index

over a length L is derived from

ϕ1 = a = 2π
Ln1

λ
,

ϕ2 = a+ π = 2π
Ln2

λ
,

(4.26)

2π
L

λ
(n2 − n1) = Δφ. (4.27)
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a) b)

Figure 4.20: a) The retardation has a linear dependence on the electrode voltage and therefore
electric field. b) Amplitude-modulator transmission in dependence of applied voltage according
to equation 4.30.

Combining with equation C.11 yields the retardation going linearly (fig. 4.20a) with the

electric field (voltage) as

Δϕ = −πL

λ
n3
zrzz

V

d
Γ, (4.28)

where Γ is the overlap between the optical and electric field (in our case about 0.65

[47]). The voltage for going from a maximum to a minimum in transmission is called the

half-voltage Vπ and is given by setting the above equation equal to a phase shift of π,

Vπ = − λd

Ln3
zrzzΓ

. (4.29)

Vπ is device specific, typically on the order of 1.5V, and doesn’t change during operation.

The periodic transmission power P of the interferometer in dependence of the applied

voltage is illustrated in figure 4.20b and described by

P = Pmin + (Pmax − Pmin)

�
1

2
cos

�
π (V − V0)

Vπ

#
+

1

2

#
. (4.30)

Picking a voltage corresponding to a minimum in the transmission curve leads to the

desired off-state. An auxiliary feature of the transmission curve is the low sensitivity to

voltage errors due to the flat cosine behaviour at extrema. Unfortunately though, the

offset voltage from zero V0 (fig. 4.20b) is subject to a strong but slow drifting behaviour,

called DC drift, dependent mainly on changes in the modulation voltage and input power,

thereby shifting the whole transmission curve left or right. This is due to a slow electric

field compensating process through charge transports within the crystal and typically
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reduces the applied voltage to about 75% of the initial one at saturation (after several

hours) [47]. Since every change of parameters would have led to an hour long wait period

for stable conditions it was decided to develop and install an active feedback stabilization.

Feedback stabilization

Jenoptik provided documentation for a bias voltage circuitry for the modulators [47].

The bias electronics was homebuilt and remotely controlled, but the additional electronics

increased the half-voltage Vπ to V ∗
π of about 3V. A feedback signal was extracted from

the optical path on the right side in figure 4.16 where 90% of the excitation light was

sent to, yielding high sensitivity. An AOM in the path offered the possibility to deflect

the beam from the path on light pulses from pulsed EOM operation, so that the feedback

would always stem from the background only. The feedback signal was sent to the main

computer, where a constantly running homebuilt tracking software adjusted the bias

voltage in small increments on the EOMs, to track one of the transmission minima. The

dark state voltage optimization was conducted in alternation on the devices (every few

seconds) and didn’t influence measurements done simultaneously.

Pulsing through electro-optical modulation

The two desired pulse types for resonant operations were achieved by modulation of the

EOM voltage in two ways: for the low power readout pulses the voltage was slightly

detuned from the dark state voltage for the duration of the pulse. For the coherent

excitation pulses, called ’needle’ pulses from here on, the voltage was switched to a

neighbouring minimum in the transmission curve within some nanoseconds, producing a

sharp 1 ns to 2 ns light pulse. The process is depicted in figure 4.21a. Figure 4.21b offers

insight into the available fluorescence in dependence of the pulse duration.

The chosen control hardware for the two modes of operation was a dual channel

arbitrary waveform generator (AWG), of type Agilent 33622A, with synchronized output

of 1 GSa per second at high voltage levels (since 2V ∗
π are about 6V) for the needle

pulse generation and the options of triggered arbitrary waveform play and remote access.

The software control included a homebuilt python module for setting parameters and

translating the sequence pulse pattern into the AWG waveform space. Execution of the

pattern was triggered from the Lith pulser module. Seeing that the two EOMs, connected

to one AWG output each, were physically separated by about 3.2m in free space and
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a) b)

Figure 4.21: a) EOM transmission power amplitude modulation: feeding the modulator with
a voltage profile as shown in the lower part of the figure translates into the pulse pattern on
the right side, due to the sinusoidal transmission curve. The modulation voltage is assumed
to be biased at a transmission dark state. Needle pulses are produced by fast switching of the
modulation voltage by 2V ∗

π to a neighbouring dark state. b) Fluorescence detection simulation for
excitation pulses with 1,2 and 3 ns FWHM. Assumptions: single exponential fluorescence decay
trace with decay time of 13 ns starts when 75% of pulse (Gaussian shape) is done, detection starts
when only 2.5% of excitation light from the pulse remains (dashed lines). Captured percentage
is shown in the figure.

fibre, the waveform patterns were additionally time-shifted by a 14 ns time delay in the

python module before being written to the AWG, to allow a temporally matched passage

of the light pulse.

In the following the optimization of the needle pulses is discussed, while the readout

pulses are examined in chapter 5.

Excitation pulse optimization

Two figures of merit existed for the temporal pulse shape optimization process: a narrow

pulse width and a clean detection window right after the pulse.

The FWHM of the needle pulses was primarily determined by the duration of the

voltage switching process due to the AWG (specified nominally as 3.5 ns) and the tem-

poral overlap of the light passage windows in the EOMs. For fine-tuning the temporal

overlap in the EOMs with sub-nanosecond accuracy, a 30 cm manually adjustable optical

delay rail was installed in between the modulators (fig. 4.16). The typical pulse width
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a) b)

c) d) e)

Figure 4.22: a) V ∗
π -measurement: a step function voltage profile was set at the AWG (inset),

generating two needle pulses. The amplitude of the step pulse Vi was scanned to find the voltage
at which the photon transmission in the interval between the needles (DS 2) reached the level
of the off-state before the first needle (DS 1), so that Vi = 2V ∗

π was determined (dark blue
line). When Vi was slightly off the region between pulses shows elevated photon detection, as
the second dark state was not reached (light blue). b) Set (inset) versus measured edge of step
pulse. After a steep rise within 5 ns the target voltage is fully reached only after 15 ns. c)
Schematic illustration of the two accessible modulation voltage parameters V ∗

π and Vplateau for
pulse optimization, implemented for both pulse edge directions. d) Scattered light per cycle in
a 20 ns detection window after the pulse for different pulse edge amplitudes Vi. The relation
Vi = 2V ∗

π + Vplateau (yellow line) indicates the voltage ratio at which the second off-state is
reached. e) Pulse shape optimization with Vplateau parameter: Vplateau = 0 (light blue line) and
Vplateau = Vi − 2V ∗

π (dark blue line). Reduces scattered photons (per excitation cycle) in the
detection window by over an order of magnitude in the first 15 ns (the expected fluorescence signal
level is indicated and becomes observable). The feature at 25 ns is attributed to afterpulsing of
the detector.
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was in the range of 1.4 ns to 1.6 ns FWHM.

The parameter accessible for improving the detection window was the voltage profile

sent to the AWG. Firstly, the voltage difference of two neighbouring dark states, 2V ∗
π ,

had to be established from measurement for each EOM individually. A step profile was

set on the AWG with variable amplitude Vi from a baseline sitting in a known dark

state, which would produce a two needle pulse output (fig. 4.22a). When Vi = 2V ∗
π , the

two step pulse voltage levels would both be in a dark state and therefore the detection

baseline between the pulses would have the dark state value everywhere. Otherwise the

baseline in between the pulses was elevated.

However, setting the step pulse amplitude for both EOMs to their respective 2V ∗
π -

value (5.65 and 5.77 volts) yielded polluted detection windows, observed in the scattered

light leaking into the ZPL fluorescence path (light blue line in fig. 4.22e). To investigate

the issue, the voltage edge produced by the AWG was recorded (fig. 4.22b), showing a

fast rise with a final slow asymptote to the target voltage, which fit the observed pulsing

behaviour.

As a countermeasure, a new parameter was introduced into the step voltage profile of

one EOM. Instead of sending a plain step pulse with amplitude 2V ∗
π , the shape function

then supported another adjustment Vplateau, shown in fig. 4.22c. For a period of 15 ns

after the edge, the voltage was overshot, before settling at the neighbouring dark state

level. The additional parameter was implemented for both pulsing directions - from low

to high and high to low voltage. To determine Vplateau, two aspects were considered:

minimal light in the detection window and staying in an off-state in between pulses.

Theoretically, the off-state condition was fulfilled when Vi = 2V ∗
π +Vplateau. A parameter

scan of the edge voltage Vi and Vplateau, expressed as voltage ratio, is shown in figure

4.22d. The chosen values of Vi = 5.94 V and 2V ∗
π /Vi = 0.94 were those with good match

for both imposed conditions and provided the improved pulse shape shown in figure 4.22e.

In the next section the optimization of the pulses is discussed further in the context

of excitation power.

4.4.4 Optical Rabi oscillations for π-pulses

The equation for the pulse area, introduced in section 4.3.3

θ =

,,,,µ01

�

� t

0
B(t�)dt�

,,,, , (4.31)
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a) b)

Figure 4.23: Optical π-pulse: a) Approximation of required optical power in the excitation
beam by applying a step profile pulse with high power. Strongly damped optical Rabi oscillations
are visible in the collected PSB fluorescence profile. The period depends on the optical power,
so that the measurement can be used to coarsely estimate the necessary power for the needle
pulses. b) Optical power scan in needle pulses by rotating the light polarization. Starting at
polarization being normal to the NV centre dipole (0◦), the half-wave plate (HWP) angle was
rotated so that projected power on the dipole (grey line) increased. Maximum fluorescence
heralds the position of the desired π-pulse in this Rabi oscillation measurement. Further power
increase brings population back to the ground state and would at some point (not shown) lead
to a rotation of 2π. Maximal projected power was reached at 45◦.

practically offers two tunable parameters to achieve a π-pulse for coherent excitation,

the pulse duration and the field strength. The strong constraints on the temporal shape

of the pulse have been discussed, leaving the field strength as the only tunable quantity.

This option was explored in optical Rabi nutation experiments.

An approximate search for the required optical power was done using a step pulse with

maximum amplitude (2V ∗
π ) switching voltage. The fluorescence signal showed damped

Rabi nutations, as shown in figure 4.23a, with the oscillation period reducing with higher

optical power. The strong damping was expected from the short lifetime of the excited

state of τ = 11ns and from dephasing.

The fine-tuning of the field was done in a measurement series using needle pulses. The

optical power in the pulses was changed by rotating the light polarization with respect

to the NV centre dipole. Figure 4.23b shows the integrated PSB fluorescence after

excitation with a needle pulse versus light polarization angle. The x-axis corresponds

to the alignment of the polarization vector of the excitation light and the dipole axis.

The projected power along this axis is indicated. Fluorescence maxima of the Rabi

oscillation relate to odd multiples of π-rotations of the state, while minima would be
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Figure 4.24: Signal to background in ZPL fluorescence under scattered light rejection: The
plot shows the fluorescence decay after a π-pulse at t=0 (dark blue) and a reference with the
laser detuned from resonance (light blue). In a 10 ns window (indicated), a signal to background
of 30 is observed. The inset illustrates the scatter rejection mechanism by having excitation and
collection polarization on orthogonal axes.

even ones. The desired π-pulse was achieved at the power and angle setting of the first

maximum, projecting about 1.5 µW of optical power along the dipole axis.

4.4.5 Scattered light rejection

Scattered excitation light, caused by reflections from the diamond surface and transmit-

ted into the ZPL path, was diminished in two ways: on the one hand, the above discussed

temporal windows for excitation and collection, on the other hand, light polarization axes

aligned as described in Bernien et al. [12] - the idea being orthogonal excitation and col-

lection polarization axes. The axis of collection was set by polarization rotation using a

HWP in the ZPL path. Additionally, a QWP was put in front of the HWP to guarantee

linear light polarization. The dipole and excitation axes were oriented at an angle ϕ (of

about 45◦), which fixed the position of the HWP in the excitation path. The tuning of

power in the beam was therefore achieved using a neutral density filter wheel, installed

in between the EOMs into the red laser path, to still achieve optical π-pulses as discussed

above. The projected excitation power then was proportional to cos(ϕ)2.

The scheme, shown in the inset of figure 4.24, led to a factor 1− sin(ϕ)2 loss of ZPL

fluorescence, but achieved a far greater scatter suppression, due to the excitation and

fluorescence collection axes being normal to each other. This setting granted a signal to

background ratio of 30, as shown in figure 4.24.
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CHAPTER 5
Single Optical Transition Control of

a High Crystal Strain Centre

In contrast to many state of the art experiments operating NV centres in the low crystal

strain regime [101, 12, 37], we followed a different route by developing control mechanisms

for highly strained centres. These included a mechanism for initialization of the electron

and nuclear spin states, qubit manipulation techniques through well-defined microwave

gates, and state tomography.

From spin coherence experiments (chapter 4.3.3) it was determined that spin dephas-

ing was a major source of decoherence in the system. State fidelity in the entanglement

experiment would suffer, which motivated the search for a pathway to initialize the nu-

clear spin state of the centre, additionally to the obligatory initialization of the electron

spin. State initialization routines were developed using optical pumping and microwave

manipulations to perform deterministic population trapping. These are very robust to

many kinds of experimental imperfections and have low hardware requirements.

Three types of qubit gates provided the state control necessary for electron and nu-

clear spin state initialization - an optical gate for state depletion and readout, and two

microwave gates for nuclear spin non-selective and selective electron spin transfer, in the

form of a NOT gate (population inversion) and CNOT gate (population inversion con-

ditioned on the nuclear spin), respectively. In the next section, the microwave gates are

discussed in detail and state tomography is introduced (5.1), followed by the electron and

nuclear spin initialization routines in section 5.2. In the course of refining the initializa-
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a) b) c)

Figure 5.1: Two NOT gates and a CNOT gate were calibrated. The gates produce a population
inversion on the involved states.

tion routines, important parameters and population transfer rates were established and

an effective rates model for optically induced population dynamics in the ground state

was shaped, as discussed in section 5.3. The model relies on only three independent

effective rates, determined from measurements, and was used to predict populations for

optimization of the initialization routines.

For the remainder of the thesis, we are going to define the lower frequency electron

spin state in the ODMR measurements from chapter 4.3.2 (and fig. 4.12) as MS =

−1 state, and the higher frequency one as MS = 1, since the exact orientation of the

magnetic field along the NV centre axis was never established and does not influence any

procedures or results presented herein.

5.1 Qubit gates and state tomography

5.1.1 Microwave qubit gates

Deterministic population transfers in the ground states are enabled by precisely timed

microwave operations, as introduced in section 4.3.3. Application of a resonant microwave

pulse with duration of the spin-flip time constitutes an electron spin specific population

inversion or NOT operation, if conditional on a certain nuclear spin state, a CNOT

operation (see fig. 5.1).

Two NOT gates were calibrated, one acting on the MS = −1 and MS = 0 states

(NOT1) and the other on MS = 1 and MS = 0 (NOT2). As mentioned before, the
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a) b)

Figure 5.2: a) Resulting population of states in a statistical mixture, with initial populations
p0 and p1, through a NOT gate with error !. b) Transfer amplitude (see eq. 4.22) depending
on Rabi frequency Ω

2π with hyperfine state detuning Δ
2π = 2.16 MHz. Three positions of Rabi

frequencies are indicated, with their respective maximum transfer amplitude and corresponding
pulse duration.

spin-flip time was on the order of 20 ns to 70 ns, with high transfer fidelities of 94.3% to

99.5%, enabled by the high-power microwave channel.

We considered a realistic NOT gate with some microwave transfer error ! to gain

insight into the transfer uncertainty. The evolution of the population of states under

the operation is is illustrated in figure 5.2a. In matrix notation, the two imperfect NOT

gates in the basis (-1,0,+1) acting on the populations may be written as

NOT1 =


!1 1− !1 0

1− !1 !1 0

0 0 1

, NOT2 =


1 0 0

0 !2 1− !2

0 1− !2 !2

, (5.1)

with their respective errors !1 and !2.

The CNOT gate, contrarily, transfers the electron-spin population conditional on the

nuclear spin state. Nuclear spin state-dependant transitions become available if slow,

low-power driving addresses each hyperfine state differently. However, trying to avoid

driving the detuned levels is not feasible, since the Rabi frequency would have to be so

low that gate operations would take a long period of time. Picking a limit of 1% for the

transfer amplitude of the undesired states implies an upper bound on the Rabi frequency

of 0.22MHz, which translates into a 4.5 µs spin-flip pulse (fig. 5.2b) - longer than the

coherence time of the system.
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a) b)

Figure 5.3: a) Simulation of Rabi oscillations under the calculated condition for a CNOT gate
with Ω = 1√

3
·2.16MHz. Evolution of MI = 0 state (dark blue) undergoes a π-flip at 0.4 µs, while

MI = ±1 (light blue) are rotated through 2π at this microwave pulse duration. b) CNOT gate
calibration: Rabi oscillation measurements with variable power were fitted to retrieve Ω, here
1.23MHz, by the indicated fit function, with pi the hyperfine state populations (here assumed
equal).

Instead of opting for no transfer, the approach taken was to transfer the off-resonant

states through a 2π-rotation angle, while the resonant MI = 0 state underwent a π-

rotation, to produce the desired spin flip [29]. Investigating the process with equation

4.22, derived in chapter 4.3.3, for the detuned and the tuned resonance with the two

conditions for the rotation angles at a time τ yields, for the arguments of the cosine,)
Ω2 +Δ2 · τ

2
= 2π, (5.2)

Ω · τ
2
= π. (5.3)

Solving for Ω results in the condition

Ω =
1√
3
Δ, (5.4)

fixing Ω/2π at 1.25MHz (see fig. 5.3a). In the gate calibration, the microwave power in

the low power channel was adjusted by incrementing the control voltage on the quadra-

ture modulator and Rabi nutation measurements were conducted. The curve fit (figure

5.3b) informed us about the current Rabi frequency, to set it as closely as possible to

2π∗1.25MHz. The gate lasted for 400 ns.

Two types of CNOT gates were implemented acting in the MS = −1 and MS =

0 manifolds: CNOT0 consisted of MI = 0 transfer, CNOT1 was built from a CNOT0

followed by a NOT operation so that MI = ±1 states were transferred.
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The matrix of the CNOT0 operation conditional on the MI = 0 state in the popula-

tion basis {(MS ,MI)} = {(−1, 0) , (−1,±1) , (0, 0) , (0,±1)} is

CNOT0 =


!3 0 1− !3 0

0 1− !4 0 !4

1− !3 0 !3 0

0 !4 0 1− !4

, (5.5)

with the transfer errors !3 (!4) for the MI = 0 (MI = ±1) states respectively.

5.1.2 State tomography

The option to measure state populations accurately presents an important quantifica-

tion tool in all kinds of measurement routines. The developed scheme for readout of

populations in electron and nuclear spin sublevels of the ground state are discussed.

Readout pulse calibration

Population of the MS = 0 state can be retrieved from the fluorescence under resonant

optical excitation. The routine was optimized for a high contrast, good statistics and a

short procedure. The optical power in step-shape readout pulses had to be traded off

between a high value that would improve photon statistics and avoiding power induced

crosstalk, that diminished contrast. Crosstalk to other optical transitions than the desired

one increased with power due to the centre’s optical spectrum.

A population difference for measuring the contrast was established by taking advan-

tage of the non-spin conserving behaviour on illumination, due to the spin-mixed excited

state. Applying a long resonant pulse (10 µs to 30 µs) effectively emptied the MS = 0 state

when crosstalk was low. This state ’depletion’ was used to initialize the electron spin

state to MS = 1 (details further down in next section). The MS = 0 state was then read

out for the remaining population with a step pulse that had an optical power defined

by a power factor fp. The power factor relates to the amplitude of the voltage sent to

EOMs, and therefore, optical power in the pulse is proportional to cos2(fp ·π+π/2) (see

fig. 5.4a upper left). Population from MS = 1 was swapped to the readout MS = 0 level

with a NOT gate (π-pulse), followed by another reading pulse (fig. 5.4a lower left). Ex-

emplary fluorescence traces of the pulse calibration are shown in figure 5.4a on the right,

for different values of fp and both readout instances. Low power produced few photons,
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a)

b) c)

Figure 5.4: a) Readout pulse calibration measurement: left side shows the experimental
sequence and the non-linear relation of fp with power of the readout pulses. Right: three
exemplary fluorescence traces of a scan of fp from 0.05 to 0.22 for both readouts. Insets are
enlarged lower regions of the graphs. Low power yields few fluorescence photons (light blue)
while high power causes crosstalk (orange). b) Contrast: photon yield of state readout follows a
Poissonian distribution with standard deviation σ =

√
N . The contrast includes the difference

of means. Moreover, states may become indiscernible when the difference is on the order of
the sum of standard deviations. c) Step pulse calibration results: power and duration of step
pulses were swept to investigate photon yield, readout contrast and the minimum number of
experimental cycles to discern the states. Different readout durations were investigated (from
1 µs to 10µs). The displayed signal is the number of readout photons of states normalized to the
reference population on spin polarization with green light (photons in first 0.2µs of the pulse were
counted). Power factors in the shaded region achieved the best state initialization and signal.
The photons graph shows the photon yield per cycle for both the MS = 0 and MS = 1 readouts
and different pulse length integrations. Photon yield increases with power, but remains at a low
level of 0.1 to 0.2 per cycle in the shaded region (circled), hindering single-shot state readout.
Contrast is maximal in the shaded area, while the necessary minimum of cycles to discern the
states is small therein. For better visibility of the graphs, only the mean values are given.
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while for high power the crosstalk became dominant. The strong exponential decay is

indicative of a high spin-flip rate.

The readout contrast in a single shot is defined as

CRO =
R0 −R±1

R0 +R±1
, (5.6)

where R0 (R±1) is the signal gained from reading the MS = 0 (MS = 1 or MS = −1)

population respectively. The contrast distribution depends on the difference between the

mean values of the photon counts of the states and their variance, shown in figure 5.4b.

To optimally discern the signals with mean photon counts N̄i, the quantity�
N̄0 ±

)
N̄0

 
−
�
N̄1 ±

)
N̄1

 
(5.7)

needs to be maximized. Assuming higher photon counts from MS = 0, to distinguish the

states, the condition �
N̄0 −

)
N̄0

 
−

�
N̄1 +

)
N̄1

 
> 0, (5.8)

has to be fulfilled, with a similar condition for the case that MS = 1 (or MS = −1)

has higher counts. The question asked was: how many measurements needed to be

performed for a certain excitation power to distinct between the states? The standard

error of the mean relates to the number of measurements n as 1√
n
σN , where σN is the

sample standard deviation. Inserting into 5.8 yields the condition�
N̄0 −

)
N̄0√
n

!
−

�
N̄1 +

)
N̄1√
n

!
> 0, (5.9)

or

n >

�)
N̄0 +

)
N̄1

N̄0 − N̄1

!2

, (5.10)

which is valid for any population ratio.

Pulse calibration yielded good results for fp in the range of 0.1 to 0.16, shown in

figure 5.4c. At the higher end, this reflected a power of 0.35 µW at the microscope

objective. A duration of 3µs to 5µs was chosen for good photon yield, while keeping

cycle length at a reasonable overall duration. The probability for a photon per readout

pulse for an initialized MS = 0 state was then 0.167± 0.001 from the MS = 0 state and

0.00442±0.00015 from MS = ±1, resulting in a high readout contrast of 0.948±0.000172,

which compares well with state-of-the-art systems (see e.g. Robledo et al. [84]). However,

the low overall photon yield per readout pulse rendered single-shot readout of the spin

state impossible.
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a) b)

Figure 5.5: a) Fluorescence F0 and F1 definitions: crosstalk fluorescence F1 only occurs if
crosstalk is present (dotted lines) and MS = 1 is populated. b) Deduction of real population
from a signal: without crosstalk (F1 = 0) the population is exactly reflected in the signal (orange
line). Crosstalk (blue lines) leads to an overestimation (underestimation) of population for a
certain signal if the population is < 0.5 (> 0.5) - (arrows on x-axis).

Error on the population measurement

There are two major sources for errors in the readout procedure: optical crosstalk and

inaccurate microwave transfer in the NOT gate.

The effect of crosstalk is discussed in a two-level system with a readout state MS =

0 and a somewhat detuned transition of MS = 1. The fluorescence from a fully populated

state MS = 0 will be F0 on average (fig. 5.5a left) and the crosstalk fluorescence of a

fully populated state MS = 1 F1 (fig. 5.5a right). How does F1 influence the signal

and therefore the deduced population p of a state? A readout of an unknown population

distribution achieves

F0 · p+ F1 · (1− p) +B (5.11)

fluorescence photons, with B the background. The background was established with a

detuned laser to be very low (about 10−3 photons per readout) and is neglected. The

normalized signal S (will be referred to as signal from here onwards) reads

S(p, F1) =
F0 − F1

F0 + F1
· p+ F1

F0 + F1
, (5.12)

a linear function in p plotted for increasing F1 in figure 5.5b. If no crosstalk is present,

S(p, F1 = 0) = p. Otherwise, F1 limits the the maximally and minimally observable

signal by the intercept with the y-axis at F1
F0+F1

. Initialisation into MS = 1 led to

S(p ≈ 0, F1) ≤ 0.01, which means

F1

F0 + F1
≤ 0.01, (5.13)
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Figure 5.6: Microwave induced error on population readout: top shows sequence used with two
different types of initialization procedures to produce varying population in MS = 1. Microwave
gate (blue) transferred population to the readout level MS = 0 in dependence of pulse duration
and Ω. Here, the lowest power microwave case with τπ = 68ns is shown, producing maximal
deviation of signal to population. Pulse duration was then detuned up to 20 ns. Nuclear spin
populations were completely mixed. Fit with eq. 5.18 to retrieve the population values, which
was close to one when MS = 0 was initialized to be empty (blue line) and 0.2 when a green laser
pulse was used for initialization (orange line).

setting an upper bound on F1 ≈ 1% of F0, so that we assume S(p, F1) ≈ p from here on.

The state readout procedure for MS = ±1 involved a microwave operation that entails

a certain error on population transfer. The same question as above is raised - what is

the real population of the MS = 1 or MS = −1 state before the microwave operation was

performed when a certain signal is observed? In the most general perspective the NOT

microwave operation with error ! acting on states ψ0 = α |0� and ψ1 = β |1� leaves a

probability amplitude of α
√
!+β

√
1− ! on the ψ0 state. A measurement of ψ0 produces

a signal

S =
,,α√!+ β

√
1− !

,,2 = |α|2!+ |β|2 (1− !) +
�
α∗β

√
!
√
1− !+ c.c.

"
. (5.14)

The interference term is not present (or very small) in the state readout procedure, since

the microwave pulse doesn’t act on a coherent state but a statistical mixture. Therefore,

S ≈ |β|2 + !
�
|α|2 − |β|2

 
, (5.15)

with a linear deviation that depends on the microwave error and the initial population

difference. In a two-level system, with p1 the population of the state (to be transferred

to the readout MS = 0 level) before the microwave operation, the expression becomes

S = (1− 2!)p1 + !, (5.16)
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a linear function acting on the signal in a similar fashion to optical crosstalk. The larger

!, the smaller the readout contrast and error is maximal at the population extrema.

The error ! arises from two different origins, the detuning of hyperfine states and

possible pulse duration errors. The later was investigated in a Rabi oscillation type

measurement for two initial population values p1 in the state-to-read-out (fig. 5.6). The

π-pulse region (where the NOT gate operates) viewed in a Rabi nutaion context is almost

flat, so that small errors from inaccurate timing are expected.

Both error types are captured through a treatment of the microwave operation as

pictured in chapter 4.3.3, with ! equal to 1−Ta, where Ta is the total transfer amplitude

of population,

Ta(Ω,Δ, τ) =

3*
i=1

pNi · Ω2

Ω2 +Δ2
i

cos2(
'

Ω2 +Δ2
i ·

τ

2
+

π

2
), Δ ∈ {−2.16, 0, 2.16}, (5.17)

summed over the nuclear spin states with population pNi , and Δ in MHz. Insertion yields

S(p1, Ta) = (2Ta − 1)p1 − Ta + 1, (5.18)

which was used to fit the data in figure 5.6. Inversion gives the population of interest

before the microwave operation, p1, in dependence of the signal S, as

p1(S) =
S + Ta − 1

2Ta − 1
, (5.19)

with Ta = Ta(τ = π) for readout procedures. For microwave fields with high Ω, p1(S) ≈
S.

Population normalization and ionization

In order to derive an accurate signal, the populations of all electron spin levels could be

read out in three consecutive measurements. This was done within the same measurement

sequence, to avoid systematic errors and to normalize population correctly, as indicated

in figure 5.7a top.

A similar protocol was used to attain nuclear spin level populations for MI = 0 and

for MI = ±1 (fig. 5.7a bottom). CNOT gates were used to transfer population to the

readout state MS = 0. As two CNOT gates were established, the difference in population

of MI = 0 and the total of MI = ±1 was retrieved.

To investigate if such a population normalization procedure is valid, since it builds

on the assumption of spin population conservation, possible losses of populations during
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a) b)

Figure 5.7: a) Population normalization procedure: top shows the establishment of elec-
tron spin populations, bottom includes the nuclear spins. Both processes were done in a single
sequence to minimize error. b) Deionization measurement results: the reference consists of
the sum of all readouts from MS = 0, MS = 1 and MS = −1, after the same initialization
procedure. The ionization value represents the same readout but with a sequence of 32 times
[NOT1][D][NOT2][D] in between. Only a small decrease in signal and therefore population was
determined. Indicated errors are ±1σ.

sequences needed to be checked. Under resonant optical excitation the NV centre may

deionize to the uncharged state NV0, which is a pathway for population loss reported

in literature [84]. A measurement was designed to monitor the influence of deionization

on population retrieval results. The sequence used consisted of an initialization part, a

reference population readout of all states and reinitialization followed by a gate sequence

of

[[NOT1][D][NOT2][D]]32, (5.20)

with [D] depletion (readout) gates, shuffling population between the levels to garant

many optical excitation cycles. Finally, states were read and compared to the reference

reading, yielding a drop in overall population of only 2.8% (fig. 5.7b), so that it was

a fair assumption that the population was conserved even over lengthy sequences with

many gate operations.

This concludes the discussion of state readout procedures, which were put to use in

the topics of the next sections.
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5.2 Spin initialization by population shelving through

optical pumping

Polarizing the nuclear spin, ideally resource efficiently, while not harming its state by

operations on the electron spin was not only important in our experiment but is of prime

importance in many quantum information protocols using the NV centre [96, 75].

However, the low electron-nuclear spin coupling, while being an advantage for a quan-

tum memory, impedes initialization and manipulation effectively. Furthermore, many

schemes reported so far have strict requirements on the centre used. Common is a

tremendous increase of hardware overhead for engineering the coupling rate between

electron and nuclear spin [48].

High fidelity nuclear spin initialization has been shown through (recursive) population

transfer with microwave and radio frequency pulses [74, 19]. Furthermore, single-shot

readout techniques combined with trial until success or post selection have been demon-

strated for selecting nuclear spin states [71, 85]. Well established methods, requiring

high magnetic fields, use level anti-crossings in the ground and excited state of the centre

to induce spin flip-flops between the electron and nuclear spins. Under optical pump-

ing these lead to nuclear spin polarization [45]. Coherent population trapping, via the

ground states as well as optically via the excited state have been used for this purpose

as well [100, 20, 37]. Other methods employ coherent Larmor precession of nuclear spins

or operate in a high microwave power Hartmann-Hahn regime [28, 62].

Our iterative initialization methods for electron and nuclear spin polarization by

population shelving through resonant optical pumping in arbitrary magnetic fields are

robust and with low hardware demand. We only require selective microwave transfer and

random spin-flips induced by the resonant optical pumping process on a single optical

transition, yielding a nuclear spin polarization of 88%. Our method is resilient to ex-

perimental imperfections and doesn’t require radio frequency fields, single-shot readout,

initial electron spin polarization or tuning of fields, energy levels or frequencies.

5.2.1 Initialization routines

The developed routines rely on alteration of state targeted microwave transfer gates with

population distributing depletion pulses.
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a) b)

Figure 5.8: a) Electron spin initialization iteration: a NOT gate (here NOT1) repopulates
the MS = 0 state for the next round of depletion. Depletion pulse (D) transfers population
out of MS = 0 and equally distributes to MS = 1 and MS = −1. Population in the example
accumulates in MS = 1. b) Combined electron and nuclear spin initialization iteration: target
state MS = −1, MI = 0 is the only state not touched by microwave gate operations so that
population becomes trapped.

Electron spin initialization. Depletion pulses empty the MS = 0 state and distribute

the population evenly in MS = 1 and MS = −1. Microwave NOT operations on one

of those states followed by a depletion gate will, upon repetition, trap more and more

population in the state untouched by the NOT gate (fig. 5.8a). The sequence protocol

in gates is

[G] ( [NOT][D] )N [Tomo], (5.21)

with [G] being a 1µs and 380µW green laser pulse. The pulse sets the charge state

of the centre. The NOT gate and the 5µs depletion pulse [D] are repeated N times

to accumulate population asymptotically, taking 5.05 µs per run. Tomography [Tomo]

after N = 8 iterations resulted in an initialization fidelity of the electron spin qubit of

Fe = 95.3 ± 0.5% in the MS = 0 and (MS = −1 or MS = 1) qubit space.1 Inference

with a numerical model (see next section) matched and predicted an asymptotic limit

of Fe = 96.1%. The deviation from unit fidelity is due to optical cross-transfer, which

slightly depopulates the target state.

1With target state MS = −1 the population distribution (MS = 0,MS = −1, MS = 1) =
(4.6, 92.5, 2.8)± 0.5% was achieved.
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Figure 5.9: Iterative nuclear spin polarization by population trapping: blue scatter is the
extracted nuclear spin polarization after 0, 2, 5, 7 (and so forth) iterations of the initialization
routine. Data has ±2% standard error. The solid blue line fit was done with a numeric model
(see next section) to extract the involved nuclear spin flip rate ki0 (per nanosecond), where
shaded domains indicate the order of magnitude. If no crosstalk was present, the polarization
curve would follow the dashed line, ultimately reaching unity.

Combined electron and nuclear spin initialization. Expanding the above routine

by another population recollection step with a CNOT1 operation on the target electron

spin state leaves only the (electron spin target state, MI = 0) level untouched by mi-

crowave gate operations to iteratively trap population (fig. 5.8b). The gate sequence

becomes:

[G] ( [NOT2][D][CNOT1][D] )N [Tomo], (5.22)

with one iteration of the central block taking 13 µs (using 5µs depletion pulses and some

safety wait periods). For N = 40 iterations, the fidelity2 for nuclear spin initialization

amounted to Fn = (88± 2)%, which is close to the asymptotic limit (fig.5.9).

The blue scatter in figure 5.9 was the measured nuclear spin polarization after a

certain amount of protocol iterations. The fit was simulated with a model developed

in the next section. Varying the transition rate for nuclear spin flips produced the

coloured domains in the plot, visualizing the impact on the convergence to the asymptotic

limit, which was defined by the strength of optical cross-excitation processes that slightly

deplete the target state.

In general the algorithm is very robust to different kinds of experimental imperfections

like microwave gate duration errors, variations in the depletion pulse duration and power

2The nuclear spin initialization fidelity was defined as the fraction of MI = 0 population within the
MS = −1 manifold, i.e. Fn = p(MI = 0,MS = −1)/p(MS = −1), where p is the population.
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a) b) c)

Figure 5.10: a) Full description of NV centre optical dynamics involves up to nine ground
state levels (GS), 18 excited state levels (ES), metastable (MS) levels and knowledge of relevant
transition rates. b) Reduction of complexity: model treats excited state as black box and only
considers effective transition rates between the nine ground state levels. Timescales for optical
operations are assumed to be on the order of microseconds or longer. c) Effective rates used in
the ground state model (see text).

and may be used in a wide range of magnetic fields.

5.3 A simple optical spin dynamics model

5.3.1 Introduction to the model

A model was developed to describe the behaviour of spin populations upon resonant

excitation on the working transition. Modelling the full dynamics of the electron and

nuclear spin has been done, with elaborate many-level rate equation simulations, of up

to nine ground states, 18 excited states and intermediate levels, that require accurate

transfer rates as an input [37, 76] (fig. 5.10a).

As a result of using a single optical transition, many of these states were not relevant

for the dynamics in our case, so that a reduced and effective rate model could be proposed

(fig. 5.10a to 5.10c). The model departs from a master equation approach. The time

evolution of state populations in the population vector P is then given as

dP

dt
= M̂P, (5.23)

with transfer matrix M̂ (see appendix D) and the population vector encoded as {(MS ,MI)} =

{(−1,−1), (−1, 0), (−1,+1), (0,−1), (0, 0), (0,+1), (+1,−1), (+1, 0), (+1,+1)}. M̂ was

proposed to contain the five time independent effective rates:
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a) b) c)

Figure 5.11: a) Rate ks01: fluorescence trace of a 3 µs readout/depletion pulse (RO) with
single exponential fit. b) Coupled rates ks10 and ks11: initialization into MS = −1 followed by
long depletion pulses (D) to induce transfer through crosstalk. Finally MS = 1 was read (NOT
and RO). c) Extraction of upper bound on the nuclear spin flip rates ki0 and ki1. Strongly
populated state MS = 0, MI = 0 was fully read out for a reference (left) or depleted and read
out (right).

• ks01 - electron spin transfer rate from MS = 0 to MS = ±1,

• ks10 - electron spin transfer rate from MS = ±1 to MS = 0,

• ks11 - electron spin transfer rate from MS = −1 to MS = 1 and vice versa,

• ki0 - nuclear spin transfer rate from MI = ±1 to MI = 0, when MS = 0,

• ki1 - nuclear spin transfer rate from MI = ±1 to MI = 0, when MS = ±1,

illustrated and related to the physical processes on optical pumping in figure 5.10c.

5.3.2 Rate determination

State depletion. Rate ks01, the transfer from MS = 0 to MS = ±1, was extracted from

fast spin dynamics upon optical illumination (after off-resonant initialization), evident

in the decay of PSB fluorescence during application of a 3µs step pulse3 (fig. 5.11a).

By fitting the observed decay with a single exponential function, only the ks01 domi-

nated aspect was captured and long-term effects such as optical crosstalk to other excited

state transitions were removed. The retrieved value was ks01 = 3.5× 10−4 ns−1.

3The step pulse was carefully calibrated as introduced above
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State cross transfer. The rates from the MS = ±1 states to MS = 0 (ks10) and

between the MS = 1 and MS = −1 state (ks11), are present when off-resonant cross-

excitation is possible. For high strain NV centres, like ours, this was the case due to a

slight spectral overlap of lines and a strong spin mixing in the excited states.

To determine the effect of both rates within our model, the rate equations were

integrated in search of an analytic solution. For a population distribution among the

three electron spin levels PS = [p−1, p0, p+1], in basis {Ms} = {−1, 0,+1}, we determined

the time evolution of the MS = 1 population to be

PMS=+1 = C1 + C2 · exp[(−2ks01 − ks10) · t] + C3 · exp[(−ks10 − 2ks11) · t],
(5.24)

with

C1 =
ks01(p−1 + p0 + p+1)

2ks01 + ks10
, C2 =

−p0ks01 + p−1ks10/2 + p+1ks10/2

2ks01 + ks10
, C3 =

p+1 − p−1

2
.

(5.25)

With an initial state population vector [p−1, p0, p+1] = [92.5%, 4.5%, 3.0%], and with

setting ks01 = 3.5× 10−4 ns−1, we could extract numerically that the C2 factor is much

smaller than C3, for the interval of reasonable ks10 values, with C2/C3 ∈ [3.4%, 5.0%],

thereby enabling a description where the evolution of PMS=+1 is approximated by a

mono-exponential expression

PMS=+1 = A · exp((−ks10 − 2ks11) · t) +B. (5.26)

Experimental establishment of the rates was possible by first initializing the spin pop-

ulation in the MS = −1 state, followed by depletion pulses resonant with the MS =

0 transition of increasing duration (fig. 5.11b). Population of the MS = 1 state was

measured thereafter tomographically. A fit to the data yielded k̃ = ks10 + 2ks11 =

(9± 2)× 10−6 ns−1.

Nuclear spin transition rates. Nuclear spin flip rates ki0 and ki1 were determined

through the nuclear spin polarization routine (fig. 5.9). As discussed, the routine con-

sisted of discrete iteration steps. Tomography was performed after 2, 5, 7 to up to 40

iterations, yielding a population vector P and the corresponding nuclear spin polariza-

tion at each step. At this point, the only free parameters in the model for population

evolution were the nuclear spin flip rates.
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For the time being, rate ki1 was neglected since it was expected to be much smaller

than ki0, due to the process relying on optical cross-excitation. The most likely value

for ki0 was extracted by minimizing the distance

d =
,,,Pfit −P

,,,, (5.27)

with Pfit the fit-function for populations as given by the model with the derived rate

ks01, the combined rate for ks10 and ks11, and the microwave qubit gates as given

by their matrices (introduced in section 5.1). The expected population vector for the

measurements was derived from the model by integration. The minimal distance was

obtained at ki0 = 4.9× 10−5 ns−1.

An upper bound on the nuclear spin flip rate, ki(0)0 , was retrieved from two measure-

ments done consecutively: the first was a reference, where the centre was initialized in

the state MS = 0, MI = 0 and tomography was performed (figure 5.11c), yielding a

population vector P1. In the second measurement a 10µs depletion pulse was done in

between, yielding the vector P2. The population evolution from P1 to P2 was simulated

numerically by integration of the rate equation model to yield a theoretical Pth
2 . Distance

minimization led to an optimal value ki
(0)
0 = 2.76× 10−4 ns−1. This is interpreted as an

upper bound on the flip rate since the system was prepared in one nuclear spin state, so

that the highest observable flip rate was visible under optical illumination (more details

further down in this section).

To ascertain the strength of ki1 on the value for ki0, ki1 was swept within a range of

[0, 2% · ki(0)0 ] and for each iteration an optimal ki(i)0 was retrieved, resulting in a range:

ki
(i)
0 ∈ [2.15, 2.76]× 10−4ns−1. The two flip rates were found to be anti-correlated.

The extracted spin transition rates are summarized in table 5.1.

5.3.3 Spin flip mechanisms

We compared the experimental findings with a simulation of the excited state dynamics,

to find out more about what causes the electron and nuclear spin flips and to what extent.

The 18-level excited state was evolved by the Master equation

dρ̂

dt
= − i

�
[H, ρ̂], (5.28)

with H the excited state Hamiltonian, to go beyond a simple rate equation model. Spon-

taneous decay to the ground state was introduced as a stochastic process to the otherwise
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Rate Value Error Comment

ks01 3.5× 10−4 ns−1 0.2× 10−4 ns−1 resonant excitation
ki0 4.9× 10−5 ns−1 0.5× 10−5 ns−1 resonant excitation

ks10 + 2ks11 9× 10−6 ns−1 2× 10−6 ns−1 cross-excitation

ki
(0)
0 [2.15, 2.76]× 10−4ns−1 0.05× 10−4 ns−1 resonant excitation

ki1 [0, 2% · ki(0)0 ] ns−1 cross-excitation

Table 5.1: Extracted spin transition rates. Upper three values are found to model the depletion
pulse operations, e.g. in the nuclear spin initialization routine. ki(0)0 was retrieved from depletion
on a purified nuclear spin species and gives an upper bound on the nuclear spin flip rate. ki1
was swept in the range [0, 2% · ki(0)0 ] and found to be anti-correlated with ki

(0)
0 .

coherent model. The Hamiltonian included all terms discussed in chapter 3, starting with

equation 3.17, and included strain of 53 times the transverse dipole moment, as deter-

mined from the best fit in the fluorescence spectrum (see section 4.4.2) as well as the

laboratory magnetic field of 25G.

The probability of finding the system in a certain state was integrated for up to 50 ns.

The eigenstates and energies of the Hamiltonian are visualized in figure 5.12.

To relate the rates derived from measurements to the simulation model that returns

probabilities for a spin flip per optical cycle, the optical cycling frequency had to be

determined. Looking back at the readout pulse calibration measurement (fig. 5.4c),

the collected photons per pulse approximately follow a saturation curve behaviour. In a

two-level system, the fluorescence F saturates as

F = Finf · s

s+ 1
, (5.29)

where Finf is the maximum fluorescence and s is the saturation factor, defined as the

optical power over the optical power at saturation P/Psat [27]. The calibrated pulses

operated at about 2/3 of the saturation power. With a lifetime of 11 ns, as extracted by

fitting the ZPL fluorescence decay in fig. 4.24 with an exponentially decaying function,

the centre has a maximum fluorescence rate Finf of 9.1× 107 s−1 or 9.1× 10−2 ns−1, so

that at two thirds of saturation, optical cycling has a frequency of 3× 10−2 ns−1, with a

±1 standard deviation interval of [2.4× 10−2 ns−1, 4.6× 10−2 ns−1].
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Figure 5.12: Eigenstates (horizontal coloured lines) and energies of strained Hamiltonian used
in simulation. Upper nine states are found in the lower branch of the excited state, while the
lower part refers to the upper branch. Branches are separated by about 150MHz and states are
mixed by the crystal strain.

Electron spin flip mechanism

We sought to investigate the origin of the electron spin flips, so far described by the flip

rate ks01. In three simulation rounds, density matrices with population in the initial

states MS = 0 and MI = −1, MI = 0, MI = +1 were evolved and analyzed for electron

spin flips in both orbital branches.

A visualization of the electron spin flip probability versus crystal strain is given in

figure 5.13. All initial states had an electron spin flip probability in the range of 0.012

to 0.014 per optical pump cycle (compare inset of fig. 5.13). With the above extracted

cycling rate this yields a ksth01 of 3.6× 10−4 ns−1 to 4.2× 10−4 ns−1, where we measured
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Figure 5.13: Electron spin flip probability versus transversal crystal strain: the curve shows
the electron spin flips out of the MS = 0, MI = 0 state. Peaks relate to positions of level anti-
crossings (see fig. 3.8a). Inset for high strain region with marked positions at best fit for our NV
centre.

a ks01 = 3.5× 10−4 ns−1.

Looking at the terms in the Hamiltonian more closely, we found by sequential removal

of interactions that:

• Switching off the hyperfine interaction only led to a small decrease of the electron

spin flip probability per cycle so that a probability of 0.01 remained.

• Removing the hyperfine interaction and strain caused a large reduction in the flip

probability, with only 10% of the initial probability remaining.

• The small axial magnetic field only had marginal influence.

From these results it can be concluded that the state mixing caused by the high

crystal strain is the leading cause of the high electron spin flip rate.

Nuclear spin flip mechanism

The nuclear spin flip rate may depend on various parameters. For our centre we could

rule out some of the referenced mechanisms in literature:

• (De)ionization: for our centre it was shown above that the deionization rate of

NV− was small and even if it should occur, the NV0 population would not affect

the measurement, as there was no charge state repump mechanism within our
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sequences. Furthermore, it has been shown by Dhomkar et al. [23] that a nuclear

spin-polarized state is not harmed by completing a full deionization and repump

cycle.

• Nuclear spin transitions may be induced by acoustic phenomena, as discussed by

Bolef [14]. However, it can be argued that in our observations the nuclear state only

changes under optical excitation and remains constant otherwise. By argument this

doesn’t hint at a phonon-induced process present in the ground state.

• Spin-flips in the ground state were ruled out due to the axial magnetic field orien-

tation preventing states from mixing by splitting them up energetically.

• Coupling to a nuclear spin bath [110] can also be a cause for flips, but such a

coupling was never observed for our centre.

We were left with the evolution of the nuclear spin in the strained excited state, which

could be modelled with equation 5.28. In three simulation rounds density matrices with

population in the initial states MS = 0 and MI = −1, MI = 0, MI = +1 were evolved

and analyzed for nuclear spin flips.

Flip processes were grouped into categories by the type of transitions that occurred

and their respective strength:

• Pure MS : category for processes where only the electron spin changed, the nuclear

spin remained

• Pure MI : only the nuclear spin would flip, the electron spin didn’t change. This

was sub-categorized into ΔMI = ±1 and ΔMI = ±2 (possible only for initial

MI = ±1).

• Conserved: here the total spin was conserved, as typically seen in hyperfine coupling

processes, and included:

– MS = 0, MI = +1 to MS = 1, MI = 0

– MS = 0, MI = −1 to MS = −1, MI = 0

– MS = 0, MI = 0 to MS = 1, MI = −1 and MS = −1, MI = +1

• Dual: both electron and nuclear spin increase or decrease by one: ΔMS ,MI = ±1
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Figure 5.14: Spin flip probabilities per optical cycle ordered by process categories.

• ΔMI = ±2: the nuclear spin flips by two, the electron spin by one.

The resulting flip probabilities per optical cycle and category are shown in figure

5.14. In the simulation it becomes evident that only about 11% of electron spin flips are

accompanied by a nuclear flip.

With the process categorization, we can now revisit why the second measurement

for extracting the nuclear spin flip rate ki
(0)
0 was assumed to yield an upper bound on

the rate. Due to the preparation of the nuclear spin state in MI = 0, four processes

dominate the nuclear behaviour - the ones in category ’conserved’ and ’dual’ with a total

rate of 1.1× 10−4 ns−1 from simulation. In the nuclear spin initialization routine on the

other hand, the net nuclear flip rate into MI = 0 depends on the ratio of MI = 0 and

MI = ±1 populations.

5.3.4 Initialization routine optimization

As an application of our effective rates model, the nuclear spin initialization routine was

optimized by simulation. The optimization parameters were the depletion pulse duration

and the gate sequence. A recursive decision tree algorithm was employed in combination

with the effective rates model. At each step in the simulation a decision tree was spanned

(fig. 5.15a). At each tree node, branches for gates chosen from [NOT2, CNOT1, D(t)]

were created. The depletion pulse was set to be 0.5µs long, but the optimization process

can produce longer depletion instances by putting two or more gates after another. A

pruning technique was applied to cut down unnecessary branches, e.g. two consecutive
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a) b)

Figure 5.15: Optimization with tree algorithm: a) schematic of algorithm, where at the cur-
rent step a tree with a certain depth (here 10, with three layers shown) was spanned recursively.
At each tree node a single gate was chosen from [NOT2, CNOT1, D(t)] to form a new branch
(blue and black dotted lines). The highest population in the target state led to the choice of
branch (orange). The first gate in the optimal branch was chosen as next gate, all the rest of the
tree was discarded. After progression with the single gate to the next step a full new tree was
spanned and evaluated for retrieval of the next single gate. In the figure, gates are drawn with-
out time dependence. Inclusion of gate duration stretches or compresses the branches strongly.
b) Nuclear spin population (lines) and polarization (scatter) of the target state for traditional
approach (blue) introduced in section 5.2 and for optimized version (orange). Here a time scale
is used, but dots and scatter marks refer to integer iterations of the traditional approach. Since
the optimal gate sequence was not periodic the polarization was averaged over ten gates in the
temporal vicinity of the scatter mark. Above the respective sequences are indicated, with a
depletion pulse duration in the traditional (optimal) case of 5 µs (mostly 0.5µs) respectively.

microwave gates. The number of nodes in the tree was set to deliver stable results,

usually at least 10 layers were created. Optimization target was the population trapped

in state MS = −1, MI = 0. At the current step in the simulation, the branch with the

highest population increase per time in the trap state defined the single next chosen gate,

through its first node. After state evolution through this gate, in the next step a new

tree was spanned for finding the following optimal gate.

The simulation favoured depletion and NOT2 operations strongly over CNOT1 gates

(fig. 5.15b), which was caused by the CNOT1 gate in reality taking 450 ns4, while a

NOT2 operation took only 50 ns. Early on in the optimized sequence, the [D,NOT2]

block would be repeated about 11 times, later on gradually decreasing to about three

4This consisted of a CNOT0 operation of 400 ns and a NOT1 operation of 50 ns.
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repetitions, before a CNOT1 occurred.

Potentially, the time spent on initialization could be halved on average, while the re-

sulting complex gate sequences could be well handled by our Lith pulser pulse generator.

Microwave pulse imperfections and optional wait periods between gates were not consid-

ered in the optimization but may be included. Similarly, the electron spin initialization

routine can be optimized for the depletion pulse duration.
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CHAPTER 6
Generating and Observing

Spin-Photon Entanglement

6.1 Approaching the challenge

In this chapter we return to the main topic of the thesis of generating spin-photon

entanglement with an imperfect emitter in the form of a nitrogen vacancy centre. In

section 2.2, the concept of working with a single strong optical transition in combination

with a TPC tool was introduced. It provides some advantages over the dual-resonance

approach: excited state levels don’t need to be tuned into resonance by application of

an electric field, which would cause spin state mixing in low strain centres. Using only

a single spin-faithful MS = 0 line almost eliminates detrimental cross decay into the

metastable state.

To recap, the generation of spin-photon entanglement by pumping a superposition

ground state on two simultaneously resonant transitions from the original proposal [61]

was modified to two temporally separated rounds of optical pumping on a single transi-

tion, combined with the temporal overlap of the two resulting partial wave packets. This

time information erasure tool comes in the form of a heavily unbalanced interferometer,

since the longer arm needed to store part of a wave packet for the duration of at least a

spin-flipping microwave operation.

A double-pass constellation, where excitation and fluorescence light each once transit

the interferometer, would convert the phase of the state to a global one and was therefore

103



CHAPTER 6. GENERATING AND OBSERVING SPIN-PHOTON ENTANGLEMENT

a) b)

Figure 6.1: Time-to-polarization conversion: a) Unbalanced fibre-based interferometer (short
arm 2m, long arm 55m) acting on input in D-polarization. The HWP maps the PBS transmission
from H- to V-polarization and reflection from V- to H-polarization, to ensure that each arm once
experiences reflection and transmission on the two PBSs involved. The output is found in two
time-bins, separated by the time delay τ . b) Interferometer action on two D-polarized input
pulses with temporal spacing of τ . The output is mapped into three time-bins, according to the
interferometer arms passed: short/short, short/long or long/short, and long/long. The first time-
bin has V-polarization, the second contains the photonic qubit part including the interferometer
phase accumulated between excitation rounds and third has H-polarized light.

investigated primarily. Unfortunately, our approaches were unfruitful due to different

reasons, which are nevertheless mentioned to breach negative publication bias. The

chapter then continues with the successfully implemented configuration of a single-pass

arrangement of the interferometer on the fluorescence path, combined with tracking of

the phase.

Time-to-polarization conversion

With our NV emitter we aimed at producing an entangled state in the time domain. Such

a state is well suited for long distance communication but is of little use in computational

settings or for state tomography. An interferometer was employed, as a converter from

the time to the polarization domain, by erasure of time information of early or late

photon emission. The principle of the TPC is discussed with the interferometer version

that was used in the successful experimental implementation.

The arms of the interferometer were strongly unbalanced to account for the later

emission time of the second photon part (see fig. 6.1a). It consisted of a free space PBS

combined with retarders at the injection (upper left in the figure), fibre-based arms (2m,

55m, Nufern PM630HP) and an integrated PBS (OZ Optics) at the output port. The

53m arm length difference left a temporal window of 262 ns between excitation rounds,

for photon emission and a spin-flip operation. The interferometer arms were coupled
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with orthogonally polarized light, where the short arm was chosen to be V-polarized,

while the long arm was H-polarized, so that each part of the light would receive one

transmission and one reflection at the two PBSs. On sending D-polarized light to the

input, one receives two signal time-bins at the output with orthogonal light polarization,

as illustrated in figure 6.1a.

Two D-polarized input pulses, timed with a time delay of τ , exit in three time-bins,

the first being V-polarized, the second has both polarization components, and the third

is H-polarized, as shown in figure 6.1b. For the second bin, time information has been

erased but the interferometer phase ϕ was imprinted on the state. This second bin

contained the photonic part of the entangled qubits in the experiment. The first and

third side-lobe are nevertheless useful, as they present measurements of the photons in

the H/V-basis, which aided in state tomography (see section 6.4).

6.2 Double-pass configuration attempts

It was mentioned above that a double-pass configuration would be advantageous, in that

it makes the imprinted phase on the central time-bin global, as long as phase drifts are

slow compared to the interferometer delay time. Another advantage is that the relative

timing of excitation pulses doesn’t have to be considered, since one excitation pulse is

sufficient. A single excitation pulse is split in the interferometer arms and the pulses

arrive at the NV centre with the desired time separation for the two excitation rounds.

Such an approach was investigated by testing three double-pass configuration setups.

Fibre-based Mach-Zehnder in double-pass configuration

The setup, shown in figure 6.2a, had the unbalanced fibre-based interferometer placed to

be traversed by excitation and fluorescence light. A single input light pulse was cleaned

in polarization (PBS) and set with a HWP to be injected equally into the long and the

short arm of the interferometer. The two split pulses were calibrated to each achieve

an optical π-pulse. Fluorescence also takes both paths, so that three time bins were

observed in tomography. Looking only at the central time-bin, the two contributions to

fluorescence originate from: excitation through the short arm / fluorescence taking the

long arm and vice versa. Assuming that phase changes occur slowly compared to the

protocol timescale, this leads to a global phase as each traversing part (excitation and
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a) b) c)

Figure 6.2: Investigated interferometer options in double-pass configuration for excitation and
fluorescence light. Laser and EOM path are included to allow easier comparison with fig. 4.16.
a) Fibre-based unbalanced Mach-Zehnder. b) Free-space unbalanced Michelson interferometer.
c) Free-space unbalanced non-polarizing Mach-Zehnder interferometer.

fluorescence) has the same imprint of the interferometer phase between short and long

arm.

However, due to the high power excitation pulse travelling through the 55m long

fibre, a significant amount of backscattered light was observed in the detection window,

amounting to about 10−3 photons per ns (about 10−5 to 10−6 fluorescence photons per

ns were expected). This results in 100-1000 scattered photons per detected fluorescence

photon, making the approach infeasible. The optical return loss (ORL) parameter of

fibres quantifies the power reflected and scattered back to the source (Pr), given a defined

input power Pi into the fibre as [58]

ORL = 10Log10
Pi

Pr
. (6.1)

A rough estimation of reflected and scattered photons is done for a typical ORL value of

60 dB: a 1 ns step pulse with a power of 2.5µW produces a Pr of 2.5× 10−12W, leading

to 2.5× 10−21 J ns−1 or 0.008 photons travelling to the detector. Accounting for losses

at the beam splitter, the fibre coupler, and in the detector, about 3.5 · 10−3 photons per

ns are detectable. Integration of the emitter into a resonator, enhancing the fluorescence

output, could be envisaged in the future to surpass this problem (see outlook in chapter

7).
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Free-space Michelson interferometer in double-pass configuration

In the second double-pass setup we aimed to avoid the backscatter problem by removing

the fibres from the interferometer. A polarization free-space Michelson interferometer

(fig. 6.2b) with imbalanced arms was set up. The excitation light was split at the PBS,

so that equal parts with opposite polarization were found in the arms. The path difference

was about 30m, achieved by expanding the beam in the long arm to keep the divergence

low. Quarter-wave plates were used to swap light polarization for correct routing at the

PBS. Unfortunately, the imperfections of the PBS introduced unwanted reflections that

led to many discrete but strong scattered light peaks in the tomography path, with the

consequence that the SPCMs encountered dead time during the detection windows.

Free-space Mach-Zehnder in double-pass configuration

As a last try for achieving a double-pass configuration, the free-space Michelson interfer-

ometer was changed to a free-space non-polarizing Mach-Zehnder (fig. 6.2c). The long

arm beam was again expanded and folded on large mirrors to maximize path difference.

Clean detection windows were seen under excitation through both the short and the

long arm. However, we encountered a lack of mechanical stability, which caused decou-

pling of the long arm over hours, found to be correlated with small RT fluctuations and

mechanical vibrations. Stabilization efforts did not alleviate the problem.

6.3 Single-pass configuration approach

With the double-pass interferometer setups found to be unfeasible, due to high (fibre)

backscatter and stability issues, another approach was taken. The interferometer was set

into the fluorescence path in a single-pass configuration. This implied the necessity to

keep track of or to stabilize the phase of the interferometer, since the phase is not global

in this approach. A description of the setup is given, the constraints and requirements

for phase readout are analyzed and the phase reconstruction method is discussed.

6.3.1 Single-pass interferometry setup

The double-pass setups had the interferometer on the combined excitation/fluorescence

path. Here, the TPC interferometer was instead repositioned to the fluorescence arm

only (fig. 6.3). A tomography stage was present after the interferometer, which was of
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Figure 6.3: Optical setup with interferometer and tomography stage. Dotted pathways have
been introduced in section 4.4 and figure 4.16. Interferometer as discussed in fig. 6.1a. The
tomography stage was set up to measure light polarization in the two orthogonal bases D/A and
R/L. To monitor the phase of the interferometer by tomography, light, called the probing field,
was injected into it, at the port marked with ’1’. This port was fed by a split-off in the red laser
path, including an AOM for amplitude modulation.

dual purpose, the first being of course tomography of the state, but secondly, it allowed

to access the interferometer phase.

Since the phase of the interferometer was prone to drifts through environmental

influences, it either had to be stabilized to ensure equal phase for the entangled photons

in the experiment or the phase had to be monitored, so that each fluorescence photon

could be related to a certain interferometer phase. We opted for phase monitoring,

where we used the random walk of the unstable interferometer phase in our tomography

process. The downside was that accurate and fast phase readout became necessary and

each photon event at a certain time had to be precisely relatable to a distinct phase.

The possibility of using the tomography setup, necessary to probe the photonic part

of the produced entangled state, to monitor the interferometer phase as well was inves-

tigated early on. This implied using SPCMs for phase detection. SPCMs show error

from shot noise and therefore require high count rates for accuracy. In the following

the feasibility of SPCMs for phase readout and the impact on the error of the phase are

discussed.
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Figure 6.4: Poincaré sphere representation of states: a state |ψin� = |D� exits the interferom-
eter as equatorial state |ψout� (blue arrow) with phase ϕ imprinted.

6.3.2 Interferometer phase readout and stability

Interferometer phase from photon tomography

Photons entering the interferometer in the state

|ψin� = 1√
2
(|H�+ |V�) , (6.2)

left it with a phase so that

|ψout� = 1√
2

�|H�+ eiϕ |V�" . (6.3)

The phase produced states on the equatorial plane of the photon analogue of the Bloch

sphere, the Poincaré sphere (fig. 6.4), normal to the H/V-axis. The axial equatorial

states are conventionally labelled as

|D� = 1√
2
(|H�+ |V�) ,

|A� = 1√
2
(|H� − |V�) ,

|R� = 1√
2
(|H�+ i |V�) ,

|L� = 1√
2
(|H� − i |V�) .

(6.4)

For photon tomography, these equatorial states need to be discernible by projecting the

state of the photon onto the D/A- and R/L-axes. From such a measurement it is generally

possible to reconstruct the state using Stokes parameters Sα through [65]

ρ̂ =
1

2

3*
α=0

Sασ̂α, (6.5)
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a) b)

Figure 6.5: Interferometer phase tomography: a) expected output port pattern for |D� po-
larized input after the interferometer traversal with arbitrary phase imprinted on state. b) The
two derived Stokes signals with truncation regions indicated (continuous lines). For phase recon-
struction through the arcus function, the sign of the other signal was used to render the phase
value unambiguous.

with the Sα defined as
S0 =P|H� + P|V�,

S1 =P|D� − P|A�,

S2 =P|R� − P|L�,

S3 =P|H� − P|V�,

(6.6)

where P is the probability of measuring the indicated state and S3 is zero due to the

balanced initial state. The probability for a measurement outcome for the observable M

of the state ψout is

P|ψ� = �ψ|M †M |ψ� . (6.7)

Entering the equatorial axes to project onto yields phase dependences of the probabilities

P|D� = �ψout|D� �D|ψout� = cos2(ϕ/2),

P|A� =sin2(ϕ/2),

P|R� =sin2(ϕ/2 + π/4),

P|L� =cos2(ϕ/2 + π/4).

(6.8)

The resulting phase dependent pattern for detection of the output state on the four

tomography ports is shown in figure 6.5a.

Insertion of the derived probabilities into S1 yields

S1 = cos2(ϕ/2)− sin2(ϕ/2) = 2 cos2(ϕ/2)− 1 = cos(ϕ), (6.9)
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a cosine behaviour on the phase evolution of the Stokes parameter signal, and likewise

for S2 a sinusoidal one. Dividing by S0 gives two normalized signals shown in figure

6.5b. The phase was extracted by application of the corresponding inverse trigonometric

function on the Stokes signals. Since both signals contained the full phase information,

they were truncated into regions with high gradients to minimize the error on the phase

value. The procedure cut the signals into intervals of length π/2. The arcus functions

are defined on −π/2 to π/2 for the sine and 0 to π for the cosine. To achieve correct

assignment of the phase on the whole interval [0, 2π], the two possible phase results of

the arcus function in the intervals was cross-referenced to the sign of the second signal

function, rendering the phase unambiguous.

The elaborate process of extracting the phase through photon tomography is pre-

sented in full detail in appendix E, starting from the layout and functioning of the

experimental tomography stage. The origin of the light used for probing the phase is

discussed, together with an analysis of the error on the phase through two effects - time

averaging in the measurement and Poissonian light statistics. To improve on the statis-

tics, a high photon rate was used, which led to a data capture rate of 3 GB per minute

and required a suitable data processing framework. The system design, according to the

paradigm of real-time data analysis, is presented with its requirements and constraints

from the experiment and a detailed description of the distributed software architecture is

given. The appendix concludes with the practical aspects of deriving a phase signal from

the recorded events, including the developed normalization process for the noisy signal.

6.4 Entangling spin and photon

At this point, all the ingredients to perform spin-photon entanglement have been intro-

duced. In this section the entangling sequences are discussed, the results presented and

the observed entanglement is quantified.

6.4.1 Unfolding the experimental sequence

The entangling sequences unfolded in three major building blocks - preparation of the

system in the desired initial state, an entanglement generation attempt and finally partial

tomography of the spin-photon state (fig. 6.6).
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Figure 6.6: The basic experimental sequences (detailed description in the text). Mind that
the three blocks are not to scale. The two sequences, prepared in two different initial states
through the first microwave operation, were repeated for about 109 times, taking about a week
each.

The preparation phase. The sequence started with a short green laser pulse in order

to maintain a negatively charged state in the NV centre. The second initialization rou-

tine concerned the electron and nuclear spin state. The spin initialization routine was

conducted as discussed in the previous chapter, using the iterative approach of driving

populations out of undesired states by inducing random spin flips (in the non-optimized

version). We chose to prepare the spin in the MS = −1, MI = 0 state, and the electron

spin subspace MS = 0 and MS = −1, defined as {|0� , |1�}, constituted a matter qubit

for our protocol. The nuclear spin polarization, within the MS = −1 manifold was

83.8± 1.9%. In parallel to the spin initialization, the probing field laser pulses were sent

through the interferometer, to ensure a high count rate on detectors, and thereby a high

accuracy in the phase readout.

Altogether, the initialization step took about 170µs, which was about 96% of the

total sequence duration.

Entanglement generation. Two different sequences were executed for entanglement

generation. With either an Ry(π/2) or Ry(−π/2)-pulse, where Ry is a rotation around

the y-axis, we transferred the electron spin into a superposition state, for the first case

into

|ψ0� = 1√
2
(|1� − |0�) , (6.10)

with which the actual entangling protocol was performed. The procedure is discussed for

this starting superposition, the other follows analogously.
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A short, optically resonant pulse (see chapter 4.4.3), labelled a, excited population

only from the MS = 0 state, in the manner of an optical π-pulse. As a consequence,

conditioned on the electron spin state, a subsequent photon was emitted (|0�) or not

(|1�). In the emission case, the photon was routed probabilistically into the 262 ns TPC-

interferometer delay line, comprising an H-polarized photon channel, resulting in the

state

|ψa� = 1√
2
(|1� |0a� − |0� |Ha�) , (6.11)

where |0a� denotes the absence of a photon and |Ha� the creation and routing of a H-

polarized photon. Thereafter, the electron spin was flipped with a microwave π-pulse,

yielding

|ψa� = 1√
2
(|0� |0a�+ |1� |Ha�) . (6.12)

The second round of optical excitation, called b, took place exactly 262 ns after the

first, in order to overlap the stored photon with the second photon on a PBS to achieve

which-path information erasure. The conditionally created photon of the second round,

routed into the V-channel of the interferometer |Vb�, produced the desired polarization

entangled state

|ψb� = 1√
2

�
eiϕ |0� |Vb�+ |1� |Ha�

"
, (6.13)

with ϕ the interferometer phase, which was tracked as mentioned in the previous section.

This operation concluded the entangling block of the sequence, and upon the described

TPC process, the photon polarization was entangled with the electron spin of the NV

centre in the state

|ψ� = 1√
2

�
eiϕ |0� |V�+ |1� |H�" . (6.14)

Spin-photon tomography. A spin rotation by Ry(π/2) put the state into the mea-

surement basis in x-orientation as

|ψm� = 1

2

�− |0� �|H� − eiϕ |V�"+ |1� �|H�+ eiϕ |V�"" . (6.15)

Events were evaluated and sorted by their phase values. Exemplarily, in the case ϕ = 0,

the state would correspond to 1√
2
(− |0� |A�+ |1� |D�), with the expected port detections

pattern shown in figure 6.5a at point ϕ = 0. After the Ry(π/2) microwave operation,

spin readout was performed with a 5µs calibrated resonant readout pulse, conditional on

the |0� state.
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Figure 6.7: Final experimental sequences including a reference section with two needle pulses
equidistant to the entanglement generation section, producing three time-bins to extract a back-
ground signal.

6.4.2 Background subtraction

We measured the probability P (MS = 0|photon) of the spin state being in |0� on the

condition that a ZPL photon was detected on one of the four ports in the central time-bin

detection window. In our measurement basis |+� and in dependence on the value of the

interferometer phase,

P (+|E)(ϕ) =
N|+�∧E(ϕ)
NE(ϕ)

, (6.16)

where E is a photon event from an equatorial state, N|+�∧E is the number of ZPL-photons

with a projected spin-0 readout in coincidence and NE is the total number of ZPL-photon

events registered in the experiment for that interferometer phase. We estimated the

conditional probability with and without a calibrated amount of background subtracted.

In the case of background subtraction, the conditional probability is given by

PB(+|E)(ϕ) =
N|+�∧E(ϕ)−N|+�∧B(ϕ)

NE(ϕ)−NB(ϕ)
, (6.17)

where N|+�∧B is the coincidences in the background and NB are the background events

in the ZPL detections. Background related values were extracted from a reference part

inserted into the experimental sequence, where negligible fluorescence from the NV centre

was present (fig. 6.7), due to the centre being in state |1�. Background contributions

were phase dependent since their main contribution originated from the probing field

light (afterpulsing). Scattered light and dark counts only had a minor impact. The

reference sequence contained a fingerprint of the background events in our experimental

detection window (fig. 6.8).
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6.4.3 Temporal optimization of the detection window

An accurate calibration for the temporal edges of the detection window in the fluorescence

decay time trace was performed with the objective of improving the visibility of the

correlation signal. The optimization was done on the central time bin of the three time

bins in the experimental time trace. The optimized window was then used globally, for

all time bins and ports.

The starting point was a time trace histogram from a part of the ZPL detection

events. The optimization parameters were the temporal start and end points of the

detection window. The expectation was that a long window would contribute to reduce

the error on the signal, but that the uncertainty in emission time of the wave packet

would wash out correlations for longer time scales. A window starting 2 ns after the

scatter maximum and lasting for 5 ns proved most favourable (indicated in figure 6.8).

To improve statistics, the traces from the tomography ports were shifted to overlap.

Figure 6.9 shows the resulting background free trace for each of the two initial states used,

|+� and |−�, in the form of the conditional probability PB(±|E), giving a measure of the

spin in the projected |+� or |−�-state, respectively, when a central time-bin photon had

been detected in an equatorial state |E� before, showing a sinusoidal and anti-correlated

behaviour in dependence of the phase. The mean value of the probability traces of about

0.1 agrees well with the expected spin readout probability for an equatorial state on the

Bloch sphere.

6.4.4 Phase offset correction

The light used to read out the interferometer phase passed through an AOM, which was

driven with a frequency of 350MHz. This frequency was imprinted on the probing field

light, therefore showing a phase offset when compared to light from scattered photons.

Since it was a static offset, it was easily corrected for by shifting the phase for 1.16 rad,

as shown in figure 6.10, and was already considered in the conditional probability traces

in fig. 6.9.

6.4.5 Entanglement quantification

The aim of the experiment was to demonstrate successful entanglement generation with

a TPC scheme. This required a means of verification. The figure of merit chosen was the
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Figure 6.8: Central time-bin detection window: the detection window was optimized with
respect to maximum visibility in the conditional probability signal shown in figure 6.9. We
optimized the window start and duration. The window start time was found to be optimal at
2 ns (0 on x-axis) after the excitation pulse maximum; the duration was set to 5 ns (shaded area).
The reference trace, used for background subtraction, was taken from the reference section of
the sequence and here shifted to overlap. Note that it almost reached the overall background
level of the measurement. The peaks at later times were related to afterpulsing of detectors.

Figure 6.9: Conditional probabilities PB(±|E) for the two input states oscillating in an
anti-correlated fashion (thereby witnessing entanglement) over the interferometer phase angle,
defining the projection state E for the photon. Basis states angle spacing was shifted by 0.1 rad
to account for not fully orthogonal measurement bases (value found empirically). Measured data
is shown with the standard error of the mean, and solid lines are sinusoidal fits. The phase
uncertainty for each data point is ±0.18 rad.
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Figure 6.10: Phase offset correction: measured phase shift on tomography ports for probing
field and resonant scattered light, due to an AOM in the probing field path.

entanglement fidelity, derived in the following according to references Blinov et al. [13]

and Bernien et al. [12], which not only shows that entanglement is present but also allows

to quantify it.

The final state in the central detection time bin from equation 6.14 is of the |ψ+�-Bell

state type. Therefore, we chose to compare our resulting state to the |ψ+�-Bell target

state |ψ+� = 1√
2
(|01�+ |10�).

In general, the fidelity of two density operators σ and ρ is defined as [73]

F (σ, ρ) =

�
Tr

'√
σρ

√
σ

#2

. (6.18)

After inserting the |ψ+�-state, this reduces to

F (σψ+ , ρ) =
�
Tr

)
|ψ+� �ψ+| ρ |ψ+� �ψ+|

 2
=

�
ψ+

,, ρ ,,ψ+
� �

Tr
)
|ψ+� �ψ+|

 2
=

�
ψ+

,, ρ ,,ψ+
�
.

(6.19)

Insertion yields

F (σψ+ , ρ) =
1

2
(ρ22 + ρ33 +Re{ρ23}+Re{ρ32}) = 1

2
(ρ22 + ρ33 + 2Re{ρ23}) . (6.20)

The diagonal element terms are derived from the correlated events in the basis |X,X�
for the spin and photon states. To determine the off-diagonal elements, we rotated to

the |Z,Z�-basis by a π/2-rotation around the y-axis, yielding

ρ̃ = (Ry(π/2)⊗Ry(π/2)) ρ (R†
y(π/2)⊗R†

y(π/2)), (6.21)

117



CHAPTER 6. GENERATING AND OBSERVING SPIN-PHOTON ENTANGLEMENT

and compared the difference between correlations and anti-correlations in the new basis

to the original density matrix. This yields an expression for the off-diagonal elements,

ρ̃11 + ρ̃44 − ρ̃22 − ρ̃33 = 2Re{ρ23}+ 2Re{ρ14}. (6.22)

From the properties of density matrices, a lower bound for Re{ρ14} is

|Re{ρ14}| ≤ √
ρ11ρ44, (6.23)

so that

2Re{ρ23} ≥ ρ̃11 + ρ̃44 − ρ̃22 − ρ̃33 − 2
√
ρ11ρ44. (6.24)

Inserting into 6.20 gives a lower bound for the fidelity:

F ≥ 1

2
(ρ22 + ρ33 + ρ̃11 + ρ̃44 − ρ̃22 − ρ̃33 − 2

√
ρ11ρ44) . (6.25)

The diagonal entries of the density matrices in the expression above are accessed

by measuring in two bases rotated by π/2-around the y-axis. In principle, the data

was already contained within our measurement by the nature of our scheme. The path-

revealing events in the first and third time bin can be associated with the ρ̃-values in the

|Z,Z�-basis, while the other values could be extracted from the path-erased data in the

central time bin measured in the |X,X�-basis. Nevertheless, the |Z,Z�-basis measure-

ment was additionally carried out separately, with the phase-probing field switched off

to reduce the background.

The |ψ+�-state in |Z,Z� notation and in the |X,X� measurement bases was,,ψ+
�
=

1√
2
(|0,V�+ |1,H�) = 1√

2
(|+,D� − |−,A�). (6.26)

With phase dependence of the photon state,,ψ+(ϕ)
�
=

1√
2
(
,,+, E+(ϕ)

�− ,,−, E−(ϕ)
�
), (6.27)

where E± denote some equatorial basis state and the orthogonal state.

The density matrix diagonal entries for fidelity calculation were derived from the

conditional events at phase positions 0 and π of figure 6.9, as summarized in figure 6.11a

and 6.11c with background. The density matrix diagonal entries in the |Z,Z�-basis were

extracted from the mentioned calibration measurement with elements shown in figure

6.11b and in 6.11d, with and without background. With background subtraction the

118



6.5. DISCUSSION OF THE RESULTS

a) b)

c) d)

Figure 6.11: Correlations of electron spin and photon state with desired states from equations
6.26 and 6.27. Upper (lower) row without (with) background subtraction. Error bars were
derived from shot noise in the state readout. a), c) x-basis measurements results summarized,
with a correlation of Cxx = 32.7 ± 1.3% (a) and CB

xx = 40.7 ± 2.9% (c), when defining C =
ρ̃11 + ρ̃44 − ρ̃22 − ρ̃33. b), d) z-basis measurement results summarized.

lower bound on the fidelity with respect to the |ψ+�-Bell state was F ≥ 64.7 ± 1.3%,

while including background, F ≥ 56.0 ± 0.9%. Both values are significantly above the

threshold of F = 50% for a classical state, thereby confirming entanglement in our spin-

photon state, by over 11 standard deviations (over six without background subtraction).

25 spin-photon entangling events were captured per hour.

6.5 Discussion of the results

We successfully demonstrated the basic building block of our single-transition entangle-

ment generation and TPC scheme by creating entanglement between the electron spin
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Instance Loss factor Transmitted Transmitted
fraction ZPL fraction PSB

Sample surface, antireflection coating (PSB) 0.1 0.9
Sample surface, antireflection coating (ZPL) 0.05 0.95
Cryostat window 0.57 0.41 0.39
Objective (NA and transmission) 0.87 0.053 0.05
Detector efficiency 0.35 0.034 0.032
Other optical PSB path elements 0.49 0.017
Fibre coupling to interferometer 0.5 0.017
Interferometer TPC success rate 0.5 0.009
Interferometer output PBS 0.26 0.006
Other optical ZPL path elements 0.81 0.0012

Table 6.1: Optical transmission of the system: at every instance the fraction of lost photons
is given as a loss factor and the transmitted fraction is indicated for both ZPL and PSB paths.
The anti-reflection coating had wavelength specific losses. The compounded entries for ’other
optical elements’ contain optical components like mirrors, filters and beam splitters.

of an NV centre and its own fluorescence photon. Unfortunately, our system possessed

some severe limitations, making it impossible in practice to produce a further photon

through iteration of the basic entangling block operations as described below. Some of

these limitations are discussed in more detail.

Photon detection efficiency. The ability to collect photons efficiently is of course

crucial for a photonic experiment. We estimated that the collection efficiency was on the

order of 1% for the PSB and 0.1% on the ZPL, as summarized in table 6.1. The cryostat

window caused wavefront aberrations and the TPC process was purely probabilistic. The

interferometer PBS had losses specified by the manufacturer for the two used ports as

−1.1 dB and −1.5 dB respectively, which were averaged. With only about 2% of photons

emitted into the ZPL path, the probability of detecting a photon becomes about 2× 10−5,

or 0.5× 10−5 per detection port. Possible improvements would include deterministic

photon routing in the interferometer and better optics.

Spin mixing in the excited state. Spin mixing in the excited state, leading to spin

flips during the experimental sequence, was empirically determined for needle excitation
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Figure 6.12: Spin mixing in excited state: preparation of spin in state MS = 0, then excitation
with a train of needle pulses. The crosses are the normalized integrated fluorescence per pulse
and the solid line is a fit with a single exponential decay to extract the spin-flip rate.

pulses (fig. 6.12). The electron spin was prepared in the MS = 0 ground state and

a train of needle pulses separated by 4.5 excited state lifetimes was applied. The fluo-

rescence, indicative of the remaining MS = 0 population, is plotted. The exponential

fit indicates a 13.5 ± 1.5% spin-flip probability per needle pulse. Ionisation could also

explain the decay in the fluorescence curve, but at the excitation power used, it was not

significant [84]. Spin-flips were therefore a major source of oscillation visibility reduction

of the conditional probabilities in the entangling experiment (this is quantified further

down). The error can be reduced by using a low crystal strain regime NV centre.

Optical cross talk. In section 5.1.2 optical cross-talk for low power excitation pulses

was treated. We had to consider a similar effect in the experimental sequence by the

needle excitation pulses. The temporally short pulses with 1.5 ns FWHM have a spectral

width on the order of 100MHz by their Fourier transform, increasing spectral overlap

with off-resonant transitions. We quantified the expected cross talk in an empirical

model, consisting of our MS = 0 working transition and a 0.87GHz detuned transition of

MS = ±1 character. The probability of detecting a photon in a calibration measurement

CM after a needle pulse excitation (optical π-pulse) on the resonant state is

pγCM = η
�
P0 p0EXC p0RD + P1 p1EXC p1RD

"
+ pB, (6.28)

with η the detection efficiency, P0/1 the state MS = 0 (MS = ±1) populations, p0/1EXC

the excitation probability for MS = 0 (MS = ±1) population, p0/1RD the probability for
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radiative decay after excitation from MS = 0 (MS = ±1) and the probability of detecting

a background light photon, pB. The investigated parameter describing the cross talk is

p1EXC .

Two calibration measurements CM1 and CM2 were performed, both probing the

photon yield after a single needle pulse on a well defined population distribution in the

ground states. In CM1, the electron spin was polarized in the MS = −1 state with

population distribution P−1 = 0.839, P0 = 0.019 and P1 = 0.142, while the populations

of MS = −1 and MS = 0 were flipped in CM2. p0EXC was assumed as one due to

excitation with optical pulses and pB = 3.4× 10−5 . Inserting these values for CM1 and

CM2 in the above equation and solving gives a detection efficiency of 0.02, close to what

is seen from our PSB measurements, and the product p1EXC p1RD = 0.0124. Goldman

et al. [39] reported on lifetime and intersystem crossing rates that allow to calculate the

probability for radiative decay of the E1,2 excited states as 0.617. With that p1EXC would

be estimated as 0.02 but the value could differ slightly since our NV centre had much

higher crystal strain than in the Goldman reference.

Non-unity readout contrast. The spin readout contrast CRO was 0.948± 0.000172

(see chapter 5.1.2). The non-unity value led to a decrease of about 5% visibility in the

oscillation of the conditional probabilities. Also, single-shot readout was not possible due

to the low yield of readout photons per shot of 0.167 on average per attempt.

Tracking limitations of our current system. Decorrelating influences, like the ones

discussed in the previous paragraphs, made our target state deviate from the desired ψ+-

Bell state. We analyzed their impact on our spin-photon system by modelling an overall

density matrix

ρevent = αnv (αent ρent + αninit ρninit + αop ρmix)+αuc ρmix+αscat ρscat+αprobe ρprobe,

(6.29)

where the ρi relate to the density matrix of state i, and αi are the probabilities that a

spin-photon event was caused by a certain process. The parameters are discussed and

summarized in table 6.2. αnv marks the fraction of events stemming from the NV centre

and is composed of three parts: the ideal entangled ψ+-Bell state with density ρent and

factor αent, a density ρninit for the cases when the NV is initialized in the wrong state

(e.g. MS = 0 instead of MS = −1, which would produce the anti-correlated ψ−-Bell
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αent αninit αop αnv αuc αscat αprobe CRO pld

0.875 0.020 0.105 0.592 0.133 0.043 0.232 0.948 0.10
0.601 0.130 0.042 0.227

Table 6.2: Parameters of the density model: when two values are given, the upper (lower) line
corresponds to the |+� (|−�)initialized case. αent, αninit and αop were extracted from a decision
tree model, which was based on the distribution of the electron spin population after NV centre
initialization and the spin-flip probability per excitation pulse (13.5%, but neglecting decay to the
metastable state). Microwave pulse imperfections and optical cross talk were not considered due
to their small influence. αnv, αuc, αscat and αprobe were determined by calibration measurements
and/or extracted from the entangling measurements. CRO is the spin readout contrast and pld
is the probability for a phase change through the laser.

state and thereby reduce visibility) with corresponding fraction αninit, and a classically

mixed density ρmix that is fed by various erroneous processes that may happen during

the entangling routine with a fraction of αop. These processes were traced with a decision

tree model, which yielded the mixed character.

The events not related to the NV centre consisted of the uncorrelated background/dark

counts described by αuc, leaked scattered light from the resonant excitation αscat, and

αprobe takes into account the elevated background due to the operation of the probing

field for interferometer phase readout.

Further, the finite coherence length of the laser and random changes thereof were

included on the phase dependent parts of the density. Those consisted of the entangled

state, the wrongly initialized part, the scattered light and the leaked light from the

probing field (which was phase shifted by the AOM operation frequency of 350MHz). If

the laser phase changes between needle excitation pulses, this phase change is imprinted

on the spin-photon state. Inclusion into the model leads to an update of all phase

dependent processes by

ρ̃event(ϕ) = (1− pld) ρevent(ϕ) + pld ρdephaseevent + ρother, (6.30)

where the phase dependence was made explicit. pld is the probability for a laser phase

change and was calculated from the interferometer visibility. ρdephaseevent was the fraction of

dephased events, which was then averaged over all phases. ρother is the unaffected part.

With ρ̃event(ϕ), we investigated the visibility V of oscillations on the phase dependent
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Setting Visibility Rel. increase Parameter
in visibility changed

Experimental conditions 0.489 (0.425) - -
No influence from probing field 0.581 (0.554) 0.188 (0.304) αprobe = 0
Perfect scattered light rejection 0.596 (0.600) 0.026 (0.083) αscat = 0
Background fully removed 0.730 0.225 (0.217) αuc = 0
Perfect state initialization 0.762 0.044 αninit = 0
No spin mixing in ES 0.854 0.121 αop = 0
Perfect spin state readout 0.900 0.054 CRO = 1
Infinite laser coherence 1.000 0.111 pld = 0

Table 6.3: Visibility projection: experimental conditions yield theoretical visibility of the first
entry for initialization into the |+� (|−�) state. In each following row, one parameter is changed
to its desired value. The calculated density matrix was renormalized in every step.

conditional probabilities.

V =
P (±|E(ϕ))max − P (±|E(ϕ))min

P (±|E(ϕ))max + P (±|E(ϕ))min
, (6.31)

with

P (±|E(ϕ)) = �±, E(ϕ)|ρ̃event(ϕ)|±, E(ϕ)� (6.32)

the probability of measuring a state |+� or |−� when a photon in an equatorial polariza-

tion state E(ϕ) was detected. Ideally, for our target state V = 1, while for uncorrelated

events, V = 0. The influence of the parameters listed in table 6.2 is presented in table

6.3, where parameters are switched to the desired value one after another and visibility

is projected. In the experiment the observed visibility was 0.284± 0.014 (0.368± 0.014)

for the |+� (|−�) start state respectively, which is smaller than the theoretical value in

table 6.3, hinting at missing contributions in the model1. Strongest impact on visibil-

ity reduction stems from the probing field and uncorrelated light/counts. Removing all

events that do not originate from the NV centre (probing field, background, dark counts

and scatter) leads to V = 0.73. Experimental values with background subtraction gave

visibilities of 0.474 ± 0.024 (0.620 ± 0.027). State initialization and readout have only

minor contributions. Getting rid of spin mixing in the excited state improves V by 12%.

1Some more contribution not included in the model could originate from the finite coherence time
of the spin qubit or the imbalanced coupling ratio to the interferometer with value 0.92.
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6.5. DISCUSSION OF THE RESULTS

Although containing a lot of simplifications, the model makes clear how the spin-photon

source can be improved most efficiently, as discussed in the following chapter.
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CHAPTER 7
Outlook and Conclusion

Possible system upgrades

Some hardware upgrades could improve the situation drastically with respect to photon

collection efficiency and visibility:

The polarization routing of the interferometer can be made deterministic with an

optical switch. Optical elements can be upgraded and the NV centre could be placed

in a cavity to improve on the fraction of emission in ZPL photons (see further down).

The phase of the interferometer under active stabilization would render the probing field

obsolete, which was a major source of visibility loss in the correlation signal and led to 2/3

of data being thrown away. Spin mixing in the excited state, level cross talk and single-

shot readout can be tackled by using a low crystal strain NV centre. Currently, 96% of

the sequence are reserved for spin initialization. Shorter spin initialization methods are

available with hardware upgrades (e.g. a second resonant laser module, for references see

section 5.2).

To put it in a nutshell, we were limited to two-particle entanglement mostly by

hardware. Resolving these issues, scalability of the scheme to multi-photon states can be

achieved. The discussion follows in the next section.

127



CHAPTER 7. OUTLOOK AND CONCLUSION

Figure 7.1: Multi-photon cluster state protocol: iterating the entangling operations (grey
rectangle) on an initialized spin state (MS = −1) creates a new entangled photon each round.
The experimental steps in the form of microwave and optical excitation pulses are illustrated
in the upper part, below a circuit representation is indicated. A cluster state can be retrieved
by local operations on the output qubits. The grey rectangle unit cell has been demonstrated
experimentally in this work.

Multi-photon state outlook

Iteration of the experimentally shown entangling operations generates a multi-photon

linear cluster state. This couldn’t be shown in the course of the work on this thesis due

to the reasons discussed above. However, an outlook for the creation of such a state is

given.

Experimentally, we demonstrated the creation of the spin-photon state

|ψ� = 1√
2

�|0S� |1P �+ eiϕ |1S� |0P �
"
, (7.1)

in the computational basis |0S� = |MS = 0�, |1S� = |MS = −1�, |0P � = |H�, |1P � = |V�.
Assuming a constant phase of ϕ = 0, the state can be written as

|ψ� =
��

Ry

�
3π

2

#
⊗ Id

#
CNOT

�
Ry

�
3π

2

#
⊗ Id

#�
|0S� |0P � , (7.2)

with Id the identity operator. Figure 7.1 illustrates the entangling operations in the form

of a circuit diagram. Repetition of the entangling block leads to the desired multi-photon

cluster state, up to local rotations on the individual qubits.

We give an outlook for hardware upgrades that would mitigate the low photon de-

tection efficiency and the weak decay into the ZPL.

A multi-photon cluster state containing N photons and with a system detection

efficiency of η can be detected at a rate of (fig. 7.2a)

R(N) =
ηN

Δt
=

ηN

tinit +N · tent , (7.3)
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a) b)

Figure 7.2: System efficiency η for multi-photon states: a) state detection rate for scenarios:
experimental conditions with η of 2× 10−5, tinit of 170 µs, tent of 0.35 µs; shorted sequence with
tinit of 10µs, tent of 0.05 µs and two different system efficiencies. b) The photon number of the
created and detected state per second (or hour) for experimental conditions and with shorted
sequence. Indicated are system efficiencies of the experimental setup, of SPDC sources and an
outlook for cavity integration (discussed in the text below).

with Δt the timespan of a generation run, consisting of the time for state initialization

tinit and the time for entanglement operations N · tent. For a given rate R the number

of photons is

N ≈ log(R · tinit)
log(η)

, (7.4)

assuming that tinit � N · tent. The system detection efficiency therefore strongly influ-

ences the maximum size of the detectable cluster state (see fig. 7.2b). This is currently

limited by the ZPL emission of 2% to 3%. A cavity-based system may surpass this

limitation by Purcell enhancement of emission into the ZPL and will beat state of the

art SPDC sources [105] at a system efficiency of about 15%.

An enhancement of the ZPL transition rate by a factor of 40 would lead to the

cavity enhanced ZPL transition rate becoming comparable to the total free space decay

rate. The ZPL linewidth would have doubled to a HWHM of 14MHz, which still ensures

detuning from the neighbouring resonance 870MHz away (high crystal strain NV centre).

One can go even further in a low crystal strain centre, where the splitting between

transition frequencies exceeds 2GHz, and application of a strong axial magnetic field

(>3000G) increases the splitting to almost 3GHz (see fig. 7.3a, numerical values for

calculation taken from Bassett et al. [10]).

In this case, a Purcell enhanced centre in a resonator with cavity efficiency of 90%
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a) b)

Figure 7.3: a) Achievable frequency spacing of transitions by application of a strong axial
magnetic field. b) Two transitions shown in a cavity setting, one resonant and strongly Purcell
enhanced, the other detuned by 3GHz. The shape of the Gaussian excitation pulse is altered
only slightly (dashed line) by the Lorentzian cavity line shape.

(emission rate into the cavity over total emission) has a HWHM of 70MHz and a lifetime

of 1.1 ns (see fig. 7.3b). With adaption to shorter duration optical excitation pulses,

the fluorescence can still be extracted efficiently by temporal filtering of excitation and

fluorescence light. A Gaussian pulse with a linewidth of 1.275GHz allows to collect over

60% of the enhanced fluorescence decay. An efficiency η larger than 50% is therefore in

reach once sufficiently good cavity systems become available1. The interferometer delay

time may be shortened due to the faster fluorescence decay time. Assuming a reduced

NV preparation time tinit of 10µs and a reduced entanglement generation time tent of

50 ns, a five-photon state could be detected every 330 µs and a ten-photon state every

11ms.

Conclusion

We have created and characterized a source for entangled spin-photon states as a building

block for linear cluster state production, with an adapted version of to the proposal of

1Currently, state of the art systems have a ZPL enhancement of around 40, leading to a reduction
in lifetime by a factor of 2 [83, 103].
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Lindner and Rudolph [61], using an imperfect emitter - in the concrete form of an NV

centre with high crystal strain. We compensated the imperfections with a time domain

approach for state creation and using a TPC, transforming the state into the useful

polarization basis. This method relaxed several constraints on the properties of the

emitter. In principle the devised scheme is not emitter specific, so that other systems

with strong single optical transitions may become useful sources for entangled states

using the TPC protocol.

The basic entangling operation block for linear cluster state generation was demon-

strated successfully, with the resulting two-particle entangled state having a fidelity which

exceeded the classical bound of 0.5 by more than six standard deviations.

Furthermore, we analyzed and quantified system limitations, especially in view of

scaling up the entangled state to a linear chain. These limitations were of a technical

nature: a low photon collection efficiency, dominant decay into the PSB and lengthy spin

initialization. These may be overcome in the near future - by integration of the centre

into an optical resonator, the ZPL emission can be strongly enhanced. Likewise, there

are known solutions for fast electron and nuclear spin state initialization if a single-shot

readout mechanism is available [71, 85].

In the course of the project we developed a quantum toolbox for working with high

strain NV centres, by using the high electron and nuclear spin flip rates to manipulate

and initialize the centre. Another important component consisted in the design and

creation of a high performance pulse generator based on FPGA technology, featuring

conditional logic for sequence play control.

Concluding, our demonstration offers a new approach for linear cluster state creation.

Going a step further and with some adaption, two dimensional graph states may be within

reach by usage of the NV centre’s nuclear spin, underlining the role of quantum emitters

as interesting candidates for quantum information and communication technology [79,

87].
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APPENDIX A
C3v Group Definition

The appendix, relating to section 3.2.1, contains information on the general definition of

a group, the C3v group multiplication table and a derivation of suitable eigenfunctions

for the C3v group from single electron orbitals.

C3v group definition

To confirm that the operations introduced in section 3.2.1 really constitute a group, these

have to comply with the defining elements of a group [99]. A group is

1. a set of elements that according to the group multiplication law have products that

are again elements of the group (it is closed under multiplication),

2. the elements are associative A(BC) = (AB)C,

3. there exists a unit element E so that EA = A,

4. there is an inverse element to each group member so that AA−1 = E.

Putting the above introduced operations into a table form, whereby the entries symbol

the multiplication of the row value with the column value, one derives a multiplication

table for the group. Since the entries are all elements of the group one immediately

confirms that the set is closed under multiplication (table A.1).

The six group elements satisfy the remaining properties for groups as well.
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C3v E C+ C− σ1 σ2 σ3

E E C+ C− σ1 σ2 σ3
C+ C+ C− E σ3 σ2 σ1
C− C− E C+ σ2 σ3 σ1
σ1 σ1 σ2 σ3 E C+ C−
σ2 σ2 σ3 σ1 C− E C+

σ3 σ3 σ1 σ2 C+ C− E

Table A.1: C3v group multiplication table.

Group theory approach to system eigenfunctions

Two group elements are conjugate when they can be transformed into each other by

similarity transformations

B = XAX−1, (A.1)

where B is conjugate to A by another group element X. Performing such transformations

on all group elements leads to distinct classes of elements that can be transformed into

each other via similarity transformations. These classes C have the feature that the trace

is constant for all elements within, since it is invariant under such transformations. The

trace over the j-th IR Γ of the class of the representation R

Tr
�
Γ
(j)
(CR)

�
= χ(j)(C(R)), (A.2)

is called the character χ of the class. It is shown in Tinkham [99] that it is sufficient to

know about χ of classes of a group to perform a projection with a projector corresponding

to the j-th IR of type

P (j) =
lj
h

*
R

χ
(j)∗
(R) P (R), (A.3)

in order to retrieve suitable basis states from the dangling bond orbitals. Here, P (R) is

an operator for the representation R, the χ
(j)
(R) are characters corresponding to the j-th

IR, h is the number of group elements and lj the dimension of the representation. A table

listing the characters of the representations for each class in the group can be composed

by calculating the traces (table A.2).
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C3v C1 2C2 3C3

χ
(1)
(A1)

1 1 1

χ
(2)
(A2)

1 1 -1

χ
(3)
(E) 2 -1 0

Table A.2: Character table of the C3v group: columns are the three classes of the group
(number relates to group elements in the class), while rows indicate the belonging IR.

By using P (j) on the dangling bond orbitals ρk, states ψ
(j)
k can be derived

ψ
(j)
k = P (j)ρk =

lj
h

*
R

χ
(j)∗
(R) P(R)ρk

=
lj
6

�
χ
(j)
(E)E + χ

(j)
(C+)C+ + χ

(j)
(C−)C− + χ

(j)
(σ1)

σ1 + χ
(j)
(σ2)

σ2 + χ
(j)
(σ3)

σ3

�
ρk,

(A.4)

which transform according to the C3v group:

ψ
(1)
1 = P (1)ρ1 =

1

3
(ρ1 + ρ2 + ρ3)

= ψ
(1)
2 = ψ

(1)
3 ,

ψ
(1)
N = P (1)ρN = ρN ∼ ψ

(3)
N ,

ψ
(2)
1 = P (2)ρ1 = 0 = ψ

(2)
2 = ψ

(2)
3 = ψ

(2)
N ,

ψ
(3)
1 = P (3)ρ1 =

1

3
(2ρ1 − ρ2 − ρ3) ,

ψ
(3)
2 = P (3)ρ2 =

1

3
(2ρ2 − ρ1 − ρ3) ,

ψ
(3)
3 = P (3)ρ3 =

1

3
(2ρ3 − ρ1 − ρ2) ,

(A.5)

assuming there is no overlap between orbitals to form these linear combinations. Clearly

these states are not yet orthogonal, so that�
dxψ

(j)
k ψ

(i)
l �= 0. (A.6)

To construct orthogonal states from the states resulting from the third IR we see that

ψ
(3)
1 = −

�
ψ
(3)
2 + ψ

(3)
3

 
. (A.7)
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Two states consisting of a+ b and a− b will be orthogonal to each other, thus picking

ψA = −
�
ψ
(3)
2 + ψ

(3)
3

 
= ψ

(3)
1 ,

ψB = −ψ
(3)
2 + ψ

(3)
3 = ρ3 − ρ2,

(A.8)

fulfills the requirement. Normalizing the four derived states yields the basis

aC =
1√
3
(ρ1 + ρ2 + ρ3) ,

aN = ρN ,

ex =
1√
6
(2ρ1 − ρ2 − ρ3) ,

ey =
1√
2
(ρ3 − ρ2) .

(A.9)

From group theoretical considerations it is known that the number of IRs is indicative

of the number of distinct energy levels. This leads to three energy levels in the case of

our IR with the four derived basis states at hand, but the ordering of states cannot be

predicted using this approach [99].

After the appendix the main text continues with the ordering of the derived energy

levels in section 3.2.2.
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APPENDIX B
Lith Pulser System Details

This appendix delves into the inner workings of the FPGA based Lith pulser introduced

in chapter 4.2.

System details

1 ns time resolution despite the FPGA’s 125 MHz frequency domain: The

FPGA clock fabric works at 125MHz, which means a clock cycle takes 8 ns. To get to a

time resolution of 1 ns, in one clock cycle, output for 8 ns has to be prepared in parallel.

The digital channel output is generated by a dedicated serealizer per output channel,

which operates at 500MHz with the option of double data rate, whereby it achieves a

signal output at 1GHz. Both time domains were carefully synchronized.

The memory layout: Considering the above specified feature of full output channel

pattern change at every ns instance, the system memory needs to be able to extract the

necessary information on time. One memory access can be done per clock cycle, therefore

memory was split into eight separate blocks that can all be accessed in parallel within

a single eight ns FPGA cycle. Each memory block then relates to a single ns increment

within the eight ns unit, visualized in figure B.1a. Timestamps corresponding to channel

pattern changes may be stored in memory as <absolute time in sequence, channel pat-

tern> entries. To be mapped to the desired ns time increment, the timestamps-channel

entries are sorted into the right memory block by calculating the timestamp value modulo
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a) b)

Figure B.1: a) Memory layout: <absolute time in sequence, channel pattern> entries are
stored by their three least significant bits (modulo eight operation) and by the sequence they
belong to, to ensure memory access within a single clock cycle eight nanosecond period. b) Eight
matcher modules, one per memory block, retrieve the next stored timestamp and compare it to
the current clock cycle count in the 125MHz domain. On a match (True) the respective channel
pattern is propagated to the multiplexer unit (MUX). Each cell of the MUX transports matched
events to the next layer and to the next layer cell corresponding to plus one ns (one down).
When a cell obtains two matches as inputs, it accepts and further propagates the ’newer’ match
from the higher number matcher. At layer nine, empty cells are filled up with the the last ouput
pattern from the previous clock cycle stored in a separate slot each round.

eight. Each memory block has address ranges in registers for up to 16 sequences and per

sequence there is space for 128 time-channel entries, which means that in principle more

than the specified 128 commands per channel can be programmed per sequence (up to

8*128), as long as there is at maximum 128 entries per memory block.

Matcher operation and multiplexing of matches: A matcher module exists once

per memory block (eight times in total) as shown in figure B.1b. The matcher compares

the currently pointed at timestamp from memory with the current system time clock

cycle. If it matches it reacts by handing the corresponding new channel pattern to the

multiplexer. On such a match the register address is then increased to the next timestamp

in the memory.

The matched channel patterns are sent to a multiplexing grid consisting of nine layers.
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a) b)

Figure B.2: Lith pulser system overview and state machine. a) Two frequency domains are
present in the system, one with 125MHz (blue) and one with 500MHz (orange), synchronized
via a phase-locked loop (PLL). The input on two channels is taken by the logic module and
processed to be logged and used by the state machine. The state machine keeps the variable
clk_cycle up to date with the current system clock cycle count and controls the state the system
is in (see fig. b). Output serializers (OS) write the prepared channel patterns from the MUX to
the respective channels. b) Overview of the internal state machine: system is in STOP mode
when the run variable is zero. Run = 1 switches into a INIT phase where counters and the
logging buffer are reset (takes ten clock cycles). Thereafter, in the PRERUN1 state the next
due sequence is determined. In state PRERUN2 the sequence is initialized. When in PRERUN2
no chosen sequence to run is present it will fall back to PRERUN1. RUN state is running the
sequence, an optional logical decision is evaluated in the POSTRUN1 state and the sequence
parameters are updated in POSTRUN2 state.

In the multiplexer layers the output patterns changes are propagated to the serializers

to produce a continuous output signal. The protocol is illustrated in figure B.1b. A grid

with a depth of eight layers allows a matched channel pattern to be passed on to later

time slots. Each cell in the grid checks if a new matched pattern from the layer before is

present. In layer eight some slots might be filled with new matches while some may still

be empty, happening when there was no pattern change within the eight ns period. The

empty cells are filled in layer nine of the grid with the last output pattern from the cycle

before, which was stored in a separate memory. As the multiplexer has nine layers, a

global time delay form input to output on all channels of 9× 8ns is present. The exiting

channel output patterns are then serialized to the output channels.
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Logical decisions, logging and the state machine

The logic module performs the counting of input channel events for logical decisions.

Logging of sequence parameters may be enabled, whereafter the logging module provides

information on sequence start times and execution order as well as digital input channel

counts. The system layout is shown in figure B.2a.

The state machine includes all the necessary control logic of the design. The structure

and an overview is given in figure B.2b.

Pulser performance

Bandwidth: The bandwidth of the pulser was established with short gate signals being

sent to trigger an AWG, Agilent 33622A, sensitive to a trigger signal level of 2V. From

this, a lower bound on the output bandwidth of about 170MHz was observed. A smaller

trigger signal level of 1V yielded 200MHz bandwidth. In the measurement a homebuilt

breakout board was connected to the the STEMLab board, therefore bandwidth is given

as a lower bound.

Temporal jitter: The periodic temporal jitter JP = TP (N)−T0, with TP (N) the time

between rising and falling gate flanks of the N-th gate and T0 the ideal gate duration, was

measured sending the signal from an output channel set with a long sequence of regularly

spaced identical gates to a time-tagging module (Roithner LaserTechnik TTM8000) with

82.3045 ps time resolution. The outcome is shown in figure B.3a. Accumulated jitter,

causing a relative shift within a long sequence of gates in time, may be accounted for by

sequence specification.

Conditional logic and play control

To understand the operation of the play control mechanisms introduced above better,

these are illustrated by three examples:

Time out control - sequential play: Three sequences A, B and C, with durations

tA,tB and tC , are written to the pulser, intended to be played one after another (fig. B.3b

1). To accomplish this behaviour, it is sufficient to specify the time out values Tto(N) of

140



a) b)

Figure B.3: a) Periodic jitter: distribution of relative pulse durations for a nominal duration
T0 of gates of 10 µs. The normal distribution fit has a standard deviation of 0.093 ns. As a
reference the clock signal of the time-tagging module was measured and fit (dashed black line).
No relevant broadening of this curve was observed related to the pulser. The nanosecond offset
of measured pulse duration versus the specified one is thought to be caused by the real shapes of
rising and falling flanks. b) Sequence play control use cases (see text): 1) time out control with
sequential play, 2) time out control with aperiodic play, 3) real-time conditional logic control of
sequences.

sequence N as:

Tto(A) ∈ [tB + tswitch + 1clk, tB + tC + 2 · tswitch + 1clk − 1], (B.1)

Tto(B) ∈ [1clk, tA + tC + 2 · tswitch + 1clk − 1], (B.2)

Tto(C) = 0, (B.3)

with sequence priorities A > B > C, tN the duration of sequence N , tswitch the constant

switch time in between sequences of 48 ns and 1clk, a single 8 ns span of the clock cycle.

Time out control - aperiodic play: A play pattern of ABACAB... (see fig B.3b 2)

is achieved by setting the time-outs to

Tto(A) ∈ [1clk,min(tB, tC) + tswitch + 1clk − 1], (B.4)

Tto(B) ∈ [tA + tswitch + 1clk, 2tA + tC + 3 · tswitch + 1clk − 1], (B.5)

Tto(C) = 0. (B.6)
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Figure B.4: Oscilloscope trace showing a conditional change of sequence: in a 1 µs window
within sequence B input is registered. In this case a condition was set that the registered events
need to be larger than zero. The condition was met with the shown input signal, leading to
the logical check at the sequence end to be passed to progress to sequence C. Sequence C was
programmed to show a rising signal in the oscilloscope trace, thereby confirming the conditional
sequence change.

Real-time conditional logic control of sequences. In this example the action of

time out control / sequence priorities combined with conditional logic is enlightened.

Assume a case where the first sequence A is supposed to be played only once to initialize

a state. Then a second sequence B needs to be played until a certain state is successfully

confirmed, before proceeding to an experimental sequence C, which is then repeated as

often as possible until it is necessary to recheck if the state achieved through sequence B

is still present (see fig. B.3b number 3). Play control for sequence A is done by setting

this sequence with highest priority and infinite time out. Second highest priority goes

to sequence B, which is then executed right after sequence A was played once. Sequence

B receives a conditional logic setting by specifying a time window within which a signal

connected to a digital input will be monitored. Threshold settings are entered and a

logical condition that needs to be met. The sequence is now being repeated as long as

the logic gate is not fulfilled. Once fulfilled, the sequence repetition ceases and the time

out counter for sequence B is refreshed, allowing the system to progress to sequence C.

An oscilloscope trace of this example case is shown in figure B.4. Sequence C will receive

a time out setting of ’always times out’ and therefore is repeated as long as sequence B

has not timed out again, by the power of sequence priorities. The time out of sequence

B induces a rechecking of the state. After this appendix, the main text continues with a

description of the hard- and software structure in section 4.2.2.
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APPENDIX C
Electro-optic Retardation

The appendix treats concepts touched in section 4.4.3, concerning the origins of electro-

optic retardation, in more detail.

Electro-optic retardation

To understand the operation of the EOM devices better, the electro-optic Pockels effect is

discussed shortly. In the case of LiNb03, the change in refractive index due to the electric

field is linear. The effect is only present in crystals that do not have inversion symmetry

(like LiNb03), which can be argued by looking at symmetric crystals. Assuming a linear

relation coefficient s between the refractive index nnd the electric field E,

Δn1 = sE, (C.1)

and for a reversed field

Δn2 = s(−E). (C.2)

But such a crystal must be physically equal in both orientations, so that

Δn1 = Δn2 → s = 0. (C.3)

The conclusion being that no linear electro-optic effect can be present [111, p. 327].

The electric field of light inside an anisotropic dielectric material has a polarization

vector with components

Pi =

3*
j=1

ε0χijEj , (C.4)
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Figure C.1: Ellipsoid spanned by refractive indices. Light propagating in vertical direction
has the field vector in the xy-plane experiencing a refractive index in the range of nx to ny, when
nx < ny.

with ε0 the vacuum permittivity and where the χij are spanning the susceptibility tensor.

Polarization is allowed to not be aligned with the field any more. The consequence

being a changing electric permittivity with crystal direction, leading to anisotropic phase

velocities vph, for a certain crystal direction given by

vph =
c

n
=

c√
εr
, (C.5)

with εr the relative permittivity. The overall relative permittivity is a 3 by 3 tensor,

which can be diagonalized to reduce entries to three values, translating to three different

refractive indices present. Geometrically, a 2D surface spanned by a body with three

different orthogonal principal axes is an ellipsoid. Orienting the coordinate axes along

the principals axes of the ellipsoid and scaling them with the respective refractive indices

yields (fig. C.1)
x2

n2
x

+
y2

n2
y

+
z2

n2
z

= 1. (C.6)

An externally applied electric field along a certain principal axis will lead to a linear

change of the refractive index by the electro-optic effect. A Taylor expansion of n to the

linear term

ñ = n+
dn

dE

,,,,
E=0

E, (C.7)

relates to a linear change kE in refractive index of

Δn = ñ− n =
dn

dE

,,,,
E=0

E = kE · E. (C.8)
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The ellipsoid axes change as

Δ

�
1

n2

#
= − 2

n3
Δn = − 2

n3
kE · E = r · E, (C.9)

with r being the electro-optic parameter for the direction. More generally

Δ

�
1

n2
i

#
=

3*
j=1

rijEj , (C.10)

with rij the electro-optic tensor [111, p. 326 ff.].

The strongest change in refractive index of LiNbO3 occurs in the crystallographic

z-direction [109], which has to be aligned with the input field polarization for proper

operation, and amounts to

r = − 2
n3kE ,

kE = −n3

2 r,

Δn = kE · E = −1
2n

3rE,

Δnz = −1
2n

3
zrzzEz = −1

2n
3
zrzz

Vz
d ,

(C.11)

with V being the voltage, d the distance of the electrodes on the crystal and rzz the

electro-optic coefficient of 33 pmV−1 [47].
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APPENDIX D
The Spin Model Matrix M̂

The next page shows the transfer matrix introduced in chapter 5.3 for modelling dynamics

of optical depletion gates in the basis:

{(MS ,MI)} =

(−1,−1), (−1, 0), (−1,+1), (0,−1), (0, 0), (0,+1), (+1,−1), (+1, 0), (+1,+1).
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APPENDIX D. THE SPIN MODEL MATRIX M̂
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APPENDIX E
Interferometer phase tomography

The appendix details the principles and processes involved to extract the phase related to

an entangling photon event through tomography of a light field probing the interferometer

phase.

Principle of light polarization tomography through a

probing field

Tomography setup. Setting up a four-port tomography stage for phase readout re-

quired two arms with two detectors each, one chosen to project onto D/A and one for

R/L. In general an arm consisted of a quarter-wave plate, a half-wave plate, a PBS, as

well as two SPCMs. The action of this setup is demonstrated using the Poincaré-sphere

representation shown in figure E.1. The quarter-wave plate rotates the incoming photon

into the plane of operation of the half-wave plate, to linear polarization states. The half-

wave plate rotates the state into the measurement basis, where a PBS then separates

the H and V parts. The horizontal part is transmitted while the vertical part is reflected

into a detection port.

The layout of the two tomography arms in the setup is shown in figure 6.3. On

exiting the interferometer, the photons were split by a 50:50 beam splitter. In both to-

mography arms, the beams that were reflected by a PBS, had another polarizing element

installed afterwards to improve polarization, which degraded on reflection. To reduce

coupling losses, light was coupled into multi-mode fibres (Thorlabs M42L02, 50µm core)
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Figure E.1: Photon polarization tomography stage: operation principle for measuring in R/L
basis is shown on the Poincaré sphere. The |R�-basis state, that the light was supposed to
be projected onto, was transformed by the wave plate actions to |H�. For the D/A basis the
quarter-wave plate was omitted.

wrapped in tinfoil for ambient scattered light suppression, before reaching the detectors.

All elements of the tomography stage were put into a light shielding box, so that the

background signal per SPCM was about 50 counts per second.

A probing field. Two questions had to be answered relating to probing the interfer-

ometer phase: what kind of light should be used to probe the phase, and is it feasible to

use SPCMs as detectors?

In principle, scattered light could be used to perform the phase measurement, but

since the aim in the experiment was to suppress it, it didn’t suffice. A split-off path

from the red excitation laser was coupled into the interferometer with a probing field

(see figure 6.3), giving flexibility in the amount of power to send through and being of

almost the same frequency as the experimental photons. A slight frequency difference

was to be expected, as the probing field light passed an AOM for amplitude switching.

To determine whether SPCMs were suitable detectors, two constraints were examined:

the count rate needed to reduce shot noise to an acceptable level while not introducing too

many adverse effects (afterpulsing, etc.) and how short the temporal integration window

had to be to track the phase accurately. Those issues were interwoven, shortening the

integration window would lead to a more accurate phase readout but the number of

photons decreases, leading to a higher phase error from shot noise. An optimum in this

trade-off had to be found.

Measuring the probing field at one tomography port with a fast photo diode resulted

in a time trace, consisting of slow oscillation with high frequency contributions on top,
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a) b)

Figure E.2: Interferometer phase oscillations and phase readout error: a) free running inter-
ferometer signal, measured with a fast avalanche photodiode (APD) at a single tomography port,
where slow oscillations with high frequency oscillations on top became visible. On the right side
the timescale of the fastest phase changes in the millisecond range is shown. b) The variance
of the phase due to the APD signal integration time consists of contributions from shot noise
and signal averaging, shown at a phase φ = π/2 with the highest expected error. The signal
was assumed with a maximum of 600 kcts s−1 for shot noise determination. The averaging error
was extracted from the APD measurement in fig. a). Lowest phase error between 0.3ms to 1ms
integration time.

as shown in figure E.2a. A Fourier analysis of frequency contributions revealed high

frequency phase noise that would be untraceable with a SPCM. Measures were taken

to slow these oscillations down into an operable range, by boxing and insulating the

interferometer.

To optimize the integration time, the photo diode trace was analyzed for the time-

averaging error on the phase σAV G by chopping the signal into pieces using different

integration times. The shot noise error σN , resulting from a given integration time and

photon signal amplitude, was considered simultaneously. Then the total phase variance

is

σ2
φ = σ2

N + σ2
AV G. (E.1)

With the photon detection function

D(φ) = N0 ·Δt · cos2(φ/2), (E.2)

where N0 is the maximum photo detection rate and Δt the integration time,

σ2
φ =

�
∂D

∂φ

#−2

·ΔD2 =

�
∂D

∂φ

#−2

· (σ�2
N + σ

�2
AV G). (E.3)

The first term was evaluated analytically with

σ
�
N =

√
D =

)
N0 ·Δt · cos(φ/2), (E.4)
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Figure E.3: The background increase due to the probing field causes elevated SPCM after-
pulsing.

as �
∂D

∂φ

#−2

· σ�2
N =

1

N0 ·Δt · sin2(φ/2)
, (E.5)

while the second term was derived from measurement. Both were investigated for the

position with the largest gradient in the photon detection rate,,,,,∂D∂φ
,,,, = N0 ·Δt · cos(φ/2) · sin(φ/2), (E.6)

at φ = π/2. Figure E.2b shows the variance contributions versus integration time at

that phase angle. The total error minimum represents the optimal parameter for the

integration time, for a certain amplitude of probing field light.

Ideally, the phase monitoring was done with high count rate to reduce shot noise.

This was constrained by the limitations of data acquisition rate and the SPCMs count

rate, both at 103 kcts s−1. Working at a high rate, a strong increase (3.5 times) of the

photon background on the SPCMs was encountered. This could have been attributed

to either of two origins. Firstly, probing field light leaking through the AOM into the

detection window, or secondly, afterpulsing from the SPCMs. Afterpulsing seemed more

likely since the elevated background was higher right after switch-off of the probing field

and had a slowly decaying behaviour as shown in figure E.3. To exclude light leakage, a

second AOM was installed in series with the first one in the probing field optical path.

However, no improvement was detected in the background of the time trace.

Considering all the above mentioned constraints, the maximum count rate on the

APDs of the tomography stage upon constructive interference was set to about 600 kcts s−1

with an accompanying integration time for the phase readout of 1ms.
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Visibility. An irregular envelope in the slowly varying photodiode signal on the to-

mography ports was noticed over time periods on the order of 30min. The visibility

V , defined by the first order correlation function with the interferometer time delay of

262 ns [94],

V =
Imax − Imin

Imax + Imin
=

,,,g(1)(τ = 262ns)
,,,, (E.7)

and I the intensity, therefore showed spontaneous drops; from over 0.85 down to only

0.5. Laser light coherence was subsequently improved by placing an additional optical

isolator in front of the red laser, to remove backscattered light. Furthermore, a safety

measure was integrated into the data evaluation process to drop data if the visibility was

below a set threshold.

Real-time phase tagging

Establishing the experimental parameters and the feasibility of a phase readout was only

one side of the medal, the other being a computational system that is capable of handling

the data load. A phase readout probing field amplitude of 600 kcts s−1, additionally to

the other experimental data, translated to a raw data rate of about 3 GB per minute

that either had to be stored or handled. Another aspect to consider was the overall

time the data analysis took. A crucial point being that processing the data as fast as

possible would allow to adjust experimental parameters on the fly, avoiding the necessity

of lengthy repetitions later on. Since complex operations needed to be performed on the

data, until the entangling results could be extracted, these issues posed a challenge.

Requirement analysis and system constraints

The most important requirements and system constraints in terms of data processing are

outlined in more detail:

1. Data handling capacity. The first and foremost aspect to consider was the data

rate of about 3 GB per minute which, to put it into perspective, is about 10% of

the raw data rate of the CERN CMS experiment1. The 3 GB of raw data sum up

to about 30 GB per minute of data handled in all the data processing steps, or

1.8 TB per hour. Assuming a measurement takes about 10 days, this adds up to a

1https://home.cern/science/computing/processing-what-record
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total of about 430 TB. If we just considered storing the raw data for a while until

processing, we needed to be aware that a space of 1 TB on the hard drive would

be filled up within 5.6 hours of measurement.

2. System components flexibility. The system needed a certain degree of elastic-

ity in the components and in the communication to ideally run with the already

existing hardware in the laboratory environment. Moreover, given that measure-

ment runs can take on the order of weeks, it may at some point become necessary

to change components.

3. Real-timeness. Without developing a suitable data processing system, data eval-

uation could have taken up to weeks after a measurement run had finished. In

case that something in the measurement had gone wrong, it would likely not have

become visible until a substantial part of the data had been analyzed. In order

to avoid such situations, our approach was guided by the paradigm of real-time

data processing. This means that the whole data evaluation was designed in such

a way, that a current entangling rate could be estimated at a current time in the

measurement.

4. Tolerance to faults. Since not even PhD students can be in the laboratory all day

long, a certain tolerance to faults in the data processing software was considered

another requirement. Especially in the first steps of processing, where the relevant

data was extracted from the raw data, a failure of the system would block data

acquisition within some hours, by overloading the available hard drive space.

5. Preservation of raw data for reanalysis. In a well run experiment, it has to be

possible, to do a reanalysis of the data if needed. For the reasons mentioned above,

the raw data set could not be stored as a whole. We needed means to preserve the

most relevant data to allow for such a reprocessing if necessary.

6. Complex data analysis. The data processing required that computational pro-

cedures mustn’t stall or slow down the whole system.

The details of the developed software architecture and the hardware layout used can

be found in appendix F. The system met all the above demands and produced MB-sized

CSV-files containing the extracted event and phase data as the output.
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Phase reconstruction

With the CSV-files containing the a of entangling events, we turn to the actual process

of deriving the interferometer phase for an event from the four phase readout values of

the tomography ports.

The acquired phase signal from each tomography port over time had a shape com-

prised of the interferometer’s natural random phase walk and some detection background.

Due to the random walk being confined to the equator of the Poincaré sphere, the signal

was expected to have a sinusoidal shape in dependence of the phase, with noise from the

Poissonian detection process.

Signal normalization

The starting point in the phase reconstruction was the derivation of normalized Stokes

parameter signals Ŝ1 and Ŝ2 (see equation 6.9) as

Ŝ1 =
P̂|D� − P̂|A�
P̂|D� + P̂|A�

,

Ŝ2 =
P̂|R� − P̂|L�
P̂|R� + P̂|L�

,

(E.8)

with the four phase signals

P̂|D� =AD cos2(ϕ/2) +BD,

P̂|A� =AA sin2(ϕ/2) +BA,

P̂|R� =AR sin2(ϕ/2 + π/2) +BR,

P̂|L� =AL cos2(ϕ/2 + π/2) +BL.

(E.9)

including the amplitude A and background B dependent on the tomography port. These

amplitude and background values had to be extracted from the measured data, which

was not a trivial process due to the noise. The process developed to derive A and B is

discussed, departing from a pure sine-squared-function with an offset, as shown in the

solid curve of figure E.4a. It is straightforward to normalize this signal with the minimum

and maximum values on the y-scale, or alternatively, preparing the discussion for the real

signal, a histogram of the phase signal counts versus angle may be used. The pivoted

histogram is shown in figure E.4b, representing the frequency of count-values in the sine
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a) b)

Figure E.4: Phase signal normalization: a) The solid curve is a simulation of the phase signal
in the form of a sine-squared function with offset and parameters similar to measurement condi-
tions. The extrema for normalization are easily extracted as Ã, the amplitude plus background,
and B, the background. The scatter simulates the phase signal from measurement including
Poissonian noise. b) Probability density functions of the sine-squared function (dark blue) and
the noisy phase signal (light blue). Probability maxima at ˜̄A and B̄ are shifted compared to pure
sine-squared function extrema.

curve or, in other words, the probability density function (PDF) of the sine-squared

function [102]. The PDF of a function

y = (Ã−B) sin2(x) +B, (E.10)

with Ã the function’s maximum of A+B, depending on the parameter y, is given by

p(y, Ã, B) =
1

2π(Ã−B)
·
�(

(Ã− y)(y −B)

(Ã−B)2

!−1

, (E.11)

shown in figure E.4b. The two sought extrema show up as the maxima of the function.

The situation changes if the signal exhibits noise from the detection process and the

nature of the measured light. To model this situation, Poissonian noise is added to the

sine-square function from above (fig. E.4a), through convolution with the PDF:

pnoisy(y) =
∞*

m=0

p(m, Ã,B) · y
m

m!
e−y. (E.12)

The noisy probability function’s extrema, indicated in figure E.4b, are shifted in com-

parison to the noise-free function.

156



The shift was investigated to derive an analytic expression for calculating Ã and B

from the noisy PDF maxima ˜̄A and B̄ directly, since fitting each data set to the analytic

expression would have taken too much time. We found a linear dependence between
˜̄A, B̄ and Ã, B, which allowed to calculate them from the histogram maxima directly.

The linear regression model consisted of the two equations

Ã =1.010 · ˜̄A+ 0.010 · B̄ + 11.343,

B =0.006 · ˜̄A+ 0.941 · B̄ − 1.483.
(E.13)

The error was on average negligible for the Ã values and amounted to about a 0.7%

relative error for B. These expressions allowed to develop a fast normalization routine

based on the two raw data maxima in the histogram of the tomography port phase signals

taken from the events in the CSV-file.

So far, the discussion has assumed the entangled photon sitting in the equatorial

plane of the Poincaré sphere. In reality, the wave plates of the tomography ports would

have some deviation from their ideal setting. Two kinds of offsets are plausible: a shift

out of the equatorial plane and a phase shift in the equatorial plane. The first leads to

a compressed signal amplitude and is already corrected for by the signal normalization

procedure. The second leads to the signals S1 and S2 (see equation 6.9) to be shifted

by a fixed angle Δφ. This small angle was extracted from a subset of the data to be

used throughout the phase analysis. It was stable over measurement runs, so long as the

experimental hardware was not touched.

Driven interferometer

Ã and B did slowly change over time. The next step in developing a reliable normalization

procedure was to optimize the measurement time for deriving one set of Ã and B values.

As mentioned above, the measurement duration per data file was fixed at 30 s in

order to limit the raw data files to a manageable size, so that after data processing,

each result-CSV file contained data from these 30 s of measurement. The result files

were bunched together in the normalization procedure to optimize for getting the most

reliable Ã and B values on average during the measurement. The figure of merit chosen

in the optimization was a weighted squared sum of residuals in the form of

R2 = 1−
+n

i=1(zi − zfit)
2+n

i=1(zi − zmean)2
≤ 1, (E.14)
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a) b)

Figure E.5: Fits (blue) on phase data histograms (yellow): the data was taken from 180 s of
measurement. a) a low R2-score of 0.47, leading to increased error on the derived phase. b) a
more accurate fit with R2-score of 0.77.

with n the number of observations, zi the data points, zfit the predicted value and

zmean the mean of the data [30]. Figures E.5a and E.5b contain phase signal data from

measurements with different R2-scores.

An often present feature was a bump in the centre of the histograms (fig. E.5a),

which deviates from the fit function shape. In search for the origin, we found that the

underlying events had a regular pattern in the time trace, which in turn could be related

to a specific high-pitched noise of our cryostation. This noise changed the phase so quickly

that the phase readout couln’t follow and ports would appear uncorrelated, piling events

at the mean counts value in the histogram centre. Those events were subsequently sorted

out of the data.

For optimization, an integer amount of measurement data files was bunched together

and the derived R2-value was compared to an heuristically set threshold value of 0.6. If

the threshold was met by each of the four phase signals, the data was accepted. The

acceptance probability for the different bunched measurement durations is plotted in

figure E.6, having a maximum at about 420 s being processed at once. This led us to

investigate the interferometer phase drifting process more closely, in order to check if the

phase space is fully explored by the random walk on short time scales. A piezoelectrically-

acutated mirror was installed into one of the interferometer arms as a phase driver,

imprinting a 1Hz modulation onto the phase walk. The file bunching procedure was

repeated, yielding the blue scatter in the figure, improving the acceptance probability by

about 10% to 15%. Also, the maximum was shifted to smaller bunches - six measurement
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Figure E.6: Acceptance rate versus measurement time in file bunches: an integer number of
files, each relating to 30 s of measurement, was evaluated at once and accepted when the R2-value
of every port was above 0.6. The late maximum in the free interferometer phase evolution case
(yellow curve) led to investigation for incomplete random phase walk and installation of a phase
driving mirror (blue curve).

files (180 s) gave maximum acceptance of 35%, which nevertheless meant a rejection of

2/3 of the data in this step.

After this appendix, the main text continues with section 6.4.
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APPENDIX F
Phase Tagging Software

Architecture

Relating to appendix E, the design and architecture of the data processing system de-

veloped by the thesis author are discussed in more detail.

Distributed design and client-server architecture

For developing and running a flexible and architecturally elaborate data processing sys-

tem, the versatile Python platform1 was well suited. If fast processing of data was

necessary, C++ based compiled tools were integrated.

In expectation of large amounts of data, the paradigm of a distributed system running

on multiple computing units can harness the computational power of existing resources.

A distributed system consists of many components being interfaced to each other and

communicating via a network.

A decentralized algorithm was considered, which according to Tanenbaum [97] has

the following characteristics:

1. No machine has complete information about the system.

2. Machines make decisions based only on local information.

1https://www.python.org
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3. Failure of one machine does not ruin the algorithm.

4. There is no implicit assumption that a global clock exists.

All these characteristics do not contradict any of the data processing requirements men-

tioned in appendix E and point three already considers the required fault tolerance of

the system. Point one requires the components of the system to be broken down into

specialized pieces that together with point two can run independently on their local ma-

chine. Such a system can be designed in a way that components can easily be changed

or components extended, even during system operation. Point four plays a role in inter-

component communication. These four points were considered in every step of the design

process.

The client-server model is a well known distributed architecture paradigm suited to

many problems where communication and sharing of tasks in a network is needed. A

server thereby is a process implementing a specific service, while a client represents a

process that needs a service from a server by sending a request and waiting for the

answer [97]. The server can be interpreted as an abstracted form of computational

resources somewhere on the network and communication is based on a request-response

principle - after the client issued a request, the server communicates a response. The

client does not need to know how the server reaches a certain result, all that matters for

the client is the servers response and it being in a format that can be interpreted by the

client.

This architecture fitted our system requirements. The data handling capacity can

be scaled to the requirement for real-time data analysis by running a number of servers

in parallel. Servers could be started and stopped without endangering the functioning

of the system as a whole. This implied that system updates on the server side software

can be done at runtime. By that a close to real-time system is a realistic approach even

without high end computer components or a cluster at hand. Through the architecture

the system would be inherently tolerant to faults in the most data processing intense

steps.

Flexible distributed processing framework

Here, the developed and implemented system architecture is illustrated, followed by a

discussion of the corresponding data flow model.
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Figure F.1: Distributed processing framework and device communication: distributed hard-
ware infrastructure for data processing. Idle office computers were used as data processing
stations and had a multi-threaded server program running in the background, with the num-
ber of active threads (orange) adapted to the PC’s free resources. Stations could be added on
demand.

Hardware resources. The laboratory harboured a PC where the control and mea-

surement software was situated, but whose resources were occupied with performing the

measurement tasks. Besides that, a secondary PC was available being used for minor

tasks only and offered two almost empty hard drive discs with 1 TB capacity each, pro-

viding good conditions for performing the data analysis after processing of the raw data.

In the offices around the laboratory various standard workstation PCs were operated.

Office workstations are usually not fully busy in terms of computing capacity and

network bandwidth, predisposing them as distributed processing stations for handling

the raw data. Each such processing station had a multi-threaded server program running,

working in the background, using some of the free computing resources (fig. F.1).

System design The processing servers on the workstations needed a client counterpart.

This client was intended to provide the severs with requests in the form of data processing

tasks and handling of the response. When the server had finished processing a chunk

of raw data, it delivered a file output containing the processed data. Furthermore, the

clients job was to look for new raw data from the measurement process. On finding a

new file, it would look for a processing station with free capacity and send it there over

the network (request), waiting for the response in form of the processed data and storing

it concluded the clients actions.

For the wait period a non-blocking approach was chosen, the client would continue

with other tasks and would check in regular intervals for finished jobs by the servers.

Moreover, the client was allowed to spawn a certain number of threads in parallel for the
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file transfers to the processing stations to avoiding build-up of raw data on the control

PC. The chosen physical location to run the client was the control PC since it didn’t need

computational resources and an individual failure of the client while the measurement

was running was avoided. The client was programmed to react flexible to processing

servers going off-line or new servers appearing in the system.

The servers were designed following all the points in the characterisation of distributed

systems introduced above. They would act only on local information available on the

processing station. A file communication approach was chosen and fitted naturally to the

task at hand. On start-up, the server would set a flag-file into the servers local directory

on the workstation, indicating to the client that it was available. Once the client put a

request in form of a raw data file in the servers directory, the server would start processing

it, if it had free resources. This implements point two of the characteristics as to the

server acting only on the local information by inspecting the files in the local directory.

The server was allowed to spawn a number of threads that would work in parallel on

different request. When finishing the processing of a request, the server put the result

into the working directory and threw away the raw data file, thereby compressing data

volume to the minimum necessary. This implied that the server had means to perform

detailed data analysis, which included a tool to preserve some of the raw data for a

possible re-evaluation later on.

The whole orchestration of the data flow didn’t rely on a global clock, but was asyn-

chronous as stated by point four of the characteristics of decentralized systems. Point

three is tackled by running servers in parallel on different workstations, but in addition

to the redundant stations, a time redundancy was put on top. In case a station went

off-line during processing of a file, the client would register that it didn’t respond after a

time out period and would send the file to a different processing server instead.

Fast data handling, by immediately sending it to parallel processing servers working

multi-threaded, achieved to compress data very efficiently and offered close to real-time

data analysis. The final data analysis software, working out the results from all the sever

responses, was selected to run on the secondary laboratory computer, since it required a

lot of computational resources and some disc storage. This analysis process was working

as autonomously as possible. It regularly checked if there was new data, that had been

processed by the servers, and included it into the evaluation (eager polling). Details of

the data evaluation are treated further down.
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Figure F.2: Data flow model: the python based measurement process captured photon events
in the form of time tag data files and stored them on the hard drive (HDD) of the control PC. On
storage of a new data file, the client (Manager.py) sent a copy to a free server working directory
on the network (1.5 GB). The sever (Process.py) produced two files and discarded the raw data.
The files, with size of some MB, were picked up by the client and stored on the evaluation PC
and in an archive directory. The independent evaluation process (Evaluation.py) looked for new
data files and included them to the final data evaluation. The process’s output was entangling
events matched to a certain interferometer phase.

Data flow model. The introduced system had a data flow as shown in figure F.2. The

measurement produced raw data files of about 1.5 GB size every 30 seconds. Those were

stored on the control PC for a short period of time until being picked up by the client

and copied to a server directory on the network. While waiting for the servers response,

the original file was kept on the control PC, in case the server failed or didn’t produce

an answer.

The server started processing the file by converting the data format to the target

format. A sub-process then started a C++ based parsing tool to extract the entangling

event and phase readout information from the data (data file in the figure) and prepare

an archived version of the data for an optional re-analysis later on (archive file). These

were picked up by the client and were transferred to a storage directory for the data

evaluation as well as an archive location respectively.

Event and phase information extraction

On the server a C++ tool was employed for fast parsing of photon events and extraction

of entangling events with both the corresponding interferometer phase readouts and

the spin state of the NV centre. The software loaded data files in 41 kB chunks to

prevent overloading memory. The following parameters were sufficient for operation: the

time period over which phase events were integrated (1 ms), the temporal windows for
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photon events in the sequence and the temporal window for the spin readout event in

the sequence. The output was a CSV-file, where each row contained:

1. Experimental cycle number

2. Relative time of the event in the sequence

3. Tomography channel of the event (D/A/R/L)

4. Number of phase readout events on D

5. Number of phase readout events on A

6. Number of phase readout events on R

7. Number of phase readout events on L

8. PSB readout to determine spin state (true/false)

The experimental cycle number was used to check that there wouldn’t be cases with

two entangling events per cycle (hinting at errors in the experiment) and to track the

entangling rate over time. The uses of the other values are going to be discussed in the

following sections.

The C++ program parsed the list of chronological time tags and decided based on

the channel identifier in the time tag of how to act. Trigger channel events increased the

experimental cycle number by one and reset the relative time in the sequence. The four

tomography port events were treated according to their relative time in the sequence: If

it fell into the temporal window of expected entangling photon events, a new row in the

CSV-file was created. If the tomography port event wasn’t from the window, it was added

to the phase readout events counter. Each entangling event entry in the CSV-file got

the phase readout count of all four tomography ports, for the specified integration time

period, added symmetrically around the event time. Finally, the spin readout photon on

the PSB channel in the respective detection window in the sequence was registered, if

present as ’true’, otherwise as ’false’ value.

With those informations stored in the CSV-data files, the phase reconstruction process

continues to be treated in appendix E.
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