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Abstract
The model of topological fermions (MTF) is a generalization to 3+1 dimen-
sions of the Sine-Gordon wave equation. This is a non linear, differential
equation, which solutions have particle like behaviour and are invariant un-
der Lorentz transformations. Solutions of the MTF are characterised by
two topological quantum numbers, for spin and charge quantization, respec-
tively. They are associated to electron/positron and spin up/down. Photon
like excitations are also possible in the limit of Epot → 0, where the presented
model converges into Maxwell’s electrodynamic.
The MTF tries to geometricize particle physics, which is a rare concept in
contrast to the great efforts made to quantize gravitation. Maybe, the MTF
opens a door to understand modern physics in a better way. To test the
model, we compare it with the quantum field theory of electrodynamics
(QED), where the effect of the running coupling constant αf arises. This
effect is also present in the Sine-Gordon model and the MTF. We want to
find out, if they coincidence.
To do so, Wabnig, Resch and Theuerkauf developed numerical routines
to minimize the energy of a dipole configuration on a lattice. In the present
work, Theuerkauf’s algorithm was examined in depth on its precision.
By use of this knowledge, a new numerical routine with enhanced accuracy
was created in Matlab. The overall accuracy could be improved by adding
some interpolation routines, using symmetry arguments and introduce a term
known from the Skyrme model. A conjugate gradient method was used to
minimize the total energy of the configuration. Fortunately, the run times
didn’t get unreasonable big and stay in the same order of magnitude.
The new algorithm was first tested for the monopole configuration, where
the analytical solution is known. After that it was applied on dipoles. The
running coupling function was then extracted from the obtained energies and
compared to the experimental data, which is shown in the figure below.
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Chapter 1

Introduction

The history of particle physics began in the 9th century BC, where in phi-
losophy, the idea of indivisible particles was formed. Ancient philosophers of
India called the dead matter ajiva and they taught, that it consists of invis-
ible particles -permanu, which have definite characteristics. In 5th century
BC, in the tradition of Leucippus, Democritus and Epicurus ancient
Greece philosophers represented the idea of atoms. In their language, ato-
mos means not divide able.
Muslim- and early European scientists like Boyle and Newton drove for-
ward this idea by abstract reasoning. The first modern particle model was
founded by Dalton in 19th century, who introduced the idea, that every
chemical element consists of a characteristic particle.
Subatomic particles were found in the end of the 19th century by Thomson
and other physicists. Millikan and Fletcher measured the elemental
charge with their famous oil drop experiment and showed that the electric
charge is quantized in 1909. After that, the idea was formed, that negatively
charged electrons together with yet unknown positively charged particles
form an atom. Finally, experiments about radioactive decay falsified Dal-
ton’s model, where chemical elements were seen as fundamental particles.
Rutherford demonstrated 1907 with his gold foil experiment, that the
atom consists of a tiny core, who carries practically the total mass. This
discovery was surprising, because it states that all matters consist mainly
of empty space. In the following years the atom model was developed to a
dense nucleus with positive charge consisting of protons, orbited by electrons
with nearly no mass. At this point, chemistry could be explained by elec-
tromagnetic interaction between positive nuclei and electrons. The atomic
number could be identified with the positive charge of the nucleus.
In research about radioactivity so called isotopes were found. Isotopes of a
given element have the same positive charge but different characteristics and

5



6 CHAPTER 1. INTRODUCTION

atomic weight. This could be explained by introducing an electric neutral
particle, which has to sit in the core of the atom, due to Rutherford’s gold
foil experiment. It was called neutron and the term nucleon for constituents
of the atom core were established.
Beside electromagnetic and gravitational force, the cohesion of the nucleons
gave rise to a nuclear force, today known as strong force.
As Einstein formulated the photo effect, the phenomena of light, which was
considered to be wavelike, has become characteristics of particles. The as-
sociated elemental particle is called photon. Going on, the wave solutions of
Schrödinger’s equation showed, that particles like the electron also have
a wavelike behaviour. The term particle-wave dualism was born. A parti-
cle is considered to be in certain states, classified by quantum numbers. For
example in the hydrogen atom, the main quantum number n counts the semi-
classical orbits of the electron from the innermost outwards. Other classical
quantities like the angular momentum are also quantized. But there is no
classical analogue to the spin, an intrinsic angular momentum of a particle,
which orientates with respect to a quantization axis produced by an magnetic
field. In 1928 Dirac proposed his equation, which is the relativistic form of
Schrödinger’s one. The solutions of his equation gave rise to antiparticles
and included the spin naturally. The antiparticle of the electron, the positron
was experimentally confirmed in cosmic radiation, in 1932.
Due to energy- and angular momentum conservation, Pauli saw the need of
neutrinos to explain the radioactive beta decay. It took 23 years to observe
it for the first time in an atomic reactor. Fermi proposed a new short range
force, today called the weak force to explain the beta decay.
With the rise of particle accelerators in the second half of the last century,
energies in the MeV range were possible. And with it many new particles
were found, most of them unstable. They could be divided into mesons and
baryons, which appeared to be built together from the same constituents.
Gell-Mann could order this particles by introducing a new quantum num-
ber, the strangeness. This procedure, the "Eightfold way", predicted a new
particle Ω−, which was found 1964 and supported Gell-Mann’s theory. In
the 1970s, the nuclear force was further developed to quantum chromody-
namics. The associated fundamental force interacts between colour charged,
subatomic particles - the quarks. Particles built of quarks, such as the proton
and neutron are summed up by the term hadron.
Today, all this particles and the interactions between them are united in the
standard model, compare figure A.0.1. Despite many successes, as predicting
the Higgs boson, there are some unanswered questions. The biggest of them
is the unification of particle physics and gravity - an highly unsolved mystery
in modern physics.



Chapter 2

Quantum electrodynamics

Since we want to compare the model of topological fermions (MTF) with
the quantum field theory of electromagnetic forces (QED), we will now take
a closer look on quantum electrodynamics as presented in [1] by Thomson
and give a brief introduction about it. Our goal is, to understand what the
term running coupling constant means and how it could be related to the
MTF.

2.1 A brief introduction
The fundamental, underlying and rigorous formulation of QED, quantum
field theory would definitely go beyond the scope of this work and is not
necessary for our considerations. Using perturbation theory, we want to give
the reader a feeling for Feynman diagrams and how the effect of the running
coupling constant emerges.
Let us consider a quantum mechanical Hamiltonian, H = H0 + V with the
solutions |φk� for the unperturbed system, H0 |ψ� = Ek |ψ�. The transition
rate, Γfi is the probability for the system to get from the initial state |φi� to
the final one |φf�. It is given by Fermis golden rule,

Γfi = 2π|Tfi|2ρ(Ei), (2.1.1)

where ρ(Ei) is the density of states in the initial state and Tfi is the associated
transition matrix element. From perturbation theory in quantum mechanics,
we can write Tfi up to first order as,

Tfi = �φf |V |φi�� �� �
scattering via potential

+
+
j �=i

�φf |V |φj� �φj|V |φi�
Ei − Ej� �� �

scattering via intermediate state |φj	

+ ... . (2.1.2)
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8 CHAPTER 2. QUANTUM ELECTRODYNAMICS

Figure 2.1.1: The two different time ordered possibilities for the interaction
via a virtual particle X, from[1].

If we consider two particles 1,2 in initial state |1i� = a and |2i� = b interacting
with each other, to get in final state |1f� = c and |2f� = d, we have two
possibilities how they can get there. |1� sends out a particle X and |2�
absorbs it, or the other way round. The intermediate state in both cases
would be the time between sending and absorption of X. Therefore, both
cases add up to the total transition element (T 12

fi + T 21
fi ), this is called time

ordered perturbation with,

T 12
fi =

�d|V |X + b� �c+X|V |a�
(Ea − Eb)− (Ec + EX + Eb)

, (2.1.3)

T 21
fi =

�c|V |X̃ + a� �d+ X̃|V |b�
(Ea − Eb)− (Ed + EX̃ + Ea)

. (2.1.4)

We introduce the abbreviations Vji = �c+X|V |a� and Vfj = �d|V |X + b�.
The Lorentz invariant matrix element Mji is related to Vji by,

Vji = MjiΠk

*
2Ek, (2.1.5)

where k runs over all involved particles. Hence we get,

Vji =
Ma→c+X√
2Ea2Ec2EX

and Vfj =
MX+b→d√
2Eb2Ed2EX

. (2.1.6)

Inserting (2.1.6) into (2.1.3) yields,

T 12
fi =

1

2EX

1√
2Ea2Eb2Ec2Ed

Ma→c+X MX+b→d

Ea − Ec − EX

. (2.1.7)
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By doing the analogous steps for T 21
fi and using (2.1.5) again, we find the

Lorentz invariant matrix element,

Mfi = (T 12
fi + T 21

fi )Πi

*
2Ei =

=
Ma→c+X MX+b→d

2EX

�
1

EA − Ec − EX

+
1

Eb − Ed − EX

#
.

(2.1.8)

No we use energy conversation, Eb−Ed = Ec−Ea and the energy momentum
relation, E2 = p2 +m2 to rearrange the last expression to,

Mfi =
Ma→c+X MX+b→d

(pa − pc)2 −m2
X

, (2.1.9)

with q = pa − pc is the carried momentum of the virtual particle X, in our
case the photon. Therefore, we have,

Mfi = Ma→c+X
1

q2 −m2
X� �� �

propagator

MX+b→d. (2.1.10)

By using the Dirac equation and minimal substitution, one gets the Hamil-
tonian of QED,

HQED ψ = (γ0m− iγ0Dγ∇)� �� �
H0

ψ + e0γ
0γµAµ� �� �
V

ψ, (2.1.11)

with the four vector potential,

Aµ =  λµ exp(i(DpDx− Et)). (2.1.12)

By inserting V into (2.1.10), we obtain,

Mfi = Ma→c+X
1

q2
MX+b→d = �ψc|V |ψa� 1

q2
�ψd|V |ψb� =

= �ψc| e0γ0γµAµ |ψa� 1

q2
�ψd| e0γ0γνAν |ψb� =

= e20 �ψc| γ0γµ |ψa�
,

λ  
λ
µ( 

λ
ν)

7

q2
�ψd| γ0γν |ψb� =

= e20 ū(p3)γ
µu(p1)

−gµν
q2

ū(p4)γ
νu(p2).

(2.1.13)

In (2.1.13), we used the definition for the adjoint spinor, ψ̄ = ψ†γ0 and the
notation u and v for particle,- and antiparticle solutions respectively. Because
for the QED propagator, we have to sum over all polarisations, the sum in
the third row comes into play. The identity,

,
λ  

λ
µ( 

λ
ν)

7 = −gµν holds.
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2.2 Running coupling constant of QED

It has been a mystery ever since it was discovered more than fifty years ago,
and all good theoretical physicists put this number up on their wall and

worry about it. -Richard P. Feynman[2], 1985

Arnold Sommerfeld introduced the fine structure constant αf =
e20

4π�0�c
1916 in his research[3] regarding the spectral lines of the hydrogen atom. It is
a dimensionless parameter, which represents the strength of electro-magnetic
interaction and its numerical value is 137.035999084(21)−1, where the round
brackets indicate the uncertainty. In the realm of QED, it is a measure for
the coupling strength between photons and charged particles. Although this
parameter seems to be constant in time, as there was up to now no significant
deviation in time measurable, it depends on the energy scale, at which an
interaction takes place. One may qualitatively imagine this circumstance
in the following way: in QED the vacuum is not empty, fluctuations make
particle antiparticle pair production for short times possible. This e−e+ pairs
shield a charge and make it look smaller than it actually is, its real value
remains not measurable. For high energies respectively small distances, there
are less pairs to shield the charge, therefore it appears to be higher, as the
experimental data from the Venus collaboration[4] in table 2.1 suggests.

ratio Q =
*|q2| GeV fit

α(t0)/α(q
2 ≈ 0) 10 1.013 ± 0.052

α(t1)/α(t0) 20.7 - 25.2 1.0067 ± 0.0047
α(t2)/α(t0) 25.2 - 32.4 1.0099 ± 0.0049
α(t3)/α(t0) 32.4 - 38.2 1.0099 ± 0.0061
α(t4)/α(t0) 38.2 - 45.6 1.0144 ± 0.0074
α(t5)/α(t0) 45.6 - 53.9 1.0328 ± 0.0114

Table 2.1: Shown are the measured ratios of αf at various energies from the
Venus Collaboration[4], where Bhabba-scattering and muon-pair produc-
tion at e+e− collisions were used. The first measurement at t0 defines the
scale and has a high error, compared to the ratios α(tm)/α(t0), for which
systematic errors in the experimental setup cancel. As can be clearly seen,
the fit rises with higher energies Q.



2.2. RUNNING COUPLING CONSTANT OF QED 11

Figure 2.2.1: e−e+

annihilation[1].

The running of the coupling constant αf is
also closely intertwined to the term renormal-
ization, as we will see in the following. To
show the fine structure’s dependence on the
carried momentum q2, αf = αf (q

2), we take
electron-positron annihilation, e−e+ → µ−µ+

as a working example. Note, that this leads
to the same transition amplitude as electron-
muon scattering. By applying the Feynman
rules on the diagram for electron-muon anni-
hilation beside, the transition matrix element reads,

M = −{v̄(p2)[e0γµ]u(p1)}[gµν/q2]{ū(p3)[e0γν ]v(p4)}. (2.2.1)

Due to the perturbation approach, we have also to consider higher order
corrections, which emerge from the fact, that there are vacuum fluctuations
in quantum field theories. These fluctuations allow particle pairs to arise
out of the vacuum and then, after a short time, they annihilate again. The
correction of order e40 to the lowest order Feynman diagrams are shown
in figure 2.2.2. If a measurement of the cross section of such a electron-
positron annihilation is done, all orders of correction are taken into account
by nature. Therefore the electron charge e in a measurement is not the same
as e0, which is referred to as the bare electron charge and participates in one
single Feynman diagram.
Now, one would have to add up all the higher order contributions to get the
same result as for the measurement. Fortunately, the diagram (c) in figure
2.2.2, cancels exactly the effects of diagram (d) and (e). This characteristic
is known as Ward identity1 and it holds for all orders in QED, we will not
go further in detail here.
Therefore, we are only left with the vacuum polarization and its multiplies.
We will see later, that by using the geometrical series, it is possible to find an
algebraic expression, in which all higher orders are contained. This procedure
will lead us to the running of the fine structure constant αf (q

2) = e2(q2)/4π.
Let us take a look to the Feynman diagram of vacuum polarization and its

1The Ward identity has to be fulfilled for any quantum field theory, other wise it would
not be renormalise able[5].
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Figure 2.2.2: Leading order (a) and O(e40) corrections (b-e) of the considered
e−e+ annihilation[1].

transition amplitude2,

M =
−ie20
q4

{ū(p3)γµu(p1)}
��

e20
d4k

(2π)4
Tr[γµ(/k +mc)γν(/k − /q +mc)]

(k2 −m2c2)[(k − q)2 −m2c2]

	
� �� �

πµν(q2)

·

· {ū(p4)γµu(p2)},
(2.2.2)

where the loop is contained in the integral, which is divergent. This can be
easily seen by estimating the overall momentums power,�

|k|3d|k| |k|
2

|k|4 → ∞, for |k| → ∞. (2.2.3)

After a lengthy rearranging, which is not of interest for our consideration,
we may write the integral in (2.2.2) as follows,

πµν(q
2) =

igµνq
2e20

12π2

�� ∞

m2

dz

z
−6

� 1

0

z(1−z) ln[1− q2

m2c2
z(1−z)]dz

	
. (2.2.4)

The second integral in (2.2.4) is not divergent and it is just a function
f(−q2/m2c2). The first integral is clearly divergent, so we artificially in-
troduce a cut off C,� ∞

m2

dz

z
→

� C2

m2

dz

z
= ln

�
C2

m2

#
. (2.2.5)

Therefore, we get for the loop integral in (2.2.2),

πµν(q
2) =

igµνq
2e20

12π2

�
ln

�
C2

m2

#
− f

� −q2

m2c2

#	
, (2.2.6)

2The abbreviation /k was introduced by Feynman and is defined as /k ≡ γµk
µ.
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and for the transition matrix element M of the electron-muon scattering we
obtain,

M = −e20{ū(p3)γµu(p1)}gµν
q2

�
1− e20

12π2



ln

�
C2

m2

#
−f

� −q2

m2c2

#�	
{ū(p4)γµu(p2)}.

(2.2.7)
Now we see, that this expression has a similar form as the contribution from
the lowest order diagram, expect that the coupling constant (∝ charge) has
changed from e0 to a "renormalized" coupling constant, which reads,

e ≡ e0

)
1− e20

12π2
ln

�
C2

m2

#
. (2.2.8)

Inserting this expression back into (2.2.7) and we finally obtain the amplitude
without the cut off C, so the infinities are gone. They are absorbed in the
charge e, which is actually in the measurements involved.

M = −e2{ū(p3)γµu(p1)}gµν
q2

�
1 +

e2

12π2
f

� −q2

m2c2

#	
{ū(p4)γµu(p2)}. (2.2.9)

Through this procedure of renormalization, the charge has gained a depen-
dence on the carried momentum of the photon, q2,

e(q2) = e(0)

)
1 +

e(0)2

12π2
f

� −q2

m2c2

#
, (2.2.10)

and by using e2 = 4πα 0�c, the fine structure constant also gains a depen-
dence on q2.

Figure 2.2.3: Higher order loop
corrections[1].

After all, this whole deriva-
tion was just for the case of
vacuum polarization with one
loop. To take all higher cor-
rections with arbitrary many
loops into account, we de-
fine the bare propagator P0 ≡
e20/q

2 and recall again, that
the integral in (2.2.2), which
represents the loop, was ab-
breviated with πµν . All dia-
grams of vacuum polarization are built up by these two components, as figure
2.2.3 shows. For the effective propagator, who contains all contributions, we
make therefore the following ansatz,

P = P0 + P0πµν(q
2)P0 + P0πµν(q

2)P0πµν(q
2)P0 + ... . (2.2.11)



14 CHAPTER 2. QUANTUM ELECTRODYNAMICS

By use of the geometrical series3 and the definition, Π(q2) ≡ πµν/q
2, we

obtain for the effective propagator,

P = P0
1

1− e20Π(q
2)

=
e20
q2

1

1− e20Π(q
2)

≡ e2(q2)

q2
. (2.2.12)

Therefore, the effective charge reads,

e2(q2) =
e20

1− e20Π(q
2)
, (2.2.13)

which may be rearranged to e0,

e20 =
e2(µ2)

1 + e2(µ2)Π(µ2)
. (2.2.14)

Here, in the last equation (2.2.14), µ2 = q2 is the energy scale, at which the
electron charge e is measured. If we insert this result back into (2.2.13), we
get for the effective charge,

e2(q2) =
e2(µ2)

1− e2(µ2)[Π(q2)− Π(µ2)]
. (2.2.15)

For q2, µ2 � m2
0c

2, it can be shown[1], that the difference in the denominator
simplifies to,

Π(q2)− Π(µ2) ≈ 1

12π2
ln

�
q2

µ2

#
. (2.2.16)

Finally we arrive at an analytical expression for the running of the fine struc-
ture constant,

αf (q
2) =

α(µ2)

1− α(µ2) 1
3π

ln
�
q2

µ2

" . (2.2.17)

Generally, q has to be seen as a Lorentz-four vector, qµ = (E, Dp)T . The
scalar product is given by, qµqµ = E2 − Dp2 = s2, with

√
s called the centre-

of-mass energy. To find the αf as a function of the distance, we use the
energy-momentum relation E =

*
m2

0c
4 + p2c2, which simplifies in the al-

ready assumed high energy limit to E = pc. By inserting the De-Broglie
wavelength, we get a one to one correspondence for energy and distance,

E =
hc

λ
. (2.2.18)

3ao
,∞

k=0 q
k = a0

1−q
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Experimentally, for
√
s = q = 193.2 GeV, the fine structure constant was

found to be 1
127.4

by Abbiendi et al. at the large electron-positron collider in
Cern[6]. If we use this value to fix the scale, αf (µ = 193.2 GeV) = 127.4−1,
we are able to plot (2.2.17) as a function of energy and distance.
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Chapter 3

Model of topological fermions

In this chapter, we will first introduce the Sine-Gordon model, a (1+1) di-
mensional wave equation with interesting solutions, which remind us strongly
to particle physics. Also, an effect in analogy to the running coupling in QED
is present in this model.
Manfried Faber[7], [8], [9] saw those analogies to particle physics and
generalized the model to (3+1) dimensions, which will be part of the second
subsection.

3.1 Sine Gordon model

Figure 3.1.1: Mechanical
model[8].

For introducing the Sine-Gordon model,
we follow Remoissenet from [10]. To
explain the model, one can imagine a me-
chanical set-up: a pole, on which a lot
of pendulums are mounted. In addition,
those pendulums are connected to their
neighbours with torsion springs. If we la-
bel the deflection of the i-th pendulum
with φi (i ∈ {1, 2, ..., n}), the spring con-
stant with K and the moment of inertia
for one pendulum with Θ, we are able to
derive the equation of motion by applying Newton’s laws of motion. We
get,

Θ
d2φi

dt2
= K(φi+1 − 2φi + φi−1)−mgL sinφi. (3.1.1)

L stands for the length of one pendulum, and m for its mass. By applying
the continuum limit, φi(t) → φ(x, t), we get the continuous version of (3.1.1),

17
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which reads,
∂2φ

∂t2
− c0

∂φ

∂x2
+ ω2

0 sinφ = 0, (3.1.2)

with the parameters, c20 = a2K/Θ and ω2
0 = mgL/Θ, where a is the distance

between two pendulums. To get completely rid of the constants, we introduce
the substitutions,

T = ω0t, X =
ω0

c0
x, (3.1.3)

and the differential equation becomes,

∂2
Tφ− ∂2

Xφ+ sin(φ) = 0� �� �
Sine−Gordon

, ∂2
Tφ− ∂2

Xφ+ φ = 0� �� �
Klein−Gordon

, (3.1.4)

where we see the similarity to the Klein-Gordon equation. Here, the
potential term changes from φ to sinφ. The Klein-Gordon equation was
the first trial to make the Schrödinger equation invariant under Lorentz
transformations1.The easiest way to find a solution for the Sine-Gordon
equation is, by introducing a velocity v and a co-moving coordinate frame
s = X − vT . By inserting

φ = 4arctan

�
e
± s−so√

1−v2

#
(3.1.8)

into (3.1.4, left) one can proof that (3.1.8) is indeed a solution of the Sine-
Gordon equation. The plus-minus sign in the exponential takes care of left
and right turns of the pendulums. The associated solutions are called kinks
and antikinks. In the mechanical model, they are produced by rotating a
pendulum one full turn in clockwise or anticlockwise direction. These exci-
tations show already particle behaviour, as kink-kink collision takes place.

1The one dimensional Schrödinger equation reads,

i� ∂tψ = Hψ, (3.1.5)

with the non-relativistic Hamiltonian, H = − �2

2m∂2
x + V . We find the Klein-Gordon

equation by deriving (3.1.5) with respect to time,

i�∂2
t ψ = ∂tHψ = H∂tψ =

1

i�
H2ψ, (3.1.6)

and inserting the relativistic energy momentum relation, H2 = m2c4 + p2c2, with p =
−i�∂x.

=⇒ 1

c2
∂2
t ψ − ∂2

xψ +
m2c2

�2
ψ = 0. (3.1.7)
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By colliding a kink with an antikink, they annihilate each other by send-
ing away so called breathers, breathers are solutions to the Sine-Gordon
equation, without a full turn of the pendulums, they may be seen as analogy
to photons. Another similarity to particle physics is, that moving kinks get
Lorentz contracted and experience a relativistic mass gain, as described
in the following. Hence we introduce the gamma factor, γ = 1/

√
1− v2,

appearing in the exponential of 3.1.8.
In the mechanical model, we have three sorts of energies involved. The ki-
netic energy of a pendulum by swinging around, tension energy stored in the
springs (often called curvature energy in this thesis) and a potential energy
contribution due to gravity. By adding this parts, we get for the total energy
in the system,

E =
Θ

a
ω0c0

� ∞

−∞



1

2
(∂Tφ)

2� �� �
kinetic

+
1

2
(∂Xφ)

2� �� �
tension

+(1− cosφ)� �� �
potential

�
dX. (3.1.9)

Inserting the solution of a single, moving kink into this formula for the energy,
we get,

E = γm0c
2
0, (3.1.10)

which is precisely the formula found by Einstein for relativistic mass gain2,
where m0 is defined to be, m0 = 8ω0

c0
.

The kink-kink solution, where the two solitons repel each other reads,

φ(X, T ) = 4 arctan

�
v sinh(γX)

cosh(γvT )

#
, (3.1.11)

and the attractive antikink-kink likewise,

φ(X, T ) = 4 arctan

�
sinh(γvT )

v cosh(γX)

#
. (3.1.12)

To emphasize the localized nature of a soliton, we take a closer look to the
change of the angle φ with respect to the position for the kink antikink case3,

∂Xφ = −4γv tanh(γX)sech(γX) sinh(γTv)

sech2(γX) sinh2(γTv) + v2
, (3.1.13)

which is plotted in the figure below.
2In appendix B, the calculation of the energy contributions for a 3 dimensional soliton

and their dependencies on the Lorentz factor γ is worked through.
3The sekans hyperbolicus function is defined as, sech(x) := 1

cosh(x) .
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Figure 3.1.2: Particle characteristics of two solitons with opposite twist of φ,
annihilating each other, if friction is considered. Plotted is equation (3.1.13,
for different times T .
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3.2 Generalisation to 3+1 dimensions

Following Faber’s work in [7], [8], [9], a summery about the model of topo-
logical fermions is given in this section.

3.2.1 Degrees of freedom

As the Sine-Gordon model has one degree of freedom, we need for its gen-
eralization three of them. In our pendulum model, it is easy to imagine, what
is rotating, namely the individual pendulums. In the MTF, we imagine, that
space itself is twisted and this rotations are measured by three dimensional
dreibeins4. They are associated with the three rotational angles in space,
described by Euler in 1775. Another formalism to describe rotations in
space was discovered by Hamilton and even before by Rodriguez - the
unit quaternions. These are defined by,

Q = q0+ q1i+ q2j+ q3k with i2 = j2 = k2 = ijk = −1, |Q| = 1. (3.2.1)

For reasons to be clear later, we call q0 the scalar- and Dq = (q1, q2, q3)
T

the vector component. More modern are the equivalent representations, the
group SO(3) and SU(2). SU(2) covers SO(3) twice and is isomorphic to
the S3 - the surface of a sphere in four dimensions. Instead of the three basis
elements of the quaternions, i, j,k, we may use the Pauli matrices in SU(2),

σx =

�
0 1
1 0

#
, σy =

�
0 −i
i 0

#
, σz =

�
1 0
0 −1

#
. (3.2.2)

We imagine, that for every point in Minkowski space, there is a 2×2 matrix
associated, with three internal degrees of freedom. In analogy to quantum
chromodynamics, we call them colour components and denote them with a
subscript C in the following. Generally this SU(2) field may be written as,

Q = q0 − iDσDq = cosα(x)− iDσDn(x) sinα(x). (3.2.3)

3.2.2 Geometry and physics

Since there is a mapping between the four dimensional Minkowski space
and the internal colour space S3

C , (ct, Dx)T → (q0, Dq)
T , we want to find the rate

4This idea leads us to the tempting perception, that particles could be twists of space
itself.
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of change for Q(xµ) with respect to its position in real space xµ(s), where s
parametrizes an arbitrary path. The derivation at the point s,

∂sQ = lim
δs→0

Q(s+ δs)−Q(s)

δs
, (3.2.4)

may be generally written as a linear combination of the basis matrices at
that point, DσQ = DσQ with some coefficients DΓs,

∂sQ = −iDΓsDσQ = e−i=σ=Γsdxs

Q. (3.2.5)

After rearranging the first equal sign in (3.2.5), we get,

(∂sQ)Q† = −iDσDΓs =⇒ DΓs =
i

2
Tr[Dσ∂sQQ†], (3.2.6)

which we use to find the affine connection DΓs by inserting the SU(2) field
Q(xµ) from (3.2.3). By using (DσDa)(DσDb) = DaDb+ iDσ(Da×Db), we obtain,

DΓs = q0∂sDq − Dq∂sq0 + Dq × ∂sDq =

= ∂sαDn+ sinα cosα∂sDn+ sin2 αDn× ∂sDn.
(3.2.7)

In the next step, we want to assign each area element in Minkowski space
to an area element on the colour space S3

C , dx∧dy → DΓx×DΓy dxdy, compare
figure 3.2.1. The ratio between those elements is called the curvature tensor
and is therefore defined by,

DRµν := DΓµ × DΓν . (3.2.8)

If we apply the symmetry of second derivatives onto the soliton field,

∂s∂tQ(s, t) = ∂t∂sQ(s, t), (3.2.9)

we get the so called Maurer-Cartan equation, which is a differential form
on Lie-groups, well known from differential geometry,

DΓµ × DΓν =
1

2

�
∂µDΓν − ∂νDΓµ

 
. (3.2.10)

Using the Maurer-Cartan equation, we find an expression for the curva-
ture tensor, which is covariant under basis rotations,

DRµν = DΓµ × DΓν =
1

2

�
∂µDΓν − ∂νDΓµ

 
= ∂µDΓν − ∂νDΓµ − DΓµ × DΓν . (3.2.11)
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Figure 3.2.1: Illustration for the definition of the curvature tensor, taken
from [8].

Before making the transition to physics, we have to take a look on the dual
formulation of electrodynamics. The form of Maxwell’s equations in vac-
uum stays invariant under the transformation, DE → c DB and c DB → − DE.
It was therefore tempting for Dirac to introduce magnetic monopoles, to
expand this symmetry also for the case of the presence of charges,

∇E =
ρ

ε0
,

∇B = ρM ,

∇E = −∂tB − jM ,

∇× B =
1

c2
∂tE + µ0,

E → cB
cB → −E−−−−−−−−−→
ρ → ε0cρM

ε0cρM → −ρ

j → ε0cjM
ε0cjM → −j

∇B = ρM ,

∇E =
ρ

ε0
,

∇× B =
1

c2
∂tE + µ0j,

∇× E = −∂tB − jM .

(3.2.12)

Up to now, no magnetic monopoles have been found. In the model of topo-
logical fermions, we use the dual formulation to describe electric monopoles
instead of magnetic ones. This formulation seems to be more natural, than
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the non-dual one, because if we take a look on the two tensors,

F µν =

��
0 −Ex

c
−Ey

c
−Ez

c
Ex

c
0 −Bz By

Ey

c
Bz 0 −Bx

Ez

c
−By Bx 0

%% ,

∗Fµν =

��
0 Bx By Bz

−Bx 0 Ez

c
−Ey

c−By −Ez

c
0 Ex

c

−Bz
Ey

c
−Ex

c
0

%% ,

(3.2.13)

we see, that for the dual formulation, the magnetic fields occupy the space-
time components and the electric fields appear in the space-space compo-
nents. If we remember, how magnetic fields are produced, namely by mov-
ing electric charges, this formulation feels more suitable than the other way
round.
To relate physics with geometry, we set the dual field strength tensor pro-
portional to the curvature tensor,

7 DFµν ∝ k DRµν . (3.2.14)

The factor k basically fixes the units and to get the right correspondence
with established electrodynamics in SI-units, the constant reads,

k =
e0

4π 0
. (3.2.15)

In analogy to Fµν = ∂µAν − ∂νAµ, with the four vector potential, Aµ =

(φ/c, DA)T , we are able to assign a dual vector potential,

DCµ = − e0
4π 0

DΓµ,
7 DFµν = ∂µ DCν − ∂ν DCµ. (3.2.16)

3.2.3 Lagrangian

From classical mechanics over electrodynamics and general relativity up to
quantum mechanics – all theoretical theories may be described in terms of the
Lagrange formulation. Therefore, we follow this way and try to find the
Lagrangian for the MTF. It will turn out to be some sort of generalization
of Maxwell’s electrodynamics, which distinguishes between charges and
forces created by them. In the MTF however, there is no need for this
separation. Both, the particles and forces emerge from the Q field, which
can be easily seen by keeping the mechanical model in mind.
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As the Sine-Gordon model is non-linear, we also expect its generalization to
be of that form and Maxwell’s electrodynamics should be its linearisation.
To find the Lagrangian, we use an elimination process. Since the action
has to be a Lorentz-invariant quantity, the curvature tensor DRµν has to
appear in even powers to contract both, the space-time- and colour indices.
As we will see, for L ∝ DRµν

DRµν , we get accordance with electrodynamics.
As for all things in equilibrium, there are always at least two forces fighting
against each other, creating a point, where both of them are equally strong.
To get stable excitations, the need for such a counterpart to the curvature
energy is given. In the mechanical model, this is the potential energy due to
gravity. For the (3+1) model, we introduce a potential term Λ5. Hence, we
define the Lagrangian to be,

L := Lcur −Hpot = −αf�c
4π

�
1

4
DRµν

DRµν + Λ

#
, (3.2.17)

where the pre-factor to get SI-units is chosen to be in harmony with (3.2.15).
To find an appropriate expression for the potential term, we use again an
elimination process. Using the Hobart-Derrick theorem, we know that
only less than three derivatives can be involved. This means, that essentially
two, or no derivatives can stay to preserve invariance under Lorentz trans-
formations. Furthermore, we are able to exclude the case of two derivatives,
because such a term was already examined by Skyrme, describing short
range interactions, like they appear in QCD.
Due to the sphere-symmetrical nature of a particle, no directional compo-
nents of the Q field should play a role in the potential term and only even
powers are allowed, leading to Λ ∝ q2m0 , with m = 1, 2, 3, ... . Comparing
with the curvature part, where four derivatives of Q are involved, we need
an inverse length to the fourth power in the potential term to get the right
dimension. Therefore, we claim the potential term to be,

Λ(q0) =
q2m0
r40

, with m ∈ N \ 0. (3.2.18)

The constant r0 fixes the length- and energy scale for a soliton. Hence, the
theory of MTF is described by,

LMTF = −αf�c
4π

�
1

4
DRµν

DRµν +
q2m0
r40

#
, (3.2.19)

5The Greek letter Λ is not chosen at random here, it is a homage to the cosmological
constant arising in general relativity. Maybe the dark matter/energy manifests as the
potential energy needed in MTF.
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Figure 3.2.2: For Λ = 0, electrodynamics is recovered, therefore photons may
be interpreted as goldstone bosons of the MTF. Illustration was taken from
[8].

and the corresponding canonical energy-momentum tensor is given by,

Θµ
ν = −αf�c

4π

�
DRνσ

DRµσ − 1

4
DRρσ

DRρσδµν − Λδµν )

#
. (3.2.20)

This energy-momentum tensor is naturally symmetric, whereas in usual elec-
trodynamics, it needs to be symmetrized by help of an artificial procedure –
another nice indicator for the relevance of the MTF.

3.2.4 Equations of motion

After having found the Lagrangian, we are ready to derive the Euler-
Lagrange equations of motion, using the variation principle. We vary the
soliton field Q, by multiplication with the SU(2) matrix, exp(iDσDζ). Therefore
the constraint |Q| = 1 remains preserved. After some technical work, one
obtains,

δS[Dζ] =

�
d4xδL =

�
d4x Dζ[Dq ∂q0Λ + ∂µ(DΓν × DRµν)] = 0. (3.2.21)

Hence, the equations of motion read,

∂µ[DΓν × DRµν ] + Dq
dΛ

dq0
= 0, (3.2.22)

which may be seen as a generalization of Newton’s second axiom, Dp =
−∇V .
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3.2.5 Hedgehog approach

Now we are ready to construct explicit solutions for particles using the general
SU(2) field in (3.2.3). Again, exploiting the spherical symmetry of a particle,
we are able to reduce the dependencies of the profile function α and the Dn-
field to the radial distance. The simplest, static, radial symmetric vector
field one can imagine looks like a hedgehog, pointing away6 from the centre
with length one everywhere,

Dn(x) =
Dr

r
, α(ρ) = α

�
r

r0

#
∈ [0, π/2], (3.2.23)

where the dimensionless variable ρ = r/r0 is introduced. In the following, we
will try to find the functional expression for α(ρ) to fully solve the problem
and compare the solution with the electron known from measurements.
By inserting the hedgehog ansatz into (3.2.7), we get the connections DΓi in
spherical coordinates,

DΓr = ∂ρα(ρ) Dn,

DΓϑ = sinα[cosα êθ + sinα êφ],

DΓϕ = sin θ sinα[cosα êφ − sinα êθ].

(3.2.24)

One must not be confused at this point with the double occurring angles. θ
and φ indicate internal colour components, whereas ϑ and ϕ assign indices
in external, "real" Minkowski space.
After having found the connections, we can divide them by their length scales
in spherical coordinates, gµν = (−1, l2r , l

2
ϑ, l

2
ϕ),with (lr, lϑ, lϕ) = (1, r, r sinϑ)

and insert them into (3.2.16), to obtain the dual gauge fields Ci,

DCr = − e0
4π 0c

DΓr

lr
,

DCϑ = − e0
4π 0c

DΓϑ

lϑ
,

DCϕ = − e0
4π 0c

DΓϕ

lϕ
.

(3.2.25)

We find the associated electric field components by comparison with the
dual field strength tensor in spherical coordinates, for example, DEr ∝ DRϑϕ =

6Or towards the centre. We will see, that those configurations correspond to the exact
same particle, except it carries the opposite charge.
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DΓϑ × DΓϕ. Therefore in this model, the electric and magnetic fields can be
interpreted as the ratios of area elements in internal- and external space,

DEr = − e0
4π 0

DΓϑ × DΓϕ

r2 sinϑ
= − e0

4π 0

sin2 α

r2
Dn,

DEϑ = − e0
4π 0

DΓϕ × DΓr

r sinϑ
= − e0

4π 0

α�(r) sinα
r

(cosα êθ + sinα êφ),

DEϕ = − e0
4π 0

DΓr × DΓϑ

r
= − e0

4π 0

α�(r) sinα
r

(cosα êφ + sinα êθ).

(3.2.26)

As expected for a statical solution, all other components, which are the mag-
netic ones of the curvature tensor, vanish. Hence, we are able to find the to-
tal energy functional of this configuration by using He =  0/2

�
d3x ( DEr

DEr +
DEϑ

DEϑ + DEϕ
DEϕ) from electrodynamics,

H[α] = He +Hpot =
αf�c
r0

� ∞

0

dρ



sin4 α

2ρ2
+ (∂ρ cosα)

2� �� �
he

+ ρ2 cos2m α� �� �
hpot

�
.

(3.2.27)
he and hpot are the electrical and potential radial energy density. By setting
the variation of the functional H[α] with respect to the function α(ρ) equal
to zero, we obtain a differential equation,

∂2
ρ cosα +

(1− cos2 α) cosα

ρ2
−mρ2 cos2m−1 α = 0, (3.2.28)

which solutions minimize the energy functional. Obviously, for different val-
ues of m, we obtain different solutions. For m = 2 and m = 3 solutions were
already found. The most appealing one seems to be the case m = 3, leading
to,

α(ρ) = arctan ρ. (3.2.29)

Therefore the component q0
7 of the Q field reads,

q0 =
r0*

r20 + r2
. (3.2.30)

Inserting the just found solution for α(ρ) into he and hpot, we get for the
total radial energy density,

h(ρ) =
αf�c
r0



ρ2

2(1 + ρ2)2
+

ρ2

(1 + ρ2)3
+

ρ2

(1 + ρ2)3

�
. (3.2.31)
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Figure 3.2.3: Plot of the three terms energy densities in (3.2.31). Tangential
and potential components approach zero relatively quickly, whereas the radial
component shows the usual 1/r2 behaviour for large distances.

Although soliton solutions show clearly characteristics of particles, there
are no singularities in the vicinity arising in this model. This circumstance
may be seen in figure 3.2.3, where the three energy density contributions are
plotted. Integrating them over the whole R3, leads to the total energy of an
electron,

Hmono =
αf�c
r0

π

4
. (3.2.32)

From measurements, we know the rest mass of an electron is about 0.511 MeV.
Inserting this value into (3.2.32), and we are able to calculate the radius,

r0 =
αf�c
Hmono

π

4
≈ 1.44 MeVfm

0.511 MeV

π

4
= 2.21 fm, (3.2.33)

which comes very close to the classical electron radius from Bohr’s atomic
model, 2.82 fm.
As a consequence of the Hobart-Derrick theorem or by calculating the
energies explicitly, one will find, that the ratio between total energy and the
potential one is exactly four. This will be an important measure of accuracy
to control the validity of our numerical computations later on,

Hmono

Hpot

= 4. (3.2.34)

7This component is here explicitly written out, because we will need it later for finding
a good initial configuration of the dipoles.
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3.2.6 Electrodynamic limit

For vanishing potential energy, Λ(q0) → 0, which means, far away from the
monopole centres, we come into the regime of ordinary electrodynamics. It
is comparable with the mechanical model, where the gravitation is switched
off. Due to the absence of particles, we call it vacuum. Setting α = π/2 in
(3.2.3), its SU(2) field reads,

Q = −iDσDn ∈ S2
equ, (3.2.35)

where S2
equ denotes the equator of S3, compare figure 3.2.2. By inserting the

vacuum field into (3.2.7) and (3.2.8), we get for the curvature tensor,
DΓµ = Dn× ∂µDn, (3.2.36)

DRµν = ∂µDn× ∂νDn. (3.2.37)

We see, that DRµν points in the same direction as Dn, therefore we are able to
get rid of the colour components, by projecting the tensor onto Dn. Up to a
constant to stay in SI-units, we identify DRµνDn as the dual electromagnetic
field strength tensor known from ordinary electrodynamics,

7fµν = − e0
4π 0c

DRµνDn = − e0
4π 0c

Dn[∂µDn×∂νDn] =

��
0 Bx By Bz

−Bx 0 Ez

c
−Ey

c−By −Ez

c
0 Ex

c

−Bz
Ey

c
−Ex

c
0

%% ,

(3.2.38)
and the electrodynamic Lagrangian,

LED = −αf�c
4π

1

4
(DnDRµν)(DnDR

µν) = − 1

4µ0

7fµν
7fµν . (3.2.39)

The charge inside a closed surface S may be related to the flux across the
surface, by using Gauss’s law,

Qe(S) =
�
V
d3x ρ =  0c

�
∂V

dudv 7fuv, (3.2.40)

where u and v parametrize the surface and V is the volume surrounded by
S. Inserting (3.2.38) and we get,

Qe(S) = −e0
1

4π

�
S
dudv Dn[∂uDn× ∂vDn]� �� �

winding number w(S)

. (3.2.41)

In topology, a winding number is an integer, which counts full circulations
of a closed curve around a certain point8. The winding number in our case

8See A.0.2 for intuitive understanding
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matches with the one, known from the map, S → S2
equ. w(S) counts es-

sentially the charges inside a sphere. For example, inserting the hedgehog
Dn = Dr/r, leads to w(S) = 1 and the anti hedgehog, Dn = −Dr/r to w(S) = −1.
The analogy to the mechanical model is once more given, where charges are
replaced by twists in clock- or anti clockwise direction.
Since only integer values for the winding number are possible, we call w(S)
a topological quantum number and it determines the charge,

qelectric(S) = −e0w(S). (3.2.42)

To find the Maxwells equations, we once again use Gauss’s law,�
S
dxµdxν 7fµν =

1

3

�
V

dxµdxνdxρ (∂µ
7fνρ + ∂ν

7fρµ + ∂ρ
7fµν)� �� �

3 div 
f

B.2
=

=
1

3

�
V

dxµdxνdxρ µνρσ∂λf
λσ =

=
µ0

3

�
V

dxµdxνdxρ µνρσj
σ.

(3.2.43)

Due to the arbitrary volume of integration, we find ∂µf
µν = µ0j

ν , which are
the two inhomogeneous equations in four dimensional formulation. For the
other two, the homogeneous ones, we need the equations of motion (3.2.22)
in electrodynamic limit,

0 =∂µ[DΓν × DRµν ] = ∂µ[(∂νDn× Dn)× (∂µDn× ∂νDn)] =

=− ∂µ{∂νDn [Dn(∂µDn× ∂νDn)]� �� �

fµν

} = −∂νDn ∂µ[Dn(∂
µDn× ∂νDn)]� �� �
Gν

. (3.2.44)

Gν is the magnetic current density in natural units. We denote it in SI-units
with,

gν = − e0
4π 0

Gν = (cρM ,g). (3.2.45)

We rewrite (3.2.44), to get,

gν = c ∂µ
7fµν , (3.2.46)

where the other two Maxwell equations are encoded,

∂µf
µν = µ0j

ν ⇔
�

ρ
ε0

= ∇E,
j
ε0

= c2∇×B− ∂tE,
(3.2.47)

gµ = c ∂ν
7f νµ ⇔

�
ρM = ∇B,

g = −∇× E− ∂tB.
(3.2.48)



32 CHAPTER 3. MODEL OF TOPOLOGICAL FERMIONS

Nevertheless, we are able to find further constraints to the E and B fields in
(3.2.44), which show a need for explanation. They are,

Bg = 0,

c2BρM = g × E,
(3.2.49)

and are not linear independent from (3.2.48). They imply, that electric- and
magnetic fields have to be perpendicular to each other. However, it is easy to
construct an experimental setup, which leads to parallel fields, contradicting
therefore the MTF. An excuse could be, that on a microscopic scale, the
equations (3.2.49) hold, whereas in the macroscopic world, an average over
space or time breaks the condition.

Spin quantization & elemental solitons

A volume element in real space, parametrized in spherical coordinates, reads,
dVe = r2 sin θdrdϑdϕ. The associated element in the internal space therefore
is, dVi = DΓr(DΓϑ × DΓϕ)drdϑdϕ. The integral over the whole space of that
volume element, normalized to the surface of a sphere in four dimensions,

Q =
1

V (S3)

� ∞

0

dr

� π

0

dϑ

� 2π

0

dϕ DΓr(DΓϑ × DΓϕ), (3.2.50)

V (S3) =

�
S2

d2n

� π

0

dα sin2 α = 2π2, (3.2.51)

is called the topological charge. It is the second topological quantum number
beside the winding number. It counts the coverings of a configuration in the
internal space, S3. For a hedge-hog ansatz, we get Q = 1/2 and we can define
it to has spin up, or +1/2.
In [9], it was shown that Q is time independent. Stable monopole configura-
tions are therefore characterised by the two integers, Q and ws. We are now
able to use the hedge-hog solution, with Q = +1/2 and ws = +1 to construct
other topological distinct configurations by applying certain transformations.
First one is the parity transformation Π=n, which mirrors points around the
origin,

Dn(Dr) → −Dn(Dr),
Q → Q† = exp(−iαDσDn),

ws → −ws,

Q → −Q,

(3.2.52)
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leading to a change of sign for Q. Consequently, we could call this case spin
down, or Q = −1/2. Summarizing the two relations of the found topological
quantum numbers for charge and spin, we have in the MTF,

qelectric = −e0ws, and s = |Q|. (3.2.53)

The second transformation is the multiplication by the centre-element, z =
exp(iπσz)

9, Q → zQ,

Dn(Dr) → −Dn(Dr),
α → π − α,

ws → −ws,

Q → Q,

(3.2.54)

which only changes the sign of the winding number and therefore the charge,
analogously to the conjugation operator in particle physics. Hence, we ob-
tain four different solitons, which are topologically distinct, compare figure
3.2.4. One might be likely reminded to the Dirac equation, with the four
component spinors as solutions. In Dirac representation, the upper two
components describe a particle with spin up- and down, whereas the lower
two characterize an antiparticle with spin up- and down.

9The centre-elements of a group G is the set, Z(G) := {z ∈ G | ∀g ∈ G : gz = zg}.
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Figure 3.2.4: "Elemental soliton configurations". Shown are cross-sections
of the spheric symmetrical vector part, Dq. The sign of q0 is depicted in the
colour with, red stands for q0 > 0 and blue for q0 < 0. Illustration was made
by Theuerkauf[11].



Chapter 4

Gauge theories on a lattice

Lattice calculations are likely to be used, where problems can not be solved by
a perturbation approach, like in QCD. The idea of the lattice computation is
to look at the space-time structure only on a discrete, four dimensional grid or
lattice. Field components are therefore only defined on points and derivations
are approximated by discrete versions. The fundamental parameter is the
lattice constant, which measures the distance between two points, who are
equidistant distributed in each of the four directions.
To minimize the energy- or action function, one may use a method based on
random field changes or a high dimensional gradient descent.

4.1 Recapitulating Theuerkauf’s algorithm

Building up on the work of Wabnig[12] and Resch[13], Theuerkauf de-
veloped a c program in his diploma thesis[11], which minimizes the energy
for a soliton configuration on a lattice. The goal was to do dipole configu-
rations, therefore the cylindrical symmetry was exploited. To save memory,
no time dependence was considered. The idea is, to see the time evolution
of a collision of two fermions like a film, where it is good enough to compute
the individual frames. The distance between the poles was changed for every
frame, therefore getting the energy as a function of the dipole distance, which
may be compared to the Coulomb potential. We expect, that the devia-
tions to that potential, is governed by the formula of the running coupling
constant of QED.
To begin with, Theuerkauf has done monopole configurations with two
different methods, namely Gamma- and Wilson action. In the first case,
the three energy components, Hcur, Hpot and Hout are calculated as a func-
tion of the soliton field. The second method works in analogy to the lattice

35
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simulations of QCD. Both methods are in detail explained in this chapter.
To minimize the total energy, a standard routine called Powell from nu-
merical recipes[14] was implemented.

4.2 Gamma action
The energy momentum tensor of the MTF as derived in (3.2.20), reads,

Θµ
ν = −αf�c

4π

�
DRνσ

DRµσ − 1

4
DRρσ

DRρσδµν − Λδµν

#
, (4.2.1)

The energy density is the (00)-component of the energy momentum tensor,

Θ0
0 = −αf�c

4π

�
DR0σ

DR0σ − 1

4
DRρσ

DRρσ − Λ

#
=

= −αf�c
4π

�
DR0σ

DR0σ − 1

4
DRρσ

DRρσ

#
� �� �

Hcur+Hkin

+
αf�c
4π

Λ(q0)� �� �
Hpot

(4.2.2)

To calculate the multiplications of tensor components, we remember the form
of the curvature tensor,

7 DFµν =
1

2

�
∂µ DCν − ∂ν DCµ

 
= − e0

4π 0c
DRµν =

���
0 DB1

DB2
DB3

− DB1 0
=E3

c
− =E2

c

− DB2 − =E3

c
0

=E1

c

− DB3
=E2

c
− =E1

c
0

%%% ,

(4.2.3)
and get for the products,

DR0σ
DR0σ = −

�
4π 0c

e0

#2 �
DB2
1 + DB2

2 + DB2
3

 
� �� �

=Bi
=Bi≡=B=B

, (4.2.4)

DRµν
DRµν = 2

�
4π 0
e0

#2 �
DEDE− c2DBDB

 
. (4.2.5)

The constants may be further reduced by using the fine structure constant,�
4π 0c

e0

#2

·
�
−αf�c

4π

#
= −4π 20�c3

e20
αf = −4π 20�c3

e20

e20
4π 0�c� �� �

αf

= − 0c
2, (4.2.6)
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and inserting the tensor elements from (4.2.3) into (4.2.2) leads to,

Θ0
0 =

 0
2

�
c2DBDB+ DEDE

 
+

αf�c
4π

Λ(q0). (4.2.7)

Since we are considering static cases, we have no magnetic fields, Hkin = 0,
DB = 0 and we get for the energy density,

Θ0
0 =

 0
2

DEDE� �� �
Hcur

+
αf�c
4π

Λ(q0)� �� �
Hpot

. (4.2.8)

These two components of energy will be calculated inside a cylinder with
radius R and height 2Z. Outside of this cylinder we will consider pure
electrodynamics and show, that this assumption is reasonable.

4.2.1 Working in cylinder coordinates

Due to the cylindrical symmetry of a dipole configuration, we will work in
cylinder coordinates for both, monopole,- and dipole configurations. There-
fore we will now express the soliton field Q, the affine connection DΓµ, the
curvature tensor DRµν and the resulting energy densities in terms of cylin-
drical coordinates. The general soliton field (3.2.3) for any configuration in
these coordinates reads1,

Q(r, φ, z) = q0(r, z)− iDσDq(r, φ, z), (4.2.9)

where the vector part has the form,

Dq(r, φ, z) =

 qr(r, z) cos(φ)
qr(r, z) sin(φ)

qz(r, z)

 . (4.2.10)

By remembering the form of the affine connection DΓµ in (3.2.7) and inserting
(4.2.10),

DΓµ(r, φ, z) = q0∂µDq − Dq∂µq0 + Dq × ∂µDq, (4.2.11)

1Since q0 depends only on the distance to the centre of the soliton and we are using
cylindrical coordinates, q0 does not depend on φ.
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we obtain its three components DΓr, DΓφ and DΓz,

DΓr =

 (q0∂rqr − qr∂rq0) cos(φ) + (qr∂rqz − qz∂rqr) sin(φ)
(q0∂rqr − qr∂rq0) sin(φ) + (qz∂rqr − qr∂rqz) cos(φ)

q0∂rqz − qz∂rq0

 , (4.2.12)

DΓφ = qr

 −q0 sin(φ)− qz cos(φ)
q0 cos(φ)− qz sin(φ)

qr

 (4.2.13)

DΓz =

 (qr∂zqz − qz∂zqr) sin(φ) + (q0∂zqr − qr∂zq0) cos(φ)
(qz∂zqr − qr∂zqr) cos(φ) + (q0∂zqr − qr∂zq0) sin(φ)

q0∂zqz − qz∂zq0

 . (4.2.14)

Now, by help of the definition, DRµν ≡ DΓµ × DΓν , we are able to compute the
components of the curvature tensor, which read,

DRφz = qr

 ∂zq0 sin(φ) + ∂zqz cos(φ)
−∂zq0 cos(φ) + ∂zqz sin(φ)

−∂zqr

 , (4.2.15)

DRzr =
∂rqr∂zqz − ∂zqr∂rqz

q0

 −q0 sin(φ)− qz cos(φ)
q0 cos(φ)− qz sin(φ)

qr

 , (4.2.16)

DRrφ = qr

 −∂rq0 sin(φ)− ∂rqz cos(φ)
∂rq0 cos(φ)− ∂rqz sin(φ)

∂rqr

 . (4.2.17)

As shown in (4.2.8), the curvature energy is, H =  0
�
dx3 | DE|2/2 and because

of the relation, DEi ∝ DRjk, we get the curvature tensor’s squares,

DR2
φz = q2r

�
(∂zq0)

2 + (∂zqr)
2 + (∂zqz)

2
�
, (4.2.18)

DR2
zr = q−2

0

�
∂rqr∂zqz − ∂zqr∂rqz

"2
, (4.2.19)

DR2
rφ = q2r

�
(∂rq0)

2 + (∂rqr)
2 + (∂rqz)

2
�
, (4.2.20)

as well as the energy contributions with the proper conversion factor to SI
units and the length scales of cylinder coordinates, lφ = r and lr = lz = 1.

DEr = − e0
4π 0

1

lφlz
DRφz, (4.2.21)

DEφ =
e0

4π 0

1

lrlz
DRrz, (4.2.22)

DEz = − e0
4π 0

1

lrlφ
DRrφ. (4.2.23)
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Curvature energy density

Finally we are ready to express the curvature energy density Hcur as a func-
tion of the soltion field Q in cylindrical coordinates,

Hcur =
1

2
 0 DEi

DEi =
1

2
 0
�
DE2
r + DE2

φ + DE2
z

"
=

=
1

2

αf�c
4π

1

r2

�
q2r
�
(∂zq0)

2 + (∂zqr)
2 + (∂zqz)

2
�
+

r2

q20

�
∂rqr∂zqz − ∂zqr∂rqz

"2
+

+ q2r
�
(∂rq0)

2 + (∂rqr)
2 + (∂rqz)

2
�	

,

(4.2.24)

where we used the definition of the fine structure constant αf from section
2.2 and the following identity,

αf�c
e0

=
e0

4π 0
. (4.2.25)

Potential energy density

Since, the potential energy does not depend on qr, qφ or qz, we may use the
expression in (4.2.8) as well in cylindrical coordinates,

Hpot =
αf�c
4π

q2m0
r40

, (4.2.26)

where we always use m = 3 and therefore,

q60 =
r60

(r20 + ρ2 + z2)3
. (4.2.27)

Energy contribution outside the box

We will begin with the case of a monopole centred in the origin of a cylin-
der. For convenience, we assume that outside this cylinder, the non-radial
electric field components and the potential energy are negligible, since for far
distances the model of topological fermions approaches classical electrody-
namics, as described in section 3.2.6. Therefore, we begin with the electric
potential of a unit charge and rewrite it in cylindrical coordinates2,

Φ =
1

4π 0

e0
|Dr| =

1

4π 0

e0*
ρ2 + z2

. (4.2.28)

2To reduce confusion, we use in this section for the cylindrical radius coordinate the
letter ρ and for the radial component of spherical coordinates, we write r.
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The associated electric field reads,

DE(r) = −∇Φ =
e0

4π 0

Dr

r3
=

1

4π 0

e0*
(ρ2 + z2)3

 ρ
0
z

 . (4.2.29)

Figure 4.2.1: Integration areas.

We have to integrate | DE|2 over the whole
volume except the cylinder, characterised
by its radius R and its half length Z. Due
to the cylindrical symmetry, we get an
integration factor of 2π and we are able
to restrict our consideration to the r-z
plane, where the cylinder gets projected
to a rectangular box. We split the re-
maining two dimensional area into three
smaller branches, which are shown in fig-
ure 4.2.1. Hence, the energy outside the
box may be written,

Hout =
 0
2

�
R3\box

d3x| DE|2 =  0
2

�
R3\box

ρdρdϕdz| DE|2 = π 0

�
R2\box

ρdρzdz| DE|2

= π 0

�� −Z

−∞

� ∞

0

ρdρdz� �� �
I

+

� Z

−Z

� ∞

R

ρdρdz� �� �
II

+

� ∞

Z

� ∞

0

ρdρdz� �� �
III

	
| DE|2.

(4.2.30)

For symmetry reasons, we see that area I and III will lead to the same value,
therefore we calculate only the first one and take it twice and neglect the
constant for a moment. Inserting the electric field we get,

Hout,I = Hout,III ≈
� −Z

−∞

� ∞

0

ρ

(ρ2 + z2)2
dρdz =

� −Z

−∞

� ∞

z2

1

2u2
dudz =

1

2Z
,

(4.2.31)
where we have used the substitution u(ρ, z) = ρ2 + z2 to perform the radial
integration over ρ. The associated differential reads, du = 2ρdρ. With the
same substitution we integrate over the second area,

Hout,II ≈
� −Z

−Z

� ∞

R

ρ

(ρ2 + z2)2
dρdz =

� Z

−Z

dz

2(R2 + z2)
. (4.2.32)
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Taking the constants into account, we get for the sum of the three components
of Hout as an interim result,

Hout = π 0

�
e0

4π 0

#2
1

2

�
2

Z
+

� Z

−Z

dz

R2 + z2

	
. (4.2.33)

For the z-integration in the second term, we may use again a substitution,
z = R tan(α) with dz = R(1+tan2(α)dα. Therefore, by using (4.2.25) again,
we obtain,

Hout =
e20

32π 0

�
2

Z
+

1

R

� arctan(Z/R)

arctan(−Z/R)

dα

	
=

αf�c
4

�
1

Z
+

1

R
arctan

�
Z

R

##
.

(4.2.34)

Let us do a short check, for which regime our assumption about the electro-
dynamic limit is reasonable. Thus, we take a look at the scalar part (3.2.30)
and introduce η ≡ r/r0 to get the relation,

q0 =
r0*

r20 + r2
=

1*
η2 + 1

, (4.2.35)

which is plotted in figure 4.2.2. Since the potential energy (3.2.18) is pro-
portional to q2m0 , we see that the potential term approaches zero relatively
quickly for rising η. For a sphere of radius r = 10r0 and m = 3 we get the
following values (table 4.1) for the different energy components in- and out-
side a sphere, computed with the radial energy density from (3.2.31). We are
considering cylindrical lattices, therefore the calculation for a sphere with ra-
dius r overestimates the energies outside, compared to a cylinder with radius
r and height z > r. The ratio (Htan

out + Hpot
out )/H

rad
out ≈ 0.0134, which shows,

that our assumption of pure electrodynamics outside the box is fulfilled by
at least 98.66%.

energies / MeV radial tangential potential Σ

inside: 0.224 0.127725 0.127725 0.47945
outside: 0.032 0.00021334 0.00021334 0.03243

total: ≈ 0.511

Table 4.1: Compilation of the various energies in,- and outside a sphere with
radius r = 10r0. By comparing radial, tangential and potential energy out-
side the box, it can be seen that electrodynamic limit is very well approached.
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Figure 4.2.2: Plot of the scalar part q0 as a function of the ratio r/r0 ≡ η.
Potential energy is proportional to q60.

4.2.2 Error estimation for Hpot

After we did the appraisal for the involved energies in- and outside a sphere,
we want to go on and find an analytical expression for the potential energy
outside, which we neglect in the electrodynamic limit. The potential energy
density (4.2.26) reads,

Hpot =
αf�c
4π

q60
r04

, (4.2.36)

where we use m = 3 and write q0 in cylindrical coordinates,

q0 =
r0*

r20 + r2
=

r0*
r20 + ρ2 + z2

. (4.2.37)

The neglected potential energy outside the box yields,

Hout
pot =

αf�c
4πr40

�
R3\box

d3x q60 =
αf�c
4πr40

�
R3\box

ρdρdϕdz
r60

(r20 + ρ2 + z2)3
=

=
αf�cr20

2� �� �
K

�
R2\box

ρdρdz
1

(r20 + ρ2 + z2)3
.

(4.2.38)

We split the integral in the exact same way as done in (4.2.30), getting three
areas, where the upper and lower part give the same value due to symmetry.
By comparing with figure 4.2.1, we get,

Hout
pot = K

�
2 ·

� −Z

−∞

� ∞

0

ρdρdz� �� �
I, III

+

� Z

−Z

� ∞

R

ρdρdz� �� �
II

	
(r20 + ρ2 + z2)−3. (4.2.39)
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The integration over ρ may be done with the substitution, u(ρ, z) = r20+ρ2+
z2 with du = 2ρdρ,

I =
1

2

� −Z

−∞

� ∞

r20+z2
dzdu u−3 =

1

4

� −Z

−∞
dz

1

(r20 + z2)2
,

II =
1

4

� Z

−Z

dz
1

(r20 +R2 + z2)2
.

(4.2.40)

For the integration over z, we use another substitution, z = r0 tan(α) with
dz = r0/ cos

2(α)dα for the first integral,

I =
1

4

�
r0

cos2(α)
dα r−4

0

�
1 + tan2(α)

"−2� �� �
cos4(α)

=
1

4r30

�
dα cos2(α) =

=
1

8r30

�
α + sin(α) cos(α)

"
,

(4.2.41)

and for the second one, we use z =
*
r20 +R2 tan(β),

II =
1

4

� *
r20 +R2

cos2(β)
dβ (r20 +R2)−2

�
1 + tan2(β)

"−2
=

=
1

4(r20 +R2)3/2

�
dβ cos2(β).

(4.2.42)

Substituting back to z with α = arctan(z/r0), β = arctan(z/
*
r20 +R2)

respectively and taking the integration boundaries into account, we obtain,

I =
1

8r30



arctan

�
z

r0

#
+

z/r0
(z/r0)2 + 1

�−Z

−∞
=

=
1

8r30



arctan

�−Z

r0

#
− r0Z

r20 + Z2
+

π

2

�
,

II =
1

8(r20 +R2)3/2

�
arctan

�
z*

r20 +R2

!
+

z
*
r20 +R2

r20 +R2 + z2

�Z

−Z

=

=
1

4(r20 +R2)3/2
arctan

�
Z*

r20 +R2

!
.

(4.2.43)

Therefore, we get for the total potential energy outside the box (4.2.39),

Hout
pot =

αf�cr20
2

�
1

4r30



arctan

�−Z

r0

#
− r0Z

r20 + Z2
+

π

2

�
+

+
1

4(r20 +R2)3/2
arctan

�
Z*

r20 +R2

!	
.

(4.2.44)
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If we consider a lattice with the specifications of Z = 10r0 and R = 10r0,
and the soliton radius, r0 = 2.21fm, we find for the numerical value of the
potential energy outside the box,

Hout
pot ≈ 1.17 · 10−4MeV. (4.2.45)

4.2.3 Discretization

Having gathered all energy contributions, we are now ready to go on with the
discretization, which is necessary for the numerical calculations on a com-
puter. Therefore, the soliton field Q stated in (4.2.9), with its components
q0, qr and qz is only defined on discrete points of a lattice. Since q0 acts
only as the scalar part of the quaternion, we are left with a rectangular, two
dimensional grid. It is characterized with the number of points in r direction
nr and the number of points in z direction nz. The distance between two
points is called lattice constant and we denote it by a.

Derivatives

To evaluate the curvature energy density Hcur (4.2.24), we need the soliton
field’s derivatives of the form ∂iqj. Therefore, we introduce derivatives defined
on the lattice and label the points in each of the two directions with the index
i,

0 ≤ · · · ≤ xi−1 ≤ xi ≤ . . . and 0 ≤ i ≤ nr,z with i, nr,z ∈ N .

For a general function f(xi), one can distinguish between a left,- and a right
derivative,

df

dxi

≈
�
Δf

Δxi

#
left

=
f(xi)− f(xi−1)

Δxi

=
f(xi)− f(xi−1)

a
(4.2.46)

and
df

dxi

≈
�
Δf

Δxi

#
right

=
f(xi+1)− f(xi)

a
. (4.2.47)

At the boundary of the box, we apply these two forms of derivative, which
are approximations of first order. But whenever possible, we use enhanced
formulas for derivatives, which take more neighbouring points into account.
To improve accuracy, a polynomial of second order g(x) = a2x

2 + a1x+ a0 is
fitted through the function values f(xi−1), f(xi) and f(xi+1). If we take the
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derivative of that polynomial at the point xi, we get dg/dxi = 2a2xi + a1,
which is a second order approximation for the derivative,

df

dxi

≈ f(xi+1)− f(xi−1)

2a
. (4.2.48)

Three or more points away from the boundary, we use an even better ap-
proximation, which fits a fourth order polynomial through five neighbouring
points. The derivative than reads,

df

dxi

≈ f(xi−2)− 8f(xi−1) + 8f(xi+1)− f(xi+2)

12a
. (4.2.49)

With these expressions, we are prepared to calculate the curvature energy
density Hcur in a numerical manner.

Energies on the lattice

Our goal is to calculate the total energy Htot, therefore we want to integrate
the energy densities and sum them up,

Htot =

�
R3

d3x [Hcur +Hpot] +Hout = Hin +Hout. (4.2.50)

For the numerical integration on the lattice, we have to rearrange the ex-
pressions for Hcur and Hpot in (4.2.24) and (4.2.26), because the coordinates
r and z are not continuous any more. Hence we introduce dimensionless
coordinates r̄, ϕ̄, z̄ ∈ N, defined by the relations,

r = ar̄ , ϕ = ϕ̄ , z = az̄, (4.2.51)

who just number the lattice points. By inserting (4.2.51) into the derivatives,
they become,

∂rDq =
1

a

∂Dq(r, z)

∂r̄
=

1

a
∂r̄Dq ≡ 1

a
∂̄rDq and ∂zDq =

1

a
∂̄zDq. (4.2.52)

Now, we apply these derivatives on the lattice onto Hcur to get the curvature
energy on the lattice,

Hcur =

�
R3

dx3 Hcur = a3
�
R3

r̄dr̄dϕdz̄ Hcur, (4.2.53)

with

Hcur =
1

2

αf�c
4π

1

r2

�
q2r
�
(∂zq0)

2 + (∂zqr)
2 + (∂zqz)

2
�
+

r2

q20

�
∂rqr∂zqz − ∂zqr∂rqz

"2
+

+q2r
�
(∂rq0)

2 + (∂rqr)
2 + (∂rqz)

2
�	

,

(4.2.54)
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and consequently,

Hcur =
1

2

αf�c
4π

1

a2r̄2

�
q2r
a2

�
(∂̄zq0)

2 + (∂̄zqr)
2 + (∂̄zqz)

2
�

� �� �
H̄1/a2

+

+
a2r̄2

a4q20

�
∂̄rqr∂̄zqz − ∂̄zqr∂̄rqz

"2
� �� �

r̄2H̄2/a2

+
q2r
a2

�
(∂̄rq0)

2 + (∂̄rqr)
2 + (∂̄rqz)

2
�

� �� �
H̄3/a2

	
.

(4.2.55)

The integration over ϕ yields 2π and we obtain finally the curvature energy
Hcur on the lattice,

Hcur =
2π

2

αf�c
4π

1

a4
a3

�
R2

r̄dr̄dz̄
1

r̄2

�
H̄1 + r̄2H̄2 + H̄3

	
=

=
αf�c
a

1

4

�
R2

dr̄dz̄
1

r̄

�
H̄1 + r̄2H̄2 + H̄3

	
� �� �

H̄cur

.
(4.2.56)

For the potential energy on the lattice, we perform the same derivation as
done before, starting with the expression for the potential energy density
(4.2.26),

Hpot =

�
R3

d3x Hpot =
αf�c
4πr40

�
R3

d3xq2m0 = 2π
αf�c
4πa4r̄40

�
R2

a3r̄dr̄dz̄q2m0 =

=
αf�c
a

1

2r̄40

�
R2

r̄dr̄dz̄q2m0� �� �
H̄pot

.

(4.2.57)

Therefore, the entire energy inside the box reads,

Hin =
αf�c
a

�
H̄cur + H̄pot

#
. (4.2.58)

Here, we want to emphasize again, that quantities with a bar over them are
always dimensionless as can be seen in (4.2.58), because αf has no dimension,
�c ≈ 200MeV fm and a measures the distance between two neighbouring
points in fm.
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Secondly, we want to highlight that αf acts here just as a conversion factor
and it is perfectly okay to see it as a constant for this purpose. Later, we
will show, that the force of attraction in a dipole varies with the momen-
tum q2, respectively with the distance between the two poles, which may be
interpreted as a running of the coupling constant αf = αf (q

2).

Last, but not least we express the energy outside the box, Hout, in terms of
dimensionless units, R̄ and Z̄, who are defined by R = aR̄ and Z = aZ̄.
R denotes the radius and Z is half of the height of our considered cylinder
placed around the origin. Recapitulating (4.2.34) and insert these relations,
we get,

Hout =
αf�c
4

�
1

Z
+

1

R
arctan

�
Z

R

##
=

αf�c
a

1

4

�
1

Z̄
+

1

R̄
arctan

�
Z̄

R̄

##
� �� �

H̄out

.

(4.2.59)
Thus, we obtain for the total energy of the simulation,

Htot = Hin +Hout =
αf�c
a

�
H̄cur + H̄pot + H̄out

#
=

αf�c
a

H̄tot. (4.2.60)

Note, that the way of computing the total energy and minimizing this func-
tion is called Gamma action. Another method is Wilson action, which
provides a discretized version of computing the total action S on a lattice.
In our static consideration, Wilson action provides only an other method
to compute the curvature energy Hcur as stated in the next section. We will
use this second routine to check our calculation of the total energy. In addi-
tion, we are able to compare both methods with the analytical solution for
a monopole, which is done in section 6.2.
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4.3 Wilson action

Before we derive an expression for the Wilson action on the lattice for the
MTF, we want to give a short overview about lattice QCD[15] and apply the
presented concepts onto the MTF later.

4.3.1 The QCD action in the continuum

Quarks and gluon fields

In QCD quarks are described by Dirac spinors ψf
cα(x) at every point x in

the Minkowski spacetime. Here, f ∈ {u, d, s, c, b, t} indicates the flavour,
c ∈ {blue, red, green} the colour component and α ∈ {1, 2, 3, 4} the spinor
component.
Taking the Dirac equation, (iγµ∂µ −m)ψf

cα(x) = 0 and making it invariant
under local rotations in the colour space, also called gauge transformations,
we have to introduce gauge fields of the form Aµ(x)cd associated with the
gluons, the gauge bosons of QCD. The index µ in Aµ(x)cd indicates, that it
is a vector field. The colour indices cd, make clear, that for each x and µ,
the gauge field is a 3 × 3 matrix, which has to be hermitian and traceless.
By dropping all non-Minkowski indices for a while, a rotation of the spinor
in colour space reads,

ψ(x) → ψ(x)� = exp (iθa(x)ta)ψ(x) = Ω(x) ψ(x), (4.3.1)

where ta = λa

2
and λa are the Gell-Mann matrices with a ∈ {1, 2, ..., 8}.

We demand the Dirac equation to be invariant under this transformation.
Inserting ψ� into the Dirac equation, leads to,

iγµ(

Dµ� �� �
∂µ + i ta∂µθ

a� �� �
Aµ

)ψ −mψ = 0, (4.3.2)

which is gauge invariant, if the introduced gauge field Aµ =
,8

a=1A
a
µta trans-

forms like,
Aa

µ → Aa�
µ = Aa

µ − ∂µθ
a + fabc θ

aAb
µ, (4.3.3)

where fabc are the structure constants of the group SU(3). Dµ ≡ ∂µ + iAµ

is called covariant derivative.
For convenience, the total action may be divided into three parts, namely
the fermionic, the interaction and the gluon component.
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Fermion action

SF [ψ, ψ̄,A] is called the fermionic QCD action and is given by,

SF [ψ, ψ̄,A] =
6+

f=1

�
d4x ψ̄f

�
γµ(∂µ + iAµ) +mf

"
ψf , (4.3.4)

using Einstein summation. Dropping the sum for over the various flavours
for convenience, we are left with,

SF [ψ, ψ̄,A] =

�
d4x ψ̄

�
γµ(∂µ + iAµ) +m

"
ψ� �� �

Lagriangian L

, (4.3.5)

and applying the Euler-Lagrange equations of motion by deriving L with
respect to ψ̄, we get back the gauge invariant Dirac equation.

Gauge invariance of the fermion action

In electrodynamics the action is invariant under a local phase transforma-
tion, of the form exp

�
ie0φ(x)

"
. These transformations form the group U(1),

the associated generator would be simply 1. As already mentioned, in QCD,
gauge transformations Ω(x) are traceless, 3× 3 matrices with det[Ω(x)] = 1
and Ω(x)† = Ω(x)−1, defining the special unitary group SU(3) with the
Gell-Mann matrices as generators. Since these matrices do not com-
pute, they are called non-abelian, associated gauge theories are referred to
as Yang-Mills theories.
Now we want to show the gauge invariance of the fermionic action, SF [ψ

�, ψ̄�,A�] =
SF [ψ, ψ̄,A]. Using (4.3.1) and inserting it into (4.3.5), yields,

SF [ψ
�, ψ̄�,A�] =

�
d4x ψ̄Ω†(γµ(∂µ + iA�

µ) +m)Ωψ. (4.3.6)

For the mass term, the matrices Ω cancel, since Ω† = Ω−1. Comparing (4.3.5)
with (4.3.6), we find,

∂µ + iAµ = Ω†(∂µ + iA�
µ)Ω, (4.3.7)

and therefore the transformation for the gauge field reads,

Aµ → A�
µ = ΩAµΩ

† + i(∂µΩ)Ω
†. (4.3.8)



50 CHAPTER 4. GAUGE THEORIES ON A LATTICE

The gluon action

The gluon action SG[Aµ] = SG[A�
µ] has to be invariant under transformations

of the form (4.3.8). To obtain an action, we use the already introduced
covariant derivative,

Dµ(x) = ∂µ + iAµ(x). (4.3.9)

By use of (4.3.7), we are able to read off the transformation behaviour of the
covariant derivative to be,

Dµ → D�
µ = ∂µ + iA�

µ = ΩDµΩ
†. (4.3.10)

Hence, Dµ(x)ψ(x) and ψ(x) transform in exactly the same way – they trans-
form covariant.
Now we are able to define the field strength tensor Fµν , in a generalized form
of electrodynamics,

Fµν(x) ≡ −i[Dµ(x),Dν(x)] = ∂µAν(x)− ∂νAµ(x)� �� �
QED

+i[Aµ(x),Aν(x)]

� �� �
QCD

,

(4.3.11)
who transforms like,

Fµν → F �
µν = ΩFµνΩ

†. (4.3.12)

Therefore, Tr[FµνFµν ] is a gauge invariant quantity as one may easily check,
by using the cyclic permutation inside the trace and in addition it is a
Lorentz scalar, because of the contracting indices. These are precisely
the characteristics, which we need for an action,

SG[A] =
1

2g2

�
d4x Tr[FµνFµν ]. (4.3.13)

Here, g is the coupling constant, which was neglected up to now, Dµ =
∂µ + igAµ and the factor 1/2 arrives just of convention.

Colour components

The Aµ are in the Lie-algebra su(3), thus they can be written as,

Aµ(x) =
8+

a=1

Aa
µ(x)ta, (4.3.14)
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where the ta form a basis for traceless, hermitian 3×3 matrices. Writing the
field strength tensor in its components, we get,

Fµν =
8+

a=1

�
∂µA

a
ν − ∂νA

a
µ

"
ta + i

8+
a,b=1

Aa
µA

b
ν [ta, tb]� �� �

ifabctc

, (4.3.15)

where fabc are the structure constants of SU(3). Using Fµν =
,8

a=1 F a
µνta,

we may write,
F a
µν = ∂µA

a
ν − ∂νA

a
µ − fabc A

b
µA

c
ν . (4.3.16)

Inserting this expression into (4.3.13) leads to,

SG[A] =
1

4g2

8+
a=1

�
d4x F a

µνF
µν
a . (4.3.17)

From this result, we see, that the gluon action looks like the sum of eight
action terms, known from electrodynamics. However, the big difference is
the commutator term in (4.3.16), who gives rise to self interaction of gluons,
whereas photons never interact with each other.

4.3.2 Naive discretization of fermions

We introduce a four-dimensional lattice Λ,

Λ = {n = (n1, n2, n3, n4)|n1, n2, n3 = 0, 1, ..., N − 1;n4 = 0, 1, ..., NT − 1},
(4.3.18)

where n ∈ Λ labels the points in space-time, who are separated by an equidis-
tant length a. To carry on, we take a look on the fermion action, with no
gauge field,

S0
F [ψ, ψ̄] =

�
d4x ψ̄(x)(γµ∂µ +m)ψ(x). (4.3.19)

To discretize this expression, we have to replace ψ(x) with ψ(n) and find a
discrete version for the derivative,

∂µψ(x) → 1

2a

�
ψ(n+ µ̂)− ψ(n− µ̂)

"
. (4.3.20)

The integral gets simply replaced by the sum over the lattice points and a
scaling factor a4,

S0
F [ψ, ψ̄] = a4

+
n∈Λ

ψ̄(n)

�
γµψ(n+ µ̂)− ψ(n− µ̂)

2a
+mψ(n)

#
. (4.3.21)
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Gauge fields as link variables

The requirement of the action to be invariant under local rotations in colour
space enforced the introduction of gauge fields as shown before. We need
the same characteristics on the lattice, therefore we have a matrix Ω(n) ∈
SU(3) at each lattice point,

ψ(n) → ψ�(n) = Ω(n) ψ(n). (4.3.22)

The mass term in (4.3.21) is again invariant under this transformation and
for the other term we find the relation,

ψ̄(n)ψ(n+ µ̂) → ψ̄�(n)ψ�(n+ µ̂) = ψ̄(n)Ω(n)†Ω(n+ µ̂)ψ(n+ µ̂), (4.3.23)

which is not gauge invariant, unfortunately. Hence, we introduce a field
Uµ(n) with the defined transformation behaviour,

Uµ(n) → U �
µ(n) ≡ Ω(n)Uµ(n)Ω(n+ µ̂)†, (4.3.24)

making the expression,

ψ̄�(n)U �
µ(n)ψ

�(n+ µ̂) = ψ̄(n)Ω(n)†U �
µ(n)Ω(n+ µ̂)ψ(n+ µ̂), (4.3.25)

gauge invariant. The directional index µ of the new field Uµ makes clear,
that this is a vector like quantity and therefore defined on the links of the
lattice. Hence, Uµ(n) is called the link variable and connects the points n
and n+ µ̂.
It is mentionable, that in the discrete version, we introduced the gluon fields
Uµ as elements of the SU(3), whereas in the continuum they lived in the
Lie-algebra su(3).
Now we are able to incorporate the introduced gluon fields, Uµ into (4.3.21)
and find the so called naive fermion action on the lattice,

SF [ψ, ψ̄] = a4
+
n∈Λ

ψ̄(n)

�
γµUµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mψ(n)

#
,

(4.3.26)
which respects the invariance under gauge transformations, SF [ψ, ψ̄, U ] =
SF [ψ

�, ψ̄�, U �].

Link variables and the continuum gauge fields

Our goal now is to find a relation between the link variables and the con-
tinuum gauge field, we begin with the gauge transformation in continuous
space-time,

ψ(x) → ψ(x)� = Ω(x) ψ(x). (4.3.27)
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Because Ω(x) is a local gauge transformation, it depends on the position x.
The same vector ψ is transformed at x+dx in a different way. Therefore, we
introduce the term parallelism. We demand two parallel vectors ψ1(x) and
ψ2(x+dx), to stay parallel under a gauge transformation. To do so, we need
the gauge fields Aµ to define a parallel transport,

ψ2(x+ dx) = [✶+ iAµ(x)dxµ] ψ1(x) = V (x, dxµ) ψ1(x). (4.3.28)

After gauge transformation, (4.3.28) reads,

ψ�
2(x+ dx) = [✶+ iAµ�(x)dxµ] ψ

�
1(x). (4.3.29)

From the last two equations, we are able to extract the transformation be-
haviour of Aµ and we find it to be in accordance with (4.3.8).
For a finite parallel transport along a curve C, defined by,

Cy
x = {sµ(t)|0 ≤ t ≤ 1, sµ(0) = xµ, sµ(1) = yµ}, (4.3.30)

we get the total parallel transporter as the consecutive application of in-
finitesimal transporters,

ψ2(y) = V y
x ψ2(x) =

= lim
N→∞

1'
n=N

�
✶+ iAµ

�
s(n− 1)

N

#
� �� �
argument of Aµ



sµn

N
− sµ(n− 1)

N

�
� �� �

infinitesimal element

	
ψ2. (4.3.31)

By help of the path order operator P , we write V y
x as,

V y
x = P exp

�
i

�
Cy
x

Aµ(x)dxµ

	
, (4.3.32)

with the same transformation property as we had for the link variable Uµ(n)
in (4.3.24),

ψ�
2 = Ω(x+ dx)V y

x ψ1 = V y�
x Ω(x)ψ1 =⇒ V y�

x = Ω(x+ dx)V y
x Ω

†(x).
(4.3.33)

Therefore, we interpret the link variable Uµ(n) as the lattice version of the
parallel transporter V n+µ̂

n and obtain,

Uµ(n) = exp
�
iaAµ(n)

"
, (4.3.34)

where we set dxµ to a in comparison with (4.3.28).
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Wilson gauge action

Before we introduce the gluon action on the lattice, we need gauge invariant
quantities to form it, hence we consider a string of link variables along a path
P from n0 to n1,

P [U ] = Uµ0(n0)Uµ1(n0 + µ̂0)...Uµk−1
(n1 − µ̂k−1) ≡

'
(n,µ)∈P

Uµ(n), (4.3.35)

which is the lattice version of (4.3.32). Inserting the transformation be-
haviour of Uµ along the whole path, we are left with,

P [U ] → P [U �] = Ω(n0)P [U ]Ω(n1)
†, (4.3.36)

because all matrices Ω and Ω† cancel each other in between the path. Only
at the start- and endpoint they stay. We can get rid of them too, by closing
the path, getting a closed loop L and obtaining a gauge invariant object.
After that, we may take the trace to obtain a scalar quantity,

L[U ] = Tr

 '
(n,µ)∈L

Uµ(n)

 = L[U �]. (4.3.37)

To construct the gluon action, we use the shortest possible loop on the lattice,
which is called plaquette. It forms a square on the lattice with base length
a. The plaquette variable Uµν(n) is defined by the consecutive application of
four link variables around a plaquette,

Uµν(n) = Uµ(n)Uν(n+ µ̂)Uµ(n+ ν̂)†U †
ν . (4.3.38)

Wilson’s form of the gauge action is given by using all plaquette variables
on the lattice,

SG[U ] =
2

g2

+
n∈Λ

+
µ<ν

Re Tr (✶3 − Uµν(n)) . (4.3.39)

As a last point we want to show, that in the continuous limit, a → 0, we get
back the continuous gauge action in (4.3.13). Therefore, we expand Uµ =
exp(iaAµ) for small a and make use of the Baker-Campbell-Hausdorff
formula3 to compute the plaquette variable. By neglecting terms of order a3

3

exp(A) exp(B) = exp

�
A+B +

1

2
[A,B] + ...

#
(4.3.40)
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and after a lengthy rearranging we obtain,

Uµν(n) = exp
�
ia2(∂µAν(n)− ∂νAµ(n)) + i[Aµ(n),Aν(n)]

"
=

= exp
�
ia2Fµν(n) +O(a3)

" ≈ ✶+ ia2Fµν(n)− 1

2
a4F2

µν(n).
(4.3.41)

Inserting this result into (4.3.39), we find,

SG[U ] =
2

g2

+
n∈Λ

+
µ<ν

Re Tr

�
−ia2Fµν(n) +

1

2
a4F2

µν(n)

#
=

=
a4

2g2

+
n∈Λ

+
µ,ν

Tr[F2
µν(n)] +O(a2).

(4.3.42)

The second order term in a vanishes because Fµν is traceless and hence every
plaquette may be uniquely defined by exactly 2 links, the factor 1/2 arrives
in (4.3.42) by changing the sum from plaquettes p to the space-time indices
µ, ν. The sum over the lattice points, together with a4 is just the continuous
version of the integral

�
d4x,

lim
a→0

SG[U ] = lim
a→0

a4

2g2

+
n∈Λ

+
µ,ν

Tr[F2
µν(n)] =

1

2g2

�
d4x Tr[FµνFµν ] = SG[A],

(4.3.43)
which shows, that we get back the continuous version of the gluon action
from (4.3.13).
To do QCD on the lattice, we would have to go deeper into the formalism
and get rid of the naive discretization of the fermion fields, which we cared
not to much up to now. The reason therefore is, that our MTF only needs
the "gluonic" part of the QCD formalism, since it has no fermion fields in its
description.

4.3.3 MTF on the lattice

Our starting point to find an expression for the gauge action on the lattice
for the MTF is formula (4.3.39). There we see, that we need the parallel
transporter Uµ. According to (3.2.5), a soliton field Q(xµ) gets transported
to the point (xµ + dxµ) by,

Q(xµ + dxµ) = exp
�− iDσDΓµ(x

µ)dxµ
�
Q(xµ) = W (xµ, dxµ) Q(xµ). (4.3.44)

Therefore the parallel transporter in this case is W (xµ, dxµ). For reasons to
be cleared later, we introduce another vector field DAµ = 2DΓµ and may write,

W (xµ, dxµ) = exp
�− iDσDΓµdx

µ
�
= exp

�
−i

Dσ

2
DAµdx

µ

	
. (4.3.45)
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We use the generators of the group SU(2), which are half of the Pauli
matrices, σ/2, to define Aµ for the MTF,

Aµ ≡ Dσ

2
DAµ. (4.3.46)

Starting at any soliton field Q(xµ) and applying four parallel transporters
Wi around a closed loop, we have to arrive at the same matrix Q(xµ). This
leads to the constraint4,

✶ = W1W2W3W4 ≡ Wµν . (4.3.47)

By extending W (xµ, dxµ) in (4.3.45) up to second order and inserting it into
(4.3.47), we arrive at the requirement for Aµ(x),

✶ = ✶− idxµdyν{∂µAν(x)− ∂νAµ(x) + i[Aµ(x),Aν(x)]}, (4.3.48)

where terms ∝ O(dx3) were discarded. We see easily, that the expression in
curved brackets has to be zero,

∂µAν(x)− ∂νAµ(x) + i[Aµ(x),Aν(x)] = 0. (4.3.49)

The commutator in (4.3.49) may be written as,

[Aµ,Aν ] =



Dσ

2
DAµ,

Dσ

2
DAν

�
=

1

4
Aµ

aA
ν
b [σa, σb]� �� �

2i�abcσc

=
i

2
Aµ

aA
ν
b  abcσc =

i

2
Dσ ( DAµ × DAν)

(4.3.50)
Hence we get for equation (4.3.49),

∂µDσ

2
DAν − ∂ν Dσ

2
DAµ − 1

2
Dσ · ( DAµ × DAν) = 0, (4.3.51)

or,
∂µ DAν − ∂ν DAµ − ( DAµ × DAν) = 0. (4.3.52)

Inserting DAµ = 2DΓµ and we get the restriction in terms of DΓµ,

∂µDΓν − ∂νDΓµ = 2DΓµ × DΓν , (4.3.53)

which is the Maurer-Cartan equation, already established in (3.2.10).
It is an additional constraint to the affine connection DΓµ. It guarantees

4For calculations, it is more simple to use an equivalent form of (4.3.47), which reads
W1W2 = W †

4W
†
3 .
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the uniqueness of the soliton field Q(xµ) and makes exp
�
−i

� x1

x0
DσDΓµdx

µ
 

5

integrate able, which means that the integration only depends on start- and
end point.
We remember, how the curvature tensor in (3.2.8) was defined and use the
just received Maurer-Cartan equation to find the following relation for
the curvature tensor,

DRµν ≡ DΓµ × DΓν =
1

2

�
∂µDΓν(x)− ∂νDΓµ(x)

 
= ∂µDΓν − ∂νDΓµ� �� �

2=Rµν

− DΓµ × DΓν� �� �
=Rµν

= DRµν .

(4.3.56)
Because of the form of equation (4.3.56), we may suspect, that we have to
use another parallel transporter, namely U =

√
W and apply it around a

closed loop to get the curvature tensor. Let us do the check explicitly and
begin with,

U(xµ, dxµ) = exp

�
−i

Dσ

2
DΓµdx

µ

	
(4.3.57)

For convenience, we introduce two abbreviations once more,

Gµ ≡ Dσ

2
DΓµ and Rµν ≡ Dσ

2
DRµν . (4.3.58)

Calculating again the plaquette variable around a square as done before leads
to,

Uµν = U1U2U3U4 =

= ✶− iRµνdxµdyν = ✶− idxµdyν{∂µGν(x)− ∂νGµ(x) + i[Gµ(x),Gν(x)]},
(4.3.59)

where we are able to read off the curvature tensor in fundamental represen-
tation,

Rµν = ∂µGν(x)− ∂νGµ(x) + i[Gµ(x),Gν(x)]. (4.3.60)
5 The change of Q(x0) along a path from x0 to x1 results as a sequence of infinitesimal

parallel transports,

Q(x1) = lim
N→∞

1'
n=N

�
1− i�σ�Γµ

�
x0 +

x1 − x0

N
(n− 1)

#
x1 − x0

N

	
Q(x0). (4.3.54)

The product may be written formally as an exponential function,

Q(x1) = P exp

�
−i

� x1

x0

�σ�Γµ(x)dx
µ

	
Q(x0), (4.3.55)

where the so called path-ordering operator P is used. It guarantees the interchangeabil-
ity of the matrices �σ�Γµ(x), by arranging the products in (4.3.54) with respect to their
arguments xi.
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If we compute the commutator in the last equation, we get the curvature
tensor finally, as obtained in (4.3.56),

DRµν = ∂µDΓν − ∂νDΓµ − DΓµ × DΓν . (4.3.61)

Therefore we see the need of taking the factor 1/2 into account and continue
with the parallel transporter U = exp(−iDσDΓµdx

µ/2).
To do the numerics it is more simple to work with the soliton field Q(xµ)

instead of the connection DΓµ. Therefore, we use (4.3.57) and a discretized
version of equation ∂µQ = −iDΓµDσQ from (4.3.44) to find a relation between
U and Q,

− iDΓµDσQ(xµ) = ∂µQ(xµ) ≈ Q(xµ + aµ̂)−Q(xµ)

aµ
. (4.3.62)

We multiply the last equation with aµQ†(x) and obtain,

Q(xµ + aµ̂)Q†(xµ) ≈ ✶− iaµDΓµDσ ≈ exp
�− iaµDΓµDσ

�
. (4.3.63)

By comparison of (4.3.57) with (4.3.63), where we identify aµ with dxµ, we
are able to see that the parallel transporter yields in terms of the soliton field
and first order,

U(xµ, µ̂) ≈
*
Q(xµ + aµ̂)Q†(xµ). (4.3.64)

Wilson action and curvature energy

While (4.3.64) builds the base for the numerical computation, we want to go
on and show, that the action SG[U ] in (4.3.39) is in a static consideration
the curvature energy times the lattice constant, aHcur. Therefore the two
methods, Gamma- and Wilson action are comparable regarding the curva-
ture energy. To show that claim, we look for the analytical expression of the
overall plaquette action SG[U ] and start therefore with (4.3.59),

Uµν ≡ U1U2U3U4 = exp

�
− ia2 DRµν

Dσ

2

	
, (4.3.65)

where we set dxµdyν = a2, since we go round a plaquette. Also the space-
time indices µ, ν are to be seen as discretized, labelling the links. For the
MTF – a SU(2) theory – we change the term "gluon action" to curvature



4.3. WILSON ACTION 59

action,

SG[U ] → Scur[U ] =
2

g2

+
n∈Λ

+
µ<ν

Tr (✶2 − Uµν(n)) =
4

g2

+
n∈Λ

+
µ<ν

�
1− 1

2
Tr Uµν(n)

#
=

4

g2

+
n∈Λ

+
µ<ν



1− 1

4

�
Tr Uµν + Tr U †

µν

"�
(4.3.66)

Inserting the concrete form of Uµν expanded up to second order,

Uµν = ✶− 1

2
ia2 DRµνDσ − 1

8
a4
�
DRµνDσ

"2
+O(a6),

U †
µν = ✶+

1

2
ia2 DRµνDσ − 1

8
a4
�
DRµνDσ

"2
+O(a6).

(4.3.67)

Tr Uµν + Tr U †
µν = Tr



2 · ✶− 1

4
a4
�
DRµνDσ

"2�
= 4− 1

4
a4Tr

�
DRµνDσ

"2
, (4.3.68)

the curvature action reads,

Scur[U ] =
a4

g2

+
n∈Λ

+
µ<ν

Tr
�
DRµνDσ

"2
. (4.3.69)

Now we use the identity,

Tr
�
DRµνDσ

"2
= Tr

�
RµνaσaRµνbσb

"
= Tr

�
RµνaRµνbδab

"
= 2RµνaRµνa =

= 2DR2
µν ,

(4.3.70)

which leads to the action on the lattice for the MTF as a function of the
curvature tensor,

Scur[U ] =
2a4

g2

+
n∈Λ

+
µ<ν

DR2
µν =

a4

g2

+
µ,ν

DR2
µν (4.3.71)

Because every plaquette may be uniquely defined by exactly 2 links, the
factor 1/2 arrives in (4.3.71) by changing the sum from plaquettes to the
space-time indices. By comparison with the continuous action in (4.3.73),
we see, that the coupling constant equals, g2 = − 16π

αf�c
.

To show, how the Wilson action in (4.3.71), and the curvature energy Hcur

are related, we begin with the total action of the MTF,

S =

�
d4x L = −αf�c

4π

�
d4x

�
1

4
DR2
µν + Λ(q0)

#
= Scur + Spot, (4.3.72)
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where Scur is the continuous version of the Wilson action in (4.3.71),

Scur = −αf�c
4π

�
dt

�
d3x

1

4
DRµν

DRµν . (4.3.73)

Because we are considering static snapshots only, DRµν does not depend on
time and we can evaluate the integral over time separately. By using our
definition for dimensionless time units, t ≡ at̄, we get,�

dt = a

� t̄+1

t̄

dt̄ = a. (4.3.74)

Hence, we obtain for (4.3.73),

Scur = −αf�c
4π

a

�
d3x

1

4
DRij

DRij = a



−αf�c

4π

�
d3x

1

4
DRij

DRij

�
� �� �

−Hcur

4.2.2
= −aHcur,

(4.3.75)
which makes clear, how the Wilson action in a static case relates to the
curvature energy Hcur in Gamma action. The potential energy Hpot, as well
as the outside energy Hout, are computed for both methods in the same way,
as described in section 4.2.3.
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4.4 Measures of accuracy
A lattice simulation of a monopole with radius r̄0 = r0/a in lattice units a

results in H̄tot, the total energy Htot in units of αf�c
a

. We can fix the scale
and therefore a by using the analytical solution (3.2.32),

Hmono =
αf�c
r0

π

4
. (4.4.1)

Comparing (4.4.1) with the electron rest mass mec
2 ≈ 0.511 MeV6, we are

able to find the radius of a monopole to be r0 = 2.21fm. Hence, the lattice
distance yields,

a =
r0
r̄0

=
2.21fm

r̄0
. (4.4.2)

Now we are capable of transforming the total energy on the lattice H̄tot into
SI-units,

Htot =
αf�c
a

H̄tot =
1.44

2.21
r̄0H̄tot MeV. (4.4.3)

As a measure of the deviation of the obtained energy from mec
2 ≈ 0.511MeV,

we introduce ΔH, which is defined as,

ΔH ≡ Htot − 0.511MeV

0.511MeV
=

Htot

0.511MeV
− 1. (4.4.4)

Similarly, for the deviation of the energy ratio Htot/Hpot, which is equal to
4 in the analytical result (3.2.34), we define the following quantity,

ΔR ≡ 4−Htot/Hpot

4
= 1− Htot

4Hpot

. (4.4.5)

With these two measures, which are only valid for the monopole configura-
tion, we are now ready to do some simulations and check the results for their
accuracy. After gathering knowledge about optimal parameters and regimes
for the numerical simulation, we will continue to apply the algorithm onto
dipole configurations.

6The most accurate value known up to now (in the year 2020) is mec
2 =

0.51099895000(15)MeV, where the digits in round brackets are uncertain. Hence 0.511MeV
is a very good approximation to the exact value.
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Chapter 5

Dipole configurations

Up to now, only monopole configurations were considered. Let us now move
on to dipoles. We are able to reuse a lot of modules of the algorithm, we only
need to redo the energy outside the box and we have to change the initial
configuration. As Resch showed in his diploma thesis[13], we are essentially
left with two different cases. We call them in analogy to usual spin systems,
singlet and triplet. The only characteristic, which make them differentiable
are the values of q0. For the singlet case, we have q0 > 0 for both monopoles.
At the triplet, one monopole has q0 < 0 and at the border between the poles,
at the z = 0 axis, we have q0 = 0.

5.1 Energy contribution outside the box

As done for the monopoles, we use classical electrodynamics to evaluate the
energy outside the box. Again we take care, that the two solitons of the
dipole configuration have both a distance of at least 10r̄0 to the edges of the
box.
To find the electric potential of the dipole, we make use of the superposition
principle, adding two monopole potentials,

φmonopole =
e0

4π 0

q

r
=

e0
4π 0

q*
ρ2 + z2

. (5.1.1)

Now, we move two monopoles with different charges apart. For the distance
between them, we choose 2a,

φ+ =
e0

4π 0

+1*
ρ2 + (z − a)2

φ− =
e0

4π 0

−1*
ρ2 + (z + a)2

. (5.1.2)

63
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By introducing the abbreviations, z± = z± a and adding the two potentials,
we arrive at the dipole potential,

Φdipole =
e0

4π 0

�
1*

ρ2 + z2−
− 1*

ρ2 + z2+

!
, (5.1.3)

with the electrical field components, DE(r) = −∇Φ,

Eρ(ρ, z) =
e0

4π 0

�
ρ

(ρ2 + z2+)
3/2

− ρ

(ρ2 + z2−)3/2

#
,

Ez(ρ, z) =
e0

4π 0

�
z+

(ρ2 + z2+)
3/2

− z−
(ρ2 + z2−)3/2

#
.

(5.1.4)

We find therefore the energy outside, Hout = �0
2

�
R3\box d

3x| DE|2, which is
numerically integrated using a trapezoidal summation. Furthermore, we will
use this field components in the following to create a good initial configuration
for the minimization procedure.

5.2 Initial configuration

In general, we have four field components for a soliton field, q0, qx, qy, qz, but
due to cylindrical symmetry and the normalization, |Q| = 1, we are able to
characterize a configuration by two variables at each lattice point. These
are the vector’s length l(r, z) =

*
1− qr(r, z)2 − qz(r, z)2 = q0(r, z) and the

angle θ(r, z) with respect to the z-axis.

Scalar part

For the scalar part, q0, we use the same contour function, as for the monopole,
just separated 2a away from each other, compare figure 5.2.1. At the r = 0
axis, we will get discontinuities, which should be smoothed in the minimiza-
tion process. The contour function was already shown in figure 4.2.2 and the
analytical expression reads respectively for the two poles,

q0(z > 0) =
r0*

r20 + (ρ2 + z−)2
, q0(z ≤ 0) =

r0*
r20 + (ρ2 + z+)2

. (5.2.1)
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Note that 5.2.1 is the case for the so called singlet1 configuration, whereas
the triplet one is given in the equations below,

q0(z > 0) =
r0*

r20 + (ρ2 + z−)2
, q0(z < 0) =

−r0*
r20 + (ρ2 + z+)2

,

q0(z = 0) = 0.

(5.2.2)

(a) Singlet. (b) Triplet.

Figure 5.2.1: Shown are the initial configurations of q0 for the singlet and
triplet configuration as used in the Matlab algorithm.

Vector part

Now we want to find the angle θ(r, z) for the initial configuration. The
most important point here is, that we know already the field of a "classical"
dipole from Maxwell’s electrodynamics. Far away from the origin, the two
models –topological fermions and classical electrodynamics– coincidence. We
use this fact to find an abbreviate initial field and start with the differential
equation known from electrodynamics for the dipole field,

dρ

Eρ

=
dz

Ez

, (5.2.3)

with the field components, already found in 5.1.4. By defining the short cuts,

z± = z ± a , u =
z+
ρ

, v =
z−
ρ
, (5.2.4)

r± =
(
ρ2 + z2± , r+ = ρ

√
u2 + 1 , r− = ρ

√
v2 + 1, (5.2.5)

1For further explanation about singlet- and triplet configurations, see chapter 5.3
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we may rewrite the electric field as follows,

Eρ(ρ, z) =
e0

4π 0

1

ρ2

�
1*

(u2 + 1)3
− 1*

(v2 + 1)3

�
,

Ez(ρ, z) =
e0

4π 0

1

ρ2

�
u*

(u2 + 1)3
− v*

(v2 + 1)3

�
.

(5.2.6)

Inserting them into the differential equation, 5.2.3 leads to,

dρ*
(v2 + 1)3 −*

(u2 + 1)3
=

dz
u
*
(v2 + 1)3 − v

*
(u2 + 1)3

. (5.2.7)

By help of a rearranged form of the abbreviations in 5.2.4,

ρ(u+ v) = 2z , ρ(u− v) = 2a and ρ =
2a

u− v
, z = a

u+ v

u− v
, (5.2.8)

we find the following expressions for the differentials in terms of our substi-
tution variables du and dv,

dρ = 2a
dv − du
(u− v)2

(5.2.9)

dz = 2a
udv − vdu
(u− v)2

. (5.2.10)

Those get inserted back in 5.2.7 again, which makes it possible to separate
the differential equation and therefore easy to solve.

dv − du
(v2 + 1)

3
2 − (u2 + 1)

3
2

=
udv − vdu

u(v2 + 1)
3
2 − v(u2 + 1)

3
2

(dv − du)


u(v2 + 1)

3
2 − v(u2 + 1)

3
2

�
= (udv − vdu)



(v2 + 1)

3
2 − (u2 + 1)

3
2

�
−vdv(u2 + 1)

3
2 − udu(v2 + 1)

3
2 = −udv(u2 + 1)

3
2 − vdu(v2 + 1)

3
2

(udv − vdv)(u2 + 1)
3
2 = (udu− vdu)(v2 + 1)

3
2 .

(5.2.11)

After this lengthy rearranging, we get finally the separated form,

du*
(u2 + 1)3

=
dv*

(v2 + 1)3
, (5.2.12)

which can be integrated on both sides by using the identity,

d
du

u√
u2 + 1

=
1

(u2 + 1)
3
2

. (5.2.13)
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Hence we get,
z+*

z2+ + ρ2
− z−*

z2− + ρ2
= C, (5.2.14)

where we switched to the former variables, ρ and z back again, C is the
constant of integration, which we choose to be one in the following. The
angle for the initial configuration in both, singlet and triplet case, therefore
reads,

θ = arccos

�
1− z+*

z2+ + ρ2
+

z−*
z2− + ρ2

!
. (5.2.15)

Figure 5.2.2: Vector part of an initial configuration.

5.3 Singlet and triplet on the lattice

As already stated, the difference between singlet and triplet is the sign for
the values of q0. For the singlet, one soliton sits at the north- and the other
on the south pole of the S3 sphere. As Resch and Theuerkauf found out,
the singlet is not stable for small dipole distances 2a. It was suspected, that
the attractive force causes the collapse. Theuerkauf solved this problem
by introducing a radius of fixed soliton field around the centres, which makes
it possible to get to very small distances, but producing an error, because
obviously those field components does not get involved into the minimization
procedure.
This collapse of the dipole configuration should not be the case for the triplet,
since there is a force of repulsion, caused from the q0 field, which has to be
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zero at z = 0 axis, therefore pushing the centres away. So we expect to find
an equilibrium distance, where this repulsion has the same magnitude as
the attractive force due to the curvature energy. As we wanted to investigate
triplets as well, the first try was to adapt the existing code. By digging deeper
into the numerics, we realized that the collapse of the configuration is caused
by the tiny inaccuracies in the computation of the two energy contributions.
As a second try, an algorithm in Matlab was created.

5.3.1 Adapting sol.c

The code written by Theuerkauf was intended to compute only singlet
configurations. We want to go a step further and do also triplets.
By adapting the algorithm from singlet to triplet dipoles, we have to switch
sign of the scalar part for one monopole, q0(z < 0) → −q0, leading to q0 = 0
along the z = 0 axis. The charges remain the same for both cases, therefore
we are able to use the same procedure for calculating Hout, and because Hpot

is proportional to q2m0 , an even power of q0, no changes are needed for the
potential energy. For Hcur, the dependencies can not be seen on first glance,
so we have to be careful.

Curvature energy for negative scalar part

As already used, the zeroth component of energy momentum tensor is,

Θ0
0 =

 0
2

DEDE� �� �
Hcur

+
αf�c
4π

q2m0
r40� �� �

Hpot

, (5.3.1)

with

Hcur =
1

2
 0 DEi

DEi =
1

2
 0
�
DE2
r + DE2

φ + DE2
z

"
=

=
1

2

αf�c
4π

1

r2

�
q2r
�
(∂zq0)

2 + (∂zqr)
2 + (∂zqz)

2
�
+

r2

q20

�
∂rqr∂zqz − ∂zqr∂rqz

"2
+

+ q2r
�
(∂rq0)

2 + (∂rqr)
2 + (∂rqz)

2
�	

.

(5.3.2)

We don’t have to care about the bare q20 in (5.3.2), since its square is positive
in both cases. To get the derivatives, (∂sq0), the algorithm uses the relation,
q20 + Dq2 = 1,

q0∂sq0 + qr∂sqr + qz∂sqz = 0, (5.3.3)
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which yields for the derivatives,

∂sq0 = −qr∂sqr + qz∂sqz
q0

. (5.3.4)

Therefore, (5.3.2) may be written as,

Hcur =
1

2

αf�c
4π

1

r2

�
q2r

��
−qr∂zqr + qz∂zqz

q0

#2

+ (∂zqr)
2 + (∂zqz)

2

�
+

+
r2

q20

�
∂rqr∂zqz − ∂zqr∂rqz

"2
+

+ q2r

��
−qr∂rqr + qz∂rqz

q0

#2

+ (∂rqr)
2 + (∂rqz)

2

�	
,

(5.3.5)

which leads to the same curvature energy density for positive and negative
q0. Hence the algorithm is not able to distinguish between a singlet and a
triplet dipole,

Hcur(+q0) = Hcur(−q0). (5.3.6)

A way to solve this problem, would be to numerically calculate the deriva-
tives ∂zq0 and ∂rq0. Thus, we have to initialise q0 on the lattice, which was
up to this point not needed. We may use the relation, q0 = ±*

1− q2r − q2z
to compute the q0 values and set them negative on the lower- and positive
on the upper half of the lattice.
After applying this other method to compute the derivatives of q0, a test
for the singlet case was made, to see if we still get the same energies. Sur-
prisingly the two methods lead to slightly different values and the difference
stays relatively constant for big lattices. If we remember, how the numerical
derivatives are calculated, we are able to explain this circumstance. At the
box’s boundaries, the derivative carries the highest error, because only two
neighbouring points can be taken into account. For bigger lattices, the im-
pact of the boundaries get less important and so the difference between the
two methods approaches an constant.
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nr × nz/2 r̄0/a d/a E using num. derivatives E using (5.3.4) difference

30× 30 2 20 0.71880277 0.72195009 3.14732e-3
30× 60 2 20 0.72024847 0.72339145 3.14298e-3
30× 90 2 20 0.72031251 0.72345549 3.14298e-3
30× 120 2 20 0.72032086 0.72346385 3.14299e-3

Table 5.1: Comparison of the numerical values for the total energy in lattice
units αf�ca−1, for the two different methods of calculating the derivatives of
q0.

To find out, which one of the two procedures is more accurate, we interpo-
late the values for q0 as shown in figure A.0.3. We are then able to compare
the derivatives with the analytic result. As can be seen, in figure 5.3.1,
we get more accuracy by computing ∂sq0 by use of the formula 5.3.4 as
Theuerkauf did.
Unfortunately, this method does not work for the triplet configuration, be-
cause at z = 0, we get different values for the derivation of ∂zq0.

Figure 5.3.1: Comparison for the different methods of calculating the deriva-
tives for ∂rq0.

5.3.2 Writing a Matlab simulation

The basis for this algorithm builds the c program called sol9.c from Theuerkauf,
although we added some improvements when possible. The derivatives for
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r = 0 were changed under exploiting symmetry arguments to,

∂rqi(r0, z) = 0, i = {0, r, z},
∂rq0(r1, z) =

q0(r1)− 8q0(r0) + 8q0(r2)− q0(r3)

12a
,

∂rqr(r1, z) =
−qr(r1) + 8qr(r2)− qr(r3)

12a
,

∂rqz(r1, z) =
qz(r1)− 8qz(r0) + 8qz(r2)− qz(r3)

12a
.

(5.3.7)

As Theuerkauf stated, a problem for dipoles with small distances arose.
Due to numerical errors arising from the discretization, values for the potential-
and curvature energy density carried a too big error and therefore, the result
of the minimization procedure were not physical.
It was suspected, that this phenomenon was due to the attractive force be-
tween the two monopoles. But under this circumstance, the soliton field must
convert itself into the vacuum state, which carries the least possible energy.
Since Hpot ∝ q0 and Hcur is proportional to the r, z-derivatives of the field
components, the vacuum must look like q0(r, z) = 0 ∀r, z and the vector
part, Dq, should be a parallel field.
However, the obtained results had arrows Dq, pointing sometimes criss-cross in
the r, z plane, which indicates that the curvature energy gets underestimated
in the algorithm. To solve this problem, several approaches were tried,

• Introduction of a border radius:
Inside of that radius, we provide the analytical solution of the monopoles.
Potential- and curvature energy were computed analytically. Outside
of that region, the usual numerical method was used. If we calculate
the centres of the monopoles analytically, we must not forget that they
get contracted in z-direction, due to the curvature energy. Due to the
contracted solitons, the dependencies of the various energy contribu-
tions must be known as a function of the γ factor. Therefore we did the
analytical calculation in B.1, where Ecur(γ) and Epot(γ) are presented
for a Lorentz contracted, three dimensional soliton.
This try was not very successful, because to improve results signifi-
cantly, the border radius was in the range of nr/2, where nr is the
number of points in one direction.

• Enhancing accuracy by interpolation:
Due to the functional behaviour of q0, the resolution of the poten-
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tial energy density is not good enough, especially for smaller lattices
(nr, nz < 20). To get more accurate results, the potential-, as well the
curvature energy density were interpolated between the lattice points
with a cubic interpolation method. A comparison has shown, that the
precision gets better. The price to pay are the run times, which get
obviously longer. Nevertheless, the pay off is quite good, as run times
don’t get unreasonable big.

• Adding a term known from the Skyrme model:
If the accuracy of the minimization routine was drastically increased,
the monopole solution showed a wave characteristic in r direction over-
lapped with the analytical solution. We suspect, that those waves
cause the singlet configuration to collapse for small dipole distances.
To suppress those waves, we modified the minimization function with
an additional term, who reminds us to a kinetic term from the Skyrme
model,

H = Hpot +Hcur + λ
+
i

�
∂i

Dq

|Dq|
#2

, i = {r, z}, (5.3.8)

where λ is just a factor, which may be chosen one.
The physical interpretation of that term is, that it gives a mass to
the photons. Since we are analysing static configurations, it makes no
difference for us if the photons carry a mass. But with this term, the
interaction is suppressed and therefore, no waves can travel through
the lattice. It turned out, that this additional term causes the dipole
configuration not to collapse for small dipole distances.

(a) (b)

Figure 5.3.2: Comparison of the same computation with (b) and without (a)
the additional term from the Skyrme model. To illustrate the rather tiny
effect, a very small lattice with nr × nz = 10× 20 was used.
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routine total energy / MeV Htot/Hpot iteration time

c 0.50815049 3.9304 0
0.47753249 4.0535 38 ≈25min

Matlab 0.50696222 4.0005 0
0.50629401 3.9866 34 ≈28min

analytical 0.51099895 4.0000

Table 5.2: Comparison of the two algorithms for a nr × nz = 30× 60 lattice
for a monopole. The improvements (interpolation + additional Skyrme-like
term) in the Matlab routine increase accuracy and run times.
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Chapter 6

Results

The results presented from 6.1 to 6.3 were produced from the already existing
algorithm, sol.c and only treat monopoles. Based on them, the improvements
as stated in 5.3.2 were made and applied on dipoles. Dipole results are
presented in 6.4.

6.1 Type of integration method
The algorithm written by Theuerkauf[11] offers the choice of four different
numerical integration methods for the equations (4.2.56) and (4.2.57), which
calculate the curvature and potential energy, respectively. We have numbered
the various methods and they are,

1. Simpson’s rule[14] using integers,

2. Simpson’s rule using doubles,

3. trapezoidal Riemann sum and

4. simple summation.

To find out, which one of them operates the best, we perform a test for a
monopole configuration. Therefore, the rest mass of an electron, 0.511MeV
and the theoretical ratio of the energies, Htot/Hpot = 4 are compared with
the numerical results in a lattice simulation, using the different integration
methods, as showed in figure 6.1.1. As can be seen in the plot, the simple
summation works best and therefore we will do all further calculations with
this numerical method of integration.
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Figure 6.1.1: Comparison of various integration methods for a monopole
configuration with a lattice size of nz × nr = 80 × 80. The soliton core was
chosen to be r̄0 = 12a. Lines indicate the analytical reference values, dots
are measurements from the algorithm.

6.2 Initialisation of a monopole configuration

In this section, we will take a look on the precision of the algorithm, who
calculates the Gamma- and Wilson action for a given soliton configuration.
To compare them, an analytical monopole configuration, as stated in (3.2.3)
is placed in the origin of the two dimensional lattice. For each run and lattice
size, the radius of the soliton core r̄0 is varied. The algorithm performs the
calculation of the potential- and outside energy, H̄pot and H̄out as stated
in section 4.2.3. The curvature energy, H̄cur is computed by the different
methods, namely Gamma- and Wilson action. After having all three energy
contributions for a single simulation, we are able to sum them up and obtain
the total energy H̄tot. This quantity is then used to compute the two measures
of accuracy as introduced in section 4.4,

ΔH ≡ Htot

0.511MeV
− 1, (6.2.1)

ΔR ≡ 1− Htot

4Hpot

, (6.2.2)

which are plotted with respect to the grid sizes and soliton cores to gather
general information about the accuracy and precision of the algorithm.

Gamma action

We start with the case of Gamma action. In figure 6.2.1, the deviation of the
energy ΔH is plotted over the soliton’s radius r̄0 for different grid sizes, which
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are marked with a colour code. Obviously, for larger lattices, we get better
results as can be seen in the overall flattening of the curves. Furthermore, we
see that for very small soliton cores r̄0, the curves overlap. This behaviour
is based on the fact, that for small r̄0, the inner structure of the soliton
is not dissolve able and in the point of view of the lattice, it just appears
as a point charge, as one might say. This behaviour is based on so called
lattice artefacts, where discrete derivations blow up, due to too big distances
between two neighbouring lattice points. Additionally we recognize, that
the curves extend mainly over the negative regime of ΔH. For this reason,
we are able to find an optimum for r̄0, represented by the maxima of these
curves. For even higher values of r̄0, the accuracy gets worse again, due to
the fact, that our assumption of electrodynamic limit outside the box is not
valid any more. In section 4.2.1, we showed, that this assumption holds only
for distances in the order of ≈ 10r̄0, which means for the lattice sizes, that
they have to be at least 10r̄0 times wide in every direction.
Analogously, in figure 6.2.2, we see the deviation of the energy ratio ΔR
depending on r̄0 and various grid sizes. We notice again the same behaviour
as for the last consideration. For too low, as well for too high ratios of
r̄0/(latticesize) the numerical error is rather big. In contrast to figure 6.2.1,
the functions decrease monotonically and therefore we find the optimums at
the zero crossings.
These optimal radii r̄opt0 are finally plotted versus the lattice size in figure
6.2.3. We see, that we get two separate lines for optimal radii, therefore we
suggest to interpret them as an upper- and lower bound of a good regime
and to take care of this boundaries in future simulations.

Figure 6.2.1: Plot of the energy deviation ΔH, (6.2.1) as a function of the
soliton’s core r̄0 in multiplies of the lattice distance a. The different lattice
sizes, nz × nr, are labelled in colours.
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Figure 6.2.2: Plot of the energy ratio’s deviation ΔR, (6.2.2) as a function
of r̄0 for various lattice sizes nz × nr. The lattices are marked in different
colours.

Figure 6.2.3: Plot of the optimal soliton core radius r̄opt0 extracted from
figures 6.2.1 and 6.2.2, depending on the lattice size nz × nr. The blue line
corresponds to the optimal radius regarding the minimization of ΔH and the
brown line to the optimum for minimizing ΔR.

Wilson action

The method of calculating the Wilson action differs from Gamma action in
the computation of the curvature energy Hcur as explained in section 4.3.3.
In figure 6.2.4, we see a comparison between the two methods. Plotted are
the deviations ΔH and ΔR for the two methods in dependence of r̄0 and for
the same grid sizes, as used in the previous investigations.
Energy deviations are plotted with blue colour, ratio deviations in black.
Pulled through lines indicate the Gamma method, dashed lines specify the
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Wilson method. Regarding ΔH, Gamma is for all length scales more pre-
cise than Wilson. Also for small ratios of r̄0/(latticesize), Gamma is better
with respect to ΔR.
The only regime where Wilson is more accurate, is at high r̄0/(latticesize),
regarding the ratio deviation. But since for this region, ΔH is tremendous
big, it is not useful to work at this high ratios of r̄0/(latticesize).
To conclude, we are able to see, that the method of Gamma action works
more precise in general and that the region where both methods work the best
(10r̄0 ≈ latticesize) becomes wider with higher lattice sizes. Furthermore, by
comparing figure 6.2.5, we may suspect, that both algorithm’s precision con-
verge in this region towards 0% deviation for infinitely big lattices, which
would be continuous space again.
Due to this results, we will work in the minimization procedures with the
method of Gamma action, because the soliton field is minimized with re-
spect to the total energy on the lattice and we don’t want, that the avoidable
errors get accumulated in every iteration.

Figure 6.2.4: Comparison of the two methods, Gamma,- and Wilson action,
of calculating the curvature energy and their accuracy regarding ΔH and
ΔR. Blue lines indicate energy deviation; black lines ratio deviation, both
measured in percent. Dashed lines stand for Gamma action; pulled through
lines for Wilson action.
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Figure 6.2.5: Continuation of figure 6.2.4 for a rather big lattice, 1000 points
in each direction wide.

6.3 Minimization of monopole configurations

Up to now, all we did was to place a monopole on the origin of the lattice
and calculate its total energy. Carrying on, we want to minimize this energy
to find the ground state, which should be realized by nature.
The minimization procedure is called Powell and it is taken from Numerical
recipes[14]. It is a more dimensional gradient method to find a local minimum
of a function depending on many arguments, f = f(x1, x2, ..., xn). In our
case, the function to minimize reads,

H̄tot = H̄tot

�
Q(r, z)

"
= H̄tot(qr,1, ..., qr,nr , qz,1, ..., qz,nz). (6.3.1)

Powell starts at a given point on the hyper surface of H̄tot and works its way
to the minimum by doing iterations. After the difference of two consecutive
iterations falls below a certain value, the algorithm stops. In table 6.1 and
figure 6.3.1, we see how the runtime scales up for higher lattices. A fit of the
form f(x) = axb+ c for the runtime was made and leads to a power of b ≈ 5,
which is higher than expected.
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Figure 6.3.1: Evolution of the runtime with the gridsize. The dots mark
values from table 6.1 and the line indicates a fit with the parameters a ≈
5 · 10−5, b ≈ 5, c ≈ 92.

nr × nz/2 r̄0 #iterations runtime time/iteration

10× 10 1 21 8.6s 0.41s
10× 10 2 23 9.7s 0.42s

20× 20 2 43 5m35s 7.8s
20× 20 3 43 5m20s 7.4s

30× 30 3 51 35m13s 41.9s
30× 30 4 57 40m19s 42.4s

40× 40 4 59 2h46m46s 2m50s
40× 40 5 69 3h11m56s 2m47s

50× 50 5 70 8h18m14s 7m7s

60× 60 6 83 21h31m43s 15m34s

Table 6.1: Number of iterations and runtimes for simulations with various
gridsizes and solitoncores r̄0. A machine with 4GB of RAM and 4× 1.6 GHz
processor was used.

In figure 6.3.2, three different cases of table 6.1 are plotted. Shown is the
total energy for each iteration in MeV. The lattice constant was fixed with
the relation, H̄tot

αf�c
a

= 0.511MeV, where for each curve, the minimal energy
from the last iteration was used. As expected, we see, that the initial soliton
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Figure 6.3.2: Minimization of the total energy with respect to the number of
iterations used in Powell’s method. Different grid sizes are marked with
colours.

field was already very near to the minimum configuration on the lattice. For
bigger lattices, the deviation of the initial configuration becomes less. Again,
we may suspect, that for an infinitely big lattice, the analytical hedgehog
approach as initial configuration would exactly lead to a total energy of
0.511MeV on the lattice after the first iteration.
After just approximately ten iterations, the end value is reached in a very
good approximation as shown in the magnification of figure 6.3.2.
The small difference of initial and minimized configuration is shown in figure
6.3.3, where we have plotted a comparison a monopole field, before- and after
the minimization. If we take a look to the ratio of Htot/Hpot in figure 6.3.4,
we are able to recognize, that in the first few iterations of the 20×20 lattice,
the deviation to the analytical result rises rapidly. For bigger lattices, this
spike gets smaller and stays then relatively constant. At the 80× 80 lattice,
the deviation to the analytical result is about ≈1%.
The spikes in figure 6.3.4 can be also seen in figure 6.3.5, where energy
components for curvature and potential are plotted for each iteration. In
the first few iterations, Hpot decreases rapidly and linear. After that period
it begins a regressive decrease. For Hcur, the same behaviour, but mirrored
may be recognized. Maybe a closer look to the soliton field for each iteration
would provide insight to the process which is going on here. The outside
energy is not provided in this graph, because it stays simply constant, since
it is calculated in an analytical way. As a check, we list the different energies
of the last iteration,
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Figure 6.3.3: Comparison of a monopole configuration, before (green) and
after (purple) the minimization procedure with a magnification on the left
to illustrate the tiny difference. Since we start with the analytical solution,
the deviation seen in the magnification arises due to numerical errors.

Hcur Hpot Hout Σ Htot/Hpot

0.35464 0.12713 0.02923 0.511 4.02

Table 6.2: Obtained energies in MeV from the simlation shown in figure 6.3.5.

Figure 6.3.5: Potential- and curvature energy as a function of the number of
iterations for a 60 × 60 lattice. Since Hout is calculated analytical, it stays
constant.
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Figure 6.3.4: Ratio of Htot/Hpot as a function of the number of iterations
in the minimizing process. Different grid sizes are marked with colours. We
see how the minimization process increases the error, especially for smaller
lattices.

6.4 Dipole configurations

6.4.1 Singlet energies

Theuerkauf presented in his diploma thesis[11] results for the dipole ener-
gies as a function of the distance. Although, there is a small error to expect,
because the fields had to be fixed near the soliton centres, let us use his data
and compare it to the new one. In figure 6.4.1, we see the energies obtained
from sol.c compared to the rest mass of two electrons minus the coulomb
potential,

E = 2m0c
2 − αf�c

r
, (6.4.1)

where r denotes the distance between the two solitons. For this and the fol-
lowing plots, the rest mass was evaluated by doing a monopole computation
on the same grid size, 2m0c

2 → 2m�
0c

2. If we would use the precise value,
≈ 1.022 MeV, we obtain an offset between the curves. For better comparabil-
ity, we introduced this shift, who does not change the functional behaviour.
We see, that the two energy lines split for distances smaller than 40 fm. If
we interpret this characteristic as a variable running coupling constant, we
may write,

E = 2m�
0c

2 − αf (r)�c
r

, (6.4.2)

and therefore,

αf (r) =
(2m�

0c
2 − E)r

�c
. (6.4.3)
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The values for αf (r) from sol.c together with the new data (sol.m) with- and
without kinetic term from the Skyrme model are plotted in figure 6.4.2.

Figure 6.4.1: Dipole results from sol.c[11] and sol.m in comparison with the
usual Coulomb potential.

6.4.2 Running coupling in the MTF

By applying formula (6.4.3) on to the data presented in figure 6.4.1, we obtain
values for αf (r) in the MTF, shown in figure 6.4.2.

Figure 6.4.2: Running coupling αf , extracted from lattice computations in
sol.c and sol.m. The pulled through line indicates the low energy value
α0 = 137−1.
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Finally, we are able to compare the running coupling effect in the MTF with
measurements made in experiment as presented in table 2.1. Below, we see
that running in the MTF occurs about three orders of magnitude too early
on the length scale. For the functional behaviour of αf (r), we can support
Theuerkauf’s suggestion in [11], that it shows an exponential behaviour.

Figure 6.4.3: Numerical data in comparison with the experimental results
from S. Odaka et al.[4].



Chapter 7

Conclusion

After introducing the running coupling constant in quantum electrodynamics
and presenting the model of topological fermions we put forward a numerical
routine for energy minimization of soliton configurations on a lattice. By test-
ing the algorithm upon monopoles we found, that the deviation to the analyt-
ical solution of 0.51099895MeV is about, ΔH ≈ −0.03% (nr×nz = 100×200
and after minimization) for the new program created in Matlab, which is
called sol.m.
For sol.c we found, that the Gamma action works slightly better than Wil-
son action. Nevertheless, they both coincidence in accuracy for big enough
lattices.
sol.c crashed for dipole configuration with small dipole distances. Up to now,
it was suggested, that the attractive force causes the configuration to anni-
hilate, but by interpreting the new data, we think that those instabilities are
caused from numerical errors. This behaviour could be suppressed by intro-
ducing an additional term, similar to the kinetic one in the Skyrme model.
Thus we were able to go to smaller distances without fixing field components
in the centres of the monopoles as was done in sol.c.
We then compared the new energy values of dipoles with the one from sol.c
and all together with the total energy obtaining from E = 2m0c

2 − αf�c/r.
As done in QED, we interpret deviations from that energy as a running
coupling effect, which we have plotted and compared to the experimental
results[4].
As a main result, we found that αMTF

f starts to deviate from α0 = 1/137

about three orders of magnitude earlier than αQED
f does.
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Appendix A

Additional figures and diagrams

Figure A.0.1: Elemental particles of the standard model.
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Figure A.0.2: Illustration of various examples for understanding the wind-
ing number in the two dimensional case, from https://en.wikipedia.org/
wiki/Winding_number.

Figure A.0.3: Fitted curve for the numerical q0 values to evaluate a reference
derivation for ∂rq0.

https://en.wikipedia.org/wiki/Winding_number
https://en.wikipedia.org/wiki/Winding_number


Appendix B

Lengthy calculations

B.1 Energy contributions for a relativistic soli-
ton

Remoissenet presented the energy contributions for a one dimensional soliton
and their dependency on the Lorentz factor γ in [10]. Now we want to redo
this calculation for kinetic-, curvature- and potential energy for a moving
soliton in three dimensions. We begin with energy-momentum tensor and its
00 component,

Θ0
0 = −αf�c

4π
DR0σ

DR0σ − L(x) = −αf�c
4π

�
DR0σ

DR0σ − 1

4
DRµν

DRµν − Λ(q0)

#
=

= −αf�c
4π

�
DR0σ

DR0σ − 1

4
DRµν

DRµν

#
+

αf�c
4π

Λ(q0) =

= −αf�c
4π

�
DR0σ

DR0σ − 1

4

�
DRij

DRij + 2DR0σ
DR0σ

 #
+

αf�c
4π

Λ(q0).

(B.1.1)

We split the contributions in the following, reasonable way. The kinetic
energy in the Sine-Gordon model is in the MTF the magnetic field energy,
the tension energy in the springs is related to the electric field energy, and
the potential term has the same interpretation,

Ekin = −αf�c
4π

�
V

d3x
1

2
DR0σ

DR0σ,

Ecur =
αf�c
4π

�
V

d3x
1

4
DRij

DRij ,

Epot =
αf�c
4π

�
V

d3x Λ.

(B.1.2)
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To calculate the tensor components, we take the following ansatz for a moving
soliton,

Qv(x) = cosα(|r− vt|)� �� �
q0

−iDσ
r− vt

|r− vt| sinα(|r− vt|)� �� �
=q

, (B.1.3)

with
α = arctan

� |r− vt|
r0

#
, (B.1.4)

and the velocity in z direction

v = (0, 0, v). (B.1.5)

The Lorentz factor comes into play the following way,

|r− vt| = abs

 x
y

γ(z − vt)

 =
*

x2 + y2 + γ2(z − vt)2. (B.1.6)

In the next step, the field components q0, Dq as well as their derivations in
t, x, y and z direction were computed. With them, the components of the
affine connections DΓµ = q0∂sDq − Dq∂sq0 + Dq × ∂sDq and then the tensor compo-
nents DRµν = DΓµ × DΓν were calculated. This work is not very complex, but
troublesome. The volume integrations in (B.1.2), yield finally,

−
�
V

d3x
1

2
DR0σ

DR0σ =
1

2

π2

r0
v2γ, (B.1.7)

�
V

d3x
1

4
DRij

DRij =
π2

2r0

�
1

2γ
+ γ

#
, (B.1.8)�

V

d3x Λ =
π2

4r0

1

γ
. (B.1.9)

The sum of the energy contributions therefore is,

Etot = Epot + Ecur + Ekin =
αf�c
4π

· π
2

r0

�
1

4γ
+

1

4γ
+

γ

2
+

1

2
v2γ

#
, (B.1.10)

and inserting the velocity v as a function of γ with speed of light, c ≡ 1,

γ =
1√

1− v2
=⇒ v2 = 1− 1

γ2
, (B.1.11)
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we get,

Etot(γ) =
αf�c
4π

· π
2

r0

�
1

2γ
+

γ

2
+

1

2

�
1− 1

γ2

#
γ

#
=

=
αf�c
4π

· π
2

r0

�
1

2γ
+

γ

2
+

γ

2
− 1

2γ

#
=

=
αf�c
4

π

r0� �� �
Hmono

·γ = m0c
2γ.

(B.1.12)

Therefore, we have explicitly shown, that the relativistic mass gain for a
moving soliton holds.

B.2 Dual tensor identity
We want to show that following identity holds,

 µνρσ∂λf
λσ = ∂µ

7fνρ + ∂ν
7fρµ + ∂ρ

7fµν . (B.2.1)

By use of the identity for dual tensors, fµν = −1/2 µνρσ
7fρσ, we get for the

right hand side,

 µνρσ∂λf
λσ = −1

2
 µνρσ 

λαβσ∂λ
7fαβ =

1

2
δλαβµνρ ∂λ

7fαβ. (B.2.2)

The Kronecker-Delta with the three sub- and super scripts yields,

δλαβµνρ = det

δλµ δλν δλρ
δαµ δαν δαρ
δβµ δβν δβρ

 , (B.2.3)

and therefore (B.2.2) becomes,
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7fµν − ∂ρ
7fνµ − ∂µ

7fρν − ∂ν
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(B.2.4)

By making use of the antisymmetry of 7fρν = − 7fνρ, we obtain,

1

2
δλαβµνρ ∂λ

7fαβ =
1

2
(2∂µ

7fνρ + 2∂ν
7fρµ + 2∂ρ

7fµν), (B.2.5)

which ends the proof.
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