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CONTENTS

Kurzfassung

Einer der Schwerpunkte der Forschungsgruppe ”Numerische Analysis und Simulation von Differ-

entialgleichungen” am Institut für Analysis und Scientific Computing der TU Wien ist die Theorie

und die numerische Behandlung von Randwertproblemen singulärer Differentialgleichungen. Solche

Probleme treten oft in der folgenden Form auf:

tαz�(t) = M(t)z(t) + f(t, z(t)), t ∈ (0, 1], g(z(0), z(1)) = 0, z ∈ C[0, 1].

Dabei sind die stetige Matrixfunktion M und die stetigen Funktionen f und g als auch die

Konstante α ≥ 1, die die Schwierigkeit des Problems charakterisiert gegeben. Gesucht ist die

stetige und lokal eindeutige Lösung des Problems z ∈ C[0, 1].

Die Suche nach der effizienten Lösung der obigen Probleme ist durch die zahlreichen Anwendungen

in den Natur- und Ingenieurwissenachaften motiviert, die durch singuläre Gleichungen modeliert

werden. Zu Beginn der Disseratation lagen schon zahlreiche theoretischen Ergebnisse und zwei

Matlab Programme sbvp1.0 und bvpsuite1.1 vor. Daraus ergaben sich die Ziele der Disserta-

tion. Das erste Ziel lag darin die neue Schrittweitenanpasung für bvpsuite1.1 zu entwickeln und zu

testen. Als zweites sollte dieses neue Programm dazu benützt werden schwierige Anwendungsmod-

elle zu simulieren. Weiters sollte basierend auf bvpsuite1.1 eine neue Routine timetraveller für

partielle Differentailgleichungen (eindimensional im Ort) entwickelt und getestet werden.

Abstract

During recent years, scientific work carried out in the research group ‘Numerics and Simulation of

Differential Equations’ at the Institute for Analysis and Scientific Computing, Vienna University

of Technology, focused among others on the analysis and numerical treatment of boundary value

problems in differential equation with singularities. Such problems take often the following form:

tαz�(t) = M(t)z(t) + f(t, z(t)), t ∈ (0, 1], g(z(0), z(1)) = 0, z ∈ C[0, 1].

Here, the continuous matrix function M and the continuous functions f and g, as well as the

constant α ≥ 1, describing the problem’s difficulty, are given. The aim is to find a locally unique

solution of the problem z ∈ C[0, 1].

The search for the efficient solution of the above problem is motivated by the numerous application

in the natural and engineering sciences formulated in form of singular boundary value problems.

As a basis and starting point of the thesis there was extensive theoretical knowledge of the problem

and two Matlab codes sbvp1.0 und bvpsuite1.1. The first aim of the thesis was to design

and test a new stepsize adaptation strategy for the collocation based basic solver of bvpsuite1.1.

Moreover, the new routine shall be used to simulate challenging problems in applications. Finally,

on the basis of the improved bvpsuite1.1 modul a new routine timetraveller was to implement

to enable the numerical treatment of partial differential equations (one-dimensional in space).
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Chapter 1

Motivation and Overview

During recent years, scientific work carried out in the research group Numerics and Simulation of

Differential Equations at the Institute for Analysis and Scientific Computing, Vienna University

of Technology, concentrated among others on the analysis and numerical treatment of boundary

value problems (BVPs) in ordinary differential equations (ODEs) which exhibit singularities. Such

problems are often given in the following form:

tαz�(t) = M(t)z(t) + f(t, z(t)), t ∈ (0, 1], (1.1a)

g(z(0), z(1)) = 0, z ∈ C[0, 1]. (1.1b)

For α = 1 the problem is called singular with a singularity of the first kind, for α > 1 it is es-

sentially singular (singularity of the second kind). The search for efficient numerical methods to

solve (1.1) is strongly motivated by numerous applications from physics, see [18], [20], [44], [78],

chemistry, cf. [32], [63], [70], mechanics, [30], ecology, see [56], or economy [34], [37], [45]. Also, re-

search activities in related fields, like the computation of connecting orbits in dynamical systems

([57]), differential algebraic equations ([55]) or singular Sturm-Liouville problems ([14]), benefit

from techniques developed for problems of the form (1.1).

1.1 Singularity of the First Kind – Matlab Code sbvp1.0

The objective was to provide a sound theoretical basis and the implementation of an open domain

Matlab code for the numerical solution of BVPs with a singularity of the first kind, α = 1.

To compute the numerical solution of nonlinear singular BVPs of type (1.1), collocation is used

at an even1 number of collocation points spaced in the interior of a collocation interval. The

decision to use collocation was motivated by its advantageous convergence properties for (1.1). For

smooth problems, the convergence order is at least equal to the stage order of the method. For the

collocation schemes (at equidistant inner points or Gaussian points) this convergence results mean

1The even number of points is motivated by the technical details of the error estimation procedure.
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1.1 Singularity of the First Kind – Matlab Code sbvp1.0

that a collocation scheme with s inner collocation points constitutes a high order basic solver (O(hs)

uniformly in t), robust with respect to the singularity of the first kind. Here, h is the maximal

stepsize in a (nonequidistant) grid. In the presence of a singularity other high order methods show

order reductions and become inefficient, see for example [41] and [52]. In particular, this means

that explicit Runge-Kutta methods and multi-step methods, as well as shooting technique and

iterated defect/deferred correction cannot be efficiently used in case of singularities. Moreover,

many available FORTRAN and Matlab codes for regular, stiff or/and singularly perturbed BVPs

in ODEs are not well-suited for such problems either. The reasons due to both, the nature of

singular ODEs and to the algorithmic realization of the codes, are manifold. The shooting technique

which heavily relies on the solution of IVPs does not work for singular ODEs in general, because

many BVPs important for applications do not have an equivalent formulation as a well-posed IVP,

see [53]. The success of the iterated defect/deferred correction technique strongly depends on an

appropriately long asymptotic error expansion for the global discretization error/local discretization

error (defect). It has been shown in [33] however, that for singular BVPs such an expansion only

exists under severe restrictions on the problem data (no multiple eigenvalues, absence of positive

eigenvalues, or very large positive eigenvalues of the matrixM(0), or more precisely, their real parts)

excluding many important applications. Many codes include evaluation of (1.1a) at t = 0 (many

implicit Runge-Kutta schemes, or Lobatto collocation without provisions for the singular point)

resulting in the immediate breakdown2 of the calculations, or control defect in the error estimation

procedure. The latter strategy is especially disadvantageous for singular problems, because although

(for a singularity of the first kind) both quantities have the same order of convergence, the defect

is typically some orders of magnitude larger than the global error. For those reasons FORTRAN

codes MIRKDC, TWPBVP and TWPBVPL, and Matlab code TOM may not be the best choice

for singular problems.

In order to solve the ODE systems efficiently the meshes have to be adapted to the solution behavior.

For singular problems, we aim at meshes which are not affected by the steep direction field, staying

coarse also close to the singularity when the solution is smooth in that region. To design a mesh

adaptation procedure, we need an efficient asymptotically correct a posteriori estimate for the

error of the numerical solution. In the context of singular ODEs, global error control seems more

appropriate than the control of the residual. This is the case because the values of the residual (a

local error measure) are usually much larger than the values of the global error. Thus, it often turns

out that grids generated via the equidistribution of the residual are too fine and generate solutions

whose global errors are dramatically smaller than the prescribed tolerance, which is inefficient. The

global error estimate was introduced in [13] and is based on the defect correction principle. It has

been shown that for a collocation method of order O(hs), the error of the estimate (the difference

between the exact global error and its estimate) is of order O(hs+1), cf. [52]. This asymptotically

correct error estimate yields a reliable basis for an efficient mesh selection procedure and the grid

adaptation procedure results in grids which adequately reflect the solution behavior.

The final step was to implement the above algorithm and to provide an open domain Matlab code

for nonlinear problems with an error estimation routine and a grid selection strategy. This code,

2Since the codes require an explicit form of the ODE, z�(t) = 1
tα

(M(t)z(t)+f(t, z(t))), the right-hand side becomes

unbounded for t = 0.
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Motivation and Overview

sbvp1.0 for Matlab 6.0, has been published in 2002, see

http://www.mathworks.com/matlabcentral/fileexchange > Mathematics >
Differential Equations > SBVP1.0 Package

and [8].

Due to its robustness, collocation was used in one of the best established standard FORTRAN

codes for (regular) BVPs, COLNEW, see [4] and [5], and in bvp4c, the standard Matlab module

for (regular) ODEs with an option for singular problems, cf. [64]. In scope of the FORTRAN code

COLNEW are explicit systems of at most order four with multi-point boundary conditions. The

code is using h− h/2 strategy for the error estimation which means that the expensive collocation

method is carried out twice, on the original mesh and on the refined mesh with the doubled number

of mesh points. The Matlab code bvp4c solves also explicit ODE systems and is based on Lobatto

collocation. As already mentioned, the control of the defect used in this code is especially disad-

vantageous for singular problems compared to controlling the global error in sbvp. Therefore, the

meshes provided by bvp4c become unnecessarily dense. Comparing sbvp1.0 with COLNEW and

bvp4c indicates a very satisfactory performance of sbvp1.0. It is competitive with COLNEW and

for the above reasons strongly superior to bvp4c. Nevertheless, for reasons described below, further

development of sbvp1.0 was necessary to widen its scope beyond that of COLNEW, bvp4c, and a

newer ‘User-Friendly Fortran Code’ by L. Shampine, P. Muir and H. Xu, see [65], including among

others, fully implicit form of the ODE system with multi-point boundary conditions, arbitrary de-

gree of the differential equations including zero, module for dealing with infinite intervals, module

for eigenvalue problems, free parameters, and a path-following strategy for parameter-dependent

problems with turning points.

1.2 Singularity of the Second Kind – Matlab Code bvpsuite1.1

The code sbvp1.0 was very well received by the scientific community and, according to many

international contacts, is broadly used in many areas of applications. However, sbvp1.0, in its

original version, was designed to solve only first order systems in explicit form, so that many

important applications were not in scope of the code. This was a strong motivation to implement

a test version of a new Matlab code bvpsuite addressing these additional requirements, cf. [50].

This code is designed to solve implicit systems of ODEs which may have arbitrary variable order

including zero. A system of fourth order, for instance, may have the following structure:

F (z(4)(t), z(3)(t), z��(t), z�(t), z(t), t) = 0, a ≤ t ≤ b,

g(z(3)(a), z��(a), z�(a), z(a), z(3)(b), z��(b), z�(b), z(b)) = 0, z ∈ C[a, b].

In particular, algebraic constraints are also admitted. Moreover the code can cope with unknown

parameters in a way that it is not necessary to introduce artificial differential equations for such

parameters. Clearly, in this case additional boundary conditions have to be specified. This can be

done not only at the boundary but also within the integration interval. The code can be applied

4



1.2 Singularity of the Second Kind – Matlab Code bvpsuite1.1

to systems with both types of singularity and features appropriate routines for error estimation

and grid adaptation, cf. [12], [13] and [10]. The basic solver routine is still collocation at s inner

collocation points, the error estimate is now based on the more robust mesh halving, and the

equidistribution of the global error is the basis for the grid adaptation routine.

Another important feature is that parameter-dependent problems are now within the scope of

the code, since during 2006 the adaptive path-following strategy was included. The theoretical

justification for the method in context of singular problems was given in [47]. This strategy is

based on pseudo-arclength parametrization for the solution of parameter-dependent BVPs. In [47],

we formulated criteria which ensure the successful application of this method for the computation

of solution branches with turning points for problems with an essential singularity.

To illustrate that bvpsuite1.1 can be applied to solve problems of practical relevance, consider

a nontrivial example, the complex Ginzburg-Landau equation (CLS). This particular problem is a

very good specimen for a situation in which many of the new features of the code are necessary for

a successful numerical treatment.

The CLS equation,

ı
∂u

∂t
+ (1− ıε)Δu+ (1 + ıδ)|u|2u = 0, t > 0, (1.2)

u(x, 0) = u0(x), x ∈ R3, (1.3)

arises as a model in a variety of problems from physics, biology and chemistry. We note that

equation (1.2) is a perturbed version of the nonlinear Schrödinger equation (NLS) which takes the

same form with ε = δ = 0. It has been conjectured that both equations have blow-up solutions

which become singular in finite time and obey the same scaling laws as the differential equation,

see [21], [25]. After a similarity reduction (see for example [23], [25]) the self-similar solution profile

can be computed from the nonlinear BVP for τ > 0,

(1− ıε)
�
y��(τ) +

2

τ
y�(τ)

�
− y(τ) + ıa(τy(τ))� + (1 + ıδ)|y(τ)|2y(τ) = 0, (1.4a)

y�(0) = 0, �y(0) = 0, lim
τ→∞ τy�(τ) = 0. (1.4b)

Now, the BVP (1.4) is parameter-dependent with the path parameter δ, and in addition to the

solution function y(τ) ∈ C, the unknown (non-negative) parameter a is also to be determined from

the system. Moreover, the problem is singular with a singularity of the first kind and is posed on

a semi-infinite interval. The idea is now to transform (1.4) to a BVP with an essential singularity

on the interval (0, 1], for details see [46], and to use the path-following strategy to compute the

solution branches around the turning points. The main advantage of this idea is that the problem

is now posed on a finite interval, and therefore it is not necessary to adapt the length of some

truncated interval. The new problem has the form

z�(τ) =

�
M(τ,a)

τ 0

0 A(τ,a)
τ3

�
z(τ) +

 f(τ, z1(τ), z2(τ))

g(τ, z3(τ), z4(τ))

 , 0 < τ ≤ 1, (1.5a)

z2(0) = 0, �z1(0) = 0, z1(1) = z3(1), z2(1) = z4(1), z4(0) = 0, (1.5b)

with appropriately defined data. Multi-bump solutions of the nonlinear Schrödinger equation were

a starting point for the computation of the solution branches for the complex Ginzburg-Landau

5



Motivation and Overview

equation. Following the branches around turning points, real-valued solutions of the nonlinear

Schrödinger equation could be computed. During the numerical simulation it turned out that the

most stable way to solve the problem (1.5) was to treat it in implicit form obtained by premultiplying

both sides of (1.5a) by the factor τ3.

Using bvpsuite, some joint work with C. Budd from the Bath Institute of Complex Systems (BICS),

Bath, UK, P. Lima from the Instituto Superior Tecnico, Lisbon, Portugal, and I. Rach̊unková from

the Palacky University, Olomouc, Czech Republic, see [23], [24], [48], [22], [49], and [61] could be

carried out. Here, focus only on [61], where the following singular BVP which originates from the

theory of shallow membrane caps was investigated,

(t3u�(t))� + t3
� 1

8u2(t)
− a0

u(t)
− b0t

2γ−4
�
= 0, lim

t→0+
t3u�(t) = 0, u(1) = 0, (1.6)

where a0, b0, and γ are given constants. Note that this problem has a more challenging structure

than usual. After rewriting (1.6), the following explicit version of the ODE arises:

u��(t) +
3

t
u�(t) +

� 1

8u2(t)
− a0

u(t)
− b0t

2γ−4
�
= 0, 0 < t < 1, u(1) = 0. (1.7)

Here, a singularity of the first kind occurs at t = 0, but at the same time due to the boundary

condition at t = 1 the problem has a so-called phase singularity on the other end of the interval. For

such more involved problems existence and uniqueness of solutions is shown by means of generalized

lower and upper functions, cf. [61]. The code bvpsuite could be used to approximate solutions3

of the membrane problem. However, a theoretical justification for the collocation method view of

such a problem structure is still missing.

Since the current version the program bvpsuite1.1 provides a very valuable extension of sbvp1.0,

it was published in 2010, see

http://www.asc.tuwien.ac.at/~ewa/> Software: BVPSUITE Implicit singular BVPs

and [51].

3even though u�(0) may become unbounded
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Chapter 2

Aims of the Thesis

2.1 Grid Adaptivity for BVPs in ODEs and parabolic PDEs

Research on adaptivity was carried out in a very active cooperation with G. Söderlind from Lund

University, Lund, Sweden. We were especially interested in efficiently solving BVPs with a sin-

gularity of the first or second kind. However, the new technique could also become important in

context of parabolic PDEs, see Section 11.

2.1.1 Motivation

In the numerical solution of ODEs, adaptivity means that the mesh width or stepsize is variable.

For efficiency, one wants to keep the number of grid points small, but for accuracy we need a small

stepsize. This trade-off is handled by putting the grid points where they really matter to accuracy.

In this way their number can be kept small, without sacrificing accuracy.

The research group in Lund has developed state-of-the-art adaptive time-stepping algorithms for

many years. The interdisciplinary approach uses control theory, digital signal processing, and step

density control. As time-stepping is recursive, it lends itself very well to control-theoretic and signal

processing techniques.

For initial value problems (IVPs), this approach can be illustrated with a conventional block di-

agram, see Figure 2.1. Here TOL refers to the external accuracy requirement. The controller

chooses a stepsize h which is used by the computational process, to advance the solution one step

from time t to t+h. The computational process also generates an error estimate, r, which depends

on the actual differential equation being solved. This is represented as an external input, ϕ, which

corresponds to the principal error function when the method is applied to the differential equation.

Typically, for local errors or residuals, ϕ corresponds to a higher derivative of the solution to be

determined. The error estimate r is then fed back and compared to the accuracy requirement TOL.

If the error is too large, the controller will take action and reduce the stepsize; if the error is less

7



Aims of the Thesis

Control

C(q)

Process
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Figure 2.1: Block diagram of the grid adaptation
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Figure 2.2: Computational stability. Achieved accuracy as a function of tolerance when an ODE was

solved, using the same code, with conventional stepsize control (left), and digital filter control (right) showing

improved regularity and robustness. Total computational work is unaffected. From [69]

than TOL the controller will increase the stepsize, not to increase the error, but to economize on

the total number of steps necessary to complete the integration.

In two-point BVPs, the control procedure is not sequential. Instead, one needs to estimate the

error on a uniform grid, and then relocate the grid points (and possibly change their number)

to construct the actual adaptive grid. The optimal grid is typically obtained by Euler-Lagrange

variational calculus.

Detailed studies of adaptive time-stepping started some 20 years ago, and the first results based

on control theory appeared in the early 90s, see [35] and the survey [67], when a full analysis of

elementary proportional-integral (PI) controllers for adaptive time-stepping was developed. This

led to further studies of related algorithmic and implementation aspects, [36, 71]. About five years

ago, improved techniques based on digital signal processing (filters) were introduced, [66]. This

went far beyond elementary PI control, and we demonstrated its impact on real computations [69],

compare Figure 2.2. It has subsequently also been used in industrial computations in VLSI circuit

simulation [75, 76] as well as in stochastic differential equations [27] and multistep methods [3].

In the cooperation with Lund similar techniques are being explored for two-point boundary value

problems. In sbvp1.0 and bvpsuite equdistribution of the global error, closely related to Euler-

Lagrange based optimization, were used. We hope to develop a technique which is entirely based on

a mathematical analysis of adaptivity. This means that adaptivity is not a single, complex algorithm

but a combination of various parts, such as an Euler-Lagrange criterion, a proven error estimator,

8



2.1 Grid Adaptivity for BVPs in ODEs and parabolic PDEs

digital filtering in order to produce a smooth grid, and a final procedure for oversampling, so that

the necessary number of grid points can be determined. All these parts are based on state-of-the

art techniques from control theory and signal processing.

2.1.2 Research Problems in Adaptivity

This dissertation offers a possibility to combine the focal points of the research at the Vienna

University of Technology in Austria (numerical solution to BVPs), Humboldt University Berlin in

Germany and Lund University in Sweden (control-based adaptivity).

Special problems in BVPs. In two-point BVPs, it is common to generate the grid from a

‘grid density’ function. The actual grid points are computed by drawing N equidistant samples

from a nonlinear function that is computed from a monitoring function derived from a given error

estimate, cf. [29]. However, it is not uncommon to encounter stability problems in this procedure,

and therefore there are many algorithms that equidistribute the grid points along the solution’s arc

length. While this is a possible adaptivity criterion, it is unrelated to error control.

This motivated the search for alternatives to the grid adaptation strategy implemented in bvpsuite,

cf. [13]. Although, the original strategy based on the error estimate of the global error works very

dependable in practice, its theoretical justification is based on a priori assumptions concerning the

structure of the global error. First of all, its leading term should have the form ψ · hq, where h is

the maximal stepsize in the grid. This holds true for the collocation method we are using, for both

regular and singular BVPs in ODEs, provided the solution of the underlying analytical problem is

appropriately smooth.

However, the function ψ · hq should also dependably reflect the local behavior of the error. More

precisely, if we refine the mesh locally we would like to guarantee that the global error decreases

accordingly in this very region. Unfortunately, this second important property cannot be attributed

to the global error, in general. It holds for the superconvergent collocation schemes for instance,

which means that for regular ODEs and Gaussian points, the above assumptions are satisfied. For

singular ODEs superconvergence order is very often observed but cannot be guaranteed to hold

in general. Therefore, we shall implement an alternative strategy and compare it to the standard

implementations in sbvp1.0 and bvpsuite. In this strategy, the grid density function is computed

using the equidistribution (or Euler-Lagrange minimization) of the residual, the number of points

in the new mesh is chosen using the norm of the global error. These first variants of the adaptation

strategy will be comprehensively tested also in context of other problem settings. We also aim at

its theoretical understanding.

Finally, we intend to create stable, reliable and efficient algorithms based on controlling the er-

ror, starting from the Euler-Lagrange criterion (equidistribution principle) on grid optimality and

implement it within a working code. Although there exists a lot of experimental knowledge on

adaptive algorithms controlling the error, we believe that much remains to be done in order to

obtain a full understanding of how this adaptivity should be designed to provide best results. In

particular, we intend to further develop error estimators, where the error in a single mesh cell only

depends on the width of that cell, for regular as well as singular BVPs. This property will make
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it possible to construct stable and reliable controllers that yield an adapted grid after a single, or

at most a few, trial attempts, starting from a coarse, uniform grid. By ‘error estimator’ above,

we mean either an estimator of the residual, the defect or the actual error, where it is of great

importance to ascertain the robustness of the estimator as well as its asymptotic properties, as the

number of grid points N → ∞. We will need to establish the efficiency of the different approaches,

in terms of the mathematical properties of the problem, the method and estimator properties, and

the interaction with the controller. Finally, we shall develop software that offers options to solve

different classes of problems using various adaptive techniques, while using the most efficient and

reliable techniques for singular as well as regular BVPs.

Extension to partial differential equations As we have good algorithms available for time-

stepping in IVPs and a new approach to grid generation for BVPs, it is only natural to combine

these techniques in order to devise adaptive algorithms in initial-boundary value problems in (at

least 1D) partial differential equations (PDEs), cf. Section 11. This entails studying both full

space-time adaptivity, and moving mesh algorithms.

Techniques similar to the BVP mesh generation discussed in this proposal have been suggested

for 1D hyperbolic problems, but many algorithms suffer from ‘grid tangling’ as they move the

grid points directly instead of working with a grid density function as proposed here. We aim

at combining our approach to mesh generation for BVPs with the control and signal processing

techniques we have used for IVPs.

Such a combination should be possible for moving mesh algorithms in parabolic problems, such

as in reaction-diffusion problems. Because diffusion successively regularizes the solution, we do

not expect such problems to be particularly challenging for the grid density approach in one space

dimension. Hyperbolic problems, on the other hand, are completely different. In particular, if

shocks develop, the numerical scheme could benefit significantly from ‘front-tracking’, but at this

stage we do not plan to include this class of problems. Finally, in several space dimensions, the

grid density approach will require very significant further studies.

2.2 Numerical Simulation of Models from Applications

After implementing the new grid adaptation in bvpsuite, the code shall be applied to simulate

problems important in applications. This part of the work shall be carried out in a cooperation with

I. Rach̊unková and S. Staněk from the Palacky University, Olomouc, Czech Republic. Moreover,

included are simulation of models in applications in context of the bvpsuite code development and

publication and a simulation of the ownership shares restrictions in political economy.

10



2.3 New Matlab Code time-traveller for Parabolic PDEs

2.3 New Matlab Code time-traveller for Parabolic PDEs

Having an efficient code solving BVPs in ODEs adaptively, it seems natural to utilize its advantages

when solving parabolic PDEs. We shall implement and comprehensively test a routine solving PDEs

of the form

∂u

∂t
(x, t) = F

�∂2u

∂x2
(x, t),

∂u

∂x
(x, t), u(x, t), x, t

�
, x ∈ [a, b], t > 0, (2.1a)

u(x, 0) = u0(x), t > 0, B(u(a, t), u(b, t)) = 0, a ≤ x ≤ b, (2.1b)

where u := u(x, t) : [a, b]×R+ → R is an appropriately smooth function, and F,B and u0 are given

functions specified on suitable domains. For the numerical solution of (2.1), we apply the so-called

transverse method of lines, or Rothe’s method, which means that we discretize in time first and in

space afterwards. For the solution in space, we then use our new solver bvpsuite1.1. With the

backward Euler rule1, we obtain

u(x, tn+1)− u(x, tn)

Δtn
=F

�∂2u

∂x2
(x, tn+1),

∂u

∂x
(x, tn+1), u(x, tn+1), x, tn+1

�
, (2.2a)

u(x, 0) = u0(x), B(u(a, tn+1), u(b, tn+1)) = 0. (2.2b)

Introducing vn(x) := u(x, tn), we can rewrite (2.2) and see that for a given vn(x) the time-step

tn → tn+1 corresponds to a solution of a BVP for vn+1(x):

F(v��n+1(x), v�n+1(x), vn+1(x), vn(x)) = 0, B(vn+1(a), vn+1(b)) = 0, (2.3)

with a suitably defined function F . Error control based on mesh halving will be used to estimate

the error in the time-stepping procedure in order to keep error in time below the prescribed tol-

erance. To solve the ODEs in space, collocation method is used and the grids are controlled as

described before using the new strategy for the grid adaptation. This means that in the code, both

errors in space and time are controlled to satisfy the prescribed absolute and relative tolerances,

STOLa, STOLr, TTOLa, TTOLr.

1An application of a second order method is also an option and will be considered later.
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Chapter 3

Discussion of the Papers and the

Code time-traveller

The dissertation consists of seven papers followed by the chapter about the code time-traveller.

The papers, items 1 to 7, are listed in the following way:

1. Automatic grid control in adaptive BVP solvers, G. Pulverer, G. Söderlind, E.B.

Weinmüller, Numer. Algor. 56 (61-92), 2011.

In this paper, we develop a new grid adaptation strategy for the boundary value solver

bvpsuite. Grid adaptation in two-point boundary value problems is usually based on map-

ping a uniform auxiliary grid to the desired nonuniform grid. Typically, finding the location

of grid points to correctly reflect the solution behavior and determining the number of grid

points which are necessary to satisfy the tolerance requirement are done in one step. Here,

we try to split these two tasks. In the first step, we construct a grid density function φ(x).

The local mesh width Δxj+1/2 = xj+1 − xj with 0 = x0 < x1 < · · · < xN = 1 is computed

as Δxj+1/2 = �N/ϕj+1/2, where {ϕj+1/2}N−1
0 is a discrete approximation to the continuous

density function φ(x), representing mesh width variation. The parameter �N = 1/N controls

accuracy via the choice of N . For any given grid, a solver provides an error estimate. Taking

this as its input, the feedback control law then adjusts the grid, and the interaction contin-

ues until the error has been equidistributed. Once φ(x) is determined, another control law

determines N based on the prescribed tolerance TOL.

In our case, the grid density function is determined via the equidistribution of the defect of

the collocation solution. The iteration is carried out on a coarse grid to safe time. After that

the number of points in the final grid is chosen in such a way that the estimate for the global

error satisfies the tolerance.

In the paper the interaction between control system and solver, and the controllers ability

to produce an optimal grid in a stable manner is studied. Moreover, we focus on the correct

prediction of the number of necessary grid points. Numerical tests demonstrate the advan-

tages of the new control system within the bvpsuite solver, for a selection of problems and

over a wide range of tolerances.
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The contribution of G. Pulverer to this work was 50%.

2. The New Matlab Code bvpsuite for the Solution of Singular Implicit BVPs, G.

Kitzhofer, O. Koch, G. Pulverer, Ch. Simon, E.B. Weinmüller, JNAIAM 5 (113-

134), 2010.

Our aim was to design an open domain Matlab code bvpsuite1.1 for the efficient numerical

solution of BVPs in ODEs. Motivated by applications, we were especially interested in pro-

viding a code whose scope is appropriately wide, including fully implicit problems of mixed

orders, parameter dependent problems, problems with unknown parameters, problems posed

on semi-infinite intervals, eigenvalue problems and systems of differential algebraic equations

of index 1. Our main focus however, was on singular BVPs in which singularities in the differ-

ential operator arise. In this paper, we first recapitulate the analytical properties of singular

systems and the convergence behavior of polynomial collocation used as a basic solver in the

code for both singular and regular ODEs and differential algebraic equations. We also discuss

the a-posteriori error estimate and the grid adaptation strategy implemented in our code.

Finally, we describe the code structure and present the performance of the code which also

has been equipped with a graphical user interface for an easy use.

The contribution of G. Pulverer to this work was 30%.

3. A unified approach to singular problems arising in the membrane theory,

I. Rach̊unková, G. Pulverer, E.B. Weinmüller, Applications of Mathematics 55

(47-75), 2010.

In this work, we study the singular boundary value problem

(tnu�(t))� + tnf(t, u(t)) = 0, lim
t→0+

tnu�(t) = 0, a0u(1) + a1u
�(1) = A,

where f(t, x) is a given continuous function defined on the set (0, 1]× (0,∞) which can have

a time singularity at t = 0 and a space singularity at x = 0. Moreover, n ∈ N, n ≥ 2 and

a0, a1, A are real constants such that a0 ∈ (0,∞), whereas a1, A ∈ [0,∞). The aim of this

paper was to discuss the existence of solutions to the above problem and apply the general

results to cover certain classes of singular problems arising in the theory of shallow membrane

caps, where we are especially interested in characterizing positive solutions. The second aim

was to simulate the problem and illustrate the theoretical statements, especially those from

Theorem 3.6, and to show that bvpsuite can cope with this very difficult problem. In order to

approximate the problem, we used collocation at 4 Gaussian collocation points. The numerical

solution has been calculated on a fixed equidistant mesh with 1000 points. These rather dense

grids were necessary for a good visualization of approximations when transforming them from

the standard interval [0, 1] back to the infinite interval [1,∞). The error estimate and the

residual were also recorded as indicators for the accuracy of the numerical solution. The

error estimate was computed by coupling solutions related to meshes with 1000 and 2000

meshpoints. The residual was obtained by substituting the numerical solution into the system

of differential equations.

The contribution of G. Pulverer to this work was 40%.
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4. Analysis and Numerical Solution of Positive and Dead Core Solutions of Singular

Sturm-Liouville Problems, G. Pulverer, S. Staněk, E.B. Weinmüller, Advances

in Difference Equations, Volume 2010, Article ID 969536, 37 pages (2010).

We investigate the singular Sturm-Liouville problem

u��(t) = λu(t), u(0) = 0, βu�(1) + αu(1) = A,

where λ is a nonnegative parameter, β ≥ 0, α > 0 and A > 0. We discuss the existence of

multiple positive solutions and show that for certain values of λ, there also exist solutions that

vanish on a whole subinterval [0, ρ] ∈ [0, 1), the so-called dead core solutions. The numerical

simulation was here especially challenging because using suitably chosen starting profiles,

all multiple solutions had to be recovered. On the other hand the dead core solutions were

showing sharp edges in the areas around t ≈ ρ, which certainly was a difficulty for the code.

In the numerical simulations, the collocation method, error estimate strategies and the grid

adaptation, implemented in bvpsuite, proved dependable and robust.

The contribution of G. Pulverer to this work was 40%.

5. Foreign Ownership Restrictions: A Numerical Approach, B. Karabay, G. Pul-

verer, E. Weinmüller, Comput Acon 33 (361-388), 2009.

We analyze the reason behind the use of foreign ownership restrictions on inward Foreign

Direct Investment (FDI). We extend the results developed by Karabay (2005) by changing

the condition on share distribution in the model. Due to this change, we are able to analyze

the political economy aspect of this restrictive policy, i.e., we can study the effect of the

host government welfare preference on the optimal foreign ownership restriction. Since the

analytical solution to the optimal share restriction policy cannot be specified analytically,

in general, we use a numerical approach based on collocation and implemented in the code

sbvp1.0, to approximate the solution to the problem. Within this framework, under certain

conditions, it turns out that the rent extraction-efficiency trade-off is sharper the less the host

government favors the local firm. We show that not only economic factors but also political

factors play an important role in the determination of the foreign ownership restrictions.

The mathematical model arising from the above theory, has the form of a nonlinear implicit

scalar ordinary differential equation of second order which can be rewritten in a form of an

implicit system of two differential equations of first order. The additional difficulty is that

the linearized system whose solution we solve for during the Newton iteration, exhibits a

singularity at the origin. Such systems are typically given in the following form:

bδz�(b) = M(b)z(b) + bδg(b), b ∈ (0, 1], R0z(0) +R1z(1) = ρ, z ∈ C[0, 1],

where δ ≥ 1, z is an n-dimensional real function, M is a smooth n × n matrix, R0, R1 are

constant n×n matrices, and g is a smooth n-dimensional function. For the singular problem

with a continuous solution z ∈ C[0, 1], boundary conditions have to show a certain structure

which depends on the eigenvalues of the matrix M(0) and are chosen in such a way that the

solution z ∈ C[0, 1] is isolated and the problem at hand is well-posed.

The contribution of G. Pulverer to this work was 50%.
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6. Analysis and numerical simulation of positive and dead-core solutions of singular

two-point boundary value problems, S. Staněk, G. Pulverer, E.B. Weinmüller,

Comp. Math. Appl. 56 (1820-1837), 2008.

We investigate the solvability of the Dirichlet boundary value problem

u��(t) = λg(u(t)), λ ≥ 0, u(0) = 1, u(1) = 1,

where λ is a nonnegative parameter. We discuss the existence of multiple positive solutions

and show that for certain values of λ, there also exist solutions that vanish on a subinterval

[ρ, 1 − ρ] ∈ (0, 1), the so-called dead-core solutions. In order to simulate model equations

and to illustrate the theoretical findings, we focused on g(u) = 1/u and used the collocation

method implemented in bvpsuite1.1. The aims and the results of this paper both for the

analysis and the numerical simulation are similar to those described in Paper 4.

The contribution of G. Pulverer to this work was 40%.

7. On a singular boundary value problem arising in the theory of shallow membrane

caps, I. Rach̊unková, O. Koch, G. Pulverer, E. Weinmüller, J. Math. Anal. Appl.

332 (523-541), 2007.

In this work, we investigate the following singular boundary value problem which originates

from the theory of shallow membrane caps,

(t3u�(t))� + t3
�

1

8u2(t)
− a0

u(t)
− b0t

2γ−4

�
= 0, lim

t→0+
t3u�(t) = 0, u(1) = 0,

where a0, b0, and γ are given constants. We show the existence of a positive solution to

the above problem by means of a generalized lower and upper functions method involving

limiting processes. We illustrate the theory by numerical experiments, carried out with the

Matlab code bvpsuite1.1 based on polynomial collocation, to approximate the solution of

the membrane problem.

The contribution of G. Pulverer to this work was 30%.

8. The Matlab code time-traveller

As mentioned in Section 2.3, a test version of a code for the numerical solution of parabolic

PDEs in one space variable has been implemented. The underlying numerical method is

Rothe’s method. In Chapter 11, the detailed description of the code and the simulation of

applications can be found.

The contribution of G. Pulverer to this work was 80%.

Additional Remarks on time-traveller

Some interesting information about the code, can be found in the recent article [26]. Here,

the properties of our fully adaptive space-time discretization for a class of nonlinear heat

equations was investigated. Recall that the space discretization is based on adaptive polyno-

mial collocation (bvpsuite1.1) which relies on equidistribution of the defect of the numerical

solution, and the time propagation is realized by an adaptive backward Euler scheme, cf. [59].

From the known scaling laws, the theoretically optimal grids implying error equidistribution
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are described and it is verified that the adaptive procedure implemented in time-traveller

closely approaches these optimal grids.

In particular, the study is focused on the problem

ut(x, t) = uxx(x, t) + u3(x, t), ux(0, t) = u(4, t) = 0, u(x, 0) = u0(x) = 4e−x2
, (3.1)

whose numerical solution is discussed and analyzed. The numerical solution to problem (3.1)

is shown in Figure 3.1 and the asymptotic grid properties depicted in Figure 3.2 are in a good

agreement with the theory.
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Figure 3.1: The evolution in time for the solution of the problem (3.1). At tend = 0.0325129 the solution

maximum is umax = 7.45·105.
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Figure 3.2: Problem (3.1): The top figure shows the evolution in time for max |ui|2 × Δt(n) and the

bottom figure shows the evolution in time for max |ui| × minΔx(n) in this problem. Here, max |ui| is the

maximal solution value and Δt, Δx are stepsizes in time and space, respectively. According to the theory,

max |ui|2 × Δt(n) and max |ui| × minΔx(n) shall be constant. Here, aTOL = 10−4, rTOL = 10−6 and

tend = 0.0325129, as the desired end point in time, has been reached after 105 steps.

The graphs verify that optimal grids derived from known scaling lows for the analytical problem

and providing an efficient solution through error equidistribution can be observed in the practical

realization of time-traveller. Note that these optimal grids rely solely on asymptotically correct
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17



Chapter 4

Paper 1: Automatic grid control in

adaptive BVP solvers

18



Chapter 5

Paper 2: Matlab Code bvpsuite1.1

for the Solution of Singular BVPs in

ODEs

50



Chapter 6

Paper 3: Singular ODEs arising in the

membrane theory

73



Chapter 7

Paper 4: Positive and Dead Core

Solutions of Singular Eigenvalue

Problems

102



Chapter 8

Paper 5: Numerical Approach to

Foreign Ownership Restrictions

140



Chapter 9

Paper 6: Positive and dead-core

solutions of singular two-point BVPs

in ODEs

169



Chapter 10

Paper 7: Singular BVPs arising in the

theory of shallow membrane caps

188



Chapter 11

The Matlab Code time-traveller

11.1 Transverse Method of Lines (Rothe’s Method) for the Nu-

merical Solution of Parabolic PDEs

We consider initial/boundary value problems for systems of PDEs of the following form:

∂

∂t
u(x, t) = F

�
∂2u

∂x2
(x, t),

∂u

∂x
(x, t), u(x, t)

�
, x ∈ [a, b], t > 0,

subject to boundary conditions

g(u(a, t), u(b, t)) = 0, t > 0,

and the initial condition

u(x, 0) = u0(x), x ∈ [a, b].

Here, F, g, and u0 are given vector-valued functions defined on suitable domains.

In order to transform the system of PDEs into a system af ODEs, we first discretize the above

system in time using the backward Euler scheme. This results in

u(x, ti+1)− u(x, ti)

Δti
= F

�
∂2u

∂x2
(x, ti+1),

∂u

∂x
(x, ti+1), u(x, ti+1)

�
, g(u(a, ti+1), u(b, ti+1)) = 0, i ≥ 0,

where u(x, ti) as a given profile for the step from ti to ti+1 and u(x, t0) = u(x, 0) = u0(x).

From the above system, the function u(x, ti+1), x ∈ [a, b] is to be approximated.

With vi+1(x) := u(x, ti+1), the discretized problem can be written as a BVP for an implicit system

of ODEs,

G(v��i+1(x), v
�
i+1(x), vi+1(x); vi(x)) = 0, g(vi+1(a), vi+1(b)) = 0, i ≥ 0, (11.1)

where vi(x) is a given data function. For a given Δti = ti+1 − ti, this problem is fully specified.

The solution vi(x) at the time level ti will be provided as a piecewise polynomial function from

the available collocation code bvpsuite1.1 [50].

208



11.2 Adaptive space-time grids in time-traveller

11.2 Adaptive space-time grids in time-traveller

The full space-time grid adaptation implemented in time-traveller consists of stepping in time

and on each time level adapting the grid in space. All technical details can be found in [59] and in

[60], respectively, see also [26]. To avoid repetitions, we restrict ourselves here to some remarks on

the most important issues of the adaptation procedure.

11.2.1 The adaptive solver for BVPs in ODEs

The mesh selection strategy in space implemented in bvpsuite1.1 was proposed and investigated

in [60]. The main idea in the context of two-point boundary value problems is to construct

a smooth function mapping a uniform auxiliary grid to the desired nonuniform grid. In [60]

a new way to to provide the so-called grid density function φ(x) was proposed. The local

stepsize hi = xi+1 − xi is computed as hi = �N/ϕi+1/2, where �N = 1/N is the accuracy control

parameter corresponding to N − 1 interior points, and the positive sequence Φ = {ϕi+1/2}N−1
i=0 is

an approximation to the continuous density function φ(x), representing the mesh width variation.

We use an error estimate to generate a new density from the old one. Digital filters are employed

to process the error estimate and the density [68].

For boundary value problems, an adaptive algorithm determines a sequence of mesh densities

Φ[ν], ν = 0, 1, . . . , by equidistributing some monitor function, a measure of the residual or error

estimate. Clearly, since Φ[ν] depends on the error estimates, which in turn depend on the distribu-

tion of the grid points, the process of finding the density becomes iterative. For some error control

criteria a local grid change typically has global effects. Our aim is to avoid this difficulty and

therefore, we choose the error estimators such that the error on the interval [xi, xi+1] only depends

on the local mesh width, hi = �N/ϕi+1/2. We decided to use the residual r(x) to define the monitor

function, whose values are available from the substitution of the collocation solution p(x) into the

analytical problem (11.1). While the residual based monitor function R(x), is used to update the

mesh density, the number of the necessary mesh points in the final grid is determined from the

condition that the absolute global error satisfies the tolerance requirement. The mesh halving idea

provides the values of the error estimate Ek(x), k = 1, . . . , d, in the interval [a, b]. Now we can

compute

GΔm := max
x

( max
1≤k≤d

|Ek(x)|), x ∈ Δm,

where Δm := Δ ∪ {xi,j : xi,j = xi + ρjhi, i = 0, . . . , N − 1, j = 1, . . . ,m} is the computational

grid (including the collocation points) with Δ := {x0, x1, ..., xN}, 0 < ρ1 < ρ2 < ... < ρm < 1,

hi := xi+1 − xi and Ji := [xi, xi+1]. The number of grid points for the next iteration step is

estimated from

N [ν+1] = M

�
GΔm

0.9 TOL

�1/(m+1)

, (11.2)

where M = 50 is the fixed number of points in the control grid.
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Below, we specify in more detail the grid adaptation routine implemented in the code.

1. Grid generation, finding the optimal density function, is separated from mesh refinement,

finding the proper number of mesh points. We first try to provide a good density function

Φ[0] on a rather coarse mesh with a fixed number of points M = 50. The mesh density

function is chosen to equidistribute the monitor function R(x).

2. For each density profile in the above iteration, we estimate the number of mesh points neces-

sary to reach the tolerance, according to (11.2).

3. The calculation of the density function is terminated when N [ν+1] > 0.9Nν . We expect that

in the course of the optimization of the density function the number of the associated mesh

points will monotonically decrease. We stop the iteration, when the next density profile Φ[ν+1]

would save less than 10% of the mesh points compared to the current profile Φ[ν].

4. Since the calculation of a residual is not very expensive, we always update the density profile.

This means that we use of the information associated with the most recent available numerical

solution.

5. Finally, we solve the problem on the mesh based on Φ[ν+1] with N [ν+1] mesh points, and

estimate the global error of this approximation. If the tolerance requirement is satisfied, the

calculations are terminated. Otherwise, the grid is again refined.

For more details and the results of numerical tests, we refer to [60].

11.2.2 Adaptive time stepping

To adapt the stepsize in time, we follow the standard strategy proposed in [59]. The first

estimated timestep Δt0 is updated at each timestep if the approximate solution of the problem

is not accurate enough to satisfy the prescribed error tolerance. In this case, the stepsize is reduced.

We use the classical error estimate based on mesh-halving. This means that the accuracy of the

solution at each timestep is estimated by comparing two approximations, one obtained by solving

the ODE system with full stepsize Δt and the second obtained by solving the ODE system twice

with the stepsize Δt/2. Let us denote these approximations by ufull and uhalf , respectively. Since

these two approximations are not given on the same grid, we interpolate their values on a reference

grid. We now estimate the error for ufull by

E(x) := 2q

1− 2q
(ufull(x)− uhalf (x)),

where q = 1 is the order of convergence of the Euler method. To accept or reject the step, a mixed

tolerance is defined using the tolerances for the absolute and relative error,

mixed TTOL := aTTOL+ rTTOL max(�ufull�∞, �uold�∞),
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where aTTOL and rTTOL are the absolute and relative tolerances in time, respectively. Moreover,

uold is the approximate solution from the previous timestep. Our aim is that error estimate, for

each x in the spatial grid, satisfies the tolerance requirement,

|E(x)| ≤ mixed TTOL, (11.3)

where |v| is the maximum norm of the vector v. To this aim, we work with the tolerance factor,

TOL fac :=
��� error

mixed TOL

���
2
, error := max

x
|E(x)|. (11.4)

If TOL fac ≤ 1, the computed step is accepted and the solution is advanced with ufull. Next, we try

to provide the optimal guess for the new timestep. From the error behavior, TOL fac ≈ C(Δt)q+1

and from 1 ≈ C(Δt)q+1
opt , the optimal stepsize is obtained by

Δtopt = 0.9Δtold

�
1

TOL fac

� 1
q+1

, (11.5)

where q = min(qfull, qhalf). In our case, qfull = 1 and qhalf = 1, because we used Euler’s method to

compute the the full and half steps.

If TOL fac > 1, the step is rejected and the computations are repeated with the new stepsize.

11.3 The Code time-traveller

11.3.1 The Routine timetraveller.m

The routine timetraveller.m is a Matlab routine that organizes the time stepping for the solution

of the initial/boundary value problem of a partial differential equation introduced in Section 11.1.

The PDEs are transformed to a sequence of BVPs in ODEs using the Rothe’s method. At any

time point the resulting BVP is solved by bvpsuite1.1. However, any other ODE solver could be

be used by simply changing two lines in the routine timetraveller.m. Also, the data files, contain-

ing the data of the ODE, have to be changed accordingly, to fit into the structure of the new routine.

Figure 11.1 illustrates how timetraveller.m is working. Depending on the settings of an options-

structure that is generated by the routine travelopt.m, see Section 11.3.2, each problem takes a

different path through the program until it terminates with the desired solution or at an earlier

point with all the available data. Below, a detailed description of the functionality of every single

part shown Figure 11.1 is given.

Initialize Variables, Evaluate Options, Estimate Initial Stepsize

• Define global variables
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• Initialize auxiliary variables

• Log the starting profile

• Check the options-struct and re-initialize it if necessary

• Assign the destination in time

• (Estimate initial stepsize)

Start Main Path

• Start time-tracking

• Show information about the actual timestep (start, stepsize, . . .)

Calculate New Mesh and Starting Profile

• Calculate new number of meshpoints

– Use the mesh of the last solution

– Reduce the number of meshpoints used to calculate the last solution but retain the

distribution of meshpoints

– Use a fixed number of meshpoints

• Calculate new starting profile based on the new mesh

– Use last solution

– Extrapolate the last solutions on the new mesh along time

– Use a simple pre-estimate based on the last solutions on a reference-mesh

– Use the last solutions on the reference-mesh to extrapolate on the nearest points to the

new mesh along time

Calculate Full Step

• Calculate the solution with full stepsize using bvpsuite1.1

• Log the solution

Calculate Half Steps

• Calculate the solution with the halfed stepsize

• Log the solution

• Calculate the second solution with the halfed stepsize starting in the middle of the interval

• Log the solution

For the second half-step the solution of the full step is used as a starting profile.
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Estimate Error

• Interpolate the solutions of the full step and the second half step to a reference-grid using

appropriately many points

• Use the interpolated solutions for error estimation

• Check if tolerances are reached

Reduce Stepsize

• Calculate a new stepsize

• Restore the old solution

Error in bvpsuite1.1

In case that no convergence in bvpsuite1.1 is observed and the collocation code stops the cal-

culations, time-traveller interprets such situation as an error. However, often it is possible to

achieve convergence in bvpsuite by refining the mesh. So for timetraveller.m the controlled abort

of bvpsuite is an error because no solution has been calculated and the routine stopped, although

in principle it would be possible to further advance the computations.

• Catch the termination of bvpsuite1.1

• Strictly half the stepsize

Save Raw Data

• Log raw data

• Check if the destination has been reached

• Prepare the data for the next step

Program Terminates Before Reaching Destination

Although Figure 11.1 does not show this, it is possible that the routine terminates after a new

stepsize has been calculated. This is the case when the stepsize becomes smaller than the minimal

stepsize. In the figure, an undesired termination of the routine can only happen after logging the

raw data. Then, the routine checks if the destination has been reached and if the stepsize is smaller

than the minimal stepsize.

• Terminate the routine

• Pass all collected data to the user

213



The Matlab Code time-traveller

Program Terminates as Designated

• Terminate after reaching the desired destination

• Pass the solution and all collected data to the user

The description of the functionality of timetraveller.m given in this section is quite superficial. The

overview given here was only meant to provide a basic understanding of the sequence of instructions

within the routine. For details concerning different options-settings which trigger the different paths

of the routine see Section 11.3.2.
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11.3.2 The Routine travelopt.m

The routine travelopt.m is used to set the options for the routine timetraveller.m. As there are

multiple possibilities for timetraveller.m to advance, it is necessary to specify the related parameters.

It is very important to specify the desired accuracy, by prescribing the tolerances in time an space,

both absolute and relative. Other option are listed below,

• UseMesh,

• UseGrid,

• StepSize,

• Timesteps,

• Logging,

• SpaceControlOpt,

• UseLastCalculatedMesh,

• UselastCalculatedSolution,

• ImproveProfile,

• OptionCI,

• Display,

• MaxRefinements,

• TimeControlOpt,

• Private,

• producedby.

Among these options TimeControlOpt, SpaceControlOpt and Private are structs. The sub-options

of the Private-struct are

• ReductionFacSpace,

• MaxNumberSpace,

• MinNumberSpace.

The sub-options of the SpaceControlOpt-struct are

• AbsTol,
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Figure 11.1: The flow-chart for the routine timetraveller.m showing how the routine is organized. If the

user specifies a minimal stepsize, the routine might terminate without providing the final solution in case

that the estimated new stepsize becomes smaller than that minimal stepsize.
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• RelTol,

• K,

• Plot,

• InitialMesh,

• InitialCoeff.

Finally, the sub-options of the TimeControlOpt-struct are

• Method,

• AbsTol,

• RelTol,

• MinStepSize,

• Destination,

• EstimateFirsth,

• InitialStepSize.

Below, we specify the options in more detail, but first we explain how the options themselves can

be assigned: There are two ways to initialize them.

The first one is straight forward. With the simple call

options = travelopt(�d�);

the default options-struct is assigned to options. If the user wants to change a specific option he

can simply redefine the assigned value by typing

options.DesiredOption = DesiredValue;

There is no obligation to use ’d’ but any other value or string will assign the default options-

structure.

The other way to assign the options is to define them right away with the call of travelopt.m.

Typing

options = travelopt(�DesiredOption�,�DesiredValue�,�DesiredOption2�,�DesiredValue2�, . . . , );

will assign default options and overwrite the fields with the appropriate values. It is possible to

change the options using the second command above.
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11.3.3 Common Options

Common Options are options that are not included in one of the sub-options-structs, TimeCon-

trolOpt, SpaceControlOpt, and Private. Possible settings can be found right next to the option.

Default settings are placed in brackets.

UseMesh, (0,[1])

This option is used to determine if the solution on the last mesh shall be used in the interpolation

of the last solution in space. If set to 1 the necessary values are calculated from the solution on the

mesh. If set to 0 the options UseGrid has to be set to 1.

UseGrid, ([0], 1)

UseGrid must be set to 1 if UseMesh is set to 0. Otherwise if UseMesh is set to 1 this option is

obsolete. If set to 1 and not obsolete the routine uses the last calculated solution on the collocation

grid to determine the desired values for the routine.

StepSize, [0.05]

Any number can be used for StepSize, though a number smaller than 1 is reasonable. If time-

travelling is active, i.e. TimeControlOpt.Method is not 0, StepSize is obsolete. If time-travelling is

inactive there are two different possibilities to initialize StepSize. If StepSize is scalar, timetrav-

eller.m does each time step with the fixed StepSize. If StepSize is a vector, timetraveller.m takes

StepSize as the timegrid on which the routine attempt to solve the problem.

TimeSteps, [20]

Determines the number of TimeSteps. If TimeControlOpt.Method is not 0 or StepSize is a vector,

TimeSteps is obsolete.

Logging, (0, [1])

If set to 0 only the necessary data is logged, if set to 1 more data is logged.

UseLastCalculatedMesh, (0, 1, [2])

Other than UseMesh, UseLastCalculatedMesh is used to determine the new initial mesh for the next

calculation in space. If set to 0 a standard mesh determined from the ODE solver or, if assigned,

the inital mesh passed to SpaceControlOpt is used. At 1 the mesh of the last solution is used. When

the option is set to 2 the mesh of the last solution is reduced in number by ReductionFacSpace in

the Private-structure. The reduction of mesh points is carried out with unchanged mesh density.
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UseLastCalculatedSolution, (0, [1])

Determines whether to use the last calculated solution (1) as the new initial profile or not (0). If

set to 1 this option becomes improved by ImproveProfile.

ImproveProfile, (0, [1], 2, 3)

If UseLastCalculatedSolution is set to 1, ImproveProfile determines if the solution shall be improved

using different kinds of interpolation. At 0 no improvement is done. If ImproveProfile is set to 1 the

last solutions are interpolated to the next starting mesh and the next starting profile is extrapolated

along the time on each point of the mesh. With the setting at 2 a quick guess is made using the

last solution on the reference grid. ImproveProfile at 3 uses the solution on the reference grid to

extrapolate along the time and then interpolate the obtained solution back to the starting mesh.

OptionCI, []

OptionCI is an options-struct for the ODE solver.

Display, (0, [1])

Display controls the output of the ODE solver during the calculation of the solution.

MaxRefinements [3]

Maximum number of refinements of the ODE solver.

producedby

Safety field to check if the options were produced by travelopt.m.

11.3.4 TimeControlOpt Options

The TimeControlOpt options-structure determines the options for the time stepping.

Method (0, [1])

If Method is set to 1, time stepping using h/h
2 is chosen. If set to 0 time stepping is inactive and

further options in the TimecontrolOpt-structure are obsolete.

AbsTol [1e-3]

Determines the absolute tolerance for evolution in time.

RelTol [1e-3]

Determines the relative tolerance for evolution in time.
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MinStepSize [1e-8]

MinStepSize determines the smallest allowed stepsize. If a smaller stepsize is calculated from the

routine, it first tries to compute a solution with MinStepSize and terminates after failing.

Destination []

Should be specified when using time stepping. If not the routine calculates a destination in time

using StepSize and TimeSteps.

EstimateFirsth (0, [1])

Determines whether the first stepsize shall be estimated. If set to 0 the InitialStepSize is used for

the first time step.

InitialStepSize [1e-8]

Is used only when time stepping is active and EstimateFirsth is set to 0. Determines the size of

the first time step.

11.3.5 SpaceControlOpt Options

SpaceControlOpt includes options that are necessary for the ODE solver.

AbsTol [1e-8]

Determines the absolute tolerance for calculations in space.

RelTol [1e-8]

Determines the relative tolerance for calculations in space.

K [100]

The ratio between the largest and the smallest subinterval on the space mesh.

Plot ([0], 1)

Plot is a feature from the ODE solver bvpsuite1.1 which plots the solution and error curves when

the the tolerance has been satisfied. Since, we use bvpsuite1.1 quite often during the evolution

in time, Plot should be set to 0.
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InitialMesh []

The initial mesh in space is passed over via this option. If InitialMesh is not assigned the default

settings from the ODE solver are used. If UseLastCalculatedMesh is 0, InitialMesh will be used in

every time step.

InitialCoeff []

The coefficients of the initial solution profile for the ODE solver. The coefficients should be fitting

the InitialMesh.

11.3.6 Private Options

Private options determine settings which shall not be changed (or changed only by experienced

users).

ReductionFacSpace [2]

Determines by which factor the number of meshpoints from the last calculated solution shall be

reduced to determine a new initial mesh. Is obsolete if UseLastCalculatedMesh is not set to 2.

MinNumberSpace [5]

A minimal number of meshpoints which shall be used in the initial mesh.

MaxNumberSpace [100]

A maximum number of meshpoints which shall be used in the initial mesh.

Problem Data

Since timetraveller.m uses an ODE solver to calculate the solutions in space, the problem data

has to be provided to the solver in an appropriate form. The solver bvpsuite1.1 uses an extra

m-file for storage of the problem data. Because of the evolution in time, the problem data changes

in every step. To avoid too complicated modifications of the data files it is necessary to prepare

a second data file for the changes. The original data file for the ODE solver is modified by using

functions (the second data file) for the changing parts. Doing so doubles the number of data files,

but the advantage is that the second data file (from now on we call it support file) does not need

to be altered if another ODE solver is used. Due to organization issues the support files and the

date files have the same names with a leading yy prefix.

The following listing shows how the support file is organized,

function out = yy_datafile(var,x,varargin)
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global first_g usemesh_g usegrid_g mesh_g solmesh_g grid_g ...

solgrid_g stepsizeintime_g

switch var

case ’c1’

out=stepsizeintime_g;

case ’value’

if first_g

out=sin(x./5.*pi);

elseif usemesh_g

out=interp1(mesh_g,solmesh_g,x,’spline’);

elseif usegrid_g

out=interp1(grid_g,solgrid_g,x,’spline’);

else

disp(’WARNING: No further evolution in time possible.’);

disp(’ Try changing globals usemesh and usegrid. ’);

end

case ’spacegrid’

out=frakem_1(’x1’);

end

As mentioned above the name of the support file and thus the function-call is yy datafile. There

are two variables that have to be passed to the support file. The first one, var, regulates which

part of the function is needed. The second one tells on which position a value is needed. The

optional varargin argument allows necessary changes without reorganizing the file. The first

case for the variable var is c1. c1 stores the actual stepsize using a global variable because the

adaptive mesh strategy leads to continuous changing the stepsizes. The second case is value and

it carries the last solution, i. e. the starting profile for the current calculation. In case of the

first run the global first g is set to 1 to allow to read the profile from the given function. At

every later timestep first g is set to 0 and the desired value is generated via interpolating the

last solution on the mesh or on the collocation grid. The else-part of the switch-case command,

simply generates the feedback if the user incorrectly set the corresponding part in the options-struct.

The spacegrid part evaluates the corresponding data file to return the mesh on which the

problem shall be solved. Obviously this could have been left out by calling the data file di-

rectly from timetraveller.m. Nevertheless it was reasonable to do so, because this way direct

communication between timetraveller.m and the data file can be avoided, see Figure 11.2.

The global variables are necessary because the values in the support file change in every step of the

solution process. It would be possible to organize the timetraveller.m routine itself to carry all the

data (and avoid an additional file) but that would require changes, at least in the the data file, to

pass over the current data. Actually, even a change in the ODE solver would be necessary, because
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Figure 11.2: The diagram shows how the different files interact during the solution process. Note that

the data file and the support file interact with each other, while neither timetraveller with the data file nor

bvpsuite1.1 with the support file do.

it also calls the data file. Consequently, using global variables keeps the timetraveller.m routine

modular and ensures correct behavior of the ODE solver.

11.4 Solving Initial/Boundary Value Problems for Parabolic Par-

tial Differential Equations Using time-traveller

11.4.1 Example 1: One Dimensional Linear Heat Equation

The first example is the one dimensional heat equation, with a homogeneous rod placed in x ∈ [0, 1].

Its formulation is

∂u

∂t
(x, t) = κ

∂2u

∂2x
(x, t), x ∈ [0, 1], t > 0, u(x, 0) = u0(x), (11.6)

subject to boundary conditions u(0, t) = u(1, t), t > 0, and the thermal diffusivity is set to κ = 1. To

show the performance of time-traveller, we will run the code using different starting profiles u0(x)

and different tolerances such that TTOL = TTOLa = TTOLr and STOL = STOLa = STOLr.

Note that the tolerance STOL is always smaller than TTOL since the solution on the time level

tn is the data for the run on the level tn+1 and such data has to be appropriately accurate for the

solution u(x, tn+1) to satisfy TTOL.
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Example 1 with u0(x) = 4x− 4x2 and TTOL = 10−2, STOL = 10−4
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Figure 11.3: Problem (11.6): Solution u(x, t) for u0(x) = 4x−4x2 and TTOL = 10−2, STOL = 10−4. The

endpoint for the time integration was chosen as t = 0.25 because for t > 0.25 the solution quickly converges

to zero.

0 0.05 0.1 0.15 0.2 0.25

Figure 11.4: Problem (11.6): The time grid with 7 points used by the time-traveller to provide a

solution sytisfying the tolerances TTOL = 10−2, STOL = 10−4.
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Example 1 with u0(x) = 4x− 4x2 and TTOL = 10−3, STOL = 10−5
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Figure 11.5: Problem (11.6): Solution u(x, t) for u0(x) = 4x − 4x2 and TTOL = 10−3, STOL = 10−5.

Again, the endpoint for the time integration was chosen as t = 0.25.

0 0.05 0.1 0.15 0.2 0.25

Figure 11.6: Problem (11.6): The time grid with 20 points used by the time-traveller to provide a

solution sytisfying the tolerances TTOL = 10−3, STOL = 10−5.
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Example 1 with u0(x) = 4x− 4x2 and TTOL = 10−4, STOL = 10−7
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Figure 11.7: Problem (11.6): Solution u(x, t) for u0(x) = 4x − 4x2 and TTOL = 10−4, STOL = 10−7.

The endpoint for the time integration was t = 0.25.
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Figure 11.8: Problem (11.6): The time grid with 68 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−4, STOL = 10−7.

Summary for Example 1 with u0(x) = 4x− 4x2

In Table 11.1, we collect the norm differences for solutions calculated with different tolerances. The

notation a/b means that the respective tolerances were TTOL = 10−a and STOL = 10−b. The

entries in the table are

max
0≤x≤1

|u1(x, 0.25)− u2(x, 0.25)|,
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where the solutions u1(x, 0.25) and u2(x, 0.25) are related to a1/b1 and a2/b2, respectively.

2/4 3/5 4/7

2/4 – – –

3/5 1.4 · 10−2 – –

4/7 2.0 · 10−2 5.3 · 10−3 –

Table 11.1: Problem (11.6): Norm differences between solutions calculated with different tolerances. In

the first and second column, for solutions related to TTOL = 10−2 and TTOL = 10−3, we expect to see

numbers of the magnitude 10−2 and 10−3, respectively.

To summarize, Example 1 is an easy problem for the time-traveller and the code can provide

solutions satisfying all prescribed tolerances. This is the case, because the solution u is smooth and

decaying.

Example 1 with u0(x) = sin(πx)+sin(3πx)+4 sin(5πx) and TTOL = 10−2, STOL = 10−4
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Figure 11.9: Problem (11.6): Solution u(x, t) for u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx) and TTOL =

10−2, STOL = 10−4. The endpoint for the time integration was t = 0.25.
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Figure 11.10: Problem (11.6): The time grid with 12 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−2, STOL = 10−4.

Since the solution changes rapidly at the beginning of the integration, we now take a closer look at

that area, see Figure 11.11, where the solution is shown on the interval t ∈ [0, 0.2).
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Figure 11.11: Problem (11.6): Solution u(x, t) for u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx) and TTOL =

10−2, STOL = 10−4. The endpoint for the time integration was t = 0.02.

According to Figure 11.11, the solution may not change as sharply as suggested by Figure 11.9.

The tolerances are probably not sufficiently small to correctly reflect the solution behavior around

t = 0. Therefore, in the next step, we will decrease the tolerances.
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Example 1 with u0(x) = sin(πx)+sin(3πx)+4 sin(5πx) and TTOL = 10−3, STOL = 10−5
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Figure 11.12: Problem (11.6): Solution u(x, t) for u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx) and TTOL =

10−3, STOL = 10−5. The endpoint for the time integration was t = 0.25.
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Figure 11.13: Problem (11.6): The time grid with 75 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−3, STOL = 10−5.

The next figure shows that indeed the results obtained TTOL = 10−2 and STOL = 10−4 are not

very accurate. Clearly, the tolerances are too large to resolve the solution behavior, cf. Figures

11.11 and 11.14.
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Figure 11.14: Problem (11.6): Solution u(x, t) for u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx) and TTOL =

10−3, STOL = 10−5. The endpoint for the time integration was t = 0.02.
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Example 1 with u0(x) = sin(πx)+sin(3πx)+4 sin(5πx) and TTOL = 10−4, STOL = 10−7
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Figure 11.15: Problem (11.6): Solution u(x, t) for u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx) and TTOL =

10−4, STOL = 10−7. The endpoint for the time integration was t = 0.02.

For this data set, we calculated the solution only for t ∈ [0, 0.02], in order to more precisely show

the starting phase of the computation.

Here 122 steps in time were necessary to reach t = 0.02. Note, that when aftre the starting phase

the solution smooths out, the grid becomes coarser.

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02

Figure 11.16: Problem (11.6): The time grid with 122 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−4, STOL = 10−7.
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Summary for Example 1 with u0(x) = sin(πx) + sin(3πx) + 4 sin(5πx)

The following table shows quantities analogous to those presented already in Table 11.1. We

observe, that although the starting phase of the solution is better resolved using stricter tolerances,

the solution values at the time level t = 0.25 are comparable.

2/4 2/5 3/5 3/6

2/4 – – – –

2/5 3.3 · 10−3 – – –

3/5 1.9 · 10−2 1.5 · 10−2 – –

3/6 2.3 · 10−2 2.0 · 10−2 4.3 · 10−3 –

Table 11.2: Problem (11.6): Norm differences between solutions calculated with different tolerances. In

the first two columns and in the third column, for solutions related to TTOL = 10−2 and TTOL = 10−3,

we expect to see numbers of the magnitude 10−2 and 10−3, respectively.

11.4.2 Example 2: Imaginary Time Schrödinger Equation

Next problem is the imaginary time Schrödinger equation, cf. [42],

∂u

∂t
(x, t)− ∂2u

∂x2
(x, t) + V (x, u(x, t))u(x, t) = 0, x ∈ [−π, π], t > 0, u(x, 0) = u0(x), (11.7)

subject to the following boundary conditions u(−π, t) = 0, u(π, t) = 0, t > 0. Here V : R×R → R
is a smooth 2π-periodic potential, V (x, u) := (1 − cosx), and the initial profile has the form,

u0(x) = − sin(4x) + cosx + 1. Interestingly, we observe, that decreasing the power of the time

tolerance by one means a factor of three in the number of necessary time steps, from 6 to 17, 18 to

55, and 55 to 175.
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Solution for Tolerances TTOL = 10−2, STOL = 10−4
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Figure 11.17: Problem (11.7): Solution u(x, t) for u0(x) = − sin(4x) + cos(x) + 1 and TTOL =

10−2, STOL = 10−4. The endpoint for the time integration was t = 0.25.

0 0.05 0.1 0.15 0.2 0.25

Figure 11.18: Problem (11.7): The time grid with 6 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−2, STOL = 10−4.
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Solution for Tolerances TTOL = 10−3, STOL = 10−6
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Figure 11.19: Problem (11.7): Solution u(x, t) for u0(x) = − sin(4x) + cos(x) + 1 and TTOL =

10−3, STOL = 10−6. The endpoint for the time integration was t = 0.25.

0 0.05 0.1 0.15 0.2 0.25

Figure 11.20: Problem (11.7): The time grid with 18 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−3, STOL = 10−6.
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Solution for Tolerances TTOL = 10−5, STOL = 10−7
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Figure 11.21: Problem (11.7): Solution u(x, t) for u0(x) = − sin(4x) + cos(x) + 1 and TTOL =

10−5, STOL = 10−7. The endpoint for the time integration was t = 0.25.

0 0.05 0.1 0.15 0.2 0.25

Figure 11.22: Problem (11.7): The time grid with 175 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−5, STOL = 10−7.
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Summary for Example 2

2/4 2/5 3/5 3/6 4/6 4/7 5/7

2/4 – – – – – – –

2/5 1.1 · 10−3 – – – – – –

3/5 1.4 · 10−2 1.5 · 10−2 – – – – –

3/6 1.4 · 10−2 1.5 · 10−2 3.4 · 10−4 – – – –

4/6 1.9 · 10−2 2.0 · 10−2 4.3 · 10−3 4.5 · 10−3 – – –

4/7 1.8 · 10−2 1.9 · 10−2 4.2 · 10−3 4.3 · 10−3 1.5 · 10−4 – –

5/7 2.0 · 10−2 2.1 · 10−2 5.6 · 10−3 5.7 · 10−3 1.3 · 10−3 1.4 · 10−3 –

Table 11.3: Problem (11.7): Norm differences between solutions calculated with different tolerances. In the

first two columns, for solutions related to TTOL = 10−2, in the third and fourth columns for TTOL = 10−3,

in the fifth and sixth columns for TTOL = 10−4. We expect to see numbers of the magnitude 10−2, 10−3,

and 10−4, respectively.

In Table 11.3, we collected all1 results for Example 2. The results are similar to those observed for

Example 1. The code works dependably and fast, because of the solution structure which is not

very challenging.

11.4.3 Example 3: One Dimensional Nonlinear Heat Equation

∂u

∂t
=

∂2u

∂x2
+ u3, x ∈ [0, L], t > 0, u(x, 0) = u0(x), (11.8)

subject to the boundary conditions,

ux(0, t) = 0, u(L, t) = 0, 0 ≤ t ≤ b.

Here, L = 8, u0(x) = 4e−x2
, and b = 0.034.

Solution for Tolerances TTOL = 10−3, STOL = 10−8

Due to a difficult blow-up structure of the solution, see Figure 11.23, we decided to use a very strict

tolerance in space in relation to the tolerance in time. This measure was taken to reduce the data

error effects when moving from a time step to the next.

1We have not given all graphs in the text for the sake of brevity.
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Figure 11.23: Problem (11.8): Solution u(x, t) for u0(x) = 4e−x2

and TTOL = 10−3, STOL = 10−8. The

endpoint for the time integration was t = 0.035.

0 0.005 0.01 0.015 0.02 0.025 0.03 0.035

Figure 11.24: Problem (11.8): The time grid with 92 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−3, STOL = 10−8.

The maximal solution value is around 33. In the last step the size of the step length was 1.82·10−5.

The estimate for the next time step length was below the minimal value set to 10−8. For the

simulation of a similar problem with much smaller minimal time stepsize, see [26]. There, the

maximal solution value was around 105.

In the next figure, we show how the time step reduction developed.
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Figure 11.25: Problem (11.8): Time step reduction to reach the tolerances TTOL = 10−3, STOL = 10−8.

The following two models are problems involving Neumann boundary condition at the right bound-

ary.

11.4.4 Example 4: Heat Equation with Neumann BC1

Here, we consider the following problem:

∂u

∂t
=

∂2u

∂x2
− 2

∂u

∂x
, x ∈ [0, π], t > 0, u(x, 0) = u0(x) = x2 − πx, (11.9)

subject to the boundary conditions,

u(0, t) = 0, ux(π, t) = 0.
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Solution for Tolerances TTOL = 10−3, STOL = 10−8
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Figure 11.26: Problem (11.9): Solution u(x, t) for u0(x) = x2 − πx and TTOL = 10−3, STOL = 10−8.

The endpoint for the time integration was t = 1.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 11.27: Problem (11.9): The time grid with 38 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−3, STOL = 10−8.

11.4.5 Example 5: Heat Equation with Neumann BC2

Finally, we simulate the problem,

∂u

∂t
=

∂2u

∂x2
, x ∈ [0, 1], t > 0, u(x, 0) = u0(x) = x2 − x, (11.10)
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subject to the boundary conditions of the form,

u(0, t) = 0, ux(1, t) = 0.

Solution for Tolerances TTOL = 10−3, STOL = 10−6
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Figure 11.28: Problem (11.10): Solution u(x, t) for u0(x) = x2 − x and TTOL = 10−3, STOL = 10−6.

The endpoint for the time integration was t = 1.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 11.29: Problem (11.10): The time grid with 23 points used by the time-traveller to provide a

solution satisfying the tolerances TTOL = 10−3, STOL = 10−6.

11.4.6 Conclusions

Numerical simulations of the above model problems show that our test code time-traveller can

cope with them in a dependable and robust manner for a wide range of tolerances.
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Some additional information about the code was provided in [26]. In this paper the properties of

our fully adaptive space-time discretization for a class of nonlinear heat equations was investigated.

From the known scaling laws, the theoretically optimal grids implying error equidistribution are

described using the model problem,

ut(x, t) = uxx(x, t) + u3(x, t), ux(0, t) = u(4, t) = 0, u(x, 0) = u0(x) = 4e−x2
,

whose solution shows a very rapid growth in time. The investigation suggest that optimal grids

derived from known scaling lows for the analytical problem and providing an efficient solution

through error equidistribution can be observed in the practical realization of time-traveller, see

the end of Chapter 3.
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