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Kurzfassung

Transmissionselektronenmikroskope (TEM) stellen ein leistungsfihiges Werkzeug sowohl
fiir die Abbildung als auch fiir die Analytik auf der Groflenskala von Nanometern und
darunter dar. Durch den Einbau von computergenerierten holographischen Masken

in das Kondensorsystem eines TEMs ist es moglich die Wellenfunktion des Elektrons

in beliebiger Art und Weise zu manipulieren. Die erste Anwendung dieses Prinzips
war die Herstellung von Elektronenvortexstrahlen (EVS). Diese tragen sowohl einen
quantisierten Bahndrehimpuls als auch ein quantisiertes magnetisches Moment.

Binére holographische Absorptions-Vortexmasken, die mittels einer Gallium-Ionen-
feinstrahlanlage (FIB) geschnitten werden, stellen eine leistungsfahige und relativ
einfache Methode zur Erzeugung von EVS dar.

Fiir jene zwei Anwendungen von EVS, die in dieser Arbeit untersucht wurden,
werden u.a. grofle holographische Masken mit kleiner Gitterperiode und hoher Beu-
gungseffizienz beno6tigt. Deshalb wurden in dieser Arbeit Optimierungen des Herstel-
lungsprozesses der bindren holographischen Absorptionsmasken durchgefiihrt. Ins-
besondere wurde untersucht, ob und inwiefern sich die Materialauswahl und die
Beschichtungsparameter fiir die Herstellung elektronenabsorbierender Metallfilme,
sowie die FIB Schneidstrategie, auf das Ergebnis des FIB Schneidvorgangs auswirken.

Wiéhrend die Versuche beziiglich der FIB Schneidstrategie keine klaren Vorteile
in der Maskenqualitéit zeigten, ergab die Verwendung eines neu entworfenen stabil-
eren Probenhalters, sowie ein eigens fiir die Maskenherstellung entworfenes Driftko-
rrekturskript, deutliche Verbesserung der Maskenschneidresultate. Ebenso konnte
mithilfe der Verwendung von Iridium und Osmium — jene Materialien mit der hochsten
Dichte und sehr hohen Festigkeitswerten — der Bedarf stabilisierender Querstege im
Vergleich zum typischerweise verwendeten Platin deutlich reduziert werden. Weit-
ers ergab die Optimierung der Beschichtungsparameter eine massive Verringerung der
Elektronentransparenz der Osmiumfilme im Vergleich zu nicht optimierten Schichten.
Allerdings zeigten die hochreinen Osmiumschichten auch sehr grofie Druckspannun-
gen, welche zu starker Deformation der Stege des Beugungsgitters fiihrten. Indem
der kritische Arbeitsgasdruck fiir die Beschichtung mittels Kathodenzerstaubung ge-
funden wurde, konnten diese Schichtspannungen auf ein Minimum reduziert werden.
Diese Mafinahmen fiihrten dazu, dass es nun moglich ist sehr grofie und zugleich
feinstrukturierte holographische Vortexmasken zu erstellen.

Bedingt durch die intrinsische Chiralitat von EVS werden sie als viel versprechende
Alternative zur Messung des magnetischen Zirkulardichroismus (EMCD) gesehen.
In magnetischen Materialien entstehen atomar kleine EVS wéhrend des inelastischen
Streuprozesses. Mithilfe einer holographischen Vortexmaske, welche als Bahndrehim-
pulsfilter nach der Probe eingesetzt wurde, konnte die Bahndrehimpulsverteilung der



Elektronenwelle nach der Wechselwirkung mit der Probe analysiert werden. Somit
stellt diese Methode eine Alternative zum klassischen EMCD dar, um Magnetismus
auf der Nanometerskala zu messen, und dies, ohne eine aufwandige und teils lang-
wierige Probenorientierung durchfithren zu miissen. Bei Messungen an zwei ver-
schiedenen Mikroskopen und verschiedenen Testproben konnten Hinweise auf ein
schwaches EMCD Signal von 3% bis 7% detektiert werden, was eine gute Uberein-
stimmung mit Multi-Slice-Simulationen darstellt. Zusétzlich konnte eine Umkehrung
des EMCD Signals zwischen den L3 2-Absorptionskanten, sowie bei Magnetfeldumkehr
der Objektivlinse beobachtet werden. Dies stellt einen weiteren Hinweis auf ein
tatsdchlich vorhandenes EMCD Signal dar. Experimentell gleicht die Vortexfilter-
EMCD-Methode der Scanning-TEM-Technik. Daher ist die rdumliche Auflosung
dieser alternativen EMCD-Methode im Wesentlichen gegeben durch den Strahldurch-
messer auf der Probe. Dieser betrug 1 nm bzw. 0.8 nm, womit gezeigt werden kon-
nte, dass Nanometer sowie Sub-Nanometer Auflosung moglich sind. Multi-Slice-
Simulationen weisen darauf hin, dass mit dieser Methode, unter Verwendung eines
High-End-TEMs, welches mit einem Korrektor fiir die chromatischen Aberratio-
nen des Objektivs ausgestattet ist, auch atomare Auflésung moglich sein sollte.
Diese neue EMCD-Technik kénnte in Zukunft zur Untersuchung von Grenzflachen-
magnetismus von z.B. Riesenmagnetowiderstand (GMR) Diinnfilmschichtsystemen
angewendet werden, sowie moglicherweise dazu beitragen neue magnetische Spe-
ichertechnologien zu entwickeln die auf der Detektion und Manipulation einzelner
Atome beruhen.

Die zweite Anwendung von EVS beschéftigt sich mit der Untersuchung der Wech-
selwirkung des Elektronenbahndrehimpulses mit dem magnetischen Linsenfeld eines
TEMs. Dabei zeigte sich, dass das Rotationsverhalten von EVS interessante Beson-
derheiten aufweist. So wurde die langsame Larmor-Rotation, die, um drei bis vier
Groflenordnungen schnellere, Gouy-Rotation, sowie die Rotation bzw. fehlende Rota-
tion von freien Landau-Zustidnden beobachtet. Diese drei verschiedenen Klassen von
Rotationsfrequenzen konnten mit Hilfe eines quantenmechanischen Ansatzes erklart
werden. Zusatzlich wurde eine dimensionslose universelle Funktion gefunden, die
die Rotationsfrequenzen der EVS, welche iiber vier Gréflenordnungen reichen und
unter verschiedenen experimentellen Bedingungen aufgenommen wurden, sehr gut
beschreibt.



Abstract

Transmission electron microscopes (TEMs) are a powerful tool for nanoscale imaging
and material analytics. By placing computer-generated holographic masks in the
condenser system of a TEM, it is possible to arbitrarily shape the electrons’ wavefront.
The archetypical case of engineered electron wavefronts are electron vortex beams
(EVBs). They carry a quantized orbital angular momentum as well as a quantized
magnetic moment.

Binary amplitude holographic vortex masks fabricated by focused ion beam (FIB)
milling represent a powerful and straightforward method to produce electron vor-
tices. For the two applications of EVBs studied in this work, i. a. large-scale, high
diffraction efficiency holographic devices with low grating periodicities are needed.
Therefore, optimizations to improve the production process of binary amplitude holo-
graphic vortex masks have been carried out. In particular, it has been investigated
if and how the material choice and the deposition parameters of the metallic mem-
branes used for the production of binary amplitude holograms as well as the FIB
milling strategy affect the FIB milling result.

While tests in order to emend the FIB milling strategy did not show a significant
advancement in the holograms’ fidelity, the introduction of a newly designed high
stability sample holder and a custom made drift correction script showed marked
improvements in the FIB milling performance. Likewise, in comparison to the tradi-
tionally used Platinum, the employment of Iridium and Osmium — known to have the
highest density of all elements and very high mechanical strength — reduced the need
for a stabilization grating. Upon improvement of the sputter deposition parameters,
Osmium thin films showed massively reduced electron transmission values, compared
to non-optimized films. However, the high thin film purity came at the expense of
high compressive inner stresses causing grating deterioration and -collapse. By find-
ing the critical sputtering pressure of Osmium, these inner tensions could be strongly
reduced. These measures facilitated the production of finely structured large-scale
vortex masks.

Due to the intrinsic chirality of EVBs, they have become a promising candidate for
electron energy-loss magnetic chiral dichroism (EMCD) measurements. In magnetic
materials, atom-sized EVBs are naturally produced in the inelastic scattering events.
By employing a holographic vortex mask as an orbital angular moment filtering el-
ement in a post-specimen geometry, the orbital angular momentum content of the
outgoing vortex electron waves could be analysed. This represents an alternative
approach to classical EMCD for the measurement of magnetism on the nanometre
scale, without the need for a tedious crystal alignment. Measurements on two differ-
ent TEMs and different test samples delivered evidence for the detection of a faint



EMCD signal of 3% to 7%, which is in good agreement with multi-slice simulations.
Also, signal reversals for the Lj-edges and for magnetisation switching have been
observed, further hinting at the presence of a real EMCD signal. Because this al-
ternative EMCD method resembles a scanning TEM technique, the resolution of the
method is essentially determined by the size of the focused electron probe. The spot
size in these proof-of-principal experiments was 1 nm and 0.8 nm, respectively. Thus,
nanometre and even sub-nanometre resolution could be achieved. Accompanying
multi-slice simulations suggested the possibility of reaching even atomic resolution
when using chromatic aberration corrected state-of-the-art instrumentation. This
new approach may be used to explore interface magnetism in, e.g., thin film stacks,
showing the giant magneto-resistive (GMR) effect, and may pave the way to the
development of atomic scale magnetic memory technology.

EVBs have also been used to study the interaction of the electrons’ orbital angu-
lar momentum with the magnetic lens field of a TEM. It could be found that their
rotational behaviour reveals peculiar rotational-dynamics, including slow Larmor-
rotation, three to four orders faster Gouy-rotations and freely floating electron Landau-
states. These three different rotation-regimes could be reconciled using a quantum
approach. A dimensionless universal function was found that describes experimen-
tal data, covering the rotational-dynamics of electron vortices over four orders of
magnitude for different experimental conditions.
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1 Introduction

1.1 Motivation

Vortices are everywhere! — The ubiquitous presence of vortices in nature and their
inherent beauty, tried to exemplify in Figure 1.1, were definitely one of the key aspects
why I dived into the research around EVB. Besides, there is still a latent feeling in
me that such an omnipresent phenomenon may be of fundamental importance to the
understanding of what holds the universe together at its innermost folds.

At the time when I entered science in 2012 the excitement after the theoretical
prediction of electron vortices in 2007 by Konstantin Bliokh et al. [3] and their sub-
sequent experimental discovery shown in the seminal papers of Uchida et al. [4] and
Verbeeck et al. in 2010 [5] was still around. It was realized that one can actively
shape the electron wavefront and impart quantized units of orbital angular momen-
tum to the electron by using nano-structured materials. This opened up the door for
a more general research area, namely wavefront engineering, and it evolved to what
is now a vibrant research field, striving for new production methods and applications
of this new electron waveform.

1.2 Background

The discovery, in 2006, that magnetic chiral dichroism can be observed in the TEM [6]
provided an unexpected alternative to X-ray magnetic chiral dichroism (XMCD) [7]
and magnetic neutron scattering [8], both of which can only be performed in large
and costly synchrotron/neutron sources, as well as optical methods like the (surface)
magneto-optic Kerr effect (SMOKE or MOKE) [9]. All of these methods are limited
in spatial resolution to tens or even hundreds of nanometres whereas EMCD has seen
tremendous progress since then [10-13], achieving nanometre resolution [14, 15|, and
indications of sub-lattice resolution [12, 16, 17]. It opened new ways for studying mag-
netism on the nanometre and atomic scale, an aspect crucial for ultra-high density
storage media and spintronics. An important aspect of this so-called classical EMCD
method is that the crystalline specimen itself acts as a Bragg beam splitter for the
inelastically scattered electrons and, at the same time, works as a vorticity analyser
by interferometric means. This clever trick is also one of its inherent drawbacks when
coming to technologically interesting questions like interface- and surface magnetism
and magnetic properties of defects. Also, amorphous and nano-crystalline materials
are not readily accessible by classical EMCD, calling for a new EMCD method over-
coming these drawbacks. Vorticity filtering utilizing computer generated holographic
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1 Introduction

Figure 1.1: Vortices’ presence on different length scales spanning roughly 1030 orders
of magnitude. (a) The Whirlpool galaxy, a spiral galaxy [1]. (b) Wake
vortex study: vortical motion in air induced by an airplanes’ wing tip [2].
(c) A three dimensional projection of a defocus series showing an electron
vortex spinning through the magnetic lens field with 19 GHz, the diameter
of the structure is ~15nm.

mask (HM) and an adapted experimental geometry is a promising candidate as will
be elaborated in the following.

In 2010 with the prediction [3] and the independent discovery of EVB by Uchida
and Tonomura [4] and Verbeeck et al. [5], who were using nano-structured HM, a
whole new era began in the field of electron microscopy. The vivid field of singular
optics [18], where phase vortices where originally described by Nye and Berry [19]
and subsequently discovered by Bazhenov et al. and two years later by Allen and
co-workers [20, 21] could now be expanded to (charged)! particle physics. On the
one hand it was proven and realised for the first time that the electrons’ wavefront
can be shaped in a way that it carries quantized OAM in units of A, as well as
quantized magnetic moment in units of the Bohr magneton by placing HMs with
dislocation gratings (a HVM) in the condenser system of a TEM [5], see Figure 1.2.
On the other hand, these investigations opened up the field of electron wavefront
engineering in general, meaning that nearly any desired electron wavefront or probe
geometry can be generated by ‘simply’ milling its Fourier transform into a thin metal-
lic film, which would resemble an absorption- or amplitude mask. Or by milling the
structure into few nanometre thick amorphous SiOs- or non-stoichiometric silicon ni-
tride (SiNx)-membranes, representing a phase shifting- or phase-mask [23-25]. With
that, symmetry- or problem-adapted probe geometries can be prepared and used to
enhance otherwise hidden signals or characteristics of the specimen [26, 27]. Also,
aberration correction without the need for complex and costly Cs-correctors (complex
arrangements of multi-pole magnetic fields) becomes feasible [28].

Coming back to EVBs, due to their OAM, which can be arbitrarily high in contrast

'Recently, the production of neutron vortices has also been shown, see [22].
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1.2 Background

to the spin angular momentum, some peculiar effects and applications can be observed
and will also be described in part three of this thesis. For example, it was known
from optics that photons can be used to trap particles [29] as well as to impart OAM
onto test objects [21], which inspired researchers to transfer that finding to electron
vortices by showing manipulation of Au nanoparticles [30]. Also, when decomposing
the scattering amplitude into a basis of OAM eigenstates it is possible to use elastic
EVB scattering to detect crystals’ chirality [31]. Moreover, it will be shown how
EVBs can be used to produce free-electron Landau-states (LS) — which are quantised
electron states in magnetic fields — and at the same time reveal a set of peculiar fast
azimuthal dynamics of the order of 19 GHz in the magnetic field of the TEM objective
lens [32]. Using standard electron imaging theory, one would expect to see only a
single and constant rotation rate (image rotation) in a homogenous magnetic field, i.e.
the Larmor-frequency [33]. Imparting OAM to the electron beam changes that simple
picture, such that a multitude of rotational frequencies can be observed [32, 34].

Owing to the intrinsic chirality of EVBs, they have become a promising candidate
for atomic scale EMCD measurements in an incident vortex geometry. And with that,
they could become a versatile tool for spintronic applications on the scale of single
atoms. However, it soon became clear that atom-sized EVBs are needed to achieve
this goal [35, 36]. Even though important improvements were made in terms of high
brightness atomic scale vortex production [37-40], up to now no successful realisation
of the incident vortex EMCD or vortex scanning-transmission electron microscope
(STEM)-EMCD approach has been reported. It should be noted here that faint
atomic resolution EMCD signals have been shown without the need for atom-sized
EVBs, using intelligent shaping of the incident wavefront with a Cgs-corrector [41—
43]. As an alternative one can utilize a HVM as a vorticity filtering device after the
specimen. This is because OAM can be transferred to the probing electron when it
excites electronic transitions to spin-polarized final states of the atoms in the sam-
ple. This transfer of OAM manifests itself in a vortical structure of the inelastically
scattered probe electron. Using a fork mask as chiral filter is already established in
optics [44]. This alternative ansatz for EMCD opens up the possibility to measure
magnetic properties of amorphous materials (or multiphase materials including both
crystalline and amorphous magnetic phases), since the specimen no longer needs to
act as a crystal beam splitter itself. Also crystalline specimens could benefit from
using the vortex filter setup and its inherent breaking of the Bragg limitation when,
for example, substrate reflections overlap with the two EMCD measurement positions
which would diminish the EMCD signal strength. Additionally, this setups’ relative
simplicity, compared to the incident vortex EMCD method, and the possibility to
boost the spatial resolution to the nanometre scale, or even beyond, are tempting.

Actually, right from the inception of EVBs in 2010 [5] when Jo Verbeeck, He Tian
and Peter Schattschneider published their seminal paper on the production and ap-
plication of EVBs, the first application of EVBs and their holographic reconstruction
was the chiral filter for an EMCD measurement on bce Fe.

The confusing aspect is that, up to now, no replications, nor applications to other
material systems using the proposed setup incorporating a vorticity filtering holo-
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Figure 1.2: (a) Schematic principle of vortex generation. An incident plane electron
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wave hits a holographic fork mask. In the far-field the diffraction spots
turned into ring like structures that now carry OAM = mh, where m is
the topological charge. m could be any positive or negative integer. (b)
SEM image of a 20 pum holographic absorption or amplitude mask made
of an Au/Pd alloy with a thickness of 1.5pum and a grating periodicity
of Ipm. (¢) TEM image of the resulting nanometre-sized ring like EVBs
produced by the mask above.



1.2 Background

graphic fork mask after the specimen and broad beam illumination have been pub-
lished. In the light of the aforementioned advantages of this technique this is even
more puzzling and calls for a critical re-examination and a more involved study of the
underlying principle of this method. Since then, a multitude of other clever OAM
filtering ideas came up, e.g. triangular shaped apertures, knife edges, astigmatic
phase shifts [45, 46] and pinhole arrangements [47]. Recently, it has been shown
that OAM sorters, based on optical OAM sorting schemes [48], can also be built for
electrons in a TEM [49], and proposals to sort the EVBs” OAM incorporating only
electromagnetic fields have been published [50-52]. But, on the one hand all of them
show drawbacks, e.g. that the devices show strong OAM crosstalk, the analysis is
fundamentally more complicated or that they are not practical for beams which are
not OAM eigenstates or incoherent superpositions of different OAM states as is the
case in EMCD. And on the other hand, neither of them has been successfully applied
for vorticity filtering in EMCD measurements.

For both new EMCD methods (incident and vorticity filtering EMCD) there is a
strong need for large-scale high-fidelity HVM in order to reach high convergence- or
collection angles, respectively, and, thus, an increased signal-to-noise ratio (SNR).
Also, their grating periodicity must be sufficiently small such that the m = £1 order
are well-separated from the central order. Moreover, pure symmetrically distributed
OAM states are also a prerequisite for vorticity filtering EMCD experiments. In
principle HVMs can be built such that the phase or amplitude or both of the inci-
dent electrons can be manipulated [53]. Traditionally, FIB machines with their few
nanometre fine Ga-ion-beam have been used to cut HVMs in thin SiNx or metal
membranes, as they are readily available in TEM laboratories. Recently, also the
electron beam lithography technique has been used to fabricate large-scale and very
fine structured holographic phase masks [54]. For the experiments shown in this the-
sis amplitude masks have been used due to their robustness and straightforward way
of production. Also, in the light of low voltage TEM and SEM development [55, 56]
and applications like the improvement of light element image contrast, reducing beam
damage and/or the influence of Cerenkov radiation [57, 58] amplitude masks may be
more practical compared to phase masks because inelastic scattering in the phase
masks’ material is unavoidable. However, when it comes to ever-increasing HVM
sizes while at the same time the grating periodicities must be fine enough (~ 600 nm
and lower) for a decent separation of the EVBs, the question is, if the standard FIB
production methods like raster- or serpentine scanning are sufficient. Advanced FIB
milling strategies, employing a ‘vector-scan’ technique will be presented. Stream-files
provide the possibility to fully control the position and dwell time of the ion-beam to
generate spiral milling paths for every hole/void in the HVM structure. Additionally,
the milling order and -direction after each pass is reversed and, inspired by [59], the
influence of a position-dependent dwell time reduction in the proximity of the hole
edges will be shown. For a certain amount of electron absorption the metal membrane
has to have a few hundreds of nanometres up to a few micrometres of thickness, thus,
increasing the negative effect of the beam shape on the optimal grating bar geometry.
Using heavy elements like Au/Pd or Pt improves the situation but possibly due to
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their relatively high ductility, single grating bars tend to bend, stick together and
degrade while milling. It will be shown how this situation changes when alternative
materials, like Ir and Os — having superior mechanical characteristics — are used.

1.3 Outline

The structure of this thesis is as follows: first a general introduction to transmission
electron microscopy and the analytic technique electron-energy loss spectrometry will
be given, followed by an introduction to the interferometric EELS technique energy-
loss magnetic chiral dichroism. Then, an introduction to the theory of EVBs and an
overview of various alternative EVB production methods as well as vorticity filtering
devices will be given. Afterwards, the multi-slice simulation technique, which will be
used to understand the experimental findings in chapter three, will be introduced.
As a significant amount of effort went into the production and optimization of thin
films and devices needed for deposition and characterisation for the production of
HM, sections on focused-ion-beam milling and thin film production are included at
the end of chapter two. In the third chapter device modifications and improvements
necessary for the production of HVM will be described.

The fourth chapter is devoted to the production of holographic amplitude or ab-
sorptions vortex masks using focused-ion-beam machines. Different approaches, with
the aim to increase the quality of the milled amplitude masks will be presented. Rang-
ing from testing alternative scan strategies, like spiral vector-scanning, milling direc-
tion reversal and spacial dependent dwell time adaption to the question of whether the
mask material, density and inner stresses of the HVMs influences the HVM milling
results and to some extend also the EVB quality and distribution.

In the fifth chapter applications of EVBs in the form of an alternative EMCD tech-
nique — vorticity filtering EMCD — will be presented and described in detail, including
the description of the experimental setup, a single scattering theory, multi-slice sim-
ulations, the discussion of artefact sources, the achievable SNR and experimental
evidence of this new EMCD technique. At the end of chapter five, it will be shown
that EVB show peculiar rotation-dynamics in the magnetic lens field of the TEM
and how they can be used to produce free-electron Landau-states.
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In the course of this dissertation project a multitude of different measurement tools
and devices have been used to grow, modify and characterise thin films as well as
constitute to a new measurement method in transmission electron microscopy, so this
chapter aims at giving a bit more than a general introduction to the methods and
devices employed.

2.1 Transmission Electron Microscopy

Seeing is believing — among our six senses, our eyes with their roughly 130 millions
of photoreceptor cells represent the most dominant information channel to our brain,
creating to a large extents what could be called our ‘reality’ and defines the way how
we perceive our every day environment as well as how we understand it. However,
our vision ‘apparatus’ is limited to resolve structural features down to 50 pm, which
is approximately the diameter of a humans hair, and so were explorations in the
micro-cosmos. Before scientists started to explore the micro-cosmos, their focus laid
on the other side of the length scale, the macro-cosmos. Optical devices, like the
Galilean telescope, were used to study astronomy, no one thought of going into
the other direction, into the micro-cosmos not until Jan Swammerdams started to
use optical microscopes to discover red blood cells [60], Robert Hooke published his
‘Micrographia’ in 1665 showing detailed insights in the life of micro-organisms [61] and
Antoni van Leeuwenhoek who was able to significantly improve the current resolution
of the optical microscopes and thus fuelled the upcoming fascination for that young
field of science.

Surprisingly, it lasted nearly two hundred years until Carl Zeif§ together with
Ernst Abbe and Otto Schott were able to produce optical microscopes that were
more powerful than those rather simple single lens devices from van Leeuwenhoek.
Abbe found a way to theoretically describe and predict the characteristics of optical
lenses and also gave an expression for the maximum achievable resolution, which is
known as the Abbe resolution limit for coherent illumination conditions,

A

d= 2.1
nsin o (2.1)

where d stands for the line separation of an illuminated line grating or similar the
minimal separation of two or more structural features that still can be visually dis-
tinguished, A represents the wavelength of the illuminating light, n is the refractive
index of the medium in between the objective lens and the specimen (e.g. immer-
sion oil or air) and « which is the semi-acceptance angle of the objective [62]. John
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W. S. Rayleigh and Hermann von Helmholtz obtained a slightly different relation
for self-luminous samples, which is called the Rayleigh-criterion, 0.61\/N A, with
NA being the numerical aperture nsin«. This relation actually also holds true for
electron-optical devices like the TEM due to the wave nature of the electron.

Since then developments in optical microscopy continued and in the last few
decades some stunning new techniques came up, which all have in common that
the diffraction limit, once defined by Abbe as a fundamental barrier, is circumvented
using confocal microscopy techniques like the stimulated emission depletion approach
(STED), photo-activated localization microscopy (PALM) and stochastic optical re-
construction microscopy (STORM), which earned the Nobel Prize in chemistry in
2014 [63, 64], structured illumination microscopy (SIM) [65, 66] and other microscopy
techniques, utilizing near-field effects to overcome the diffraction limit like near-field
scanning optical microscopy (NSOM) [67].

The progress towards ever-increasing resolution made in optical microscopy deeply
reflects mankind’s motivation to explore nature’s building blocks in the micro- and
nano-cosmos. It was the same kind of motivation that drove the pioneers of electron
microscopy (EM), namely, Hans Busch, Reinhold Ridenberg, Ernst Briche and H.
Johannson ', Ernst Ruska, Max Knoll and Bodo van Borries in the early 1930s to
the invention of the transmission electron microscope [33, 68-71]. EM was therefore
an early approach to improve the resolution power of microscopes beyond the opti-
cal diffraction limit. The inventors wanted to incorporate the lightest and smallest
fundamental particle that had been discovered about three and a half decades ago
by J. J. Thompson: the electron. Because from their point of view the electron had
a classical electron radius of the order of a few femtometers. With the advent of the
idea of matter waves of Louis De Broglie in 1925, Ruska, who was initially not aware
of De Broglie’s work, had to revisit his resolution limit expectations in 1932. Using
Equation 2.1 and an aperture radius of 20 mrad he expected to reach a resolution
of the order of 2.2 A for 75keV electrons [68]. The first commercially available elec-
tron microscopes, like the so-called ‘Ubermikroskop’ from Siemens and Halske, see
Figure 2.1 (a), did not come close to that limit but easily surpassed the optical res-
olution limit of roughly 200 nm. Many issues had to be overcome: the improvement
of the vacuum system and electron sources, sample-contamination, -preparation and
-damage/-heating issues, the understanding and reduction of the lens aberrations and
the improvement of the microscope control and usability until, 40 years later, this
limit could eventually be reached?.

Figure 2.1 (b) shows an Tecnai F20 instrument (located at the TU Wien, Ther-
moFisher /FEI), which represents the aforementioned stage of TEM evolution and
is capable of routinely reaching a point resolution of 2.1 A and thus of seeing single

! Riidenberg’s son suffered from leg paralysis which was diagnosed as poliomyelitis, an illness sup-
posed to be caused by a virus too small to be resolvable under optical microscopes. From that
on he wanted to invent a device capable to make those small virus particles visible. This started
his work on a electrostatic TEM already in 1930, with a US patent granted already in 1931, two
years before F. Ruska was granted a patent on his magnetic lens TEM version.

2Using higher accelerating voltages, not 75keV.
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2.1 Transmission Electron Microscopy

()

Figure 2.1: Historical evolution of the TEM ranging from the beginnings (a) one
of the first commercially available TEMs, the Ubermikroskop 100, Serial
Number 26, built from Siemens and Halske in 1942 for the TU Wien to (b)
a non-aberration-corrected Tecnai F20 (FEI/ThermoFisher) field emis-
sion TEM at the moment in operation and actively used at the TU Wien
to reach atomic resolution and (c) a state-of-the-art double corrected FEI
Titan cubed high-base TEM (McMaster University in Hamilton, Canada)
being able to discern atomic separations in the sub 100 pm regime.
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atomic columns. EM had become a heavily used and invaluable tool in material sci-
ence and biology for structural investigations, and FErnst Ruska finally received the
Nobel Prize in physics in 1986 for his ”fundamental work in electron optics and for
the design of the first electron microscope”.

In 1936, Otto Scherzer, one of the early theoreticians dealing with electron lens
aberrations, pointed out, that those lenses are subject to inherent and unavoidable
chromatic- and spherical aberrations (C. and Cy) only if the magnetic or electric
lens fields are radial symmetric, static and there are no space charges on the optical
axis, which is known as the Scherzer Theorem?. Unfortunately, all of this is true
for standard round EM lenses and thus limits the achievable resolution to 50 to 100
times the electron’s wavelength [74]. Scherzer himself proposed ways to overcome
these limitations in 1947 but the successful implementation in the form of a Cs-
corrector took another 48 years and was accomplished in 1995 by Maximzilian Haider
(a student of Harald Rose which in turn was a student of Scherzer) [75]. As of
now, these complicated arrangements of magnetic multi-poles, built into TEMs like
the one shown in Figure 2.1 (c), have proven to push the TEM resolution below
50 pm [76] and even at ultra-low accelerating voltages of 15kV atomic resolution has
been demonstrated [55].

Alongside this bold developments of Cs- and Ce-correctors and their technologi-
cal refinement, other very interesting developments in EM took place. These were
emergences of high brightness field emission electron sources (XFEG and ColdFEG),
corrector and monochromator automation routines, high-resolution tomography [77],
superresolution and light element contrast enhancement via imaging scanning trans-
mission microscopy (ISTEM) [78] as well as ptychography [79], differential phase
contrast (DPC) imaging [80], enabling atomic field measurements, approaches to-
wards mapping orbitals and the dynamics of single atoms [81] and the evolving whole
new approach to temporal dynamics in the TEM using ultra-short-photon pulses in
pump-probe arrangements [82-84].

After this rather broad motivational and historic introduction in EM the following
will give a more technical view on the TEM by following the path of electrons from
their emission in the electron gun to their detection on the screen or charge-coupled-
device (CCD) camera and the most important parts of the (non-aberration-corrected)
microscope that interact with the electrons on this path, see Figure 2.2. This part of
the section is primarily based on [85-88].

The electron emission takes place in the electron-source or -gun (small red cone),
located at the very top of the TEM, which is a sharp metal tip, usually a W hairpin
filament, a LaBg crystal needle mounted on a W hairpin filament for thermionic guns
or a very sharp W (100) crystal coated with ZrO, also mounted on a W hairpin fil-
ament for Schottky FEG emission sources. C-nanotubes, Bose-Finstein condensates
and single atom emitters have also been tested as an electron emission source [89, 90],
but up to now no commercial implementation could be achieved. Recently, it has

3 Walter Glaser actively tried to find a loophole but did not succeed. Recent attempts to do so can
also be found [72], but to no avail [73].
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been shown that LaBg-nanowires can also be utilized to build ultra-high-brightness
and monochromatic electron sources [91]. The emission process determines the en-
ergy spread (monochromaticity, longitudinal or temporal coherence) of the emitted
electrons and strongly depends on the temperature, the work function of the emitter
material, which is also depending on the crystal orientation, and, in case of a field
emitter, the electric field, that is applied to lower the shape and height of the po-
tential barrier. Typical parameters for field emission sources are a field strength of
0.5Vnm~! to 1.5 Vnm~! and a temperature of 1800 K obtained from resistive heat-
ing, which yield an energy spread (full-width at half maximum (FWHM)) of 0.3eV
to 1eV, and 0.2eV to 0.7eV for cold field emission sources. Typical energy spreads
for a thermionic source are 1eV to 3eV. Before Cg-correctors became available, the
only way to reduce the detrimental effect of chromatic aberrations on the imaging
capabilities of the TEM, was to use highly monochromatic (cold) FEG sources (and
higher beam energies). When working in the STEM mode, the temporal coherence
of the emitted electrons slightly blurs the minimal achievable spot size according
to dg, = C.O AE/E, where C,. is the chromatic aberration coefficient (typically
of the order of 1.2mm), © the field limiting aperture semi-angle, AE the FWHM
energy spread of the electron gun and E the primary beam energy, see Figure 2.3.
The tip geometry or, more precisely, the electron emission region strongly influences
the source size and thus plays a crucial role in achieving small spot sizes and high
spatial coherence needed for high-resolution imaging as well as holography and the
usage of holographic masks. Figure 2.3 shows, that this contribution (source size,
dsource) to the achievable probe-size is the most dominant one, at least for analytical
beam currents of 500 pA and medium convergence angles ©. The lateral or trans-
verse coherence length can be described by Ao = A\/2Tsource [92]*, with A being the
electron wavelength and aoyree the effective angular source size. For FEG tips the
lateral coherence is of the order of 65 pm at 200kV as compared to thermionic elec-
tron sources, where only 12nm to 65nm can be reached. Thus, only FEGs provide
electrons, which are coherent all over HVMs which are typically smaller than 50 pm
in diameter. Another representative value for the quality of an electron source is
given by the brightness, that is, how much current per surface area is emitted into a
certain solid angle. For example, using a thermionic source (LaBg) TEM, this value
amounts to 5 x 1011 Am~2sr~!. For FEG TEMs it reaches 5 x 102 Am—2sr~! to
10" Am~2sr~! and thus illustrates how much current one can put into a given beam
size.

On their way down the column, it is absolutely essential to prevent electron colli-
sions with gas molecules in the TEM column as well as the generation of arcs between
the cathode and the extraction and acceleration anodes. Therefore the column must
be evacuated to high vacuum, better than 10~* Pa (10~% mbar) using pre-vacuum,
turbo-molecular, oil-diffusion and ion-getter pumps. If the TEM is equipped with

4Note that this estimation is based on the van Cittert-Zernike theorem, assuming a round shaped
incoherent source. Recently, it has been argued that a more sophisticated approach, including a
partially coherent source, leads to a correction [93], which out of scope in this thesis.
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Figure 2.2: Schematic (simplified) representation of a non-aberration-corrected TEM
(comparable to the one at the TU Wien), shown in Figure 2.1.
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a FEG, the region surrounding the source has to be kept in ultra high vacuum in
the range 107%Pa to 1072 Pa (108 mbar to 10~!! mbar), depending on the type of
the FEG source (cold FEGs need a better vacuum). W and LaBg electron sources
are much easier to operate, since they only need a high vacuum. Once the electrons
leave the extraction region, they get accelerated by electrostatic fields, applied by
evenly spaced rings (grey disks in Figure 2.2) with successively increasing positive
potential relative to the electron. Typical acceleration voltages are 60kV to 300kV,
but acceleration voltages up to a few MeV and down to 6 kV have been used. There
are multiple reasons to adjust the acceleration voltage (AV), to name a few, higher
AVs increase the resolution and penetration depth but also Cerenkov losses and beam
damage increase, e.g., graphene (a single layer of graphite) and biological samples
suffer from beam damage above ~80kV®. Also, the elastic- and inelastic scattering
cross-sections increase with lower AVs, and thus improves the SNR.

200kV electrons travel with 70 % of the velocity of light down the column, where
several magnetic dipoles (not shown in Figure 2.2) are used to align their path to
the optical axis before they enter the condenser system of the TEM. Very much
like in optical microscopes this collection of magnetic lenses and apertures is used
to shape the electron bundle. A typical condenser system consists of two to three
lenses (see Figure 2.2, yellow tori). In a two-condenser lens system the first and
uppermost one (called C1 in FEI microscopes) basically controls the spot size and
current, while the second one (C2) can be used to vary the beam diameter in the
specimen plane. Depending on the experimental setup, a (nearly) parallel beam
with diameters up to a few microns can be formed for standard (HR)TEM imaging
applications and for convergent beam techniques, like STEM, or convergent beam
electron diffraction (CBED), the electrons can be focused down to roughly 2 A, in
state-of-the-art aberration-corrected machines even down to 50 pm [76, 94, 95].

21 mm below the second condenser lens, the C2-aperture/diaphragm is placed,
which is also called beam-forming- or condenser aperture, see Figure 2.2 (blue disk).
This aperture, typically between 30 pm to 200 pm in diameter, enables the TEM
user to change the illumination convergence angle © and thus control the spot size,
according to Figure 2.3. There, contributions proportional to the inverse conver-
gence angle, like the source size and diffraction of the beam limiting C2 aperture
(daifs = (1.22X)/O), and contributions showing a direct proportionality, like C, and
Cs are summed up, and results in an optimal convergence angle, where a minimal
spot- or probe-size can be achieved. Here it amounts to roughly 8 mrad. The C2
aperture is placed in an aperture holder that can typically handle four apertures.
This opens up the possibility to replace one (or some) of the standard apertures by
holographic masks in order to gain access to a new degree of freedom, apart from
(simply) changing the convergence angle of the illumination, that is, to arbitrarily
structure the illuminating beam [23].

After passing the C2 aperture, the electrons enter the objective lens (OL), which
is the strongest (B ~ 2'T) and by far the most important lens for image formation in

SConversely, adjusting the AV too low can also induces severe sample degradation via radiolysis
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Figure 2.3: Showing the different contributions and limiting factors to the achiev-
able spot size in a typical non-aberration-corrected FEG TEM running
at 200keV and a screen current of 500 pA. For low convergence angles ©
the most dominant contributions are the source size dgource and diffrac-
tion from the condenser aperture dg;rr. At higher convergence angles
spherical- and chromatic aberrations take over, dos and dg. respectively.

both operation modes TEM and STEM as it produces the strongest, roughly 50-fold,
magnification of the object’s image. The OL in the Tecnai microscope is a so-called
super-twin-OL: an immersion lens. Electron optical lenses are in fact extremely bad
lenses and their most prominent aberration, which is blurring the otherwise focused
fine spot to a extended disk of least confusion of a size of do, = 0.5C, ©3, is the
spherical aberration Cs. In the super-twin-OL, it is of the order of 1.2mm. The OL
can be represented by two thin lenses, a condenser-OL above the specimen and an
image-OL right beneath it. In STEM, the aberrations of the condenser-OL degrade
the electron phase and thus limit the achievable minimal spot size. Machining errors,
inducing deviations of the perfect roundness of the OL bore, of the order of a few tens
to hundreds of nanometres, and material inhomogeneities lead to axial astigmatism
of the same dimension, and thus, can be easily corrected using weak quadrupole coils.
Smaller probe-sizes demand higher convergence angles and by that the influence of
apparent spherical aberrations increases, necessitating the use of a probe-corrector,
which is therefore placed between the last condenser lens and the condenser-OL. In
the TEM mode, it is the image-OL, which induces unwanted aberrations. For highest
resolution TEM imaging, a so-called image-corrector has to be installed beneath the
OL.

The specimen, typically 10nm to 300nm in thickness®, is placed in the object

5Using energy-filtered TEM, it has been shown that dislocation networks in extremely thick speci-
men, up to 10 pm, can be imaged [96].
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plane of the image-OL, which is approximately in the centre of the OL pole-piece: a
5.4mm gap in an iron-cobalt yoke (see Figure 2.2, yellow block of small spheres). It is
mounted on a 3 mm ring in the sample holder, which is inserted into the sample-stage
(goniometer). The sample-stage can be moved in the z,y,z-direction using electric
servo- and/or piezo-drives with sub-micron and even sub-nm precision, respectively.
Depending on the specific holder model, it can also be tilted by roughly +40° around
the long axis of the holder (a-tilt) and some tens of degrees around the direction
perpendicular to it (5-tilt). The sample-stage and its a-tilt-axis defines the so-called
eucentric height of the microscope. It is essential to bring the specimen to this z-
position, as all the magnification calibrations are only valid for objects placed at
this height. And more practically, the sample does not move laterally, while using
the a-tilt. Most of the standard TEM work is carried out with the sample at the
eucentric height. However, in some techniques, like CBED or large-angle CBED,
the specimen is intentionally lifted above the eucentric height, quite similar to the
proposed vortex filter EMCD technique. Approximately 2.7mm further down the
TEM column, in the back-focal-plane (BFP), diffraction- or Fourier-plane of the
image-OL, the objective apertures, which are placed on an apertures stripe with
eight hole apertures, with diameters ranging from 10 pm to 100 pm, can be inserted
in the electron beam path. These apertures can be used to block electrons, that
have been scattered to certain angles, in order to enhance the TEM image contrast.
Therefore they are also called ‘contrast apertures’. E.g., in the case of bright-field
imaging, where all scattered electrons, except the transmitted (also called ‘direct’)
electrons, are apertured, absorption (or mass-thickness) and diffraction contrast is
enhanced. Alternatively, one can choose to select specific diffraction spots either via
physically centring the contrast aperture around the desired spot, or via tilting the
incident beam on the sample, which translates to a shift in the BFP, called dark-field
imaging. Apart from mere apertures, also Zernike-, Hilbert- and Volta-phase-plates
have been successfully used in the BFP, in order to enhance the contrast transfer of
low spatial frequencies, as commonly needed in imaging of biological samples [97-99].

Approximately 14 cm further down the column, the first intermediate image of the
specimen is obtained. As the magnification is defined as the ratio between the image-
and object distance, a fifty-fold magnified image is observed. Placing apertures, as
small as 10 pm, in this plane (in a standard four position aperture holder), basically
limits the field of view to areas as small as 200 nm. Switching now to diffraction, one
can obtain diffraction patterns of the selected region of interest. Because of that,
these apertures are called ‘selected area diffraction (SAD)’ apertures.

Right below the SAD aperture, or first intermediate image plane, the diffraction
lens is placed. Depending on its excitation, it transfers either an image of the BFP
(diffraction mode), or an image of the SAD plane to the following projection system.
The task of the projection system, which is a set of three magnetic lenses (one
intermediate- and two projective-lenses) and represented by a single lens in Figure 2.2,
is to further magnify the image, delivered by the diffraction lens, by a factor of
hundred to twenty-thousand.

Finally, after traversing the specimen and a multitude of electron-optical, after
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around two metres of flight distance or 10ns, the electrons impinge, one by one’, on

a fluorescent copper-activated zinc sulphide screen, yielding a greenish light where
the electron density is high. The screen is primarily used for microscope alignment,
region of interest identification and pre-recording sample inspection purposes. The
recording of the electron distribution is done, depending on the operation mode and
investigation’s purpose, on a multitude of different electron detectors, varying in
read-out-speed and spatial pixel distribution. For example, a high-angular annular
dark field (HAADF) detector is frequently used in STEM imaging, to generate mass-
thickness contrast. It consists of one pixel that collects all electrons scattered to an
annular ring-shaped region, and is read out within a few microseconds, allowing fast
STEM scanning across the sample. In contrast to that, a CCD, or complementary
metal-oxide-semiconductor (CMOS) detector, collects the two-dimensional electron
intensity distribution, using a (typically, 2K by 2K or 4K by 4K) pixel array with a
pixel-size of about 15pm at rather low read-out-speeds of 40 ms per frame. These
CCDs and CMOS sensors are fibre-optically coupled to a scintillator crystal, to col-
lect the photons which are produced when high energy electrons hit the scintillator.
An upcoming and powerful alternative to these conventional fibre-optically coupled
cameras, are direct detection cameras, which detect an electron charge redistribu-
tion inside the semiconductor pixel array of the camera, without any scintillator or
fibre-optic, and thus show much higher detective quantum efficiency, a measure to
describe the capability of the camera to discriminate noise from a real impinging elec-
tron, compared to conventional CCD or CMOS camera systems [100, 101]. Using this
new class of electron detectors in the TEM, 4D-STEM (two dimensions in real-space
and two in the reciprocal space) techniques, like strain-mapping and electric- and
magnetic-field mapping using DPC, quite like high-resolution transmission electron
microscopy (HRTEM) imaging of beam-sensitive materials, cryo-TEM of complex
organic structures and in-situ applications can be dramatically improved, for some
recent advancements see: [102-105].

2.2 Electron-Energy-Loss Spectrometry

This section is based on [106-108] and [88].

After the functional (and historical) introduction to the field of TEM, with its
means to ever-increasing spacial resolution power and tricky contrast methods in the
preceding section, in the 1970s and 80s a parallel development took place. — Elec-
trons, with their strong coulombic interaction with matter, do produce a multitude
of signals, apart from the plain trajectory or phase change, given in elastic scattering
events, when incident on a specimen. E.g., electron back-scattering and secondary
electron emission takes place, two processes mandatory for image formation in SEM,

7At rather high beam currents of I ~ 10nA the distance d between successive electrons can be
estimated by d & ve/(n.I) which is of the order of 3.4 mm for 200 keV, thus, justifying the notion
of ‘one by one’ electron hits.
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Figure 2.4: Schematic of the different interactions and signals that are induced when
a swift incident electron hits the TEM sample.

Auger-electrons leave the sample and are extensively used in surface science analyt-
ics and visible light in the form of cathodoluminescence and high energetic x-rays
are produced, see Figure 2.4. — Atop on all of these signal channels, it was possible
to build a practical detector system for the TEM, that exploits the energy-loss of
the swift electron, when subject to inelastic scattering in the sample. This so-called
electron-energy-loss spectrometer, opened up the door to numerous electron-sample
interaction phenomena and invoked a new dimension of how we see samples in the
TEM.

When doing EELS, nowadays, the most common way is to employ a post-column
spectrometer®, that is fixed right under the viewing screen or CCD/CMOS or direct
detection 2-D pixel array, used for TEM imaging. — A brief and (most probable
incomplete and strongly biased) historical evolution of EELS spectrometers, of that
kind, can be seen in Figure 2.5. — In that case the electron’s journey does not
end at the viewing screen, it practically enters a second microscope, which opens
up astonishing new possibilities, like the acquisition of atomically resolved quan-
titative EELS maps [110] and the detection of a single La atom, buried within a
CaTiOs matrix [111]. Senga and Suenaga were able to acquire maps of very beam-
sensitive single light-element atoms, encapsulated in C-nanorods, using their 60 kV
STEM/TEM, which was corrected for coherent and incoherent aberrations [112]. Not
only single atoms may be probed, but also parts of them in the form of atomic orbital
mapping [113, 114]. Recently, impressive results, concerning the attainable energy
resolution in EELS, were presented. On a Titan (ThermoFisher/FEI) instrument,
using an alternative monochromator setup, it was possible to get an energy resolu-
tion of 24meV [118]. And a new generation of Nion STEMs, was employed as a
nanoscale thermometer, able to probe the local nanoscale temperature (energy-gain

8In-column omega filters are less practical for EELS spectroscopy, but do have advantages in energy-
filtered transmission electron microscopy (EFTEM), and are sometimes also used as impressively
powerful monochromators [109].
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Figure 2.5: A historic evolution of TEM post-column filters. (a) Electrostatic
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electron-energy-loss spectrometer prototype, developed from 1972 to 1977
by Siemens, working on the basis of Méllensteds electrostatic lens energy
filtering principle [115], and reaching an energy resolution of 0.2eV at
50kV and single-electron detection sensitivity. (b) The Gatan PEELS
revolutionized the spectrum acquisition, using parallel detection of the
energy channels, instead of a serial acquisition. A three orders of magni-
tude improved count rate was achieved. Taken from [116]. (c) State-of-
the-art imaging filter from Gatan (GIF Continuum) high-speed sub-ms
spectra acquisition, an energy resolution below 20 meV, fast automated
tuning and large lateral- and spectral field of view, taken from [117].



2.2 Electron-Energy-Loss Spectrometry

and -loss phonon peaks) of h-BN flakes. The most recent record on an experimental
machine lies at 4.2meV FWHM, at a primary voltage of 30kV and a recording time
of 16 ms [109]. Surely, these examples pose only the top of the iceberg and there could
be much more to say about outstanding EELS results but this is not the scope of
this work. The bottom line is that EELS, for instance compared to energy dispersive
x-ray spectrometry (EDX), is exceptionally suited for light element detection and
that it provides a very high signal collection-efficiency, at a typical energy resolution
of 1eV compared to ~130eV in EDX.

Similar to the principle of magnetic TEM lenses and the Lamor-rotation of the
electrons traversing them, as well as Landau-states, that can be produced inside of
them [119], the basic working principle of spectrometers can be described using the
Lorentz-force F':

F=ec¢ - (E+vxB), (2.2)

with e being the electric charge of the electron, E and B the electric- and the
magnetic-field, that the electron experiences, respectively, and v the electron’s ve-
locity. Magnetic sector magnets are nowadays the most commonly used dispersion
element in EELS spectrometers, such that Equation 2.2 can be reduced to:

F=c-(vxB). (2.3)

With that, its easy to see how the electron deflection in a constant magnetic field, that
is oriented perpendicular to the direction of electron motion, is solely depending on its
velocity. Hence, such a field can not only be used to tilt and shift the electron beam
back to the optical axis?, it also acts as a magnetic prism for electrons, comparable
to optical glass prisms for photons. Slower electrons (green and red trajectories) feel
a weaker Lorentz-force and get less deflected in the sector magnet of a spectrometer,
see Figure 2.6. Using the centrifugal force F.; = mTlﬂ, the deflection radius R, of
electrons entering the spectrometer prism, can be calculated to be,

:r)/'me

v
e-B 7

(2.4)

where m, has been replaced by the relativistic electron mass m = yme, with v =
1/4/(1 — (v/c)?) being the Lorentz-factor for swift electrons!?. Typically this deflec-
tion leads to a dispersion of the order of 2pmeV~—!. In the schematic principle of
a (post-column) spectrometer, depicted in Figure 2.6 (a), electrons e~ diverge from
the last projection lens crossover, point Pyjecs, quite as if in diffraction mode, to the
magnetic prism or sector magnet, which is drawn in Gray. At the entrance of the
spectrometer, there is an angle-limiting aperture, the spectrometer entrance aper-
ture (SEA), which determines the collection angle in spectroscopy-mode and reduces
aberrations. The sector magnet, as already mentioned above, disperses the elec-
trons by kinetic energy. Its special shape accounts for the time-of-flight differences

9Dipoles are commonly used in TEMs to correct for beam-shift and -tilt
10At a typical AV in the TEM of 200kV the electron has a relativistic mass that is 39.1 % higher
than its rest mass.
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Figure 2.6: (Post-column) magnetic prism schematics. (a) Side-view: Electrons e~
diverge from point Pppject (the last protection lens cross-over, diffraction-
mode) to the magnetic prism or sector magnet (Gray) limited by the
SEA. The sector magnet disperses the electrons by kinetic energy and
its special shape refocuses them again to a point Pgpp that lies within
the EDP (vertical focusing). A movable slit can be inserted that selects
electrons of a certain energy. Using post-slit electron optics (not drawn)
these electrons can be used for EFTEM. Removing the slit and imaging
the EDP on a e.g. CCD produces a electron-energy-loss spectrum, as
it is shown in Figure 2.7. (b) Top-view: While a constant magnetic
field in the y-direction is responsible for the energy dispersion, the sector
magnets’ fringe fields at the entrance and exit are responsible for the
lateral focusing effect. (Note that the trajectories are simulated and to
scale the z-distance from Popjeet to the prism is 200 mm).

of electrons, entering the magnet at different points under different angles, and thus,
refocuses them in the vertical direction to a point Prpp that is located within the
energy dispersive plane (EDP). A movable slit (5pm to 250 pm) can be inserted, to
select electrons with a certain energy width AFE. By shifting the spectrum in the
EDP up or down, the energy-loss E of interest can be chosen. Using post-slit electron
optics (not drawn), these electrons can be used for EFTEM. Fully opening the slit
and imaging the magnified EDP on a ,e.g., CCD, produces an electron-energy-loss
spectrum, as it is shown in Figure 2.7. The top-view sketch (b), in Figure 2.6, shows
the double focusing behaviour of the sector magnet. While a constant magnetic field
in the y-direction is responsible for the energy dispersion (in x-direction), the sector
magnet’s fringe-fields at the entrance and exit are responsible for the lateral focusing
effect (together with pre- and post-prism quadrupoles). There are three ways to shift
the spectrum in the EDP: the first, by applying a positive voltage to an electrically
isolated drift tube, that is installed inside the sector magnet, the second, by changing
the excitation of the magnetic prism and the third, which is primary used in EFTEM,
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Figure 2.7: Typical EELS spectrum of 50nm Fe sputtered on 5nm SiNx, showing
zero-loss, low-loss and core-loss features and a graphical explanation of
its physical origin. A logarithmic scale was used to emphasis the large
discrepancy in the scattering probability of EELS features. Note that
due to the logarithmic scale, the faint Si-L and N-K edges are not clearly
visible.

by adding the energy-loss of interest to the high-tension.

A typical EELS spectrum, and its connection to the physics behind, is shown in
Figure 2.7. The, by far, most intense and prominent feature in such a spectrum is
the zero-loss, which includes all electrons that did not loose a significant amount of
energy, leastways less than the energy spread of the electron source. This is the case
in elastic scattering events at the partially screened coulomb potential of the atomic
nuclei. And, except for the TEMs described in the beginning of this section, this
is also the case for phonon scattering. Its FWHM (sometimes also its full-width at
tenth maximum (FWTM) is of interest) is an indication of the attainable system
energy resolution. The second most intense region, starting at the zero-loss and
extending to ~50eV, represents the low-loss region. Here, the electron undergoes
inelastic coulomb scattering on the valence band electrons of the atom. There is a
multitude of different effects responsible for the intensity distribution in that region.
But foremost, it is a collective oscillation of free electrons in the bulk of the sample,
which is excited when a swift probe electron comes by. This so-called bulk plasmon
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is an indicator for the free-electron density in the material and, e.g., a shift of the C
plasmon peak allows for the identification of different chemical coordinations [120].
Typical plasmon energies range from 15eV to 35eV. Additionally, the electron can
also excite surface plasmons and surface plasmon polaritons at lower energies, as well
as inter- and intra-band transitions. Even Cherenkov light leaves a footprint in the
low-loss part of the spectrum, if the electron velocity in the sample is higher than the
speed of light therein, i.e. v > ¢/n. Moreover, relating the integral intensity under
the zero-loss Iz p to the one of the low-loss/core-loss regions Ip,

t Ip

leog

: 2.5
Izrp (25)

represents a quick-and-easy method to measure the local sample thickness, which is
called Log-ratio method. A, the electron mean free path (MFP) in the sample can be
estimated by A = 0.8y, where FEj is the primary beam energy. More realistic values
for A have to be calculated, using scattering theory. Recent pump probe experiments
also showed the possibility to transfer quantized energy to the electron beam, which
signifies itself as a peak or a series of peaks at the energy gain side [121].

When the electron experiences inelastic coulomb scattering on core electrons, as
schematically illustrated in Figure 2.7, it looses a significant amount of energy, corre-
sponding to the energy it takes to lift the core-electron to the first available and free
states above the Fermi level. In the case of, e.g., Fe L37211, the probe electron excites
a transition of the target electron in the atom, from the 2p-core electron state to a
3d-valence state'?. These core-losses lead to a distinct fingerprint of the elements hit
by the electron in the spectrum at energies above ~50eV (708€V in the case of the
iron edge) and they are sitting on a plasmon tail background, which can be described
and removed using power law fitting. In EFTEM imaging, in order to fit and remove
the background, it is necessary to acquire three energy-filtered images, two pre-edge
ones and one post-edge image, which is known as ‘three-window-method’. Appar-
ently, core-loss features are three to five orders of magnitude less intense than the
zero-loss peak, which reflects the fact, that their scattering cross-sections are tiny,
compared to those from elastic scattering. The onset of the core-loss edges and their
distinct features and shapes, up to roughly 50 eV above the edge-onset, the so-called
‘energy-loss near edge structure (ELNES)’, bears rich information on the chemical
state of the probed atom, e.g., oxidation, bonding and coordination.

2.3 Energy-Loss Magnetic Chiral Dichroism

As already pointed out above, EELS provides insights on not only the kind of atoms
present in the sample, but also on its chemical environment. Though, one important

"Note that EELS edges are named by their initial state.

121t thus represents the unoccupied density of states weighted by the wave-function overlap between
the initial and the final state. Note that also multiple scattering effects have to be considered,
and ideally removed, using the so-called Fourier-Log method.
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property has not been covered so far: the magnetic state of the sample. Nowa-
days, it is quite common to quantitatively measure volumetric magnetic properties,
such as the magnetization, magnetic anisotropies and coercivity as well as switch-
ing fields by employing vibrating sample- or superconducting quantum interference
device (SQUID) magnetometers. Averaging over relatively large areas or surfaces,
it is also possible to determine spin structure, e.g., complex magnetic ordering, like
ferro- /ferri- and anti-ferromagnetic states, and spin- and orbital-magnetic moments
with element specificity, by using large-scale facilities, where neutron diffraction or
XMCD experiments can be carried out [122, 123]. There, typical resolutions of the
order of 25 nm to 50 nm can be achieved. Alternatively, 40 nm small magnetic struc-
tures have been imaged, using high-harmonic-generation [124]. Also, spin-polarized
scanning tunnelling microscopes can be employed [125], even up to atomic resolu-
tion [123, 126]. The common drawback of all of these techniques, except for the
neutron scattering, is that they are mainly sensitive to the surface.

The TEM, with its inherent nanometre and sub-nm resolution, is an ideal candidate
for overcoming both limitations. Holography, for example, utilized a Mollensted-
biprism to probe the electron’s phase shift, due to in-plane magnetic fields of the
sample, and reaches nanometre resolution [127, 128]. STEM-DPC uses a fast readout
pixelated array detector to determine the characteristic beam deflection in magnetic
samples [129], which can probably be done with atomic resolution soon [80, 130]. It
has also been pointed out that detecting magnetic signatures in the elastic scattering
signal of incident electron vortices could be feasible [131, 132]. Moreover, taking a
defocus series to reconstruct the (magnetic) deflection of the electron in the atom’s
potential, employing the transport of intensity formalism, has proven to be another
promising route [131].

The discovery, in 2006, that EMCD can be observed in the TEM [6], provided
an unexpected alternative to XMCD in the synchrotron and, to some extent, also
to the aforementioned non-element specific and in-plane sensitive methods. Both
EMCD and XMCD are based on the fact, that in spin-polarized (magnetic) samples,
the interaction of the probe beam with the target electrons depends on the transfer
of OAM between the two [133]. This has its origin in the spin-orbit-interaction of
the target electron’s initial states. By means of sum rules [134], it is even possible
to determine the spin and orbital magnetic moments, upon close inspection of the
ELNES. EMCD has seen tremendous progress since its inception in 2006 [10, 11,
135, 136], achieving nanometre resolution [14], sub-lattice resolution [12, 16, 17] and
most recently, using a chromatic aberration-corrected TEM, also atomic resolution
EMCD maps of double perovskites [137]. Typically, only the out-of-plane component
of the magnetic field is probed, using EMCD, but recently also in-plane geometry
measurements have been shown [138].

In Figure 2.8 a schematic explanation of the EMCD effect is given. There, an inci-
dent electron e~ interacts with the electronic system of the target atom via coulomb
interaction and produces a virtual circularly polarised photon ~, which shows either
left- or right-handed helicity. The formal equivalence of the polarisation vector e
in XMCD and the momentum transfer hq in electron scattering is a key-aspect of
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Figure 2.8: A schematic explanation of the EMCD effect. An incident electron e~
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interacts with the electronic system of the target atom via coulomb in-
teraction and produces a virtual circularly polarised photon -, which
shows either left- or right-handed helicity. The outgoing electron has
been turned into a vortex. A magnetic field B spin polarizes the system,
such that there is an asymmetry in the density of states (DOS) for un-
occupied spin-up/-down states above the Fermi level Epe ;. v excites
the 2p-electron to the 3d-continuum valence states, but as the absorption
cross-sections for right- and left-handed photons are different, there is
also an asymmetry for the electron scattering into the respective vortex
state. The difference between the respective scattering cross-sections, is
the dichroic signal aimed for.



2.3 Energy-Loss Magnetic Chiral Dichroism

EMCD, already pointed out in the 90s [6]. Due to angular momentum conservation,
the outgoing electron, that had no OAM before, carries now OAM [133, 139]'3. The
magnetic field B spin polarizes the system, such that there is an asymmetry in the
partial DOS for unoccupied spin-up/-down states above the Fermi level Erermit?
v excites the 2p-electron to the 3d-continuum valence states, but as the absorption
cross-sections for right- and left-handed photons are different in such a spin-polarised
system, there is also an asymmetry in the probability for electron scattering into the
respective vortex state. The difference between the respective scattering cross-section
is the dichroic signal searched for in EMCD experiments.

In the TEM, the phase structure of these vortex states and, thus, an EMCD
signature, is accessible by employing the crystal lattice itself as a beam splitter and
retarder, while at the same time, using a clever interference setup, see Figure 2.9.
Le., the sample is tilted to a systematic row condition, such that only two or three
beams are excited in the diffraction pattern (0, g or 0, £g) and a phase shift of
7/2, relative to each other, is given!. This is in close analogy to the fact, that the
circularly polarized photon v in XMCD can be described by the superposition of two
linearly polarised photons with a fixed phase relation of \/4, which makes a phase
difference of e**** = j (+7/2) and polarisation vectors standing normal to each
other.

Describing the scattering process in a mathematical manner, based on [6, 141],
starts from taking the double differential cross-section for transitions from a core
electron initial state |7), to a final (unoccupied) valence band state |f), when hit
by a swift incoming electron, going from its initial (incoming) state |p;) to the final
(outgoing) state |py), in first-order Born approximation'S:

fotes 2 1

OEOQY  h o

F and jp denotes the incident electron’s energy-loss and current density, respec-

tively, while V is the Coulomb-potential operator between the projectile- and target-

electrons. The ionization energy is given by Ey — E;. In the one-particle approxi-

mation, assuming that the probe electron can be represented as plane waves states,

having a wave vector k; before the inelastic scattering process and k; after it, Equa-
tion 2.6 can be written as [141, 142]:

rotes B 492k

= / . iqR 2 o
DEOQ  alqt ki%]me 1£)1? x 8(E + E; — Ey), (2.7)

(pil @ (iIV1f) ® lg) |2 x 8,46(E + Ei — E). (2.6)

with hq = h(k; — kg) being the momentum transfer from the probe electron to the
target, v the Lorentz-factor, ag the Bohr-radius and R representing the position

130AM exchange with the sample may be neglected here.

11n a TEM, the sample is immersed in a objective lens field of roughly 2T, which saturates most
of common magnetic samples.

15Recently, it has been shown that, even without the tedious orientation of the sample to the two-
or three-beam case, zone axis EMCD signals are present in the diffraction plane [140].

16Gingle electron scattering is a reasonable approximation for core-level scattering in thin samples.
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operator of the target electron. Using the dipole approximation q - R < 1, '9® can
be expanded as ¢/9® ~ 1 +iq - R. Due to the orthogonality of the initial and final
states of the target, the matrix element of the first term in the expansion vanishes
and Equation 2.7 simplifies to:

foates 492k ky

OEOQ U Zf| iligR|f) > x 6(E + E; — Ey). (2.8)

If the crystal is now used as a beam splitter and sets the incident electron wave into
the coherent state |p;) = Ay |k;) + Az |k,), with their respective complex amplitudes
A2 inserting into Equation 2.6, the double differential cross-section, Equation 2.8,
becomes:

o 4%k S(q.q, S E S(q.q,
g 24 f (’A |2 (qqq ) |A2|2 (q q )_{_2% A1A2 (q q/2 ):|>7

OB a? ki q%q

(2.9)
using the vector transfer g = k; — k¢ and q’ = k — ks for the two incident waves
k; and K] into the outgoing wave vector k¢ (kf = k}) Equation 2.9 is now a sum of

two direct terms, which consist of the dynamic form factor (DFF),

S(q.4. E) pipote = » _ {ilq - R|f)6(E + E; — Ey), (2.10)
Z‘?f
that is, describing inelastic scattering of an incoming plane wave into an outgoing
plane wave. And an interference term, called mixed dynamic form factor (MDFF):

S(a,4', E)pipote = Y _(ila - RIf)(fla' - Ri)0(E + E; — Ey), (2.11)
if

where the sum is taken over the initial (occupied) core and final (unoccupied) band
states with initial- and final-energy E; and Ey, respectively. It is a complex quantity
(hermitian), obeying S(q, g, E) = S*(q,q, F). As a result, its diagonal elements, the
DFFs, are real. In analogy to the circularly polarised X-rays, the incident electron can
be prepared in a way that ¢ L q’, which is basically done by placing the SEA midway
between the Bragg spots on the Thales circle connecting them, see Figure 2.9. In
addition, |g| should be equal to |g’| and there should be a phase shift of \/4 between
both partial waves, e.g., by selecting A1 = 1 and As = +i. Using this setting,
Equation 2.9 becomes:

%oy 47 kf 25(q,q,F) 25(q, q E) S(q,q',E)
FE) = Aq 7’ ! A= oy | L )
(2.12)
The dichroic signal, as stated above, can now be written as the difference between
the cross-sections o4:
Ac(E) _ o4(E)—0-_(E) 28(Sq, 9, E)]/(¢*¢?)

o(B) ~ on(BE)+o_(B)  Sla.q.B)/q*+S(q.q . E)/q* (2.13)
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Figure 2.9: Schematic classical EMCD measurement setup in a TEM. The scattering
centre (one atom) is drawn outside the crystal for better understanding.

Practically, the EMCD signal is defined as,

IPos+1 - IPosfl

Ignep =2 (2.14)

IPos+1 + IPosfl '
where Ipys+1 is the accumulated electron intensity, positioning the SEA at position
+1 and —1, respectively, see Figure 2.9. A finite size SEA needs to be accounted for
by integrating the kys over the aperture radius. The same is true for non-parallel
incident beams, where k; has to be integrated up to the convergence angle.

EMCD combines the analytical capabilities of EELS with the coherent electron
propagation through crystalline materials. It utilizes interference effects of the in-
elastically scattered partial electron waves in the crystal lattice and is thus a variant
of interferometric EELS [143], a technique that is also known as ‘ALCHEMI’, where
inelastic channelling effects change the intensity of the energy-loss edge. It strongly
depends on the wave-splitting action of the crystal lattice.

2.4 Electron Vortex Beams

This section is mainly based on [144] and the electron vortex beam review
articles [145-148].

The term ‘electron vortex beam’ has been used quite often so far, but a closer
inspection and definition is still missing. This section aims at giving a short overview
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on the field of structured electron waves and wavefront engineering with the focus
set to a subclass, that has gained a lot of attention in the last few years since its
invention in 2010, due to some peculiar attributes, inherent to electron vortex beams.

2.4.1 Wavefront Engineering

When a plane electron wave, structureless by definition, is incident on a thin crystal
slab, the strong electrostatic interaction of the electron with the atomic potentials
modifies the electron wavefront in such a way, that, on the exit surface of the crys-
tal, a massively structured electron wave can be observed. This HRTEM image can
be rich in details on the atomic structure, metastructures, precipitations, disloca-
tions, strain, etc.. 7 Generally, wavefront engineering can be understood as the
intentional production of arbitrary structures or electric- or magnetic-field configu-
rations, that impart structure to an otherwise structureless wavefront. A very basal
example for that process in microscopy is the round aperture, used to confine the
electrons near to the optical axis, in order to reduce the influence of spherical aber-
rations on the electron beam. In an ideal aberration-less world, imaging a plane
wave in the far-field, would result in a delta peak, but introducing the aperture
changes the image dramatically to the well known Airy disk. Using Fourier optics,
the Airy disk can be calculated, using the Fourier transform of the aperture func-
tion, A (z,y) = FT(ypAPertere(k, ). Another example employing magnetic fields
instead of material, are the stigmator coils in the TEM, which are typically used to
reduce the wavefront deformation induced by imperfections in the round lenses in the
microscope. In biology, contrast enhancement at low and intermediate spatial fre-
quencies is achieved by using Zernike and Hilbert phase-plates [98]. With the advent
and the massive improvement of micro- and nano-machining devices like electron
beam lithography and focused-ion-beam machines, it became possible to produce
much more complex arrangements, such, that it is now possible to arbitrarily shape
the electron beam phase and amplitude structure in two dimensions [23], as well as
in three dimensions [149], using practically the same Fourier optics based principle
as mentioned above.

Aside from the study of fundamental beam properties, e.g., self-accelerating Airy
beams [150], or the observation of free-electron LS in the TEM [32, 34], wavefront
engineering can have also very practical applications. For example, experimental
evidence was presented, that aberrations (beam tilt, two-fold astigmatism, three-fold
astigmatism and spherical aberration) can be reduced, using structured membranes,
either on-axis [28] or off-axis [151], opening up the route for a cost-efficient alternative
to magnetic multipole correctors. Sculpturing the wavefront according to specific
symmetries, e.g., of localized surface plasmon resonances, enables the research on
otherwise hidden phenomena [26]. Also, linear phase contrast in STEM imaging
has been reported using a structured illumination in combination with a high speed
pixelated detector, such that light elements could be resolved in close proximity

n principle the specimen is the hologram for a target wavefunction that resembles the diffrac-
togram using a plane wave reference.
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to high-Z elements with atomic resolution [152]. Recently, an interesting super-
resolution scheme has been put forward by Remez et al. [153]. Employing binary
amplitude masks, that produce a superposition of two Bessel beams, lead to the
formation of sub-diffraction limited spots. The drawback with such a scheme is, that
the central sharp spot is very weak and surrounded by multiple bright rings.

2.4.2 General Introduction

The advances made using electron wavefront engineering are closely related to the
inception of EVBs, because with the seminal papers of Uchida and Tonomura [4]
and Verbeeck et al.[5] it was shown, that light optical approaches can be transferred
to EM or matter wave physics, relatively straightforward. At that time, the field
of singular optics was already well established, and up to now inspires the field of
electron matter waves. As vortex waves are an ubiquitous phenomenon, it is not
surprising that long before EVB entered the stage, optical vortex beam (OVB) have
already been observed [154-156]. Hans Wolter in 1950 kind of dismissed or down-
played the importance of his discovery by saying: ‘Die zirkulierende Welle ist eine
in der Optik zwar neue, aber durchaus unkomplizierte Erscheinung (The circulating
wave is indeed a new phenomenon in optics, but definitely an uncomplicated phe-
nomenon.)’. Nevertheless, a systematic theoretical description of this ‘uncomplicated
phenomenon’ was delivered nearly a quarter of a century later by Nye and Berry [19]
who tried to understand radio echoes from the bottom of the Antarctic ice sheet,
and quasi simultaneously for quantum matter waves by Hirschfelder [157]. The first
intentional experimental realization with light waves happened in the 1990’s [20, 21].
Today, there are many applications of optical vortices ranging from tweezers exerting
a torque [158], over optical micromotors [159], cooling mechanisms [160], toroidal
Bose-FEinstein condensates [161], communication through turbulent air [162] to exo-
planet detection [163] 8.

Recently, Arthur Ashkin and his invention of the optical tweezers and their appli-
cation to biological systems have been honoured with the Nobel prize in physics [166].

Helical spiralling electron beams were already produced in the 1970s by Beck,
Mills and Munro [167-169], as a by-product of millimetre wave radiation generation.
McCullough et al., who did simulations of H/Hjy reaction kinetics, coined the term
‘quantum whirlpool effect’ [170] and a few years before the holographic realization
of EVB in the TEM took place, large-scale electron vortex structures have been
observed in a electrostatic plasma lens [171].

All these phenomenons have in common, that their probability current density
J o< S(p*V) = |¢|>V Arg(¢) swirls around phase singularities. That are points in
2D or lines in 3D space of indeterminate phase, appearing in regions 7, of destructive
interference [t)(r5)|? = 0. The phase around such singular points is well-defined, and
it has a non zero increment for a contour enclosing it of § VArg(¢(r))dr = 2rm with

18 Additional information on OVB can be found in the two review articles ‘Advances in optical
angular momentum’ and ‘T'weezers with a twist’ [164, 165].
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m = 0,41, +2, ... being an integer winding number, called ‘topological charge’®®. A
general free-space vortex wavefunction, propagating in the z-direction, can be given
in a cylindrical coordinate system (r, ¢, z) as,

P(r,p,z) oc f(r, z)e*==e™?, (2.15)

with ¢ representing the azimuthal angle, k, the longitudinal wave number and
f(r, z) being a radial distribution function. It is quite intuitive, that such wavefunc-
tions could posses OAM, and indeed vortex wavefunctions in the form 1) oc e
are eigenmodes of the z-component of the quantum mechanical OAM operator,
L. = —ihd/d¢, which has eigenvalues hm. So, every single particle carries (L.) = hm
along its propagation direction, independent of the choice of the coordinate system,
which is also called intrinsic OAM, as opposed to the extrinsic OAM, valid for clas-
sical particles, given by L = r x p. Note that one could also say that the vortex
producing device, e.g., a hologram, which will be described later on, is designed in a
way that it imparts OAM in units of Am to the incoming electrons, independent of
their distance to the centre of the hologram, i.e. it compensates for the r-dependence
in the classical equation of angular momentum L = r X p.

Typically, free electrons do carry quantized spin angular momentum (SAM) in
units of +1/2h, EVB can, in principle, carry arbitrary high values of OAM. It has
been shown that, vortex phase masks can be fabricated, that produce EVB carrying
OAM of up to 1000/ in the first diffraction order, with no overlap of the opposing
vortex orders [54]. Contrary to OVB, electrons carry charge |e|, and thus a swirling
probability current is associated with a magnetic moment of u = gupme,, with
g = 1 being the g-factor for orbital motion, e, being the unit vector in z-direction
and pup = Qe—n’ze being the Bohr-magneton.

2.4.3 Theory

Depending on the symmetry and constraints of the problem at hand, the choice of
the coordinate system is essential and determines the kind of modes that solve the
Schrédinger equation. For example, in atomic physics, spherical coordinates result
in spherical modes for atomic orbitals or if a Cartesian coordinate system is chosen
Hermite-Gaussian modes are solutions of the Schrodinger equation. For the case of
swift electrons travelling in the z-direction and isotropic conditions in the transverse
direction, it is convenient to choose a cylindrical coordinate system (r, ¢, 2).

Bessel beams

The fundamental equation describing a quantum system is the Schrédinger equation,

Hy = Evp, (2.16)

90ften also called I, referring to the orbital quantum number, here, m is chosen, reminiscent of the
magnetic quantum number and the inherent magnetic moment of an EVB.
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where the Hamiltonian H for an electron in a field free region can be given as H =

% with p = —i 2V being the quantum mechanical (linear) momentum operator.

Putting this into the Schrodinger equation 2.16 yields:

h2

2,0
o V7 = B (2.17)

The natural choice of a cylindrical coordinate system leads to the following represen-
tation: ) 5 5 52 52
e |1 1
— —— | r=— ——+—|v=F 2.18
2m, [r or <T8r> T 0p? o v v (2.18)

with axially symmetric solutions of the form,

wﬁ(r, 0, 2) X J‘m‘(nr)ei(kz”m‘p). (2.19)

Jm represents the Bessel function of the first kind and m = 0,£1,+£2,... is the
azimuthal quantum number. k = p, /h and k, are the transverse radial- and the
longitudinal wave number, respectively. The solutions in Equation 2.19 satisfy Equa-
tion 2.18 only if the following dispersion relation is met:

R h?

E = = — (k2 + K?). 2.2
2mek 2me(kz+ﬁ) (2.20)

The wave number k is defined as k = p/h.

For m # 0, solutions of the form given in Equation 2.19 are called Bessel vortex
beams, showing a distinct intensity drop in the centre of their radially symmetric in-
tensity distribution, see Figure 2.10, indicative of their OAM content. The zero-order,
m = 0, does not carry OAM, and, contrary to the vortex orders, peaks in intensity in
its centre. Notably, Bessel beams do not show a z-dependence of their radial beam
profile, i.e., they are non-diffracting solutions to the Schrodinger equation. Similar
to plane waves they cannot be normalized [, = |95 |2d%r, which renders them quite
unphysical. This issue has been resolved by using a radial limiting aperture, restrict-
ing the wavefunction to a finite interval [144]. A property that is often uniquely
assigned to Bessel (and Airy) beams, is their ‘self-healing’ ability [172]. But, aside
that ‘self-healing’ can be understood using geometric ray optics, it has been shown
that this property can also be seen in Gaussian beams [173].

Diffracting Laguerre-Gaussian modes

Based on [32, 34, 119, 145].

The above Bessel modes do not contain a z-dependence and are not localized
(square-integrable) in the transverse direction. Hence, to cover the z-dependency of
a convergent electron beam, a set of solutions of the paraxial?’ Schrodinger equa-
tion, namely DLG modes, will be described in the following. Using the substitution

20The paraxial approximation reads: p, < p and P ~p-ezand (k. ~ k).
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Figure 2.10: Probability density p” = [1)5|? of Bessel beams using Equation 2.19.
The m = +1 states show the central intensity drop and a either right-
or left-handed azimuthal hue colour-coded phase ramp running from 0
to 2w, whereas the m = 1 order has a flat phase and no dip. Taken
from [119].

02022 ~ —k?>+2ikd/0z, the Schrodinger Equation 2.18 reduces to the paraxial wave
equation, also known as the paraxial Helmholtz equation (Viw + Zik‘g—f =0):

L0 19 (9 1 0

Well behaved (properly localized and normalizable) solutions to Equation 2.21 are
DLG modes, which can be expressed as:

S o 1 ” |m|
(1) = m(n+ |m|)!w(z) (w(z)) :

Iml 7“2 _Lz i k2
Ln 3 e 2w(z) e 2R(2) X
w?(2)

o 1(2n+m|+1)¢(2) Si(mp+kz) (2.22)

LL:n | represents generalized Laguerre polynomials with n = 0,1, 2, ... being the radial
quantum number, defining the number of nodes in the transverse probability density
(p = ||?) profile. See Figure 2.11 (a) for a representation of the modes (n,m) =
(0 — 3,0 — 2). The dispersion relation of DLG modes is given by E = gjv’i The
beam-waist w(z) is defined as:

z

w(z) = wo 11+ ()2 (2.23)

2R

illustrating the transverse beam size evolution over z. See Figure 2.11 (b) for a
schematic cross-section of a DLG mode, indicating the different parameters given
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Figure 2.11: (a) Plane views and cross-sections of the probability density of DLG
modes. The dashed red lines indicate the position of the maxima ac-
cording to Equation 2.25, whereas the dashed blue lines indicate the
DLG mode’s spot size defined by Equation 2.26. (b) Schematic drawing
of the fundamental DLG beam parameters. Taken from [119].

herein. wy is the narrowest ‘beam-waist-radius’ (of the m = 0 beam)?! at the focal

plane z = 0 and

T w?

2r= = kwd (2.24)
is the Rayleigh-range, denoting the position where the illuminated area doubles, and
thus w(z) = v/2wg. The acquired phase shift stemming from the Gouy phase, which
is given by ((z) = arctan(z/zg), reaches the value of 7/2 at that z-position. R(z)
represents the curvature of the DLG beams and is defined as R(z) = 2 (1+ (z/2r)?).
It happens to be that R(z) is greatest at the point z = zp and the region between
z = *zp is called the confocal parameter or depth of focus of a DLG beam. The
position of the vortex beam’s maxima for the radial mode n = 0 have been found to
lie at,

=0 Im| ~w(z) (2.25)

max 2

and the spot size, where the intensity dropped to ~13.5% (e% value) of the beam’s

maximum intensity, can be given as:

w™™(z) =wo-2n+|m|+1-4/1+ <>\Z> (2.26)

2
TWw

At this radial distance to the beam centre, the beam contains approximately 86.5 %
of its total transported energy. Similar to the Bessel beams, m = 0,£1,+2,...

2Lp(2) is not the maximum intensity radius of a vortex, which is given by rmaz (2, m) = w(2)/|m|

for n = 0.
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(L)=—2#h {L)=—1h (L)=2h
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0,2

Figure 2.12: Plane views of the probability density of DLG vortex modes (m =
+1,42) and non-vortex modes (m = 0), together with their proba-
bility density current indicated as red and blue arrows. The length and
thickness of the arrows increases with increasing azimuthal probabil-
ity density current j, and their positions coincide with the position of
the maxima according to Equation 2.25, whereas the dashed blue lines
indicate the DLG mode’s spot size defined by Equation 2.26. Taken
from [119].

represents the azimuthal quantum number and is therefore an indicator for the vortex
character of the respective mode. Not only the transverse probability density p
changes dramatically for higher m-values, but also the probability density current,
which are defined for the general case as:

.1 R B
p=P  §=—RWBY] = —S[ VYl (2.27)
Me Me
Using the canonical momentum operator p = —iAV and substituting the wavefunc-

tion Equation 2.19 in Equation 2.27 yields the probability density and probability
density current of a Bessel beam:

o) o s 3800 = - (Mey b kel oy (), (229

e

where e, is the azimuthal unit vector. For m # 0 the combined azimuthal and
forward motion resembles a spiralling probability current in Bessel beams, Equa-
tion 2.28, and DLG beams given by,

e () o ()]

. h
]ﬁﬁﬁp(r, z) = m—p‘%ﬁg(r, z). (2.29)
mer

Notably, DLG beams show an additional radial component of the probability density
and probability density current associated to their diffracting behaviour. The spi-
ralling current in those modes is responsible for their z-directed OAM content, which

50



2.4 Electron Vortex Beams

can be calculated, using either the expectation value of the OAM operator or the
circulation of the probability current. For the longitudinal component of the OAM
in 2D-localized beams, using a normalization to one electron, this becomes:

(WIL:\e) _ me [ rjpd®ry

L.\ = = 2.30

=Ty T el (230

with L, = —ihd/dp. Now, any vortex wavefunction containing the azimuthal phase
factor e/™# and j, = m(h/mer)p put into Equation 2.30, leads to:

(L) = hm. (2.31)

Which is a well-defined, quantized and longitudinal content of OAM in a vortex state,
solely determined by the topological charge m. The independence of the choice of
the coordinate system, justifies the notion of an intrinsic OAM. Contrary to that, an
extrinsic OAM can be calculated by:

(L") = (r) x (p), (2.32)
using the definition for the expectation value for 7:

(r) = (Yl7]y) _ f’l‘pd?’r
() [ pdir’

which is basically the electron’s centroid. And the one for the electron momentum

. . 3
<p> — <1/1\p\"¢> — Me fjd T‘ (2'34)
() [ pdr

For radial symmetric EVB, the centroid coincides with the z-axis, (r; ) = 0, and the
expectation value for the momentum is aligned parallel to the propagation direction z,
(p) || e.. As aresult, the expectation value for the extrinsic OAM is zero: (Ley) = 0.
Note that, even though DLG modes represent a powerful analytical solution to
describe EVB, as well as OVB, there are still distinct differences to the Fourier
optically simulated wave-field of vortex beams, see Figure 2.13, such that care has
to be taken when comparing experiments to theory for defocus values exceeding the

(2.33)

1S:

ZR.-

Moreover, this treatment does not account for the realistic case in a typical TEM
of a present longitudinal magnetic field, which alters the canonical OAM of vortex
beams, as described above, in a peculiar way. This topic will be covered in Sec-
tion 5.2. Also, the effect of an incoherent source size was not included here but will
be elaborated in Section 5.1. Throughout this section its was assumed that a non-
relativistic scalar electron picture is sufficient to describe the propagation of 200 keV
electrons. Recently, a couple of publications addressed that issue [174-179], but this
is beyond the scope of this work. It is very likely that spin-related effects are not
observable under the given experimental parameters [180, 181].
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Figure 2.13: Cross-section of a wavefunction, propagating through vacuum after pass-
ing a binary HVM, using Fourier optics and a multi-slice simulation
code. Compare to the cross-sections in Figure 2.11.

2.4.4 Electron Vortex Production

Already Dennis Gabor, back in 1948, realized the potential of electron holography
in the TEM [182], and first realizations were seen a few years later [183, 184]. A
lot of holography schemes have been tested from that on [185] in EM, but it took a
while until it was realized that computer generated holograms can also be used in
the TEM to manipulate the amplitude and phase of the electron beam [5]. Since the
inception of HVMs, in 2010, the field rapidly evolved and a lot of different holographic
structures have been presented, see, e.g.: [23-25, 53, 54, 149, 172, 186, 187], and the
review articles [145, 188].

The basic principle of EVB production, using a holographic device has already been
shown in Figure 1.2, in Section 1.2. Here, it will be shown how a two-dimensional
(nanoscale) structure, the hologram, that produces a well defined (helical) phase
pattern in the electron beam when illuminated with the proper reference wave, can
be calculated.

Details on the production of the thin metal membranes will be given in Section 2.9
and Chapter 4.

The holographic reconstruction works, as follows, a desired target wavefunction,
in our case the aperture limited vortex wave,

wta'r'gt?t (T7 2 Z) = H(T/TM)eim<p+ikzzﬂ (235)

propagating in the z-direction, has to be brought to interference with a tilted reference
wave, in our case an aperture limited plane wave,

Urep(r, 0, 2) = H(r/rM)eik”szz”‘ﬁ, (2.36)
with II(z) being the radial step function,
1L,z <1
(z) = {O’i o (2.37)
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and k;, the reference wave’s in-plane deflection vector, given by k, = %’r. ry s

the limiting aperture’s radius and ¢ is the periodicity of the interference pattern or
holographic grating, respectively. ¢ is an arbitrary phase offset between the target
and the reference wave, which is used to adopt the shape of the pattern, e.g., to align
the edge-dislocation in the centre of the fork-like interference pattern. Without this,
most of the time unmentioned, phase factor, an HVM built upon this model, would
have unstable grating bars around the edge-dislocation, that could easily break away.
The interference of ¥,..; and 94rge in the reference plane z = 0 leads to interference
pattern,

Pmt(T? 90) X |wtarget + ¢ref|2 = H(T/TM) [2 +2 COS(kx‘T + ¢ - m@)] =

= (r/ra) [4cos2 <W>] < T(r, ). (2.38)

A hologram, having the transmission function 7'(r, ¢), is now produced, imitating this
interference pattern as good as possible. See Figure 2.14 (a) for the ideal sinusoidal
HVM. When this hologram is now illuminated with a non-tilted plane wave, as it is
the case in the TEM, the transmitted or reconstructed wavefunction looks like:

wreconstructed(ru ©, Z) — Teik:zz x H(T/TM)eikzz[eikzachid)fimgo +24+ efikzxfiqﬂ»imgo].

(2.39)
This is basically the superposition of the aperture limited, tilted target wavefunc-
tion, a non-tilted reference wave and the complex conjugated target wave, being
tilted in the opposite direction. The phase factor ¢ adds only a global phase dif-
ference of 2¢ between the two tilted target waves. At z = 0 the components of
Equation 2.39 are not distinguishable, which changes drastically upon propagation
to their Fourier plane (far-field), by applying the Fourier transform to the wavefunc-
tion Equation 2.39:

'J)reconstructed(kL) X ﬁ((kM/“ci|)®[7ztarget(kL+kxj)+2ﬁ(kM/|ki|)+7I}Z<a7~get(kL_k:zex)]-
(2.40)
Technically and physically, it is impossible to produce a sinusoidal pure amplitude
hologram for electrons, like it is shown in Figure 2.14 (a). Hence, a common used
approximation to the problem is to binarise the transmission function 7'(r, ¢),

0, for T(T’, (,0) < AThreshold (2 41)

T 1 L r, =
Bmamsed( 4,0) {4’ for T(T, gp) > ATh'reshold

where Appreshold 18 typically chosen to be two for a barwidth-to-vacuum ratio (duty-
cyle) of one, or slightly lower, in order to compensate for over-cutting and instabilities
while the FIB production process. The binarised hologram is shown in Figure 2.14
(b), as well as its realisation, using a FIB to mill the structure, having 7, = 10.3 pm
and g = 1065nm in a 1200nm AuPd membrane deposited on 200nm SiNx, Fig-
ure 2.14 (c¢). The according far-field simulation, Figure 2.14 (d), agrees very well
with the measured intensity distributions, given in Figure 2.14 (e). Note that the
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Figure 2.14: (a) Representation of the sinusoidal transmission function 7'(r, ) that

o4

produces laterally separated EVB. (The blue colour-coding has no physi-
cal meaning but a technical, it’s actually needed to control the FIB dwell
time). (b) Shows the binarised hologram and (c) the FIB milled result in
a 1200nm AuPd membrane, deposited on 200nm SiNx (r3; = 10.3um
and g = 1065nm). (d) Simulation results, showing the hue colour-coded
phase and intensity of the wavefunction propagation, using an in-house
ImageJ plug-in. Note that the hue image was brightness adopted. (e)
shows the experimental result when the hologram in (c) is placed in the
condenser system of a Tecnai F20 FEG-TEM and illuminated by a prac-
tically plane wave. The upper image of (d) shows the first two orders
(m = £1), adjacent to the central spot, whereas in the lower image the
higher orders are also visible, e.g., m = +5, £3.



2.4 Electron Vortex Beams

central dark spot in the vortices, indicative of the vortex phase singularity, is less pro-
nounced in the experimental images, due to incoherent source size broadening [189],
which was not included in the simulation. The sharp edge onset, introduced by the
binarisation, leads to higher harmonics in the vortex order spectrum, as can be seen
in the lower panel of Figure 2.14 (e). The intensity envelope of the vortex spectrum
is given by the duty-cycle of the grating bars.

The calculated transmission function, the hologram, is then converted to a 24-bit
bitmap image for the FIB milling step. It is recommended by the FIB manufacturer to
use black (r, g,b) = (0,0, 0) for none milling points and white (r, g, b) = (255, 255, 255)
for milling points. Details on the milling parameters and strategy will be described
in Section 2.8 and Chapter 4.

An import figure of merit of diffractive elements, like the HVMs described above,
is their DE, i.e., the amount of electrons distributed to a certain diffraction order
m. Depending on the application, there are different definitions of the DE, e.g.,
for STEM-EELS measurements well-separated beams are important and, thus, the
relative DE nq(nm/) = %, with I, being the electron counts in the m diffraction orders.
When studying solely structural effects of the hologram to the electron distribution,
without caring for the electron loss in the mask material, the transmitted DE, given
by 77?;) = h{%, where Iirans = Y, Im, is of interest. The absolute DE can be given
by [25]:

ngl) = %, (2.42)
7

wherel;;, is the intensity incident on the hologram [25]. Especially in low electron
count applications, like core-loss EELS measurements, this figure of merit is of great
importance.

The DE of a hologram structure can be given analytically in the form [24],

9 .
Am = / Ty (x)e " dz, Ny = |Am|?, (2.43)
0

using o = 2%5 + my for a pitchfork hologram, with g being the periodicity of the
grating, m the topological charge and T being the transmission function [24].

Ty (z) = e {1 Pmpp . CBVHrL) (2.44)

similar to Equation 2.45, given in Section 2.5, but with the addition of an amplitude
damping term, describing high-angle- and inelastic scattering in the hologram (ex-

cess) material [25, 190]. The electron mean free path is defined as lf = )\tl + )\iiel.

Am
Values for the elastic and inelastic contributions can be found in, é.g., [191-194].
Table 2.1 lists the absolute DE values for various hologram structures, using Equa-
tion 2.43, with the according transmission functions [24]. Note that high-angle- and
inelastic-scattering in the hologram (excess) material has not been included. Using
blazed phase holograms, the theoretical maximum absolute DE is 100 %. For vortex
filkter EMCD measurements, a symmetric distribution of intensity in the m = +1
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Table 2.1: Theoretical DE of different kinds of phase and amplitude HVMs, accord-
ing to [24], without amplitude damping due to high-angle- and inelastic-

scattering.
‘ Amplitude hologram Phase hologram
Grating | Diffraction Diffraction
geometry orders n(iz)l [%] order 77?1:)1 (%]
Sinusoidal 0, £1 6.25 All 33.85
Binary Odd 10.13 Odd 40.52
Blazed All 2.53 First order 100

orders is needed, such that the most favourable alternative seems to be the binary
phase hologram with maximal 40.5 % of the incident current in the two first diffrac-
tion orders. However, the focus in this work lies on amplitude HVMSs, only at the end
of the Optimization chapter, first experimental tests to produce binary phase vortex
masks will be shown.

2.5 Alternative Electron Vortex Production Methods
This section is based on the review articles [145, 188].

This section aims at giving a concise overview of different alternative vortex pro-
duction methods that came up after Verbeeck et al. [5] for the first time produced
EVB in the TEM in a reproducible manner, using binary absorption HVM, as de-
scribed above.

Even though binary absorption HVM proved to be a robust and straightforward
method to impart OAM to the electron beam in a controlled way with high mode
purity [47] and regardless of the high voltage used, there are some drawbacks that
render them unpractical for certain applications. Unlike in the applications described
in Chapter 5, the presence of three or multiple vortex orders at the same time is not
beneficial in STEM imaging or, generally, experiments done in the STEM-mode.
Moreover, TEM experiments often suffer from a lack of electron intensity, especially
core-loss EELS measurements, and, thus, every loss or blocking of electrons in the
mask material is detrimental, i.e. only ~10% of the beam current incident on the
aperture are transferred to one of the two first-order EVBs.

Soon after Verbeeck et al. published in 2010, the first modification of the origi-
nal fork dislocation grating was presented in the form of a spiral binary holographic
structure [187]. By using a spherical wave, instead of a tilted plane wave, as refer-
ence wave, it was possible to separate the resulting vortex orders in the z-direction,
the propagation direction of the electron, such that opposing vortex orders can be
selected by changing the defocus value. This is indeed more practical for STEM
imaging and high resolution STEM, as shown in [187]. The fact that this vortex
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2.5 Alternative Electron Vortex Production Methods

production method does not yield a pure OAM state, as all produced vortex orders
are overlapping along the z-direction [38], and that the structure also blocks half of
the incoming electrons, forms definite drawbacks.

A means to avoid losing half of the electrons, due to high-angle scattering in the
mask material, has been put forward two years later by Grillo, Shilo and Harvey and
their respective colleagues [23-25]. They use phase masks that utilize the fact that
the electron acquires a phase shift (deflection) in thin materials, depending on the
space-averaged electrostatic potential V' of the (homogenous) material in the form
of,

d(ry) _
AP = CE/ V(r)dz = CEV(T‘L)t(T‘l), (2.45)
0
where Cp = % is a microscope and experimental specific constant. This is

a global phase shift, not to be confused with the microscopic atomic potentials V (1),
e.g., leading to complex changes in the phase structure of the electron, exploited in,
e.g., HRTEM imaging. Typically only ~50nm shallow grooves have to be milled for
phase shifts of the order of 7. As a result, using FIB milling, much finer structures
can be produced, compared to the much thicker absorption or amplitude masks.
Even though phase masks are milled into a low-Z material like SiNx, the electron
loss due to high-angle scattering, can be quite pronounced. Optimizing the SiNx
support thickness leads to a diffraction efficiency of 25 % [25]. Using the possibility
of milling very fine trenches, phase mask with m = 1000 EVBs have been produced,
that are well-separated in the lateral direction [54].

Shilo et al.[23] and Béché et al. [195] picked up the original approach used by
Uchida and Tonomura [4] and intentionally produced a spiral staircase phase mask
to produce an azimuthal phase shift of 27, which theoretically leads to a single on-axis
m = +1 vortex mode, depending on the sense of rotation. Concerning the diffraction
efficiency of such holograms, the Béché group reported an average OAM of ~0.8 per
electron, with almost 60 % of the beam’s intensity transferred to the m = 1 state.
But the azimuthal- and radial intensity profiles shown did not beautifully resemble
the expected intensity distribution of an EVB like in Figure 2.14 (d,e). They also
did not discuss the effects of high-angle scattering as well as beam broadening in
the amorphous material and defocus spread, due to inelastic scattering. Estimating
the mean thickness of the structure to be ~50nm, the diffraction efficiency would be
around 30 %. Shilo did not make any comments on the beam intensity distribution,
but, given the fact that they used 50nm to 100nm SiNx and a comparable OAM
distribution (probably better), the overall diffraction efficiency can be estimated to
be of the order of 12% to 30 %.

Another route of producing electron vortices was to use electric- or magnetic-fields
instead of materials to modify the electron phase.

Clark et al. [196] realized that the linear variation of the azimuthal angle ¢ from
—m to 7 indicative of a vortex phase can be reproduced by detuning an aberration
corrector, and an angle-limiting annular aperture. The outcome of a feasibility study
showed, that 15.6 % of the incident beam current could be transferred to an m =1
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Figure 2.15: Finite-elements simulation (femm4.2) showing the radial flux lines (black
lines) and the magnetic flux density (color coding) of a nanoscale mag-
netic needle, which should approximate a monopole field. The azimuthal
deflection of an electron passing this magnetic field distribution produces
an EVB. The needle is 310 nm wide.

vortex state, nevertheless the beam profile was very asymmetric and showed a lot of
azimuthal variations along the vortex’s maximal intensity radius.

An apertured tip of a miniature magnetic needle, sometimes referred to as a
magnetic monopole, has been successfully used to impart OAM to the electron
beam [39, 197]. The magnetic field lines of that configuration head radially out-
ward of the needle tip, which is positioned in the centre of an aperture, as can
be seen in Figure 2.15. The Lorentz-force for such a field distribution predicts an
azimuthal deflection of the incident electrons at a certain radius r, in the form of:
8= Z—f = miev | By(z,7)dz, leading to a vortex phase structure. The needle was made
out of a 60nm Ni thin film by carefully removing material from the needle, using a
FIB, it was possible to tune the azimuthal phase shift to a value close to 2w. Thus,
a single mode high-brightness vortex beam has been produced, where almost 90 % of
the incident beam intensity were transferred to the m = 1 state. Using this probe,
it was possible to acquire high-resolution scanning transmission electron microscopy
(HRSTEM) images [39]. Via externally applied magnetic fields, the magnetisation
direction of the magnetic needle can be switched, such that the TEM operator can
toggle between m = £1 vortex states in an instant of time.

Opposed to the magnetic needle method, proof-of-principle experiments show that
the generation of electron vortices is also possible by using electrostatic line charges.
Via changing the applied voltage to the device, dynamical control over the amount
of OAM content in the electron beam is possible [198-200]. Though not yet proven,
realizing a scheme similar to the magnetic jump approach, mentioned in the vortex
introduction, may lead to the formation of extremely high OAM states with nearly
arbitrary control of the OAM state by simply changing the excitation of the magnetic
jump current loops. The production methods which have been successfully employed
to produce vortex beams in the optical- and electron-optical field, have been shown
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2.6 Vorticity Filtering in a TEM

to be also applicable to other matter waves, like neutrons [22], air molecules (acoustic
vortices) [201], and (broadband) THZ radiation [202, 203]. Also, the development of
the ultra-fast TEM opens up the possibility to transfer OAM to the electron beam,
using pump-probe experiments which employ chiral photonic excitation fields [204,
205].

The above methods aimed at introducing an azimuthal phase component, a quite
specific wavefront, to the electron beam. A more general approach has been shown
by Verbeeck and co-workers. They managed to build a dynamic phase plate, using
a two by two array of controllable miniature drift tubes [206]. Further improving
this concept may lead to a fully programmable spatial electron modulator, with the
ability to form arbitrary wavefronts quasi instantaneously.

2.6 Vorticity Filtering in a TEM

Since the introduction of the possibility to produce (nearly) arbitrary OAM states, the
question of their qualitative and more importantly their quantitative measurement
became apparent.

The first method to discern the OAM content of an electron beam, which will also
be used in this work, was the binary fork dislocation grating [45, 207], see Figure 2.16
(a). There, a post specimen HVM is illuminated by an electron vortex state, carrying
an OAM of ph. Upon interaction with the hologram the orbital angular momenta
add up to m’ = g + m. This in turn modifies the radial intensity distribution of the
outgoing vortices observed in the intermediate image plane. For example, an intensity
rise in the centre of the m = —1 vortex is indicative of an incident p = +1 vortex state
and vice versa, see Figures 2.16 (b-d). A simple pinhole detector could be used to
detect the OAM state of the incoming wave. Note that the overall intensity does not
change significantly upon different incident OAM to the filtering HVM, i.e, less than
~0.2 % for m = £1 and an incident p = £1) [207]. Therefore it is crucial to compare
radial intensity distributions, not the overall intensity, in the opposing vortex orders
to discern the OAM content of the incoming electron wave. If the incident wave
consists of an arbitrary superposition of vortex states, which is, e.g., the case in core-
level excitations and EMCD experiments, the analysis is more complicated, as will
be shown in Section 5.1.

Apart from this straightforward method, meanwhile, a multitude of other clever
OAM filtering ideas came up, e.g., triangular shaped apertures, knife edges, astig-
matic phase shifts [45, 46] and multi-pinhole arrangements [47]. The multi-pinhole
interferometer consists of n small holes evenly distributed on a circle. A far-field pat-
tern of a wave that is projected on such a structure depends on the relative phases
between the pinholes. This can be used to determine the value of m of the inci-
dent wave field. By calculating the autocorrelation function, which can be found by
applying a Fourier transform (FT) to the diffraction pattern as stated in the Wiener-
Khinchin theorem, a quantitative measurement of mixed OAM states is possible [47].

Recently, it has been shown that OAM sorters, quite similar to the optical OAM
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Figure 2.16: Vorticity filtering principle using a binary HVM. (a) A post specimen
HVM is illuminated by an electron vortex state that carries an OAM of
ph. Upon interaction with the hologram the orbital angular momenta
add up to m’ = p + m which modifies the radial intensity distribution
of the outgoing vortices, e.g., the intensity rise in the centre of the m =
—1 vortex is indicative of an incident g = +1. (b-d) Profiles and 2D-
representation of simulated diffraction patterns of the vortex filter setup
in (a) for p=0,1,—1.
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sorting schemes [48], can also be built for electrons in a TEM [49]. The OAM sorter
consists of two structures milled in SiNx membranes that manipulate the electron
phase. The first one is used to perform a log-polar coordinate transformation of the
wavefunction. It maps the azimuthal variation of the electron’s phase to a Carte-
sian coordinate, whereas the second structure acts as a correction element for the
introduced defects produced by the first element. This method is able to decipher
arbitrary superpositions of OAM states. There is also a proposal dealing with the
possibility of a fully electrostatic OAM sorter [50] of this kind. And there are propos-
als for non-destructive OAM sorting schemes, incorporating a magnetic field only in
a Stern-Gerlach-like approach [51], as well as utilizing the presence of induced eddy-
currents in a conducting loop, which has been found to be OAM-dependent [52].
Both schemes have not yet been realized.

2.7 Multi-Slice Simulation Technique

This section is based on [208, 209].

Numerical simulations have become a powerful tool in the field of EM to model
the propagation of the electron wave through the sample and calculate TEM as well
as STEM images in order to better understand the material structure underlying
the recorded image intensity. Traditionally there are mainly two methods that have
been developed and improved throughout the last decades: MS and the Blochwave
formalism. While the Blochwave formalism works well for small perfect crystals,
the MS method can be employed to simulate elastic and inelastic scattering in any
structure, e.g., amorphous materials. First the MS approach for elastic scattering
will be introduced and further expanded to inelastic scattering.

When the electron enters the material, (multiple or dynamical) scattering occurs
on the electrostatic potential V(x,y, z) of the atoms. As a result the eigenfunction
1y has to be computed for a Hamiltonian that includes the potential energy as:

2

m V2 - ev(%y, Z) ’lﬂf(ﬂ?,:g,Z) = wa(l',y,Z) (246)

For swift 200kV electrons it would be necessary to account for relativistic effects
using the Dirac wave equation including the electron spin, but by using the electron’s
relativistic mass m = ym. and, later on, also the relativistic wavelength A, it is
possible to use the non-relativistic Schrodinger equation and account for relativistic
effects. e = |e| and E are the modulus of the electron charge and the total energy of
the electron, respectively. For swift 200kV electrons the primary direction of motion
is along the z-direction, which justifies an ansatz that splits ¢ into a product of a
wave, moving in z-direction and a small slowly moving ‘perturbation’ wavefunction
due to the elastic scattering:

27z

¢f($7y7 Z) = ¢($7yaz) e A, (247)
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Figure 2.17: Multi-slice simulation principle. The multi-slice-approximation splits a
TEM specimen (a) up in multiple slices (b) which contain the projected
atomic potentials of the sample atoms. The slice thickness is chosen
such that each slice of the specimen can be approximated by a simple
phase shift of the electron wave, which is propagated from slice to slice
in vacuum (c). Adopted after [208].

where A is the incident electron’s wavelength. As we are only dealing with elastic
scattering and transverse momenta are small compared to k., E can be given by
E = h?/2m)%. Inserting Equation 2.47 in Equation 2.46 gives the second-order
partial differential equation:

h2

2
% ny—i-

9% Ami 0 2meV(z,y, 2)

@ + T% - h2:| wf(x,y,z) = 0, (2.48)

where the factor e »~ has been dropped. Because the electron motion is predomi-
nately in the z-direction, changes in ¥ will be relatively small. Thus, one can estimate
that the second term in Equation 2.48 will be much smaller than the third term, which
could be coined a paraxial approximation to the Schrodinger equation:

0% 10y
5.2 ’)\82 . (2.49)
Now, using Equation 2.49 and the abbreviation ¢ = 2”}:’5”‘, a term that describes

the interaction between the incident electron and the atom, the Schrodinger Equa-
tion 2.46 can be rewritten to be a first-order differential equation,

(z,y, 2) _ [i)\

E— 2 y
9% 47er7y +ioV(x,y, z)] U(x,y, 2). (2.50)

For the numerical calculation the specimen is split into multiple thin slices, see Fig-
ure 2.17 (a-b). If the initial value is now offset to z and the integration is done over
z up to z + Az the following expression can be found,

. z+Az
V(x,y,z 4+ Az) = exp [?AzVi y T ia/ Viz,y, z')dz/] Y(x,y,2).  (2.51)
™ ’ z
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This can be further simplified by using the Zassenhaus theorem [210],

IANAZ

¢($7 Y,z + AZ) ~ exp <47Tv:28,y> t(ﬂj7 Y, 2)1/1(937 Y, Z)v (252)

with t(x,y, z) being the transmission function:

z4+Az
t(x,y,z) = exp [ia/ Vix,y, z’)dz’] = exp iova,(x,y, 2)], (2.53)

where va,(x,y,2) is the projected potential in one slice. The atom potentials are
calculated from a relativistic Hartree-Fock calculation for isolated atoms, using Slater

V2

IAAZ
type orbitals. The entity "=~ Vay can be thought of as,

IAA
erp <Z47rZV§y> =p(x,y, A2)®, (2.54)

with ® being a two-dimensional convolution in the (x,y) sample plane and p(z, y, Az)
being the real-space propagator function for an z-increment of Az. The propagator
function and its FT now read:

P(/{J,A) — e—i7r)\k2Az

1
BV [i)\Az

p(x,y,Az) = FT'P(k,Az)] = (% + y2)] ., (2:55)
which basically resembles Fresnel diffraction, describing near-field propagation of a
wavefunction for a distance Az. As shown in Figure 2.17 (b), the thin slab of material
is discretized along the beam propagation direction (z-direction) and the resulting
slices are labelled n = 0,1,2, 3, ..., N and z = nAz. Hence, combining Equations 2.52,
2.53 and 2.54 gives the multi-slice equation:

Unt1 (l’, y) = pﬂ(mv Y, Azn) ® [tn(l', y)¢n($, y)] (256)

The propagation of a known incident electron wavefunction ¢y(x, y) can be calculated
numerically by applying the convolution theorem to the multi-slice Equation 2.56,

Ynr1(2,y) = FT{Palka, ky, Azn) - FT[tn (2, y)vn (@, y)]}- (2.57)

The propagation of the electron wavefunction now takes place by successive steps of
transmission through a slice (by multiplying the transmission function t(x,y) with
the wavefunction ¢ (z,y)) and vacuum propagation, as illustrated in Figure 2.17 (c).
As input-data the initial wavefuntion vy (z,y), the atom positions in each slice and
imaging conditions like spherical aberrations Cs and defocus A f have to be defined.
Lens aberrations and defocus are taken into account by applying the contrast transfer
function y(k),
_ 27

x(k) = = %CSA4k4—%Af)\2k2 , (2.58)
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(a)

Figure 2.18: An example for a MS simulation result of 50 nm bce-Fe in [001] zone-
axis orientation with (a) showing the atomic potentials, (b) the incident
complex wavefunction with an inset showing how the Hue colour relates
to the electron waves’ phase and (c) a cross-section of the simulated
beam propagation through the crystal (Gamma-adopted).
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Figure 2.19: (a) Principle of the implementation of inelastic scattering in the MS
code. (b) Depicts the three components of the inelastic scattering kernels
for the FelLs-edge.

to the calculated outgoing wavefunction ¥n(x,y). A typical example of the projected
atomic potentials, an incident focused beam and the resulting simulation result of
a bce-Fe crystal cross-section, respectively, using the in-house MS code IXCHEL,
are presented in Figure 2.18. IXCHEL combines the MS approach with inelastic
scattering, using the density matrix formalism and the MDFF established in a series
of works, see [211-213]. It is thus capable of simulating energy-filtered diffraction
patterns as well as HRTEM images. In principle, for a single atom at position z = d
in the crystal or generally in the sample slab (green dot in Figure 2.19a), this is done
by propagating the incoming wavefunction ¢y (x,y) to the thickness d, using the MS
approach described above, see Figure 2.19 (a). Then an inelastic scattering kernel,
containing the FT of the mixed dynamic object spectrum (MDOS) see Figure 2.19
(b), is applied to the wavefunction at depth z = d. This process splits the electron
wave into an incoherent sum of three components, which are separately propagated
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Figure 2.20: The dual beam instrument: (a) Image of the dual beam device located
at the TU Wien University Service Centre for Transmission Electron
Microscopy (USTEM) (FEI Quanta 200 3D) and (b) schematics of such
a dual beam device.

to the exit surface of the specimen, only subject to elastic scattering. Finally, the
intensities of all atom positions in all slices from z = 0 to z = t are summed up to
yield the energy-filtered image in the detector plane. Mind, that in STEM only such
atoms that are hit by a significant amount of intensity are included in the calculation,
reducing the computational effort.

2.8 The Dual Beam Machine and Focused-lon-Beam Milling

This section is based on the review article [214-216].

In 1937 Manfred von Ardenne invented the SEM where a focused electron beam is
raster-scanned over the sample. In contrast to the TEM it took nearly thirty years for
the first commercial SEM to enter the stage. But soon after, FIBs or when combined
with an electron column, dual-beam machines, exemplified in Figure 2.20 (a), have
been introduced in the semi-conductor industry for fault diagnostic purposes. Nowa-
days, FIB milling evolved to a mature micro-machining or nano-device prototyping
technique, capable of producing, e.g., 100 um Fresnel zone plates with 100 nm out-
ermost zones width, using high-accuracy drift correction [217], few nanometre-sized
features of plasmonic bow-tie antennae and complex three dimensional structures by
using predictive pattering strategies [218].

Figure 2.20 (b) shows a schematic overview of a FIB/dual beam system. In prin-
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Figure 2.21: Sputter yield dependencies for Ga. (a) Calculated sputter yields for
different Ga-ion energies and different target materials using a calcula-
tor [220], based on [221]. Above a certain sputtering threshold energy
the sputtering yield increases for higher incident ion energies and is
strongly depending on the target material, an inverse relation to the
materials melting point is apparent (see the values next to the element
symbol). (b) Calculated sputter yield dependence on the incident angle
(0° represent normal incidence), based on an empirical formula [222].
The grazing incidence of the ions massively enhances the sputter yield.

ciple a FIB is comparable to a STEM, but instead of electrons an ion-beam is sent
trough a beam-forming column and raster-scanned over the sample, where it removes
material from a nanoscale region. Ions deposit orders of magnitude more energy in
the sample, compared to electrons, which is reflected in the achievable sputter rate
or sputter yield Y defined by:

y = (2.59)

with n™ being the mean number of ions incident on the target and (n) being the
mean number of atoms that are removed from the surface under the ion bombard-
ment. E.g., 60keV electrons have a sputter yield of the order of Y, ~ 1 x 107 for
carbon atoms in graphene [219], while typical sputter yields for Ga-ions are of the
order of 2 to 12. The sputter yield depends on many parameters like the energy of the
incident ion, ion mass, atomic mass of the target, see Figure 2.21 (a), and the crys-
tallinity of the sample. With increasing ion-energy (at least for the ion-energies used
in typical FIB systems) and angle of incidence the sputter yield raises, see Figure 2.21
(a, b). Notably, each material has a certain threshold energy, below which no sput-
tering occurs, which is typically in the range of 10eV to 30eV. FIB milling results
are strongly influenced by the sputter yield, e.g., uneven surfaces change the angle of
incidence to the Ga-ions and thus, with a changing sputter yield (cos™2(¢p)), irreg-
ularities, ripples, etc. are produced in the hologram. Additionally the crystallinity
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and, thus, ion channelling reduce the sputter yield, which would also destroy the
homogeneous thickness of the milled structure.

Typically, Ga-ions are used, but a multitude of other materials have been shown
to work as well. As a source of Ga-ions, a liquid metal ion source (LMIS) is used,
which consists of a reservoir of liquid Ga, heated to its melting point at 29.8°C. A
sharp tungsten needle is placed in the centre of a reservoir of liquefied Ga. The Ga
flows to the apex of the needle and forms a sharp meniscus, where Ga-atoms are
ionized and extracted by applying a high electric field to the needle apex. The Ga-
ion current is set by blocking apertures in the range 1nA to 20nA. A sample (the
HVM) is placed on a five-axis stage and typically moved to the coincidence point
where the electron beam, coming from the vertical electron column, intersects with
the ion-beam. Because the ion column is tilted by 52° with respect to the horizontal
axis, the sample has to be tilted to that angle for milling. Simultaneously an e-beam
image can be acquired. Typically, a dual beam machine is also equipped with a gas
injection system (with gas pre-coursers for W, Pt and C) to produce protective layers
on the region of interest on a sample by using electron beam-induced deposition (not
drawn in Figure 2.20 (b)). Additionally, an Omniprobe device, which is basically a
very sharp needle that can be moved with nanometre precision to manipulate and
lift out FIB lamellae, is mounted on a dual beam device (not drawn in Figure 2.20
(b)).

The achievable spot sizes (FWHM) in FIB machines range from ~430 nm, for high
beam currents of 20nA, to ~7nm at 1 pA and even less for state-of-the-art machines.
As the energy- and angular-spread of the LMIS are much higher than that of field
emission sources, and the chromatic- and spherical aberrations of electrostatic lenses
are also higher than that of magnetic ones, the achievable spot sizes will always be
larger than that of electron-optical systems. Generally the beam current distribution
follows a Gaussian profile, but has larger tails than electron beams, because of the
high energy spread in a Ga LMIS (x15eV) [223]. Typically a serpentine raster-scan
strategy is employed to remove material where the distance between each successive
scan point, also called pitch, is ideally half the spot size or even less. On each scan
point the beam is parked for a certain amount of time, the dwell time, ranging from
a few hundred nanoseconds, for fast imaging purposes, to a few microseconds, for
standard material removal recipes, up to milliseconds. Due to redeposition effects
the dwell time cannot be chosen arbitrarily high, meaning, that the ion dose has to
be distributed during multiple passes over the same scan area.

The secondary electrons (SE), emitted by the sample upon impinging Ga-ions,
are collected by an Everhart-Thornley detector. This kind of detector consists of a
Faraday cage where a low positive voltage (300 V) is applied, in order to attract the
rather low energy (<50V) SE. Behind the Faraday cage the electrons are accelerated
towards a scintillator by applying a high positive voltage of the order of 12kV to
the scintillator. The imping electrons on the scintillator produce photons that are
sent through a light guide to a photomultiplier tube for amplification and signal
conversion. As the Ga-ion stopping power is one to two orders higher than that of
electrons, their penetration depth in materials is much lower than for electrons of
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the same incident energy, resulting in a more confined SE yield region. Electrons
have their SE yield maximum at approximately 1kV, whereas for Ga-ions it lies at
much higher energies, leading to a very different imaging contrast in SIM images. As
opposed to SEM images, light elements appear bright and high-Z materials appear
dark in SIM images, and the channelling contrast is enhanced.

2.9 Thin Film Production

Production of HVM, as described in Section 2.4.4, is to a great extent depending
on the ability to produce dense membranes, that are intransparent to electrons,
ideally electron-absorbing or -blocking, but in reality high-angle scattering is the
primary electron ‘route’, but at the same time have to be sufficiently thin for the
FIB following processing step, where in a reasonable period of time fine features
of nanoscale size shall be milled. In addition, these membranes should show a high
electrical conductivity, in order to avoid charging, show a relatively fine-grain-size for
a homogenous sputter yield and the resolution of fine details and, as will be shown
later, should be low in inner stresses.

Nowadays there is a whole zoo of methods available, in order to produce thin
films that could, in principle, be used for that purpose. Ranging from chemical
vapour deposition (CVD), and physical vapour deposition (PVD) techniques, like
evaporation, ion-plating and pulsed deposition layer (PLD). Given its availability
at USTEM, the physical vapour deposition method, direct current (DC)-magnetron
sputtering, is the method of choice and, thus, will be described in the following.
Closely related to a successful deposition of a thin film are the cleanliness and high-
vacuum capabilities of the deposition system, hence, this section will also contain a
little introduction to vacuum physics and technology. Last but not least, the thin
film characterisation techniques used, will be described.

2.9.1 Magnetron Sputtering
Based on [224-226] and the review article [227].

In 1852 Grove made an, at that time probably rather inconspicuous, observation,
one of that kind, where its importance and significance for our everyday live is only
revealed after decades. When operating a glow discharge system, the walls, made out
of glass, turned opaque after some time of operation. An analysis of the material,
that was built up on the inner glass tube walls, showed that it was the same material
as the cathode was made of. This was kind of the starting point of physical thin film
deposition by sputtering. A method that is nowadays widely used for the production
of semiconductors, CCDs, hard disks, displays, ultra-hard coatings, anti-reflex coat-
ings, catalysts and solar cells, to name only a few. This multitude of applications
is a direct result of the benefits of this method, like its low deposition temperature,
high deposition rates, superior thin film properties and a large range of commercially
available sputtering devices. Magnetron sputtered thin films typically show the same

68



2.9 Thin Film Production

Target

Magnetron sputter head
(cathode)

Dark-space shield
(earthed)

Shutter

© Target atom
® Argon atom
@ Argonion
¢ Electron

Thin film
@ Substrate

Thickness
monitor

Ar/N,

inlet

Turbomolecular
pump

Vacuum pressure gauge Diaphragm pump

Figure 2.22: Principle of the magnetron sputtering thin film deposition method and
the schematic apparatus together with and image of the Q150T (Quorum
Technologies) sputter coater. For the description see the text.

chemical composition as the target, are well adhered to the substrate and show in-
teresting properties, e.g., giant magneto-resistance [228]. The thin film deposition
process can be split up in material vaporization at the target material, its transport
to the substrate and the final adsorption and growth on the same. Due to the sepa-
ration of these processes, magnetron sputtering allows a wide and convenient control
of the thin film properties by varying the process parameters, like sputter power den-
sity, the working gas pressure p4,, the base pressure pg, working distance or sputter
working distance (SWD), substrate orientation, rotation, temperature and biasing.
A schematic description of the working principle of DC-magnetron sputtering is
given in Figure 2.22. There, it can be seen that a process vacuum chamber is evacu-
ated using a TMP and a diaphragm pre-vacuum pump to the desired base-/working
pressure pp in the range from ~1 x 10~ mbar to ~5 x 10~7 mbar, which is monitored
using a vacuum sensor (a combined Pirani/cold-cathode cell) (yellow). The working
gas (Ar) is introduced to the chamber and a negative high voltage, ranging from 280 V
to 600V, is applied to the target material (orange). The high electric field between
the anode (Stage and dark-space shield) and the cathode ionizes the Ar-gas atoms. A
magnetic field in front of the target is produced by magnets placed in the magnetron
sputter head directly behind the target. Due to the Lorentz-force, Equation 2.2, the
electrons are forced on spiral paths around the magnetic field lines (cyclotron mo-
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tion), increasing their collision probability with Ar atoms. The degree of ionization
is typically 1% to 10 % in magnetron devices, which is ten to hundred times higher
compared to non-magnetron sputtering devices. Thus, the ignited plasma can be
sustained at very low Ar pressures pa,, typically in the range 0.1 Pa to 5Pa, and
still provides a high amount of Ar-ions, which are accelerated towards the target by
the electric field, leading to Ar-ion energies up to 600eV. Due to their low velocity,
the magnetic field acts mainly on the electrons not on the Ar-ions. Ar-ions hit the
target and induce a linear collision cascade that ejects a certain number of target
atoms per incident ion. Comparable to the sputter yield of Ga-ions in FIB milling,
the sputter yield of Ar-ions shows dependencies on target species, ion-energy, see
Figure 2.23, incident angle and crystallinity. Typically it ranges from 0.5 to 4 and its
practical consequence is, that deposition rates drastically drop for high melting point
materials. The energy distribution of the emitted target atoms follows a Sigmund-
Thomson distribution and peaks at half the surface binding energy of the sputtered
material, which is in most cases anywhere between 1eV to 4eV [229]?2. Due to this
relatively inefficient energy transfer, the target is heating up and water cooling is
sometimes necessary /included in the sputter head. The neutral ejected target atoms
fly towards the substrate (green), which is placed directly beyond the target in a cer-
tain distance, the WD. A shutter placed between target and substrate can be used
to pre-sputter the target, in order to remove contamination and oxide layers from it,
without affecting the sample. Depending on the actual Ar-gas pressure, the target
atoms collide with the working gas atoms and lose some or most of their kinetic en-
ergy before they reach the substrate, depending on the working gas pressure. There,
they are adsorbed to the surface and rapidly transfer their thermal energy to the
substrate lattice, with cooling rates as high as 1 x 107 Ks™! for very high deposition
rates of 50nms~! and low working gas pressures, yielding highly amorphous metal
layers. For complex surface structures, often seen in EM samples, there is a rotary
stage to enhance the substrate-/sample coverage and uniformity. Furthermore, upon
movement of the substrate, relative to the target, the morphology, structure, hard-
ness, grain-size, internal stresses, reflectivity and electrical properties of a thin film
can change [231-234]. The thin film thickness is monitored using a quartz-based film
thickness monitor (FTM).

The thin film structure properties, like density, grain-size and shape are crucially
determined by the kinetic energy and angular distribution of the incident target
atoms, as well as their mobility on the substrate. Thornton mapped those parameters
onto the working gas pressure p4, and the ratio between the deposition temperature
and the melting point of the deposited material % and condensed his findings in
an instructive drawing, see Figure 2.24 [235, 236]. This structure zone model shows
four different regions. For low kinetic energies of the target atoms and low mobility
at the substrate, which is equivalent to low working gas pressures and low substrate

22Note that a few percent of the high energy Ar-ions can be neutralised at the target and be reflected
towards the sample with relatively high kinetic energy [230]. Those reflected Ar neutrals may
cause changes in the thin film’s structure.
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Figure 2.23: Calculated sputter yields for different Ar-ion energies and different tar-
get materials, using a calculator [220] based on [221]. Above a certain
sputtering threshold energy the sputtering yield increases for higher in-
cident ion energies and is strongly depending on the target material, an
inverse relation to the materials melting point is apparent (see the values
next to the element symbol).
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Figure 2.24: Structure-zone model of Thornton, showing the influence of the working

72

gas pressure and the deposition temperature on the structural charac-
teristics of a thin film. Figure adopted from [224]. Inner stresses in the
violet zone are predominantly tensile, while in the blue zone there are
compressive stresses and in the yellow and turquoise zones both stress
states can in principle be possible.
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Table 2.2: Summary of the structure zone model according to Thornton.

Zone ‘ T/Tm Mechanism Characteristics Inner Stress State
1 <0.2 Shadowing Fibres, porous Tensile
T <04 Particle energy Nano-grains Compressive
2 >0.8 Surface diffusion Columnar grains Variable
3 >0.8 Volume diffusion 3D-grains Variable

102 mbar 4 " 10* mbar

Figure 2.25: Illustrating the influence of the base pressure before sputtering on the
thin film morphology. A 2nm film of Au was deposited on electrospin-
ning fibres, using the same sputter coater model as is present at USTEM,
at a current of 20mA and a working gas pressure of 1 Pa. See (a) for a
base pressure of 1 x 10”2 mbar, (b) for a base pressure of 1 x 10~ mbar
and (c) for a base pressure of ~1 x 107" mbar. Better base pressure
clearly improves the thin film grain-size. The scale bar is 100 nm. Taken
from [237].

temperatures, the thin film structure is porous and spongy, consisting of fibres and
voids. Inner stresses, apparent in this regime, are tensile. In the second zone, zone T
(for transition), the structure completely changes. As a result of the higher kinetic
energies and atom mobilities, a dense fine- or even nano-crystalline packing occurs.
The target atoms are literally peened into the lattice (atomic peening), occupying
interstitial lattice sites and, with that, causing compressive inner stresses. For even
higher temperatures surface- and volume-diffusion is predominant, leading to the
formation columnar grains in zone 2 and even large 3D-grains in zone 3, with varying
inner stress states, depending on, e.g., a lattice misfit between the substrate and the
target atoms and grain growth. Table 2.2 summarizes the different growth regimes
shown in the structure zone model from Thornton. Note that for a certain T'/Ths
ratio, going from zone 1 to zone T, there is a distinct working pressure (kinetic energy
and angular distribution), where the inner stress state of the thin film vanishes. This
working gas pressure is called critical pressure. Thornton found a linear relation
between critical pressure and target density [235].

The residual gases in the deposition chamber, like oxygen, hydrogen, nitrogen and
carbon monoxide (O2, CO, Hy0, Hy and Ns), or in other words the base pressure
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before the actual sputtering process is started, can also have significant influences on
the thin film morphology, inner stresses and resistivity [238, 239], see Figure 2.25.
Due to the variety of sputtering parameters, it is not trivial to figure out a working
combination, but this complexity also bears the opportunity to tune the character-
istics of the thin film to the desired needs. In this work, it is sought for highest
possible density, in order to absorb electrons, even at relatively moderate film thick-
ness, a good adhesion to the SiNx membranes and a fine-grain-size. Additionally, the
influence of the internal stress state on the FIB milling will be investigated.

2.9.2 Vacuum Technology

As the thin film purity and, thus, its density as well as its inner stress state are cru-
cially determined by the base pressure of the deposition system, this section includes
a bit of basic and background information on the topic.

The mean free path of an energetic gas particle, being the mean distance between
collision events, is a fundamental property in vacuum physics and is, thus, also used
to structure the section. It can be given by:

1 1

An,r)=—

no  4rnr?’ (2.60)

with n, o, r being the particle density, the collision cross-section and particle radius,
respectively. Using the basic thermodynamic equation p-V = N - kg - T and % =
n = kBL_T, where p is the gas pressure, N the number of particles, kp the Boltzmann
constant and 1" the absolute temperature, Equation 2.60 can be written as:

kg -T

Ap,T,r) = pr—s

(2.61)

For typical atomic radii of the scale of 1.5 A and under room temperature, A - p =
5mmPa can be given as a rule of thumb for the mean free path. Table 2.3 gives
the mean free paths for 1Pa to 1 x 1077 Pa. With the definition of the mean free
path A and the diameter of the vacuum vessel or tubing d, three distinct gas flow
regimes can be defined, according to the ratio Kn = A/d. Kn is called Knudsen
number and for Kn < 0.01, the laminar flow regime is present. Here, collisions
between gas particles are dominant, the mean free path is much smaller than the
tubing diameter. Diaphragm pumps are typically used in this low vacuum regime
for pumping down to ~lmbar. A Knudsen flow is given for 0.01 < Kn < 0.5,
which is kind of a transition region between the laminar and molecular flow region.
Here, most commonly, a rotary vane pump or scroll-pump is used to reach medium
vacuum pressures, down to ~1 x 1073 mbar. Typically gas type dependant Pirani
measurement cells or gas type independent capacitance manometers are used for the
vacuum measurement in this regime. When the mean free path gets significantly
higher than the vacuum chamber dimensions, i.e. Kn > 0.5, collisions between gas
particles are much less probable than those with the chamber walls, and the notion of
molecular flow is justified. The molecular flow regime is reached at pressures below
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Table 2.3: Influence of the background gas pressure on monolayer formation times.
The arrival ratio compares the number of film particles hitting the surface
to the number of residual gas atoms/molecules, at a given deposition rate

of Inms!.
P Z(p,T,m) Time ML/s A Arrival ratio
[mbar, Torr] [Pa] | [em™2s7!] [s] [s71] [cm] I

102 1 2.7x 10 0.0004 2700 1.5 1073
1073 1071 | 2.7 x 1017 0.004 270 15 1072
10~4 1072 | 2.7x 106 0.04 27 150 0.1
1075 1073 | 2.7 x 101 0.4 2.7 1.5 x 10° 1
106 1074 | 2.7 x 1014 4 027 1.5x10* 10
1077 107° | 2.7 x 1013 40 0.027 1.5 x 10° 100
1078 1076 | 2.7 x 1012 400 0.0027 1.5 x 106 103
1079 1077 | 2.7 x 10 4000 0.00027 1.5 x 107 10%

~1 x 1073 mbar. This high vacuum regime can be reached using TMP, oil-diffusion
or cryogenic vacuum pumps. Down to 1 x 1078 mbar, vacuum measurement is done
by using cold cathode-penning cells, which are gas dependent, due to their working
principle, based on gas ionization.

When dealing with thin film purity the areal impingement rate Z(p, T, m), that is
the number of gas atoms or molecules hitting a surface inside the vacuum system per
second, is of utmost importance. It can be given by [224]:

p |/ m
Z:Z(p,T,m):% QrkgT’ (2.62)

with m being the mass per atom or molecule of the gas species of interest, p the base
pressure, 1" the substrate temperature and kp the Boltzmann constant. Using Equa-
tion 2.62, it is possible to estimate the time, needed to form a complete monolayer of
oxygen on the sample surface. For example, at a base pressure of 1 x 1073 mbar, it
takes only ~4 ms to form a monolayer of oxygen, leading to 270 ML/s, see Table 2.3.
In this case a sticking ratio of one was assumed. The sticking ratio is defined as
Qgite = 1 — %, with Zpes being the atom-/molecule desorption rate. It is an
indicator of how much particles adhere to a surface after impingement. For highly
reactive gases, like Oy or HoO, it is approximately one, whereas it is much less for
inert gases, like He, Ar or Ns.

In Table 2.3 the arrival ratio of deposited atoms, incident with a rate of 3 ML/s,
relative to the oxygen molecules’ areal impingement rate, is calculated, using:

Zs 2 kp T
= R, 102 [ZTFBZ (2.63)
Zo, p mo,

with R, representing the deposition rate. For a base pressure of 1 x 107° mbar,
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Table 2.4: Gas desorption rates gpes for different materials, taken from [241, 242].

Material Surface Surface treatment Desorptlz?arr late @1h
[z ]

Stainless steel | shining cleaned 2.7 %1077
Stainless steel | polished cleaned 2.0 x 1078
Stainless steel | pickled 1h bake-out 1.4 x 107
Al cleaned 6.0 x 1078

Cu cleaned 3.5x 1077
Glass cleaned 4.5 x 1079
FPM 1.2 x 1076
FPM 4h bake-out at 100°C 1.2 x 1077

there is one oxygen molecule for each and every deposited target atom, underlining
the importance of decent vacuum conditions during thin film deposition.

In order to reach high-vacuum conditions — as a means for high-purity thin film
deposition — the sum of all gas load sources Q:

Q = QLeak + QDes (t) + QPerma (264)

has to be minimized [240]. Qreqr represents the leakage into the vacuum cham-
ber, Qpes(t) = qpes A f(t) stands for the out-gassing/desorption of water and spu-
rious gasses, like CO, from vacuum chamber surfaces and Q) perp, is the gas perme-
ation through the chamber walls. The gas load rates are commonly given in et
(10 Pa m? s_l). (Des 18 the desorption rate and A represents the surface area, while
f(t) is the temporal evolution of the gas desorption.

In high-vacuum systems the gas load @ is typically balanced by a TMP. Assuming
a typical pumping speed of a TMP of 501s~!, a descent high-vacuum can only be
achieved, if the leakage rate into the vacuum system is lower than 5 x 10~° mbarls~!.
Interestingly, at a leakage rate of 1 x 10" mbarls™!, the total area of all leaks is
equivalent to a hole of only @3 pm [241]. The detection of such rather low leakage
rates is carried out by using TMP based leakage testing devices connected to the
vacuum chamber and a He tracer gas, which is sprayed over the chamber.

Given, that the leakage rate of a vacuum system is sufficiently low, desorption
characteristics of the vacuum system and possible gas permeation crucially determine
the pump-down behaviour. There are a few sources of out-gassing/desorption like the
vaporisation of the vacuum chamber material itself, desorption of water and other
spurious gases, diffusion and also permeation. Table 2.4 lists gas desorption rates
(Des Of typical materials in vacuum technology. It is evident from Table 2.4 that the
material choice and even the surface treatment can significantly alter the vacuum
performance of a system. Polished and compacted metal surfaces as well as glass
show two to three orders of magnitude lower out-gassing rates than common fluoro-
elastomer materials (FPM), used as rubber sealing. Therefore, rubber and other
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Table 2.5: Gas permeation values for different gases and typical tubing materials at
or around room temperature, taken from [241-243].

Material Gas Ga[mrrrffmon
s  m2bar
CO, 1.5
. H, 0.5
Silicone Oy 0.6
Ny 0.2
CO; 2.7 x 1072
-3
Tygon E Lab gz gg : 18_3
Ny 3.0 x 1073
CO, 1.6 x 1071
C-Flex Ultra | O» 8.3 x 107°
Ny 2.6 x 1074
CO, 6 x 103
FKM/Viton | Hy 3.5 x 1073
Air 5x 1073
Pyrex Glas | Hj 5x 1077
H, 1x10°6
Steel Ny 9 % 10-15
Copper Ho 1x 107

materials, showing high out-gassing rates, should only be used rarely and if so, their
surface area should be kept low, because the gas load, stemming from out-gassing,
scales with the surface area. Additional bake-out cycles can further reduce the out-
gassing rate by an order of magnitude. Note that the temporal evolution of Qpes(t)
is markedly different for plastic materials, compared to metals or glass. This will be
covered in Section 3.1.2.

The gas permeation gas load Qperm can be calculated by:

A
QPerm = qPerm A Fpa (265)

with ¢perm and A being the gas permeation rate of a material and its surface area,
respectively. Ap = (poutside — Pinside) represents the pressure drop along the wall
thickness d. It is clear from Equation 2.65 that the vacuum system containers and
tubing should be constructed under use of high wall thicknesses and low surface areas.
Table 2.5 lists some permeation rates ¢perm of typically used materials in vacuum
technology. From Table 2.5 the strong influence of the chosen wall or tubing material
is evident. For example, the permeation rates of silicone and steel for Ny differ by 14
orders of magnitude. Thus, the material choice in the vacuum system components is
highly relevant.
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2.9.3 Thin Film Characterisation Techniques

In the following section those methods, relevant for the characterisation of thin metal
films, used for the production of HVMs, will be presented. As an example, the thin
film thickness and its density crucially determine the electron absorption and electron
scattering behaviour, as well as the FIB milling results.

One may argue that there is no explicit need for an additional thickness char-
acterisation, as there is already an online thin film thickness measurement device
included in the QT150 sputter coater: the FTM. However, an FTM is an oscillating
Quartz-crystal-based indirect thickness measurement device, that only yields reliable
thickness and sputter rate results, if it is properly calibrated. It crucially relies on the
correct placement height of the sample and the knowledge of the thin film density.
Parameters, that are either unknown in the first place or are subject to changes when
testing different sputter deposition conditions.

Thin film purity or density could also be measured, e.g., using EDX in a SEM,
but, as the electrical conductivity measurement station represents a fast, inexpensive
and readily available alternative, this one was used here.

The inner stress measurement station built in the course of the thesis will be
described in Chapter 3.

The following subsections are mainly based on [224].

Thickness Measurement Using a Stylus Profilometer

There are multiple direct and indirect methods to measure thin film thicknesses. Di-
rect thickness measurements can be separated into invasive and non-invasive meth-
ods, e.g., using a stylus based contact profilometer, is an invasive technique. There,
a sharp diamond or sapphire stylus is moved laterally over the thin film surface,
and its vertical motion, due to surface roughness, curvature and steps, is fed to the
read-out electronics via inductive coupling, quite similar to the principle of a vinyl
record player. This method relies on the stability and hardness of the thin film as
the sharp stylus would otherwise sink into it, underestimating the given thickness.
As the materials used in this thesis are Os, Cr, Ir and Pt, this condition is definitely
fulfilled. The stylus profilometer method is the oldest and most widespread surface
topography characterisation method. More sophisticated contact or pseudo-contact
methods are atomic force microscopy or scanning tunneling microscopy.
Non-invasive thickness measurements can be carried out by optical non-contact
profilometers employing, e.g., digital holographic microscopy [244], or relatively straight-
forward, using light- or electron-optical observation in the SEM. In the case of
electron-optical investigations (especially in the TEM) a cross-section preparation
of the sample is necessary, so this would be a very powerful direct but invasive
thickness measurement method. Non-invasive optical thickness measurements are
nowadays able to sample two-dimensional thickness changes in-situ, with frame rates
of the order of 1000 frames per second. Indirect thickness measurement methods,
like measuring the resistance or capacity of deposited thin films, yields thicknesses of
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Figure 2.26: (a) Schematics of a stylus profilometer which employs a electromechan-
ically coupled sharp diamond stylus to scan across a sharp step in the
thin film in order to measure its thickness. (b) Image showing the thin
film stylus profilometer from Taylor Hobson Surtronic 3+ that was used
to determine thin film thicknesses greater than ~50nm.

conductive and isolating thin films, respectively. For non-iron materials, paints and
plastics on ferritic steel substrates, one can measure the holding force of a magnet,
placed onto the thin film, and by that deduce its thickness. For non-iron substrates
the formation of eddy currents can be used to derive thickness information. The FTM
method belongs to the very powerful and widespread micro-balancing thickness de-
termination techniques, it can be used to monitor the thin film thickness in-situ by
observing the resonance frequency change in the Quartz crystal upon deposition of
the thin film material on its surface.

Coming back to the stylus profilometer, there, all critical dimensions as step
(height), curvature, flatness and surface roughness are computed from the surface
topography, which is recorded upon pulling the stylus over the surface, see Fig-
ure 2.26 (a). Its lateral resolution is limited by the diamond tip radius, which can
be of the order of 20nm to 50 pm. In the vertical direction the measurement range
for state-of-the-art devices under ideal conditions is 5nm to 5 mm with sub-nm reso-
lution. Here, the minimal film thickness, that can be reasonably resolved is roughly
50nm. For a successful thickness determination, it is of utmost importance to have
a sharp onset or step of the thin film on a flat substrate, as depicted in Figure 2.26
(a). To achieve this, microscopy glass slides (Thickness: ~100 um, @18 mm) were not
only used as a (very flat) substrate for the thin film deposition, but also as a partial
cover of the substrate, leading to half-moon-like structures with a very defined step.

A typical measurement routine consists of the following steps:

e Set the lateral travel to 5mm to 10 mm and the height resolution according to
the expected thin film thickness.
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e Then load the sample into the sample holder using adhesive tape.

e Gently place the stylus on the sample surface and take care that the stylus is
oriented perpendicular to the surface.

e Now the measurement can be started and has to be validated after acquisition.

e Afterwards the operator manually corrects the levelling of the measurement, as
there are always some residual tilts present from the sample mounting.

e Then the step height can be deduced by selecting the ‘Step’ entry in the ‘Studies’
menue.

e When the measurement is finished, move the sample stage to a new position
and repeat the upper steps or remove the pick-up/stylus from the sample and
the sample from the sample holder.

Typically one sample was measured on three to six different positions, in order to
get a little bit of statistics and an indication if the film is uniformly deposited over
the substrate. The acquired thickness values were also used to calibrate the FTM.

Thickness Measurement using Optical Transmission Measurements

For thin film thicknesses below ~50nm a practical alternative to the direct deter-
mination of the thin film thickness as described above, is the measurement of the
optical transmission through the deposited layer.

Using Beer-Lambert’s law, where the material’s transmittance T is related to its
optical depth 7 via,

®£7>\ —T
T= o = ¢ (2.66)
e,

with q); , being the spectral radiant flux in wavelength, transmitted by that surface,

and q); , being the spectral radiant flux in wavelength, incident to that surface. Using
the attenuation coefficient u(z), the optical depth 7 can be expressed as:

l
T:/ p(z)dz, (2.67)
0

with [ being the propagation length in the material. In the case of uniform atten-
uation, which is a reasonable assumption for homogenous thin films, 7 = pl and
thus,

T =eH, (2.68)

Using k, the extinction coefficient, which is indicating the amount of attenuation
when an electromagnetic wave propagates through a material, ;4 can be expressed

as: p = ¥ Thus, Equation 2.68 can be rewritten to yield an expression for the
Ao
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Table 2.6: Extinction coeflicient « and attenuation values p for materials used in this
work at A9 = 530 nm, extracted from [245], except * is taken from [246]. {
Os values for that wavelength could not be found, instead the values from
Ir were taken [247].

Material | & [] p [m™1]
Ti 3.3418  7.92345 x 107
Cr 3.33 7.89547 x 107
a-C 0.70782  1.67825 x 107

ta-C* 0.379585 9 x 106
ta-C 0.024919 5.90833 x 10°

Fe 2.9164  6.91482 x 107
FeyO3 0.564  1.33725 x 107
Ir 5.0 1.18551 x 108
Ost 5.0 1.18551 x 10%

thin film thickness, depending on the wavelength of the incident light Ay and the
material’s extinction coefficient:

Log(T~") - Ao

Z(Ta K, )‘0) = AT - K

(2.69)
Values for x at specific wavelengths can be found at [245]. Table 2.6 lists k- and
p-values for the materials used in this work. Note that extinction values critically
depend on the chemical coordination, e.g., amorphous carbon and its tetrahedral
coordinated counterpart and iron versus iron(III)oxide (rust).

Alternatively to the approach given above, it is also possible to directly look up
the transmittance values in tabulated curves, see Figure 2.28.

One has to consider, that Equation 2.69 is only valid, if the chemical composition of
the thin film over the integration range is homogeneous and the absorption coefficient
for that specific composition/material, or even electronic coordination, is known. As
stated above, Fe and Fe,O, do have totally different i, as well as C, which can show
a large variation of its absorption coefficient upon changing its chemical bonding
states.

Another aspect of the above relations is, that they only hold true if the sample
illumination is parallel and homogeneous, which is the case in commercially available
slide scanners. For thin film thickness measurements a Nikon Super Cool Scan 9000
device was used, according to the setup depicted in Figure 2.27 (a). An incident flux
of parallel white light ®¢ is incident on microscopy glass slides (Thickness: ~100pm,
(@18 mm). The outgoing flux ®! is detected by an RGB-CCD-detector pixel array. As
the extinction value x is wavelength-dependent, a wavelength selection was achieved,
using only one, e.g., the green, colour channel of the RGB-CCD image, thus justifying
the notion of spectral radiant flux ®! , ; from above. In order to correct for the (rather
small) absorption of the microscopy, slide, a non-coated reference slide was inserted
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Incident Light
Rectangular
Aperture
| |
Referenlce Coated
Glass Slide Glass Slide

RGB-CCD-Detecor

00000000000000000
(a) (b)

Figure 2.27: Optical transmission thickness measurement principle in (a) and typical
measurement image of a 25nm «a-C film deposited on thin microscopy
slides (right side) and non-coated reference slide on the left side taken
with a Nikon Super Cool Scan 9000 slide scanner (b). The red boxes
show the signal integration range of 20 pixels.

next to the coated slide, such that the outgoing flux CIJL coateq €oUld be correlated to

the outgoing flux @i’n(m_cmmd, instead of relating it to ®¢.

The flux values were evaluated by taking the mean value of a 20 pixel wide line
profile over homogeneous regions of the samples, see Figure 2.27 (b). Putting these
transmittance values together with the attenuation values p from Table 2.6 into
Equation 2.69, the film thickness [ can be calculated.

Electrical Conductivity Measurements, using a Four Point Probe Measuring
Station

In order to estimate the density and purity of thin films, produced by magnetron
sputtering for the use as HVM, it is possible to determine the electrical conductivity
as an indirect marker.

Electrical conductivity or electrical resistivity measurements are an easy and straight-
forward way to determine on the one hand side the density of states at the Fermi
level, or in other words the amount of free charge carriers available for conduction,
and on the other hand how much electron scattering occurs within the thin film
material. The macroscopic relation for the resistance R of a material, given by the
Ohm'’s law, R = U/I, with U being the applied voltage and I the current trough
the resistor, does not tell much of the origins and deeper causes of the material’s
resistance. Contrary to that, the microscopic explanation of resistance, given by the

Drude’s law )
. Nee T
= =cF 2.70
i= g =F (2.70)

expresses the electrical current, using fundamental physical entities like n., ¢ and
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Figure 2.28: Optical transmittance T curves over thin film thickness d for various ma-
terials on a glass substrate for a wavelength of 550 nm, taken from [248],
p- 39.

7, being the number of charge carriers, the electron charge and the mean free time
between scattering events, respectively. These quantities are summarized under the
term o: the electrical conductivity (not a scattering cross-section). E represents the
electrical field applied. The Matthiessen rule states, that the inverse of 7 is the sum
of different scattering contributions 1/7 = 1/7, + 1/7¢p + 1/1/771 4+ 1/71F, where 17,
1/1aB, 1/71 and 1/77F describe the mean free times between scattering on the lattice
atoms, on grain boundaries, on impurities and interfaces, respectively. Thus, an in-
crease of electrical conduction is directly connected to an increasing contribution of
one, some or all of these processes. E.g., with decreasing film thickness the contribu-
tion of scattering on the film interfaces increases, relative to the other contributions,
and reduces its conduction.

For the case of a homogeneously distributed material, having a uniform cross-
section along the current path, and a constant electric field and current density
across the sample and parallel orientation to each other, the electrical resistance can
be given by:

l

=gy

(2.71)
where d is the thin film thickness and [ and b are the current path length and width,
respectively, according to Figure 2.29 (a), and p is the electrical resistivity, which
is the inverse of the electrical conductivity o. For [ = b the resistance simplifies to
R = Rp = p/d, which is the sheet or surface resistance of a material. For the linear
four-point probe geometry, given in Figure 2.29 (b), Rg = 4.532  (U/I) and with
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(b)

Figure 2.29: Four point probe measuring principle. (a) Geometry of a thin film resis-
tor (b) four-point probe linear geometry. A constant current is applied
at the two outer electrodes, while the according voltage drop at the two
inner electrodes is measured.

that Equation 2.71 can be written as,
U
p= RD‘d:4.532'7 -d. (2.72)

The electrical resistivity p, as opposed to the electrical resistance R, is a material
intrinsic property, meaning that, irrespective of the conductors size and shape, p can
be compared to tabulated values. This is why it is also known as specific electrical
resistance. With decreasing film thickness the electrical resistivity departs dramati-
cally from the bulk values and can give insights in the thin film purity and grain-size
distribution.

The measurement routine on the thin film resistivity measurement station, shown
in Figure 2.30, can be described as follows: When the sample is mounted on the
sample stage, see Figure 2.30 (b) it has to be centred under the four-point probe
head (a), using the (x,y)-stage movement screws, afterwards contacting of the thin
film is done by slowly moving the stage up in z-direction under continuous observation
of the force value indicated on the LabView computer control system, Figure 2.30
(e). The contact force is determined by using a load cell, which is attached to the
four-point probe cell?3. Typical contact forces are in the range of 1N to 3N. When
the contacting is finished, the measurement routine, implemented in Lab View, needs
to be configured in order to account for the expected resistivity range of the thin film
and for measurement result accuracy. Here the predefined values have been used.
Geometric parameters, like the thin film thickness d and the substrate shape and
size, have to be entered before starting the routine. The program ramps up the DC-
current I from 107 A to 1075 A in thirty steps, using a DC- and alternating current
(AC) pico-ampere current source (Keithly model 6221), Figure 2.30 (c¢). The current

#3Note that the load cell has to be reset to zero (tare), before the four point probe touches the thin
film, to give a valid force value.
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2.9 Thin Film Production

Figure 2.30: Image of the four point probe measuring station. (a) Four-point probe
head attached to a load cell to determine the force used to contact the

thin film. (b) (z,y, z)-moveable sample stage used to position the thin
film/substrate centred under the (a). The contacting is done by slowly
moving the stage up in z-direction under continuous observation of the
force value, indicated on the LabView computer control system (e). The
constant current is provided by a pico-ampere current source (c) and
applied at the outer two electrodes of (a), while the nano-voltmeter (d)
measures the voltage drop along the inner two electrodes of (a).
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is applied on the outer electrodes, of the four-point probe head, Figure 2.30 (a) and
Figure 2.29 (b). At every step the voltage drop along the inner two electrodes is
measured twenty times with a nano-voltmeter (Keithly model 2182A), Figure 2.30
(d), and the resistivity p is calculated by using Equation 2.72 and written to a
semicolon-separated text file, together with its standard deviation of the mean (STD).
Wolfram Mathematica is then used to import these data files, reformat and calculate
an average value of the measured thin film resistivities, using the measured STD of
each and every current step as weights.
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3 Device Madifications and New
Measurement Tools

Not only that numerous measurement tools and devices have been employed in the
course of this thesis, at some points it was also necessary to improve the performance
of given devices, to build a new characterisation tool and to build extensions to al-
ready existing ones. This chapter aims at describing those specific additions and
devices, needed to produce and improve HVMs employed in vortex EMCD measure-
ments.

3.1 Sputter Coater Vacuum System

In order to be able to produce own magnetic samples, e.g., of the strongly oxidis-
ing materials Fe, Ni and Co, for vortex filter EMCD measurements with the desired
properties like thickness, crystallinity and orientation at any time, the vacuum per-
formance of the in-house sputter coater (Quorum Q150T) had to be further improved.
Especially, with the long-term goal of epitaxial grown layers the demands on the vac-
uum are very stringent [249]. The influence of impurities and, thus, to great extent
the base pressure of the sputter system before sputtering, and the process gas sup-
ply, on thin film properties, like its density, granularity, inner tensions, mechanical
stability and even the degree of amorphicity have been observed [237, 250]. Even
for the same metal and the same film thickness, different film structures have been
seen, under the use of different deposition devices [251], emphasizing the impact of a
‘clean’ vacuum on the production of dense and oxygen-free electron-absorbing heavy
metal films used for binary HVM!.

Therefore, the weak points in the vacuum system of the in-house sputter coater
were quantified by using a He-leakage tester (Leybold UL200). Additionally, the
vacuum-pump-down behaviour, depending on its leakage, out-gassing and gas per-
meation, was modelled, using the methods described in the vacuum theory part,
Section 2.9.2. Afterwards the practical implementation of these findings will be de-
scribed, e.g., in the form of a redesign of the high-vacuum backing line and sealings
and the development of a cooling and bake-out system. In order to get a more reli-
able and convenient control over the impact of the diverse measures to improve the
vacuum performance of the system, a vacuum logging possibility was devised.

Note that the manufacturer of the sputter coater realized the importance of the vacuum system’s
performance too and adopted the vacuum system in his newest series [237, 250].
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3.1.1 Vacuum Logging

The Quorum Q150T sputter coater (SC), is equipped with a full range (5 x 10~? mbar
to 1000 mbar) vacuum gauge from Pfeiffer (Model PKR 251), which combines a Pirani
measurement cell and a cold cathode system according to the inverted magnetron
principle (Penning). This vacuum sensor has a measurement range of 5 x 10~? mbar
to 1000 mbar. Unfortunately, the Q150T software outputs the measured vacuum level
in the scientific notation but only with single digit precision, which is not appropriate
for a decent assessment of vacuum improvement measures or leakage estimations.
Also, logging was only possible by manually reading and writing down the vacuum
level value, indicated on the device’s display, which rendered the detection of subtle
changes in the high vacuum range below 1 x 10~% mbar impossible. Therefore, a self-
built lead-through from the combined vacuum gauge to a multimeter with logging
capabilities (Meterman XR38) has been built. The lead-through can also be used by
the system described in Section 3.2.

According to the technical data sheet [252], the measuring signal is output as a
logarithm over the whole measurement range. To get access to this output signal,
a three metre long extension cable with a standard nine pole sub-D male plug was
connected in parallel to the vacuum gauge’s signal output. Pin 1 on the sub-D
connector is the signal common and pin 2 is the signal output (measuring signal).
Care must be taken, that the connected load is not less than 10k{) and the analog-
to-digital converter (ADC) can handle the voltage range from 0V to 10.5V. An
error signal is given if the measured voltage drops below 0.5V (no supply) or if
it exceeds 9.5V (Pirani measurement element defective; filament rupture), 0.5V to
1.82V indicates an under-range, whereas 8.6V to 9.5V represents an over-range
value. If the measured voltage signal U lies within 1.82V to 8.6 V, it can be converted
to a pressure value p by:

p(U) _ 10(1.667-U)/V7d, (31)

where d = 11.33 yields the pressure value in mbar, and vice versa, a pressure value
can be converted to a voltage value by:

U(p) = c+ 0.6 - logio(p/mbar), (3.2)

with ¢ = 6.8 for a pressure value given in mbar. With the data logging ability
described above and Equation 3.1, it was possible to acquire a correspondence table,
that connects the indicated vacuum values on the SC’s display with the measured
ones.

Note that the measured vacuum pressure value crucially depends on the measure-
ment position, e.g., placing the vacuum sensor at the end of a long and narrow tube
and connecting the other end to the vacuum chamber will inevitably give a wrong
and higher value. The thermal management system, as described below, includes
a heating/cooling sample stage that has to be electrically connected to the control
system of the thermal management system. This electrical connection is realized via
an electrical feed-through (Pfeiffer Vacuum, DN16 ISO-KF, 9 pin, 2 A /pin), that is
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3.1 Sputter Coater Vacuum System

Figure 3.1: DN16 ISO-KF T-piece added to the Q150T sputter coater in order to be
able to add an electrical feed-through to the system.

connected to the lower port of a T-piece (Pfeiffer, DN16 ISO-KF), see Figure 3.1,
which has been added in between the chamber port and the vacuum measurement
cell. This T-piece increases the distance between the vacuum sensor and the cham-
ber. Thus, for comparing the measured values after including the T-piece and before,
a correction of the indicated pressure value has to be applied.

Using the definition for the conductance of vacuum tubing parts and apertures
C = qv/Ap , with g,y being the gas flow rate and Ap = p; — pa the pressure
difference at the respective ends of the tube, yields g,y = CAp [241]. Together with
the definition of the gas flow rate g,y = Sesf p2 with Scry, representing the effective
pumping speed at the entrance of the tube [241], one can write the actual pressure
value or at least the value comparable to the original position of the vacuum sensor
as a function of py, which is the pressure measured at the end of the tube:

o Ctupe - P1
pa(p1) = 5

tube L 3.3
eff + C’tube ( )

In the molecular flow regime for air at 293 K, the conductance of an aperture is given
by: Cqp = 11.6- A, with A being the area of the aperture. The conductance of a tube
in the molecular flow regime for air at 297 K is given by Cyupe = Cap - Prupe = 12.1 -#,
where Pype is the mean probability of particle passage, and has been determined by
Monte-Carlo (MC) simulations [241]. The effective pumping speed can be calculated

by %ﬁ = %+ %, with C representing the conductance of the vacuum system between

the TMP and the tube entrance, under use of the system parameters Scf; = 2.41s7!
and Ciype = 4.911s7 1,

3.1.2 Modelling the pump-down behaviour

In this section it is sought to estimate the effect of different vacuum improvement
measures on the pump-down behaviour of the sputter coater. Upon this estimation
and accompanying He-leakage measurements, it is possible to decide what measures
may lead to an effective reduction in the pump-down times.
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Starting with the volume flow rate or theoretical pumping speed S of a vacuum
pump, given by [242]:

S=— (3.4)
where Q is the gas load, typically given in 229! and p is the system’s vacuum level
or equilibrium pressure, given in mbar(10~2Pa), it is possible to set up a gas load

m3

balance including the most important gas load sources. Typical units of S are -

and, especially for TMP, é Due to additional tubes, valves or apertures between the
vacuum chamber and the TMP, the pumping speed given in Equation 3.4 is reduced.
This effective pumping speed can be calculated by,

1
Serr=—T1T—1" (3.5)
Snom + 6

with C' representing the conductance value of the elements blocking the molecular
particle flow to the pump. Formulae to calculate the conductance of pipes and
apertures have been already given in the preceding section.

The gas load of a vacuum system typically consists of the gas volume in the cham-
ber, which is removed within seconds or a few minutes, for a small chamber like
the given one (V' = 3.21), the leakage through micron and sub-micron sized holes
or surface roughness imperfections, the gas desorption of the chamber walls and
the permeation through the chamber walls, e.g., through rubber hose walls. Using
Equation 3.4, the combination of all these effects can be summarized and leads to a
description of the temporal pressure evolution p(t),

p(t) _ Q[‘;ak + QDe;M(t) i QDe;p(t) n ngrm_

(3.6)

with Qreak being the total leakage rate, Qpesm(t) = >, qg)es MAS\Z), Y being the
total gas desorption of all metallic and glass chamber walls with their respective areas

AS\? and desorption rates qg?e < 1 Whereas Qpes (t) =, q%’es PAEZ;), \/7? represents

the total gas desorption of all plastic material surfaces in the vacuum system and

Qprerm = Y _; qgirm Agi)erm d(ﬁp is the total permeation leakage rate, due to different
() ) (%)

Perm
materials qp,, . with their respective thicknesses dger Perm:

Using the respective measured and estimated areas”, as well as the values for
the gas desorption, taken from Table 2.4, and for the gas permeation, taken from
Table 2.5, it is possible to model the pump-down behaviour of the Q15071 sputter
coater for various conditions, see Figure 3.2. The influence of different permeation
values of various high-vacuum backing line tubing materials is shown in Figure 3.2

(a). It gets clear that the gas permeation through the backing line tubes alone does

mQand areas A

2The areas used for the rubber tubing permeation and desorption have been weighted by the
trespassing probability for long and narrow pipes %%, where d is the inner tube diameter and [
its length, according to [253].
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Figure 3.2: Panel of calculated pump-down curves for the Q150T, according to Equa-
tion 3.6, showing the influence of (a) gas permeation through rubber tub-
ing, (b) leakage reduction, and (c) gas desorption of the chamber walls.
For comparison the same scales is used in all diagrams.

not pose a problem, except really leaky silicone tubing is used (the other curves do
overlap). Originally, the ‘LabE’ rubber tubes were used in the Q150T. Note that
gas permeation through the Al and glass chamber walls is even more improbable,
and that the rubber tube connections consist of pressing the rubber tube over small
metallic barbs, which is probably a source of gas leakage.

Looking at the influence of leakage, given in Figure 3.2 (b), gives a different picture.
Here, strong improvements of the final pressure can be expected, starting from an
estimated initial leakage rate of the system (based on vacuum pump-down observa-
tions) of 1.3 x 1074 %, going down to 8.0 x 1076 %. A further improvement of
the leakage rate by an order of magnitude has no significant effect on the pump-down
behaviour, as the relative strength of the other terms in Equation 3.6 outweighs the
leakage term. Thus, it is evident from Figure 3.2 (c) that major improvements in
pump-down time and final pressure can only be expected from a significant reduction
in the out-gassing rate of the inner chamber walls. Notably, the gas desorption val-
ues, given in Figure 3.2 (c), are estimated values for a very rough Al surface, found
in the connection tube in between the TMP and the main chamber. For the Al top-
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and bottom-plates and the glass cylinder the tabulated values were used. The values

1.4 x 1076 % and 1.8 x 1077 % correspond to the gas desorption before and
mbar]l

after a polishing step. The last value of 3.6 x 1078 o2 corresponds to an estimated
value, reached after a bake-out cycle. There, of course, all the desorption values were
reduced by 80 % mimicking a bake-out of the whole chamber.

3.1.3 Vacuum System Improvements Measures

The above considerations and He-leakage measurements (Leybold UL200) revealed
three major weaknesses of the vacuum system. First, the high-vacuum backing line
out of rubber tubes with their non-optimal connection, second, high out-gassing rates,
e.g., due to rough surfaces and third, the glass cylinder sealing. The integral leakage
rate of the ‘L’-gaskets out of FPM, used as a sealing between the glass chamber and
the aluminium top- and bottom-plate, were roughly two orders of magnitude higher
than leakage rates for other FPM O-ring based sealings in the system.

In Figure 3.3 the adoptions made to the high-vacuum backing line are shown. In a
first step the original rubber tubing, Figure 3.3 (a), was removed by a high-end rubber
tubing (C-Flex Ultra, Cole Parmer) and a stainless-steel T-piece, see Figure 3.3 (b).
The overall length of the backing line tubes stays the same. This adoption showed
only minor effects on the pump-down time and the final pressure. This could be
expected from the modelling in the preceding section. The slight improvement in
vacuum performance is most likely due to the fact that cable ties were used in order
to reduce the leakage at the connection points. Hence, the backing line was rebuilt, as
illustrated in Figure 3.3 (c), using full stainless-steel tubing and cutting ring fittings
(Swagelock). It was tried to keep the tube length as short as possible in order to
reduce the volume and surface area of that part of the system. As there was no
commercial solution available, to connect the stainless-steel tube to the Ar-bleeding
valve barbs, a custom-built variant was devised, see Figure 3.3 (e) and mounted to
the system, see Figure 3.3 (d).

This intervention improved the final vacuum?® by ~4 x 1075 mbar to better than
1.4 x 1079 mbar and reduced the pump-down time to reach, e.g., 4 x 107% mbar, from
~14h to ~1.5h, see Figure 3.6 (blue line compared to magenta coloured line).

One of the main components responsible for the gas load in high-vacuum systems
is out-gassing in the form of desorbed water, and carbon monoxide molecules [240].
In order to reduce the out-gassing of surfaces in the vacuum chamber, typically the
surface roughness is reduced via polishing or etching and, ideally, also densified by
using shot peeing [240]. As already mentioned above, the surface of the one-quarter
elbow tube, connecting the TMP and the vacuum chamber, which has a relatively
large area, was in the as-cast state, as can be seen in Figure 3.4 (a, ¢). Thus,
the device was completely taken apart and the connection tube was then manually
polished, to the state shown in Figure 3.4 (b, d). The polishing procedure was as
follows:

3Which means in this case, the vacuum after ~21h to 24h. This is the software limit for keeping
the system under TMP pumping.
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Epoxy sealing  Stainless-steel

tubing
P

* O-ring sealing

b

Connection barbs

(e)

Figure 3.3: High vacuum side backing line. (a) As it was, Tygon-E-Lab or similar
rubber tubing with a plastic T-piece, (b) intermediate state, using a high-
end rubber tubing (C-Flex Ultra, Cole Parmer) and a stainless steel T-
piece, (c) full stainless steel tubing, T-piece and connections (Swagelock),
before mounting and (d) after mounting. (e) schematics of the sealing
solution for connecting the Ar-bleeding valve to the stainless-steel backing
line, marked by a red circle in (c), using miniature O-rings and an epoxy
resin seal (UHU, Endfest 300).
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e The sputter coater was carefully disassembled, as well as the TMP was re-
moved, in order to get access to the pipe without contaminating more parts
than absolutely necessary with grinding particles, etc..

e For the first grinding step, an FEPA P#220 silicon carbide sand paper was
used to remove coarse cast Al grains.

e Using a multifunction rotary tool (similar to a Dremel), equipped with an
Aluminium-oxide grinding stone, the extremely rough protrusions on both sides
of the channel were removed or at least strongly reduced.

e The first polishing step was done using ultra fine microgrid P#2000 sand paper
(grain-size 10.31um) and distilled water. This polishing step was done by hand.

e The last polishing step was done using an ultra-fine P4000 microgrid silicon-
carbide abrasive paper with a grain-size of 5pm and distilled water. This
polishing step was done by hand and in between the grinding/polishing steps
the pipe was rinsed with HoO dest. in order to get rid of Al and sand paper
particles.

e (Cleaning with Methanol, HoO dest. and pressurised air and final reassembly.

This step resulted in a further improvement of the pump-down characteristics,
shown in Figure 3.6 (orange line), i.e., the final pressure decreased to 8.7 x 10~7 mbar
and the pump-down time for reaching, e.g., 4 x 10”5 mbar, decreased from ~1.5h to
~0.5h. Note that no specific surface densification step was undertaken or possible
with the equipment at hand, so the achieved degassing rate reduction is still rather
on the lower side of possible out-gassing rates for Al surfaces*.

The ‘I’-gasket sealing, depicted in Figure 3.5 (a), marked by the two red arrows,
has not only a relatively high leakage rate, as seen in He-leakage tests, it also protrudes
~10mm into the vacuum chamber, as it was designed to hold an implosion guard on
the outside and to centre the glass vessel on the base-plate, as well as to centre the
top-plate over the base-plate. As shown above, gas desorption plays an important
role in the high-vacuum regime and the out-gassing of FPM is at least two orders
of magnitude higher than the one of Al or stainless-steel parts. Therefore, the ‘L’-
gasket was removed by an FPM O-ring sealing, which is held in place by an Al-ring
in order to reduce both, leakage and gas desorption, see Figure 3.5 (b). The O-ring
mounting geometry is shown in Figure 3.5 (b) as an inset. Even though this solution
may seem unideal for O-ring mounting, it can easily be added and removed from the
system, such that other users can still use the original sealing. The O-ring cross-
section (3mm) was chosen, such that the deformation under vacuum conditions is
of the order of 25 %, to guarantee leak tightness [253] and the Al-ring was designed,
such that the thermal expansion of Al, which is nearly ten times larger than that of
glass, does not cause damage to the glass cylinder.

4A degassing rate that is three times higher than the one of Al was chosen for modelling the polished
state of the elbow tube in the preceding section.
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Figure 3.4: Gas desorption reduction by surface roughness improvement. Before (a,c)
and after (b,d) polishing, comparison of the elbow tube connection be-

tween the TMP and the vacuum chamber of the sputter coater.
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O-ring
mounting
schema

Figure 3.5: Before (a) and after (b) replacing the ‘L’-gasket of the sputter coater’s
vacuum chamber with an Al-ring supported O-ring (3 x @157 mm, FPM,
Shore hardness: 80, red arrows) sealing. The inset schematically shows
the O-ring mounting.
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— System before any modifications, overnight pump-hold (OPH),

5 105 i membrane pump (MP)
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L Stainless steel backing line, OPH*, rotary backing pump (RP)

— Stainless steel backing line, after vacuum shutdown, MP
TMP connection pipe polished, OPH, MP
O-ring sealing, ~1h pump-hold, MP

— O-ring, heating/cooling cycle, OPH*, RP

x107°}

Pressure [mbar]

5.x107% |-

1.x10° |

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Pumping Time [h]

Figure 3.6: A logarithmic plot of the pump-down curves of the Q150T after various
vacuum improvement measures. Overnight pump-hold stands for ~12h
TMP pumping before the test, whereas vacuum shutdown is the typical
standby state of the sputter coater, with the chamber valve closed and
no TMP pumping. Before each test the chamber was vented with No
and was ~1min on air, except in the OPH* measurements, where the
chamber was vented with Ny but not opened. Note the different backing
pump configurations and pre-pump-down states. The position change of
the penning cell and the resulting pressure difference, was corrected by
using Equation 3.3.

Despite the green curve in Figure 3.6 not being acquired after an overnight pump-
down cycle, it descends stronger than the orange one in the high-vacuum regime,
indicating an improvement against the state before. After 15h of pumping, a pressure
of 9.3 x 107 mbar was reached, comparable to the final pressure reached after 21 h
using the “L”-gasket.

For all the above tests the backing pump of the TMP was a membrane vacuum
pump (Vacuum Brand, MD1, S = 1.2 %3) A TMP has a given compression ratio
for a certain gas species, e.g., > 1 x 107! for Ny, hence, given that the gas leakage
into the vacuum chamber is not the limiting factor, the final vacuum can be reduced
by reducing the outlet pressure at the TMP. As the final pressure of a rotary vane
pump is two to three orders of magnitude better than that of a membrane pump and
has also a roughly five-fold higher pumping speed than the membrane pump in use,
it was tested to replace the membrane pump by a two stage rotary vane pump. A
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first test was promising, as can be seen in the turquoise line in Figure 3.6. But as
the chamber was not opened after No venting, this strong improvement could also
(partly) be due to reduced out-gassing in the chamber.

The above measures ensure clean and oxygen free conditions in the vacuum cham-
ber before sputtering in not too long pumping times.

It should be noted that the process- and venting gas lines are made out of rub-
ber, which could be problematic when a high-purity in the Ar-gas supply is needed.
Additionally, on the low-vacuum side of the Q150T, there are three different plastic
hoses, used to connect the TMP outlet to the pre-vacuum pump, probably leading
to permeation of Ho and COs through the hoses and subsequent back-streaming into
the vacuum chamber.

3.2 The Sputter Coater Vacuum Chamber and Sample
Heating- and Cooling System

As already pointed out in the theory Sections 2.9.2 and 2.9.1, the background- or
base pressure before and during thin film deposition crucially determines, e.g., the
structural, compositional, electrical and mechanical properties of the layer [237]. In
the preceding section multiple passive measures to improve the vacuum performance
of the Q150T were described. A self-built system or upgrade for the Q150T, that
employs a commonly used method in high- and ultra-high vacuum applications to
significantly reduce the out-gassing rate in order to reach a decent high-vacuum in a
reasonable time, which is baking out the vacuum chamber, will be illustrated [240].
Additionally to thermally controlling the vacuum chamber, the possibility to control
the substrate temperature was also included in the system. This may be used to
produce large grain crystalline magnetic samples, using high temperatures [249, 254,
255] and nano-crystalline Os/Ir thin films at low temperatures. Furthermore, the
cooling function of the new sample stage could be used to improve the C film diamond-
like properties [120] for robust phase HVM®. Heating cycles may be used to reduce
the thin film inner stresses of Os/Ir/Pt-layers [224].

Because the term ‘sputter coater vacuum chamber and sample heating and cooling
system’ is relatively unhandy, it will further on be called sputter coater thermal
management (SCTM) or bake-out and cooling system.

The first version of this system can be seen in Figure 3.7. Basically, the sputter
coater vacuum chamber can be split into three separate regions, the top plate out
of Al holding the magnetron cathode and the shutter, the bottom Al plate where
the sample holder, film thickness monitor, process- and vent-gas supplies, vacuum
sensor and the TMP are situated and the middle part, which is a borosilicate glass
cylinder (160 mm x 140 mm), see Figure 3.5 and 3.8. Since the basic idea was to
have both options, heating and cooling, available, at least for the two Al parts, tra-
ditional heating devices like resistive heating, ceramic heaters or heat lamps could

®Notably, with increasing substrate thermal conductivity the density and sp*/sp® ratio increases
as well [120].
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Figure 3.7: The first version of the Q150T sputter coater Peltier heating/cooling
upgrade, used to improve vacuum and thermal stability during sputtering.
Many parts are loosely hanging or standing around, which complicated
the operation a lot.

not be employed. Using Peltier elements which utilize the Peltier effect, that is
the possibility of transferring heat by flowing an electrical current through a ther-
mocouple, provide the possibility to heat and cool devices by simply inverting the
current direction through the element. No moving parts are needed and the power
density is reasonably high, e.g., ~10 W/cm?. Two 40 mm by 40 mm Peltier elements
(Quick-Ohm) were used, yielding a maximal heat dissipation of 160 W (Uqe = 19V
and Inae = 15A), and were powered by a 900 W DC switching mode power sup-
ply (Voltcraft, HPS-13030). Glass has a very low thermal conductivity of 0.76 %,
which, combined with its cylindrical shape, made cooling impractical. Thus, this
part is only resistively heated using a silicone rubber heating foil (thermo Technolo-
gies, 230V AC, 800 W, 400 mm x 100 mm), wrapped around the vessel, using two
Velcro bands for good thermal contact. The problem of commercial sputtering ma-
chines (like the Q150T) is that most of the (vacuum) parts are enclosed in a moulded
housing and are, thus, hardly reachable with heating or cooling devices. Therefore,
heat-pipes were used to connect difficult-to-reach regions with a heat dissipation de-
vice. Heat-pipes are sometimes also referred to as ‘heat superconductors’, due to the
fact that a temperature variation on one end of the a heat-pipe nearly instantaneously
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3 Device Modifications and New Measurement Tools

leads to thermalisation on the other end. They exploit the fact that the latent heat
of the phase transition between liquid and vapour and vice versa, as well as the heat
transfer rate, of, e.g., water, is very high. Their thermal conductivity can be of the
order of 100 11;1\7}\2 for long heat pipes, compared to 0.4 % for Cu, the metal with the
second highest thermal conductivity. The working medium inside is chosen according
to the application temperature range, but, typically it is water, working from 0°C to
250°C. Each heat-pipe, 6 mm in diameter (Quick-Ohm), can transfer 40 W of heat
energy. A standard connection block for heat-pipes can carry three heat-pipes, thus,
roughly 120 W of heat can be transferred, which is sufficient for the cooling of the
sputter coater cathode, which has a maximal dissipated power of roughly 100 W.

A water cooling device (beQuiet!, Silent Loop 360 mm, 450 W), typically found in
high-performance personal computers, is used as both: a heat sink, in the case the
system needing to be cooled and a heat reservoir, if the Peltier elements are used
to bake-out the chamber. The relatively high heat dissipation capacity of the water
cooling is needed, because not only the heat that is removed from the magnetron
cathode has to be taken into account, but also Joule heating of the Peltier element.

Three two-point temperature regulation units, using P7700 (silicone heater) and
NTC thermocouples, have been assembled in a custom-made housing. Temperature
logging was only possible with an external logger.

Testing the system revealed that with a starting vacuum level of 1 x 10~° mbar,
after ~1.5h of pumping and heating up to 90°C and a subsequent cool-down to
22°C, the vacuum level got down to 4 x 10~% mbar. Without the thermal cycle, the
vacuum level would be of the same order after ~14h of pumping. If the vacuum
chamber would have been kept under high vacuum, using the TMP and the pump-
hold function, a comparable vacuum level would be reached after ~3.5h. Thus, this
first version already shows promising results concerning the vacuum improvement
and quality of, e.g., carbon thin films, but soon some drawbacks became apparent,
necessitating a redesign. E.g., one water cooling device for both Peltier elements was
clearly not enough, temperature regulation was unhandy and could not be automated
(cycle length and temperature, heating/cooling rate) and many parts of the setup
were loosely hanging or standing around, which complicated the operation a lot, see
Figure 3.7.

The redesigned system has a much more compact footprint and is more practical
in usage, it can be controlled and automated by a Linuz-based miniature computer
(Raspberry Pi (RPI)) and it also includes a substrate heating (and cooling) stage for
testing on the one hand side, if inner tensions of the sputtered thins films can be
reduced by vacuum heating cycles, and on the other if epitaxial grown Fe, Ni or Co
samples can be produced using temperatures as high as 800 K during sputtering and
thereafter. A schematic overview of the system architecture can be seen in Figure 3.8.
The system is controlled via a graphical user interface (GUI), either by touching the
screen or classically using mouse and keyboard, see Figure 3.10, running on a Linux-
based miniature computer, see Figure 3.9 (f). Most of the temperature readings,
e.g., from the hot and the cold side of the Peltier elements (green) and the vacuum
pressure value, are sent to the electronics box (orange), where a 16 bit ADC (Joy-it,
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Figure 3.8: Schematic of the new thermal management system for the Q150T sputter
coater.

12C ADS1115), a 12 bit digital-to-analog converter (DAC) (Adafruit, MCP4725) and
three 4-channel power switching relays (Seeed Studio, RPI relay board v1.0, 30/250
VDC/VAC, 15A) are situated, see Figure 3.9 (c). The electronics box, and an
additional 5V power supply, wiring and the water-cooling heat dissipation elements
are mounted in an adapted personal computer housing (light-grey shaded box), see
Figure 3.9 (a, b).

The two Peltier elements (green) are powered by their own power supplies (grey,
Manson, HCS3402, 32V, 20 A, only one is drawn) which can be activated and voltage-
controlled in the GUI, using the DAC. Thus, enabling the possibility to use a PID
temperature regulation algorithm, where the Peltier current is smoothly tuned from
zero t0 Inae~15A. As compared to the formerly used two-point regulation, this
method provides a gentle Peltier operation. The temperature regulation of the sili-
cone rubber heater foil is still realised as a two-point regulation based on a PT100
that is mounted on the foil. What has changed is that the temperature control is now
done by the control software, with the possibility to automatically start and stop the
temperature control for some or all heating/cooling elements at once and specify the
duration or sequence of heating. Theoretically, also the rate of heating and cooling
could be controlled, but in practice this is not necessary. Additional Cu heat pipes
for the bottom-plate heating and cooling (not drawn in Figure 3.8) where used to
effectively transfer the heat from and to the sputter coater and to gain more space
for the Peltier element water cooling device (Alphacool, Eisbér 420 mm). Both Al
plates can thus be heated to 95 °C to 110 °C for bake-out and also be cooled down to
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slightly above the dewpoint (~8 °C), acting as a mild cryo-pump. The glass cylinder
can, in principle, be heated up to 200°C, but, in order not to damage the FPM
sealings, temperatures lower than 150 °C are used. The sample heating and cooling
stage (brown frame in Figure 3.8) consist of a Cu frame that thermally connects a
Peltier element to the (cooled) bottom plate, see Figure 3.9 (f). On top of the Peltier
element sits an Al plate. In normal operation this plate is kept cool, such that it
also acts as a mild cryogenic-pump in close vicinity to the substrate/sample. Atop of
this Al plate there is a thermal and electrical isolator, e.g., a 1 mm thick glass slide,
which separates the ceramic heating element, with a diameter of 7mm (Zhuhai 4U
electronic ceramics, 5V, 0.4 to 0.622), from the Al plate. On that ceramic heater
the sample is placed for sputtering, having a working distance of 40 mm to the mag-
netron cathode. To monitor and regulate the temperature of the ceramic heater, a
miniature PT1000 temperature sensor (Heraeus Nexensos M222, —70°C to 500 °C) is
mounted at the downside of the heating element, using a high-temperature resistant
glue (Hark, Thermic 1100 °C), whereas the Peltier temperatures are controlled using
digital one-wire temperature sensors (DS18B20) and the wiring is done by using low
out-gassing cables (VACOM). Figure 3.10 shows the whole system assembled and in
operation. A pump-down curve with simultaneous heating to 110 °C for ~20 min and
subsequent cooling down to 8 °C shows the improvement against no heating. Instead
of taking 3h to 6h, a descent high-vacuum was reached after ~1h, Figure 3.6 (red
line).

3.3 A Basic Thin-film Tensiometer to Estimate Thin Film
Stresses

In Section 2.9.1 thin film growth mechanisms and the influence of sputtering param-
eters on the film characteristics have been described. The bottom line is that there
were multiple parameters that can be controlled (and some others that are harder
to control) to change thin film tension. Curiously, in the work of Luhmann et al.
stress value measurements of stoichiometric silicon nitride (SizN4) membranes and a
systematic study on the oxidation behaviour of SisN, under Oy plasma treatment,
lead resulted in the finding that the Os plasma treatment leads to the formation of
an SiOq film on the SigNy4, which counteracts the intrinsic tensile strength of the films
by adding compressive stress to the membrane [256]. A similar strategy is sometimes
used to balance compressive stresses of metallic thin films in adding a tensile stressed
adhesion layer between the target layer an the substrate.

In the Optimizations Chapter the question if the stress state and the amount
of inner tension are responsible for structural imperfections appearing in the FIB
milling process of HVM will be addressed. Therefore, a basic home-built thin film
stress measurement tool was devised.

Typically, there are three sources of thin film stresses, mechanical stress ops during
the deposition process, due to clamping of the substrate, thermal stress op, due to
high deposition temperatures and different thermal expansion coefficients of the film
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Figure 3.9: Images of the SCTM system. (a) shows the modified personal computer
housing containing the two water cooling units, the Peltier elements and
their heat-pipe connection pieces as well as the electronics box. (b) shows
the back-side. (c¢) depicts the dense packaging of the interior of the elec-
tronics box containing the wiring, multiple relays, DACs and ADCs.
Panel (d) shows the interior of the RPI with its modified housing and
additional ADCs to read out a PT1000 temperature value from the heat-
ing stage. In (e) the home-built heating and cooling stage is shown. A
ceramic heater element (white) is placed on top of an Al plate, which is
directly mounted on a Peltier element and a Cu-frame. (f) is a screenshot
of the control program’s browser-based GUI. 103
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Figure 3.10: Image of the new SCTM, fully assembled and in operation, heating the
in-house sputter coater. The heating and cooling stage (lower right
corner) was placed outside the coater for better visibility.
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Figure 3.11: Effects of thin film stresses. (a) Tensile stresses in the thin film lead
to inward bending of the substrate, while compressive stresses bend the
substrate outward (b).

material and the substrate and thin film intrinsic (inner) tensions oy, due to lattice
misfit, impurities and growth conditions [235, 257]. The sum of these contributions
yields the final thin film stress level: o = o) + o + o7. As all the depositions done
throughout the thesis were made with a non-clamped substrate at room temperature,
oy = o7 = 0 can be assumed. The inner stresses of thin films, especially for high
melting point materials, can easily reach a few Gigapascal. In combination with
relatively thin substrate plates (70pm to 500pum), this can lead to a measurable
deformation of the substrate, see Figure 3.11.

Besides the more intricate thin film stress measurement methods, which are CCD
based, like geometrical optics or an interferometric approach, there is the possibility
of using a simple cantilever based method. There, the substrate itself is used as a
flexible cantilever that is bent upon tensile or compressive inner stresses in the thin
film deposited on it. Additionally, the metallic thin films show very high reflectance,
comparable to a high quality mirror, and thus, it was tempting to use a home-built
cantilever beam technique, capable of detecting changes in the curvature of the coated
18 mm diameter glass cover slips [258].

Using the Stoney Equation 3.7, which relates the stress of the film ¢ to the curva-
ture radius Rg of the substrate and some geometrical parameters of the setup, it is
possible to determine the stress state and quantity of the deposited thin films [259].
The Stoney equation reads,

Egt? 1 1
_ s = - = 3.7
7 6(1— l/s)tf <Ri§ RS> ’ (3.7)

where %5 and Ri, are the curvature of the substrate before and after thin film depo-

sition, and Fg and vg are the respective Young’s modulus and Poisson’s ratio of the
substrate. ds and dy are the thickness of the substrate and the deposited metallic
film, respectively. For o > 0 the films show tensile stress, and if ¢ < 0, the films
exhibit compressive stress. The elastic modulus and the Poisson ratio of the cover
slip was taken from the manufacturer’s homepage: Fg = 64 GPa and vg = 0.2 [260].
The substrate thickness was measured by observing the defocus change from the up-
per to the lower surface of the glass slide with a light microscope and the thin film
thickness was determined by using the methods described in Section 2.9.3.
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Figure 3.12: Image of the self-built reflection tensiometer with the schematics over-
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laid. A red laser is used (a) to illuminate the thin films deposited on
a @18 mm and 100 pm thick glass slide (b) which is held by a sample
holder (c). The reflected beam position A is read from a millimetre pa-
per stripe (d), positioned in a distance of H = 290 mm. « is given by the
beam deflection of a stressed glass slide, relative to the reflected beam
of a flat reference glass slide, and can be related to the curvature of the
stressed glass slide Rg using the free-standing length of the glass slide
[. The whole measurement setup is mounted on a 15 mm thick wooden
plate.



3.4 Focused Ion Beam Milling at a Reduced Working Distance

Now the curvature of the substrate had to be measured. This is done by a home-
built bending beam reflection tensiometer, as it is depicted in Figure 3.12, together
with the schematics, shown as an overlay. It is mounted on a 15 mm thick wooden
plate and consists of a red laser emitter (Microsoft Presenter) (a), used to illuminate
the thin films deposited on a @18 mm, and an ~100 pm thick glass slide (b). The glass
slide has a free-standing length of [ = 15 mm and is held in place by a sample holder
(c). Inner tensions in the thin film bend the glass slide, and the incident collimated
beam of light changes its deflection angle a. The change of the deflection angle,
relative to a flat reference glass slide, can be determined by reading the reflected beam
position A on a millimetre paper stripe (d), positioned in a distance of H = 290 mm
from (b). The deflection angle a can be related to the curvature Rg for the specific
setup shown in Figure 3.12 with the relation,

L _a_28 (3.8)
Rs I HI
Equation 3.8 is an approximate result, only valid for small angles «, which is clearly
fulfilled in the present case. As the measurement of the substrate curvature is done
relative to a flat reference sample, the term 1/R, in Equation 3.7 vanishes.

A measurement routine consists of five individual measurements, where the rota-
tion of the sample is changed in steps of 90°, to get an indication of the scattering
of the deflection angles. Using this basic setup with an estimated mean error of
0.38 GPa, inner stresses of thin films between +£2.5 GPa have been measured. This
value could be further improved by a redesign of the sample holder.

3.4 Focused lon Beam Milling at a Reduced Working
Distance

The available FIB instrument at USTEM is a somewhat out-dated machine. To
improve its milling resolution, a rather simple approach can be utilized, consisting
of reducing the distance between the sample (hologram-membrane) and the FIB
column, i.e., reducing the (free-)WD. This measure increases the convergence angle
of the ion-beam and, thus, decreases the spot size, assumed that lens aberrations do
not alter the beam profile.

In order to reach a WD of 10mm® at the FIB column, the sample, placed on a
12.7mm SEM sample holder stub, has to be moved very close to the SEM column
(~1.5mm). In normal operation the instrument’s software does not allow for such
small WD of the SEM column, because of the danger of a pole touch. In order
to circumvent this safety measure, the WD is intentionally set to a feature that is
situated way lower than the actual surface of the sample holder, or in other words, the
image has to be massively defocused while linking the z-value to the WD. Then, under
permanent visual inspection, using the IR-camera in the chamber, the sample can

SNote that this is the indicated value in the software, its also the lowest possible value, but the
physical WD is ~15mm.
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Figure 3.13: Comparison of the stage positioning and the achievable resolution of the
two FIB working modi WD 30mm (a) and 10mm (b). For standard
applications and parallel SEM inspection the sample is brought to the
point of coincidence (eucentric height) at a WD of 30 mm yielding a
resolution of 30 nm to 38 nm at 30 pA as estimated from the SIM image
in (c) using the knife-edge method. Whereas for high-resolution milling
a reduced WD of 10mm yields a resolution of 24nm to 29nm for a
beam current of 100 pA, estimated from (d). Parallel SEM imaging is
no longer possible.

be lifted towards the FIB column, until the minimal WD value of 10 mm, or slightly
more for focusing purposes, is reached. Figure 3.13 (a) shows the IR-chamber camera
image the sample at the eucentric height and in (b) it is moved to the reduced WD.

SIM images, taken at a WD of 30mm and at a WD of 10 mm, are shown in
Figure 3.13 to illustrate the resolution-gain of that simple measure’. There are
sophisticated methods to determine the spot size of ion-beams, e.g., using dose ar-

rays in 2D materials [261]. Here, a simple sharp-edge (knife-edge) scan method was

"Note that modern instruments use a WD of 4mm (FEI Helios 600i).
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used [262, 263] to estimate the spot size, as only the relative spot size change is of
interest instead of the absolute value. Also, it is clear that imaging resolution is not
the milling resolution, but from milling results obtained (showed in the next chapter),
a spot size improvement is evident. In Figure 3.13 (c) an SIM image of a 400 nm
annular aperture is shown, taken with an ion current of 30 pA at a WD of 30 mm and
compared to an image of a surface feature on an Os membrane, taken at 100 pA at
a WD of 10 mm, Figure 3.13 (d). Qualitatively, the image resolution is comparable
even though a three-fold higher ion current was used. The respective estimated image
resolutions are 30 nm to 38 nm for the higher WD and 24 nm to 29 nm for the shorter
WD.

3.5 A Focused lon Beam Sample Stage for TEM Grids and
Membranes

Milling fine structures with periodicities of 200 nm to 1000 nm in the FIB, with outer
dimensions ranging from 5pm to 100 pm, and material thicknesses of a few hundred
nanometres can easily last dozens of minutes, or even multiple hours. This puts high
demands on the instrument’s stability. Drift is thus a major concern in the production
of amplitude HVM. There are multiple sources of drift like beam-drift, due to, e.g.,
sample charging and/or time varying magnetic stray fields, and mechanical sample-
drift, originating, e.g., from thermal instabilities, mechanical vibrations and stage
instabilities. For example, in order to reduce the influence of thermal instabilities,
the sample is allowed to settle down for ~1h, prior to milling critical structures.

The samples, @3 mm thin Si-chips with the thin film membranes on it, are typically
mounted on a Al stub with sticky tapes out of C or Cu. Especially when the sample is
tilted towards the FIB column (52°), it may move slowly down. In order to avoid this
mechanical drift, a direct and firm connection between the sample and the stage has to
be established. Additionally, such a direct connection assures good electrical contact
and reduces any charging-induced beam-drift. Milling experiments of HVMs, carried
out in Brno at the Institute of Scientific Instrumentation at the Czech Academy of
Science (ISI-CAS), in the course of an informal collaboration, showed the beneficial
influence of a mechanical firm membrane-mounting.

Therefore, a custom-made sample holder for the FIB was fabricated, especially
suited for the 3mm TEM aperture- and membrane-disks, used for HVM production.
Figure 3.14 (a) shows a schematic cross-section of the new holder. The basis is a
standard ¥12.7mm Al SEM sample holder stub (light blue), where a central bore of
(?¥1.8mm x 3.0mm is placed. This bore ensures that no part of the fragile hologram
membranes, located in the centre of the Si chip (red), touches the stub when mounted
from upside down. A step ¥3.5mm x 0.1 mm was added to centre the aperture or Si
frame on the stub and to hold it in place laterally. Note that the frame thickness of
a SiNx membrane is typically 200 pm, compared to the thickness of an aperture with
250 pm. For the vertical fixation a 0.2mm thick Al sheet (dark blue in Figure 3.14
(a)) was cut to the size of the stub. Five holes were drilled into that sheet, a central,
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(a)

Figure 3.14: (a) Schematic cross-section of the self-built FIB holder for @3 mm TEM
apertures and membranes and a navigation camera top view of it in (b).
(c) Navigation camera image of the self-built TEM membrane holder. A
0.2mm Al sheet is fixed to a standard 12.7 mm SEM sample holder stub
by two M2 screws. The SiNx membranes are mounted in a central hole
and the two additional bores are needed for sample loading. Due to its
slim design there is no acute danger of a pole touch, when working at a
WD of 10 mm.

(?¥2.0 mm, bevelled one, which provides access for the Ga-ion-beam, drawn in yellow,
to the membrane area, two alignment holes, that are only used when the sample is
loaded, and two fixation holes, that are used to press the Al sheet onto the aper-
ture/membrane via two M2 screws (grey). When building the sample holder, care
was taken that no parts protrude beyond the ¥12.7 mm stub more than ~1.5mm,
because of the danger of a pole touch while moving the sample towards the WD
10 mm position, as illustrated in Figure 3.13 (b). Figure 3.14 (b) shows a top view of
the holder, loaded with a SiNx membrane. The results on milling Os HVM, presented
in the next chapter, were made employing this sample holder.

3.6 Focused lon Beam Milling Drift Correction Script for the
Production of Holograms

The high-stability stage, described in the preceding section, guarantees a minimal
mechanical drift of the sample, while other sources of drift, especially the variation
of the electromagnetic environment, still complicate the situation and add undesired
milling artefacts to the hologram structures. Measurements of the Ga-ion-beam-drift
rate, made by a colleague, imaging a fiducial marker every 12 s for up to 14 min, show
drift rates up to 50 nm/min at night, with a characteristic monotonic and single-
directional behaviour. Measurements done at daytimes show a reduced drift rate of
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Geomagnetic variation (until 2019-04-23)
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Figure 3.15: (a) Typical geomagnetic variation in Vienna, as obtained from the Con-
rad Observatory [264]. The uppermost plot shows the horizontal mag-
netic field component (H), below the declination (D) and vertical com-
ponent (Z) are shown. The bottom plot represents the total field inten-
sity (FN). From the plots, field variations of the order of ~0nTh™! to
30nT h~! are possible. (b) MC particle trajectories calculation, showing
the radii (p(t)) of fifty trajectories of 30keV Ga-ions over the course of
41 cm (1.4 ps) when subject to no field (orange lines), and inside a weak
magnetic dipole field, oriented perpendicular to the page plane and of
the order of 6.5nT (blue lines). The beam deflection is of the order of
1um, exemplifying the principal possibility of an earth magnetic field
influence on the ion-beam trajectory.

~15nm/ min, but with a clearly more erratic and non-predictable pattern. While
the daytime drift pattern could be understood as affected by artificial sources, like
elevator-, metro- and tram power-lines in close vicinity, the night time drift behaviour
is somewhat strange®. One could speculate that this behaviour is a consequence of
variations in the earth magnetic field strength, which amounts to tens of nanoteslas
over an hour [265], see Figure 3.15 (a). Such variations, either of artificial- or natural-
origin, result in a beam-shift of a few hundreds of nanometres for a 30 keV Ga-beam,
see Figure 3.15 (b). A more in-depth study would be needed to clarify this issue.
Independent of what is causing the beam-drift (and sample-drift), its presence is
detrimental for the goal of producing large-scale high periodicity diffraction gratings.
Therefore, the scripting option and an included visual matching routine® of the FIB
instrument were employed to correct for any deviations of the beam and/or sample

8Notably, the best milling results for complex holograms could be achieved in the time slot after
eight o’clock in the evening and before half past six in the morning. This is true for work done at
USTEM and also seen by our informal collaboration partners at the Leibnitz Institute for Solid
State and Materials Research Dresden (IFW-Dresden).

9Details on the scripting language can be found in the document’s runscript.pdf’ and ‘auto-
script_technical_note.pdf’, located at the instrument’s control computer.
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position while the milling is in progress.

The drift correction routine (DCR) is based on a visual matching routine that
searches for fiducial markers after each stream-file-pass. The fiducial markers have
been milled into the thin film membrane prior to the actual milling of the hologram
structure. If there is a difference between the actual- and the former-position of the
fiducial markers, larger than a preset threshold value, the script adjusts the beam-
shift according to the measured difference vector. The stage is not moved by the
script.

Now some details on the DCR operation and typical parameters will be given. Fig-
ure 3.16 gives an overview of the drift dialogues and the available options. Assuming
that the sample area of interest has been found and the beam is aligned, the first step
is to start ‘runscript xT’, to load the main file for the drift correction script (*.psc
file) Figure 3.16 (a). Note that the name of the stream file(s), containing the actual
milling points, etc., has to be manually written to the main script file before loading
it. Up to now, no better solution was found. Also, the ‘Visual Match’ option must
be checked, for the drift routine to work!?.

The drift routine is split into three main dialogues, see Figure 3.16 (b, ¢, d). In
the first dialogue, panel (b) of Figure 3.16, ‘Premilling Options’ are summarized,
e.g., the beam-shift calibration, which is the relation between shift excitation and
actual shift distance, can be started. It changes from time to time and, especially
when working at massively reduced WD, this automated routine ought to be run
before milling. Second, via the ‘Drift Corr’ button a ‘Drift Correction Routine’-
dialogue opens, as depicted in Figure 3.16 (c). There, the user can either deactivate
the DCR or change the kind of image-feature, that is sought by the visual match
routine, from being a circular- or a cross-marker, or a certain image-feature, nearby
the desired hologram region, as well as the mask hologram itself. So far, the circular
markers yielded very good results, while the two other options could not yet be tested
thoroughly. When pressing the ‘MarkersDC’ button, various options to define the
markers can be set. For example, the shape of the marker can be changed from
one, which represents circular markers, to two, representing cross markers. Also,
their radius/size and z-depth can be chosen together with the number of markers.
In Figure 3.16 (e) four markers with a radius of 0.3pm and a z-depth of 0.3pm?!
have been milled into a C-coated Os/SiN, thin film. These parameters turned out to
work well for this material combination. In case that the hologram structure is not
yet finished after the predefined number of passes, the number of extra passes to mill
can also be defined, in this option panel. Third, in the pre-milling options dialogue
important parameters for the milling and drift correction process have to be entered.
For example, entering the magnification determines the actual hologram size, while

10Mind that the drift correction algorithm, together with the Cognex Vision Pro visual match
window, only works if the quadrant, which is used to display the SIM image, is set to ‘Default’ in
the ‘Color’-tab, which is located in the ‘Enhanced Image’-panel and the checkbox in that panel
is disabled. The panel can be found on the right hand side of the FIB control software.

HThis value assumes a Si sample, so it does not represent the actual z-depth milled, because of
differences in the sputter yield.
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Figure 3.16: Panel of the FIB drift correction routine dialogues. (a) The ‘runscript
xT’ program is used to load and start the drift correction script. (b) In
the ‘Pre-milling Options’ dialogue the beam-shift calibration routine can
be started, the drift correction options dialogue, shown in (c), can be
opened, drift correction relevant options are accessible via the ‘Options’
button and the milling options, shown in (d), are accessible via the ‘Con-
tinue’ button. (c) In the ‘Drift Correction Routine’-dialogue the kind
of drift correction used can be chosen, and marker associated parame-
ters are accessible via the ‘MarkersDC’ button. (d) The ‘Start Milling
Options’-dialogue contains the possibility to start milling the fiducial
markers, to start milling the stream file using the DCR and, if neces-
sary, to start milling of extra passes. (e) The matching window alwh?
appears or is updated when the drift correction is active or some user
input is needed, e.g., the manual position determination of the markers.
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the number of passes depends on the membrane thickness, material, ion-beam current
and dwell time. Note that there is a, so far inexplicable, factor of 2.331 between the
indicated magnification and the actual magnification used for milling, e.g., for a
10 pm hologram stream file, the indicated magnification is 15 kx, whereas a value of
6434.32kx has to be entered in the option-panel. For the visual matching routine
a threshold level can be set, which defines the sensitivity of the match command,
i.e., specifying the allowable amount of difference between the source bitmap and the
matched images. The preset value is 0.5, while a value of 0.3 worked well in the
case of Os-layers. The matching window-size, see the yellow squares in Figure 3.16
(e), can be defined in units of ‘the field of view’. Mind that the matching windows
should not overlap with the hologram structure, as this would complicate the feature
identification for the matching routine. The maximal allowed absolute drift distance
in microns (drift control level) can also be adjusted. A value of 0.015pm worked
reasonably well. If values larger than that are measured after a drift correction
attempt, the DCR starts another drift correction loop and continues, until either
the measured drift is lower than the preset drift control level, or the preset maximal
number of loops is reached. The last set of options deals with various ‘sleep times’,
e.g., it can be defined how long the system waits for the stage to stabilize before
milling.

When the pre-milling adjustments are done, pressing ‘Continue’ opens the ‘Start
Milling Options’, see Figure 3.16 (d). Before starting the actual stream file milling,
using the ‘MillStream’ button, the markers have to be produced by using the ‘Mill-
Markers’ button. After pressing the ‘MillStream’ button, the user has to tell the
program the position of the markers. For that the ‘Image Match Window’, Fig-
ure 3.16 (e), pops up and the user is asked to manually click on the centre of the
first marker, marked by the small yellow crosses in Figure 3.16 (e). If there is more
than one marker, this is repeated for all markers. In principle this procedure could
also be done automatically by the visual match routine, but it turned out that this
results in a non-optimal identification of the feature position. The DCR now loads
the stream file and starts to mill the points given therein. When milling of the stream
file is finished, a drift correction loop starts, grabbing an image with the same dwell
time and pixel-size, as was used prior to starting the script. This is important be-
cause the image contrast and with that the pixel dwell time for imaging, as well as
the pixel-size, needs to be sufficient for a successful image matching process and for
an accurate drift correction. On the other hand, a too high dwell time and pixel
density may remove too much of the thin film layer and alter the image contrast.
Therefore, trial runs have to be conducted to figure out a working set of parameters.
Ideally, the image contrast in the marker region is conserved throughout the whole
milling process, otherwise the visual match routine may fail if the image contrast
significantly reduces or changes while milling the hologram. Then the coordinates
of the markers are determined by the matching routine, and beam-shift is changed
according to the drift vector. If more than one marker is used, a mean drift vector
is calculated. Before going on milling the next pass, another frame is grabbed in
order to check the result of the beam-shift action, in case the absolute drift value is
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larger than the preset value, another drift correction loop is started. The process is
halted, if it is not possible to reach the desired drift correction within the predefined
number of loops, or the drift was too high, such that the markers moved outside the
matching window search region. Otherwise the predefined number of passes will be
executed and additional extra passes can be milled through the according option in
the ‘Start Milling Options’ dialogue.

When starting the DCR automatically, a logfile named ‘autolog.n’ is created. n
can be defined in the options panel in the pre-milling options dialogue. There, all
the measured drift correction values are stored, e.g., for later inspection.
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4 Optimization Strategies for the
Production of Binary Holographic
(Amplitude) Vortex Masks

A prerequisite for the successful application of EVBs, either in vacuum or incident
on a sample, is a clearly defined HVM geometry, delivering as pure as possible OAM
eigenstates. The same is true for HVMs, used as vorticity filtering devices in a
TEM. Additionally, in order to achieve high vortex order separation, the grating
periodicity should be very fine and, as a means to improve the SNR of both, incident
and vorticity filtering EMCD experiments, the dimensions of the HVMs need to be
large. To achieve these design criteria, various optimization routes have been tested.
Ranging from testing alternative scan strategies, over looking at the influence of
material properties, like density and inner stresses, to testing the diffraction efficiency
of binary phase masks.

4.1 Vector Scan Approach for Focused-lon-Beam Milling of
Holographic Vortex Masks

Generally, FIB milling proved to be a robust and reliable technique to produce HVMs,
with ever-increasing demands on structure size and fidelity, methods to improve the
ordinary milling strategy, using raster- or serpentine scanning, were sought [266].
In this paper a ‘vector-scan’-technique, using spiral paths instead of the raster-scan
approach, has shown to be beneficial for the repair process of semiconductor circuits,
as it provided precise and more arbitrary control over the ion-beam. Here, it will be
tested if such a vector-scan-strategy improves the milling results of HVM over the
raster-scan approach.

Therefore, a Mathematica-based program has been devised that is able to calculate
spiral vector paths for the milling areas in binary hologram bitmaps and converts
them into FIB readable stream-files. These stream files were tested and optimized
at the in-house FIB instrument and sent to our collaboration partners at the IFW-
Dresden. There they were used to mill finely structured large-scale HVM and were
compared to the raster-scan method.

Typically, the binarised hologram is stored as 24 bit RGB bitmap (BMP). Its green
component determines if the beam is blanked; any other value than 0 will unblank the
beam. When this BMP is loaded into the scan engine of the FIB instrument, its pixel
arrangement is converted into a raster-scan pattern, as illustrated in Figure 4.1 (a).
The ion-beam is moved over the whole area of the BMP, line by line, and depending
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Figure 4.1: Comparison of ion-beam (blue circle) movement strategies. (a) For ordi-
nary raster-scanning the beam scans over the whole image, line by line,
with intermediate fly-backs. The ion-beam is also moved over black pix-
els, but blanked (grey broken line circles). (b) Vector-scanning strategy,
following a spiral path only on white pixels where the beam is unblanked
(blue broken line circles).

on the pixel value, the beam is blanked or not. The blue channel determines the dwell
time, whereas for binary holograms always a value of 255 is used, being equal to the
maximal dwell, which is entered in the user interface. Lower values are linearly
interpolated from a fixed dwell time table. Typically black and white images are
generated, where white pixels represent the milling points. Contrary to that, the
vector-scan approach guides the ion-beam along arbitrary paths, e.g., along spiral
paths, as shown in Figure 4.1 (b). Notably, the beam is only moved over milling
regions. Evidently, other scan strategies could be envisaged like random walking,
zick-zack or intermittent scanning, etc., but only the spiral paths will be tested in
this work, as they seem plausible from a physical point of view.

To realise the vector-scan approach, stream files are used to tell the FIB instrument
the exact position, milling sequence and dwell time of the ion-beam. A stream file, is
an ASCII text or binary file that addresses the patterning 12 bit (16 bit for a Helios
instrument) DAC directly. Because a 12bit DAC is used, the patterning field of
view is divided into 4096 steps (65536 for a 16 bit DAC). The z-range is, thus, 0 to
4095 and in the vertical direction it is approximately 280 to 3816, as the data bar
is overlaid to the image in that region'. Figure 4.2 shows an example of a stream
file. The file must begin with an ‘s’, indicating a stream file. For a Helios machine it
should be ‘s16‘. The second line defines the number of passes, here 40, and the third
line indicates the total number of z, y-coordinates (pixels) in one pass, in this example
25. Note that for the Quanta FIB the maximum number of milling points is 1 MP
and for Helios instruments, e.g., used at the IFW-Dresden and Central European

'In fact the whole y-range is accessible, as has been tested with large-scale masks.
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s

40

25

96 1229 2867
96 1639 2867
96 2048 2867
96 2457 2867

96 2867 2867
96 1229 2457
96 1639 2457
96 2048 2457
96 2457 2457
96 2867 2457
96 1228 2048

96 1639 2048
96 2048 2048
96 2457 2048
96 2867 2048
96 1229 1639
96 1639 1639
96 2048 1639

96 2457 1639
96 2867 1639
96 1229 1229
96 1639 1229
96 2048 1229
96 2457 1229
96 2867 1229

Figure 4.2: An example of a stream file, with the first character indicating the string,
the second line defining the number of passes, the third indicating the
total number of milling points. The following strings are the dwell time
and x, y-coordinates.

Institute of Technology, Brno, (CEITEC), it can be 8 MP2. Each coordinate tuple is
prefixed with the dwell time in units of 0.1 s, thus, 96 means 9.6 us. The dwell time
range is 0.1 s to 4600 ps, with 124 values distributed, approximately logarithmically,
within this range.

The spiral vector-scan paths, as sketched in Figure 4.1 (b), for any binary HVM and
in principle for any structure that consists of connected regions, are generated and
converted to the stream structure (described above) by a custom search algorithm
which has been implemented in Mathematica. As an input, this program needs
the hologram BMP, which is calculated using Equation 2.38, given in Section 2.4.4,
and an according text file with some structure- and milling informations. Both are
produced with a self-made Gatan Digital Micrograph (DM) script. The routine then
loops through every pixel P; of the binarised image, as illustrated by the blue dot in
Figure 4.3 (a), starting in a corner of the image. If a white pixel P;1; is detected,
this pixel is added to a list that contains the paths and a vector v = P11 — P;, and
its perpendicular vector v, is calculated. Using these vectors, the routine defines a
seven-pixel-long U-shaped search path, indicated by the black arrows in Figure 4.3 (a)
and searches for other white pixels in the nearest neighbours of P, ;. When another
white pixel is found on that path, it is also added to the list of vector-scan points.
Additionally, these found path pixels are set to zero in a copy of the initial image, as
means to control that there are no duplicates in the scan paths. The algorithm thus
finds the hull of a connected region in the image and adds path points, going in circles
from outside in. The routine can also handle very narrow elongated regions (corners)
of the structure, where so-called undercutting occurs. After the paths are found the
routine rearranges and sorts the paths according to the user’s choice, depending on
the specific hologram geometry, see Figure 4.3 (b) as an example. There, the paths
are overlaid to the hologram, where the numbering and colour-coding indicates the
milling sequence of each path/region. Additionally, the green and red dots represent
the starting- and end-points of the milling paths, respectively.

Figure 4.4 (a) shows the result of an early milling test of a m = 250 Bessel HVM

2Note that when producing the stream file, there must not be spaces at the end of the file, otherwise
the FIB will not load it.
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Figure 4.3: (a) Schematics of the search algorithm, used to detect the outer bound-
aries of a connected region, i.e., holes or vacuum areas in a HVM. (b)
Example of the spiral vector paths found for a fork dislocation mask.
Milling is done starting at region or path one and so forth. The green
and red dots indicate the respective starting- and endpoints of the paths.

(050 pm, g = 2.5um), using the above described method to produce stream files. The
substrate was a 310nm Pt thin film, deposited on 200 nm SiNx and the milling was
done using inward spiral paths, just like shown in Figure 4.1 (b), using the in-house
Quanta 3D FIB, operated at 30kV.

Massive redeposition, that is material that was removed at one site is not com-
pletely removed from the structure but rather deposited on sites in close proximity to
the milling site, can be observed. Redeposition strongly reduces the rate of material
removal and, thus, the voids between the grating bars, typically free of any material,
are totally obstructed. Milling the same structure using an outward milling scan-
strategy®, see Figure 4.3 (c), yields a completely different picture, Figure 4.4 (b).
Now, the hologram structure is well reproduced and, as shown in the inset, redepo-
sition is minimized. This clearly shows that the milling strategy can dramatically
influence the milling outcome.

Thus, for the following milling tests the outward-spiral-paths scan-strategy will be
used. Moreover, after each pass the milling sequence of the single regions is reversed
as well as the handedness of the spiral paths, as a potential means to reduce milling
artefacts stemming from using only a single scan direction [25]. To test if there
are differences in the hologram structure between the ordinary BMP or raster-scan
strategy and the spiral paths scanning, two very large m = 1 HVM structures with the
same outer diameter of 50 pm and nearly the same grating periodicity of g = 630 nm
and g = 600nm were produced at the IFW-Dresden, using a state-of-the-art FIB

3A Ga-ion current of 50 pA, a dwell time of 270 us and 50 passes were used. To reduce the influence
of drift, the milling was done overnight (2:00 a.m. to 4:55 a.m.).
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1000 nm

(a) (b)

Figure 4.4: Influence of the milling direction. (a) Massive re-deposition found after
inward spiral stream file milling on a m = 250 Bessel vortex mask. (b)
The same structure as in (a) using outward spiral milling.

(FEI, Helios nanolab i600 operated at 30kV) on the same thin film, see Figure 4.5%.
The substrate was a 310 nm Pt free standing thin film, that was deposited using radio-
frequency sputter deposition, and floated off a NaCl crystal. For the FIB milling a
Ga-ion current of 230 pA was used and the BMP, as well as the stream file pitch,
was 19nm. In order to stabilize the grating structure, a second-order grating had to
be added to the hologram structure with a periodicity of 5pm and a bar width of
145nm and 420 nm for the BMP and stream file hologram, respectively. The duty
cycle, i.e., the void to bar-width ratio, in the BMP was chosen to be 50 %, such
that the milling region is half the width of the bar, while in the stream file it was
88 %. These values resulted in a duty cycle of 83 % and 122 % for the HVM shown in
Figure 4.5 (a) and (b), respectively. Note that achieving an ideal duty cycle of close to
100 % is a matter of trial and error, and while the BMPs files were already optimized
before this comparative run, the stream file was generated upon experiences from in-
house milling tests, which is also true for the stabilisation bar width. The differences
between the achieved and the chosen duty cycle are practically the same for the
BMP and stream milling strategies, being 33 % and 34 %, respectively. This could be
expected as the same beam current, and, thus, the same beam profile, was used in
the test. Besides the apparent differences between the raster-, Figure 4.5 (a) and the
vector-scan-test, Figure 4.5 (b), due to the different duty cycle and stabilisation bar
width, the overall grating quality is the same. There are no significant differences
visible between the two milling strategies (see the insets), at least not larger than the

4A disk of 20 pm in the centre was left out, as means to increase the detected EMCD signal, which
will be described in the vortex EMCD section.
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Figure 4.5: Comparison of HVM milling results using (a) raster-scanning and (b)
vector-scanning. Besides the apparent differences in the stabilization
grating bar width and the duty cycle, there are no differences in the
general fidelity of the grating.

thin film inhomogeneities. This coarse granularity, of the order of 20nm to 50 nm,
could be a result of sputter yield variations across the thin film, as a result of different
crystal grain orientations.

A second milling test, using the same instrument and full HVMs with a grating
periodicity of ¢ = 623 nm for the BMP milling and g = 600 nm for the stream file
milling with the same film thickness and material, but a more homogenous thin film
quality, has been conducted at the IFW-Dresden. The same ion current as in the
first test was used, but the stream file pitch was reduced to 11.5 nm and a dwell time
of 200 us with 8 passes was used, including 4 passes with a positive and 4 passes
with a negative chirality of the spiral paths. The second-order grating bar width was
100 nm and 190 nm for the BMP and stream file hologram, respectively, and the duty
cycle, for the BMP milling test, Figure 4.6 (a, c¢), was measured at 103 % (initially:
50 %). For the stream file test, given in Figure 4.6 (b, d), it is 113 % (initially: 54 %).
The resulting SEM images, shown in Figure 4.6, do again not show any significant
differences, apart from the second-order grating bar width and the stream file test
missing ~5 % of the structure, which is probably due to the higher pixel density, such
that the number of milling points was too high. Though, looking at the magnified
images of the holograms, given in Figure 4.6 (c, d), there are faint differences, e.g.,
the BMP milled grating bars in (c) show small steps (marked by the left red arrow)
of 20nm to 30 nm height, which are not visible in (d). There, structural defects are
smaller than 10 nm. Also, there are slight asymmetries apparent at the end of each
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Figure 4.6: Comparison of HVM milling results using (a) raster-scanning and (b) a
vector-scanning strategy with improved thin film quality and a higher
pixel density of the stream file. Only faint differences, marked by the red
arrows, are observable in the zoom in images between the BMP-milled
(c) and the stream-file-milled structure (d).
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void region (marked by the left red arrow), whereas the stream file mask is perfectly
symmetric.

So, in principle, the vector-scanned hologram reproduces the calculated structure
slightly better, but the asymmetries observed, stem most likely from drift while
milling the structure, and could also be present in vector-scanned masks. Also, the
steps are an artefact, that is not a scan-strategy-related effect, but is due to the
achievable pixel density using BMP as opposed to stream files. Using stream files is,
thus, not so much a matter of the scan-strategy, but rather a possibility to increase
the achievable pitch parameter way below half the ion-beam spot size, which was
in the present case 38nm. As already mentioned in the beginning of this section,
every pixel in a BMP counts as a ‘milling’ point, including the black pixels, whereas
stream files only contain the actual milling points, which is a fraction of ~25% for
the present structures, and, thus, ~75 % more pixels can be packed into a stream file.
Note that the slightly higher duty cycle of the stream file milling test is a matter of
adjusting the initial duty cycle, but not a principal drawback.

Another issue, when milling holographic structures of that size and/or in thick
(heavy) metal membranes, is the achievable milling rate, defined by:

Ad
R= T (4.1)
with A being the whole milled area, I the ion current, t = tpyenNpNasp the total
beam dwell time, with tp..e; being the dwell time on one pixel and Np the number
of passes needed to mill through the thin film of thickness d, and Nj;p being the
number of milling points. Using the relation Nyp = A/ l%gitch, where [pjiep is the
pixel pitch length, Equation 4.1 can be written as,

R = dl??itch ( 4 2)
ItpwenNp '

The higher the milling rate, the faster the hologram is produced and, thus, drift is
less influential. Estimating the milling rate for the cases given above, yields a milling
rate of 0.08 % for a raster-scanning milling test (not shown), where 200nm of Pt
were used with a dwell time of 800 ps, 5 passes and an ion current of 230 pA. For
the vector-scan milling test, given in Figure 4.6 (b, d), a milling rate of 0.11 l%rg’ is
calculated, which would be an impressive improvement of 37 % in the milling rate.
But this number has to be treated with caution, because there are multiple error
sources, e.g., the beam current varies with aperture usage time, older apertures show
higher than nominal currents, another thin film was used, the high dwell time may
cause re-deposition, reducing the effective milling rate, and additionally drift could
have minimised the milling rate as well.

So there are some benefits of stream file milling over BMP milling, but their effects
are weak and most likely not directly associated with the scan-strategy per se, but
rather a result of the higher pixel density and the higher milling rate and, thus,
a lower milling time consumption could reduce drift issues, but has to be further
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analysed. Another aspect, pointed out by these results, is the influence of the thin
film characteristics on the milling outcome, which will be covered in more detail later
on.

4.2 Testing a Spatial Dwell Time Modulation as a Means to
Improve the Grating Cross-Sections

The above experimental tests showed, that the hologram structure can be well re-
produced in the lateral direction, using state-of-the-art FIB milling. In the vertical
direction, high-aspect ratios, that is the relationship between depth and the width of
a milled structure, are synonymous to sharp and clearly defined edges of HVM struc-
tures, which are crucial for the production of the desired pure OAM states of EVB.
The Ga-ion milling parameters, like beam current, dwell time, the number of passes,
beam shape, angle of incidence and redeposition, alter the rectangular shape of the
grating bars in a way that is shown in Figure 4.7. Typical aspect-ratios, seen in FIB
milling are of the order of three, and, under extremely low beam current conditions,
also up to 25 [214]. Here the notion of an aspect ratio is less practical, compared
to taking the bevel angle or slope s of a bar edge, that is related to the aspect-ratio
AR, as s = arctan(AR_l)%l;r&, e.g., for an aspect ratio of AR = 3 the bevel angle
is 9°. It is well known that milling of high-aspect ratio structures is achieved by
increasing the number of passes to minimize the re-deposition rate (while keeping
the total dose constant). On the other hand, too low dwell times lead to swelling and
amortization. For effective material removal a certain threshold dose, being in the
range of 1 x 10'%ions/cm? to 1 x 10'7ions/cm?, has to be used [214, 267], meaning
that there is an optimum range for the combination of beam current, dwell times
and number of passes. In earlier tests on the in-house FIB, it was found that a dwell
time range within 75ps to 300 ps for beam currents of 50 pA to 300 pA, leading to
pass numbers between 10 and 50, works well for the given application. Also, for very
low film thicknesses, single pass milling tests, done at the CEITEC, gave very good
results.

Assuming that the dose/current/passes balance has thus be optimized, the ques-
tion was, if the full vector control of the milling position and dwell time, provided by
the stream file milling, can be used to improve the cross-sectional shape of HVM grat-
ings, see Figure 4.7. Inspired by the publication [59], that found, using the electron
beam-induced deposition (EBID) technique, that a spacial dependent dwell time can
improve the edge fidelity of deposited structures, a similar approach was tested for
the ion milling of holographic gratings. The Mathematica routine (described before)
to generate the stream files was adopted, such that a spatial dependent dwell time
reduction in the proximity of the voids’ edges is produced. A subroutine determines
the number of void pixels surrounding the scan point and classifies it according to
the three different cases given in Figure 4.8 (a-c). Void points (a) are surrounded by
other void or milling points to 100 % and are assigned the highest dose/dwell time.
Whereas, when the beam is reaching the edges of the grating bars, the number of
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U

Figure 4.7: Schematic cross-section of one grating bar, showing the rounded shape
(blue filled shape) as a result of the ion-beam etching procedure and
possible stages of improvement (opaque dashed shapes), reducing the
roundness towards the ideal rectangular cross-section (black dashed line).

surrounding milling points is reduced by 37.5 % and, thus, these edge points (b) are
assigned a lower fraction of the dose. For corner points (c), where the amount of
neighbouring milling points is reduced by 62.5 %, the dwell time reduction is also
highest. Additionally to the neighbouring milling points classification, the proximity
to the edge is also determined for every scan point, reducing the dwell time accord-
ingly. Both parameters are then used to weight the reduction of the nominal dwell
time, as depicted in Figure 4.8 (d). To test whether this kind of dwell time adoption
has an influence on the cross-section of diffraction grating bars, a series of test struc-
tures was milled, using the Helios machine at the IFW-Dresden, operated at 30kV,
into a 310nm Pt thin film, where only the amount and sign of the EDT adoption
was changed. See Figure 4.9, for a plane-view overview. The structure had the same
periodicity as was used for the stream milling test, but the milling current was 80 pA,
the pitch was reduced accordingly to 6 nm and a dwell time of 75 s with four passes
(two left-handed ones and two right-handed ones) used. The duty cycle was set to
67.5%.

To inspect the edge structure, cross-sections were prepared, using the FIB and an
EBID C protection layer. Figure 4.10 shows the result of the milling series. The EDT
parameters were varied from an edge-dwell-time decrease of —20 % over to practically
no change and ranging up to an increase of 20 %. Besides the obvious change in the
grating cross-sections’ duty cycle, the slopes and rounding radii seem to be very
similar, except for the test structure, cut at a much higher beam current of 230 pA
and on another thin film sample.

To further analyse the edge shapes, the image processing capabilities of Mathe-
matica were used to extract the edges from the 80 pA SEM images. In the following
the edge shape extraction procedure using Mathematica 10.1 is described in bullet
points:

1. The images were binarised using the function MorphologicalBinarize with a
threshold of 0.55.

2. Edge Detection was done employing the function EdgeDetect, using a pixel-
range of 10 pixels.
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(a) (b) ()
EDTO EDT --
I100
T 67
E 33
i
(d)

Figure 4.8: (a) Principle of the beam position-dependent dwell time adaption, in-
spired by the work [59]. (a) Void points are surrounded by other milling
points, the highest dose is assigned to them. (b) edge point have less
milling point neighbours, such that their received dose is reduced. (c)
corner point having the least number of surrounding milling points and
the highest dwell time reduction. (d) Three dimensional representation
of the spatial depend dwell time of a HVM structure before adoption, left
(EDT 0) and, right, after adoption (EDT —).

3. Then components in the sense of connected regions are detected, using the
function MorphologicalComponents.
4. Getting the pixel positions of each edge region, using the function Position.

5. Afterwards the edges are rotated and rescaled to nanometres. The bottom line
is removed and the edge pixels are sorted by their respective mean z-value.

6. Separating the left and right edge of the central bars.

7. Shifting the odd/even edges to the same starting value in z for better compar-
ison.

8. Fitting the odd/even edges, using a Fermi distribution function and the non-
linear model fit function.

Different fit functions were tested, but it was found that a Fermi-distribution function
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e i

Figure 4.9: Plane-view overview of the EDT test structures for different EDT param-
eters.

in the form of:

2 max
f@) =a+ —=Imee_ | q(z —b), (4.3)
1+er

can be used to fit the edge-shape, with 9,4, being the highest point of the respective
edge in the vertical direction, and a, b, 7, d being fit parameters. The extracted edges
1 to 6 can now be directly overlaid and compared, using the extraction procedure.
The results are shown in the graphical panel given in Figure 4.11. Additionally to
the duty cycle variations, there is now also an asymmetry between the left- and right-
side edges visible. The right side edges are systematically more rounded and show a
higher slope angle, which is most likely due to drift. Considering the EDT-dependent
variation in the edge form, there are no clear distinctions discernible in Figure 4.10.
Utilising the fit function, Equation 4.3, values for the edge radii and their respective
slope values were extracted and summarized in Table 4.1. For the moderate EDT
reduction, the lowest edge radius and, together with the EDT 0, lowest slope, as
well as the highest aspect ratio can be observed. This could hint at the possibility,
that a moderate EDT reduction improves the edge quality slightly, compared to no
EDT and higher EDT values. The uncertainties of the fits are reasonably low. But
looking at the STD values of the edge radii and acclivities clearly indicates that one
cannot infer an improvement of the edge quality from these results. The observed
variations are smaller than the measurement accuracy and possibly due to instrument
instabilities, misalignments and/or drift.

These results suggest that the most significant parameter for low bevel angles of
the grating side-walls is the beam current, see the lowermost panel of Figure 4.10.
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EDT - (230 pA)

Figure 4.10: Comparison of different EDT parameters showing FIB prepared cross-
sections of a diffraction grating test structure cut at 80 pA. Note that the
darker structure partially filling the grating voids is a EBID protection
layer out of C. In the EDT + image the EDT increase was +7 %, in EDT
— enhanced EDT decrease —20 % was used, in EDT ++ an enhanced
EDT increase +20 % was applied, in EDT - a moderate EDT decrease
of =~ —7% was tested and in EDT 0, the EDT was not adapted at the
edges. The lowermost image was cut, using a higher beam current of
230 pA and the scale bar is 500 nm. 129
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Figure 4.11: Direct comparison of the different EDT parameters, extracted from the
images shown in Figure 4.10 of Edge 1 to 6. The edge onsets have been
aligned to each other for better comparability. No significant influence
of the EDT adoption, besides the apparent duty cycle change, visible in
Figure 4.10, can be observed.
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Table 4.1: Results of the SEM image analysis of Figure 4.10. Mean values and the
absolute and the relative standard error of the mean of the fitted edge
radius, its slope/bevel angle and aspect ratio.

Mean Edge Radius [arb] | Mean Slope [deg] | Mean Aspect Ratio []

rel rel rel

EDT
r Ofit  Ocdges Opqges | S O oL AR oar o'sh

+ 13.8 +0.16 +£29 +21% |45 0.9 +£20% | 6.5 =+£1.6 +24%
- - 15.0 +0.23 +1.8 +12% |49 +04 +9% 5.8 =£0.5 +9%
+4+ | 128 +0.25 +2.2 £17% |43 £0.7 +15% | 6.8 =£1.1 +17%
- 12.7 +0.15 +£1.9 +15% | 4.1 +0.5 +12% | 7.0 +0.9 +13%
0 13.2 £0.13 +£1.0 4£8% |41 03 ™% 7.0 =£0.5 +7%

This negative result can be understood considering that the idea of using a spatial
dependant dwell time adoption originated from a different technique, where other
physical processes are involved, e.g., in the EBID method, the edge improvement
due to an EDT increase, can be understood as being due to a secondary electron
deficiency at the edges of the structure, which leads to a lower deposition yield.
Here, the milling rate is primarily defined by the beam dose and, thus, by the lateral
beam profile.

4.3 Improving the Thin Film Production

On the one hand, only little attention was paid to the deposition process and prop-
erties of the thin metal films, used for absorptive vortex masks. This is reflected in
the lack of information on that issue in publications dealing with the production of
the HVM [5, 207]. On the other hand, the presented results in the preceding sections
do point out, that there is a significant influence of the thin film characteristics, like
grain-size and crystallinity, on the actual milling result.

In numerous milling tests, it could be observed that the grating bars tend to
stick together, when trying to mill, e.g., @20 um HVMs with grating periodicities
lower than g < 1000nm. Therefore, a low frequency (large periodicity) second-
order grating, lying perpendicular to the primary high frequency (small periodicity)
grating was introduced to avoid a grating collapse, as exemplified in Figure 4.12. It
was found that, in order to avoid the grating collapse, the second-order stabilizing
grating should have a periodicity of g2 ~ (6 — 8) - g1, where g; < 1000nm is the
primary-, and go the secondary grating periodicity. For g; > 1000 nm, go2/g;-ratios of
20 are feasible. See for example Figure 4.9 and Figure 4.6 in the preceding sections.

These second-order stabilizing or supporting gratings were added under the tacit
assumption that there is no influence on the waveform. Experimental far-field images,
shown in the Applications chapter, see Figure 5.17 (b), prove this assumption to
be wrong. The influence of second-order gratings on the far-field distribution is of
significance. They introduce artefacts visible as azimuth intensity variation of the
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Figure 4.12: Typical examples of grating collapses observed when the go/g;-ratio gets
too high.

single vortex orders. Moreover, every square micron of an amplitude mask, that
is blocked by a stabilizing grating, further reduces its DE via electron loss, due to
absorption and high angle scattering. Not only absorption, but also diffraction at the
second-order grating reduces the amount of electrons delivered to the m = 41 vortex
orders. To estimate the effect of the introduction of a second-order grating on the DE,
image simulations were undertaken. Figure 4.13, shows that a reduction of ~16 % in
DE can be expected for a typical stabilization grating, having g2 = g1/2 (orange line)
and a go/gi-ratio of five, up to 70 % in the worst-case-scenario. Therefore, measures
to reduce the need for a second-order grating (and/or its thickness) are needed, in
order to improve the DE of HVMs.

Another point, that is made in Figure 4.13, is the influence of the primary grating
transmission on the DE. To be able to mill fine-grating periodicities, of the order of
600 nm and below, the thin film thickness plays an essential role, due to the limited
aspect ratio that is achievable with a FIB instrument. The thinner the film, the more
important the thin film’s density gets, and with that the material choice and the thin
film deposition conditions, which both influence its density.

To tackle the aforementioned issues, the thin film properties have to be engineered.
The expended efforts to understand and optimize the deposition process of high
density metals, like Os and Ir, via DC-magnetron sputtering, will be presented in
the next three subsections. Before, there will be a short introduction on the used
principal thin film layer structure, together with some details on how the factory
settings of the sputtering machine were adapted to increase the systems cleanliness
and sputtering performance.

In contrast to the already mentioned thin film preparation method in the stream

132



Figure 4.13:

4.3 Improving the Thin Film Production

Transmission [%]

-
N

-
o
T
I

— g/4 second order grating
9/2 second order grating]

Transmission

Diffraction Efficiency n{}[%]
»

0’1 n n n 1 n n n 1 n n n 1 n n n n n n
0 2 4 6 8 10

92/91 []

Showing the influence of the HVM primary grating transmission (green
line) and the presence of a second-order grating, with a grating bar
width of g1 /4 (blue line) and a grating bar width of g;/2 (orange line)
on the DE of the hologram. Both of which can massively reduce the
effectiveness of the holographic structure on distributing electrons to
the desired vortex orders m = +1.
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Ga-ion beam

10/50/100/200 nm SiN,

~5 nm Cr/Ti/C

20 - 500 nm Au/Pd Pt /W /Ir / Os
1 ~3 nm Cr/Ti

Non coated area for manipulation and stub mounting on a C-adhesive

Figure 4.14: Schematic drawing of the layer structure of holographic amplitude
masks. The metal layer is deposited on top of a typically 100nm to
200 nm thick SiNx support membrane, after a thin adhesion layer has
been sputtered onto the substrate membrane. FIB milling is done from
the back-side, as it has turned out that milling through the amorphous
SiNx first is beneficial. Moreover, a few nanometre thick low sputter
yield cover layer is added on the milling side, as a kind of protection
layer.

file milling section (water bath floating-off a NaCl crystal), the thin film production
method employed here comprises low-stress SiNx membranes (SPI, Norcada) as a
substrate, see Figure 4.14. Before coating, no chemical or mechanical cleaning is
applied to the membranes. Instead, He-plasma is used for cleaning for 3min (on
both sides), using a radio-frequency plasma cleaner at a base pressure of ~0.05 mbar,
and a He partial pressure of 0.2 mbar (Gala Instrumente, Plasma Prep 5). After the
plasma cleaning step, the membranes are directly transferred to the sputter coater
vacuum chamber.

Ti and Cr are commonly used as adhesion layers in thin metal film deposition.
Therefore, the substrate is coated by a 3nm to 25nm thick adhesion layer out of
Cr or Ti. Cr as well as Ti oxidises rapidly, within a few seconds to minutes, when
exposed to air. Ideally, the deposition system is equipped with two sputter sources,
such that both materials can be deposited without the need for breaking the vacuum.
The in-house Q150T sputtering device is a single sputter target machine, and thus,
the vacuum has to be broken upon changing the sputter target, and by that (partial)
oxidation occurs, reducing the adhesive strength of the Cr or Ti layer. To reduce the
oxidation of the adhesion layer until the actual (precious) metal film is deposited, the
Ny vent time was increased from 30s to a few minutes, such that the sample stays
immersed in an Ny atmosphere, while the sputter target is changed.

The adhesion layer is then coated with the actual electron-blocking heavy metal
layer, e.g., Au/Pd or Pt/Ir/Os/W with a thickness of 20 nm to 500 nm, depending on
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the utilised application and electron AV. FIB milling is done from the back-side, as it
has turned out that milling through the amorphous SiNx first is beneficial. Moreover,
a few nanometre thick low sputter yield cover layer is added on the milling side, to
function as a kind of protection layer for the metal film during FIB milling.

The sputter process is either terminated by using a fixed sputtering time, or by
using the FTM. Both methods need to be thickness-calibrated first: For thin layers
below 20nm to 50 nm, this was done with the light transmission measurement ap-
proach and the thin film Profilometer was used for thicker layers, both described in
the Fundamentals section.

The Q150T is designed as an easy-to-use sputter machine for SEM users, stan-
dard recipes can be saved for a fully automatic deposition process. These recipes
are optimized to yield a sufficiently fine-grained and conductive 1 nm to 10 nm metal
layer within a relatively short time (a few minutes). They are in no way optimized
for producing dense, high purity thin films, which was also realized by the manufac-
turer [237]. Thus, additionally to the changes to the vacuum system, described in the
Modifications chapter, one has to modify the vacuum-, material- and recipe-specific
settings as follows, in order to improve the thin film characteristics.

For example, the base pressure can be drastically lowered by simply increasing the
‘extra pump time’. This is the time delay between the system’s ready to sputter signal
and the actual beginning of the deposition process. Typical ‘extra pump times’ are
0s to 60s, yielding a base pressure in the 10~% mbar regime. Increasing this time to
the allowed maximum value of 600s leads to a base pressure in the 10~ mbar region.
Sometimes this time delay is not sufficient, but one turn on the ‘pump-hold’ function
in the recipe file, enabling an extended extra pump time of up to 24h. Pressures
reached with this mode are plotted in Figure 3.6 in the Modifications section. Also,
Ny flushing is used for every coating run and the Ny flushing time, prior to the
pump-down, is increased from Os to 60s (the allowed maximum value). Similarly,
the process gas (Ar) flushing time and -repetitions are increased to the maximum
of 60s and five times, respectively. A sputter target cleaning step, consisting of
sputtering against the closed shutter for a certain period of time, is used not only for
oxidising materials like Cr or Ti but for all metals. The cleaning time and the -current
are again set to the allowed maximum values of 60s and 150 mA, respectively. The
stage rotation, typically set to 70 %, is, either left there, or increased to 100 %.

Additionally to the parameters described above, the working gas pressure pa,,
SWD and the sputtering current (power or power density) I have to be modified.
Their influence on the thin film characteristics will be covered in the following.

4.3.1 Influence of the Mask Material on Focused lon Beam Milling of
Holographic Vortex Masks

Up to now, Pt [5, 38, 40, 147], PtPd [207], Au [153], AuPd (previous HVMs made in-
house) and Cr [139] membranes or coatings were utilized in the production of binary
amplitude HVMs. None of these publications vindicates the use of a certain material
or compares milling results of the same structure on different material membranes.
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Table 4.2: Amplitude HVM materials with some of their mechanical, electrical and
thermal properties sorted by material density.

Material Density Elastic Modulus Resistivity Heat Conductivity

lg/em?] (GPa) 1] [W/mK]
Cr 7.14 279 11.44 94
\%WY% 19.3 411 5.5 170
Au 19.32 78 2.2 320
Pt 21.45 168 10.6 72
Ir 22.56 528 5.07 150
Os 22.59 559 9.17 88

An attempt to close this gap will be given in the following.

The materials used so far, except for Cr, show a very low mechanical strength
or elastic modulus, see Table 4.2 and they are very ductile, i.e., susceptible to de-
formation. The observations of the grating collapse could be due to a mechanical
instability and therefore the FIB milling tests were conducted comparing the conven-
tionally used materials, like Pt and Au, to the extraordinary robust materials, like
W, Ir and Os. Cr was not further analysed, as its density is far below the values of
the refractory metals.

Ir is an outstanding metal: it is very hard and brittle, making it very hard to
machine, form, or work, it has the second highest density of all known materials,
it can sustain high temperature annealing, high positive electric fields and it is the
most corrosion-resistant material known [268, 269]. Also, it was tested for phase plate
applications and turned out to be one of the most beneficial materials for use [270]. It
shows the lowest transmission with only slight charging and excellent dose tolerance.
In such applications it was only overruled by Al, as it shows less electron absorption,
which is beneficial in the case of absorption masks. It shows half the resistivity and
twice the heat transfer capability of Pt.

Os also shows some very interesting material properties, which render it probably a
superior material in the production of absorption holographic masks. Together with
Ir it has the highest density of all natural elements, somewhat competing for the
title of the densest element, see [269]. It also has a very low compressibility, which is
even comparable to that of diamond [271]. Even under extreme pressures it does not
change its crystal structure, but rather shows peculiar pressure-induced interaction
with core electrons [272]. Contrary to that, in a fine powder or spongy form, Os
can easily oxidize to OsQOy4 in contact with air, even at ambient conditions, forming a
low boiling point, dangerous and highly toxic compound. But in the dense metallic
state it has the highest melting point among noble metals, not taking Rhenium into
account [271].

The thin films, used to test the influence of the material on the milling result, were
deposited on custom-made 50 nm SiNx membranes, provided by the ISI-CAS, using
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300 nm

g

Figure 4.15: FIB milling results using the Quanta 3D, comparing different sputtered
materials with approximately the same thickness of 20nm, deposited
under similar conditions on the same substrate (50 nm SiNx membranes
provided by the ISI-CAS collaboration partners) and two different grat-
ing periodicities: ¢ = 300nm and g = 200 nm, both with a diameter of
D10pm. While for the coarser grating all materials yield comparable
and good results, for the fine grating the Ir thin film clearly yields the
best milling result.

DC magnetron sputtering with the following parameters: a process gas pressure of
par =0.7Pa to 1.4Pa, with the currents ranging from 10 mA to 50 mA, leading to
deposition times of 240s to 480s. Sputtering was started after the base pressures
reached pp = 4 x 10~° mbar, except for the Os layer were pg = 5 x 10”9 mbar was
used. The working distance was either set to 45 mm or 50 mm. The (57 mm Os and Ir
targets have a purity of 99.9 % and 99.99 %, respectively. Note that these sputtering
conditions, except for the base pressure of the Os layer sputter run, represent the
non-optimized state, yielding relatively low density, low-stressed, but fine-grain-size
thin films. However, all films in this comparison were deposited under the same non-
optimized conditions. Figure 4.16 shows the FIB milling result using the Quanta 3D
instrument for Pt/W/Ir for two different grating periodicities.

It should be noted that, besides the interest in the material milling properties, this
kind of very fine-grating HVMs are of interest for the ISI-CAS collaboration partners
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for use in a SEM to produce electron vortex beams. There, a very high vortex order
separation is needed, but due to the low AV typically used in a SEM, phase masks
can only be used under massive electron loss.

The holograms with a diameter of 10 pm were milled using stream files, as described
in the preceding sections, with a beam current of 30 pA, a working distance of 19 mm
and 9 to 12 passes. While for the 300 nm grating all materials yield comparable
and good results for a go/gi-ratio of 5, without any degraded grating bars sticking
together, the Ir thin film clearly yields the best milling result for the 200 nm grating
and a ga/g1-ratio of 7.5. This is even more striking, as there was drift in the Ir
mask’s milling test, visible as a broadened bright seam on the lower right section
of the hologram. Though, none of the structures is free of grating collapses. This
indicates that, indeed, material properties, either inherent to the material or possibly
due to the deposition parameters, play a role for and can change the ion-beam milling
outcome.

Further tests to extend the size of the hologram to ~15pm and to try additional
materials were conducted at the Helios NanoLab 660 machine at the CEITEC. The
results are shown in Figure 4.16. For the FIB stream milling a dwell time of 75ps
was used with two passes (one left- and one right-handed) and a current of 31.5pA
to 40 pA. The initial duty cycle was 33 % and a pitch value of 4.1 nm was used. The
Ir and Os thin films were produced in-house and the Pt and Au films were made at
the CEITEC. All of them under non-optimized deposition conditions.

It is clearly visible that the Ir, Os and Au membranes yield more homogenous and
regular results. Using a reduced go/g1-ratio of 4.5 effectively avoided the grating
collapse for all materials shown. Os shows the desired duty cycle value of 100 %.
Though this is not a material characteristic but a matter of finding the right ion-
dose. Pt membranes seem to be less favourable, under the given conditions.

In additional milling tests (not shown) it was found, that the quality of the SiNx
substrate influences the milling results as well. Also, the milling strategy and drift
are strong factors, affecting the production of a hologram. Using a high number of
passes and BMP milling brought the worst outcome, while single- or low-pass-number
stream file-milling results are comparable to the BMP-milling results. If drift was
present, none of the materials nor milling strategies was successful. For the results
given in Figure 4.16, the drift was very low, but cannot be excluded for the Pt milling
test. The substrate quality was sufficiently homogenous for all material tests shown.

Note that Pt membranes repeatedly showed milling results much worse than the
ones shown in Figure 4.16, with completely over-etched masks, while the Os/Ir mem-
branes worked just fine. It was also tried to mill HVMs with a grating periodicity of
100 nm, a g2 /g1-ratio of 4 and an initial duty cycle of 25 %, at a current of 10 pA. Even
though the attempts were not successful, Os/Ir membranes, again, were superior to
the Pt, as well as the Au membrane milling tests.

This supports the idea of a material-dependent influence on the FIB milling result
and that, indeed, high melting point and high stiffness materials, like Os/Ir, can
improve the milling results of holographic structures.
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Figure 4.16: FIB milling results comparing different membrane materials for

They were cut using stream files

?14.45pm and g = 192nm HVMs.

with the same milling parameters and the same substrate of 50 nm SiNx.

20nm Ir and 30nm Os thin

films. Au,Ir, Os deliver very good milling results for this very low grat-

The materials were 30nm Au, 30nm Pt,

ing periodicity. Note that a duty cycle of 100 % was achieved only for
the Os grating, and that the Au layer was practically removed in the

hologram area.
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Figure 4.17: Monte-Carlo-Simulation of the scattering strength of a 200nm thick
layer, consisting of materials of different density p for 200 keV electrons.
The distance between the single electron beams is 10nm. The highest
density material, Ir, scatters and absorbs the electrons strongest, while
SisNy is only a weak barrier.

4.3.2 Optimizing the Thin Film Density

The superior density of the two platinoid 5d transition elements Os and Ir makes
them perfect candidates for highly electron-scattering and -absorbing layers, as can
also be deduced from MC simulations of electron energy deposition/scattering in
different thin film materials, as shown in Figure 4.17. Obviously, there are strong
differences between high density and low density materials. Also, for AuggPd4o and
Pt/Ir there are differences in absorption and high angle scattering evident. But this
is only true, if the deposited film density is comparable to the bulk density of the thin
film. According to the structure zone model, shown in Figure 2.24 and Table 2.2 in
the Fundamentals chapter, it can be seen that this is only fulfilled in zone T, 2 and
3, whereas in the zone 1 sputter regime, given at low substrate temperatures relative
to the melting point of the material (T'/T)s-values below ~0.2), this is not the case.
In this sputtering regime the thin film density can deviate drastically from the bulk
value while producing fibrous and spongy thin films. Note that Os has a melting
point of 3333K [269] and, thus: T/Th = 0.09. Heating to temperatures of 1000 K
could be used to increase the mobility of adsorbed atoms on the substrate surface
to the expense of grain growth. Another possibility would be to use low process gas
pressures, but that would yield extremely high compressive stresses for such high
(elastic, bulk) modulus materials [273].

Additionally, the inclusion of light element rest gas species, like O/CO/H20, in
the thin film can modify the density considerably. Notably, fresh surfaces of noble
metals immediately form a monolayer of oxygen, which is not an oxide [270]. So even
for noble metals the considerations on the arrival ratio of sputtered atoms to oxygen,
given in Section 2.9.2, have to be kept in mind and will be used later on.

To optimize the density of the thin films, one has to have a parameter at hand
that acts as an indicator for this quality. Even though there are few publications
regarding the Os thin film growth using PVD [273, 274], it can be seen from what
is published, that the thin film resistivity is a viable marker to give an indication of
dense Os [273] and Ir [275] thin films. To back up the resistivity measurements EDX
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was used to quantify the composition of the deposited Os thin films®. The resistivity
values were measured on 200nm Os films deposited on carefully cleaned )18 mm
microscopy glass slides. Acetone, ethanol, deionized water, and, finally, compressed
air was used in order to clean the glass slides. A Cr adhesion layer, with a thickness
of 5nm to 25nm, was used.

In order to improve the thin film purity, first and foremost, the base vacuum of the
sputter system has to be improved, as already described in the Modifications chapter,
and for all measurements given in Figure 4.18 and Figure 4.19, extended pump-down
times were used in order to reach a decent base vacuum between 5 x 10~% mbar to
3 x 1075 mbar before sputtering.

However, the attained resistivity value of in the sputter run ‘OsCrl6’ was ~20
times higher than the bulk value of Os, see Figure 4.18, and clearly higher than the
expected resistivity value of 21.7pQ2cm (indicated by the brown dashed line). This
resistivity value was calculated by using the empirical thickness dependence of p,,
given in [275], in the form of p.; = 13.041.74/¢t in pQem with the thin film thickness
given in microns.

Figure 4.19 shows the EDX measurements of most of the Os films, measured in
Figure 4.18, and indicates that the higher resistivity value of ‘OsCr16’ is due to O
impurities. In this sputter run the sample was placed 60 mm away from the sputter
target, which is approximately 10 mm more than the standard working distance,
recommended by the manufacturer. Looking at the average number of collisions of
the target atom with process gas atoms on its way to the sample, regarding the rule
of thumb for the mean free path given in the Vacuum Technology section, it is evident
that for a working gas pressure of, e.g., 2.8 Pa, ~34 collisions can be expected for a
SWD of 60 mm, and only ~22 for a SWD of 40mm®. A higher number of collisions
slows down the target atoms and increases the probability of getting hit by residual
gas atoms, and with that an increase of impurities and a less dense thin film can be
explained. Therefore the SWD was reduced, as a means to compensate for the non-
optimal base pressure or other sources of impurities. See, for example ‘OsCr10’, where
the reduction of the working distance to a value of 50 mm also resulted in a reduction
of the resistivity. The same tendency can be seen in the Cr layer depositions, e.g., in
‘Cr04’, ‘Cr05’, ‘Cr08’, compared to ‘Cr03’ and ‘Cr06’, where the SWD was reduced
from 50 mm to 40 mm.

But, still, the resistivity value of ‘OsCrl10’ is ~3 times higher than the expected
value. Another hint on what can be done in order to resolve this discrepancy can
be found in Table 2.3, in the Vacuum Technology section, which lists the monolayer
formation times. For a certain base pressure there is a given monolayer formation
time. Thus, to increase the arrival ratio of target atoms, relative to residual gas
atoms, the sputter rate has to be increased. This can be easily done by increasing the

5The focus is set to Os thin films, not only because it yielded very promising results in the material
tests above, but also as a consequence of the higher sputter target thickness, which allows more
sputter runs.

5This formula neglects effects like the change of the scattering cross-section for slower atoms and,
thus, most likely underestimates the number of collisions for the higher SWD.
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Figure 4.18: Measured thin film resistivity values of the sputtered Os/Cr/Ir thin films
together with their respective bulk resistivity (dashed lines) using the
four-point probe station, showing the high purity achieved for the pre-
cious metals when sputter conditions are optimized.

sputter power density or current. In the sputter test ‘OsTi01’, the sputter current was
increased from 10 mA in ‘OsCr10’, where a sputter rate of 0.04nm s~ was measured,
to 150 mA, which yielded a nearly 16 times higher sputter rate of 0.63nms~!. The
sample was at a SWD of 50 mm. This measure resulted in a further decrease of the
resistivity to a value of 26 pQ2 cm, which is close to the expected value given by [275].

It was also tested if, by further decreasing the SWD to 40 mm, the thin film resistiv-
ity can be pushed to values at or below the reference value. The reduction in the SWD
by 10mm resulted in a sputter-rate-increase of another 16 % to 0.73nms~'. See, for
example, ‘OsCrll’ to ‘OsCrld’ and ‘OsCrl8’ where resistivity values of 21.7 p{2 cm
and below were reached, pointing out that the density of the produced thin films
is now comparable to the bulk density values of Os. Note that these findings are
also supported by the EDX measurements, given in Figure 4.19 (a) and (visually less
pronounced) (b). The thin film O-content was reduced to less than 8 %. Due to the
high density of Os, this oxygen content can be considered negligible for the thin film
density, see Figure 4.19 (b).

There is also another class of resistivity values (‘OsCr17 and ‘OsCr19’ to ‘OsCr28’),
showing twice as high to more than ten times higher resistivity values, but no increase
in the O-content (Figure 4.19), which has yet to be explained: this is due to a grain-
size refinement measure, further described in the next section. Note that the AV for
the EDX measurements was set to 10kV, such that the electron penetration depth
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Figure 4.19: EDX analysis results of some of the sputtered Os thin films (plane-view),
using a FEG-SEM, equipped with a silicon drift detector (SDD) (EDAX,
Octane Elite 55), showing the high purity (except ‘OsCrl0’) in (a), given
in atomic percent, of the produced thin films, and high density (b), given
in weight percent.

(~71nm) was well below the thin film thickness.

Even though the achieved density level of the thin films is very high, the question of
where the residual oxygen came from, and if it can be minimized, should be answered.
EDX measurements of Os thin films, produced at base pressures of 5 x 10~ mbar
(‘OsCr12’” and ‘OsCrl3’), give practically no hint on a reduced oxygen content upon
reduced background pressure, see Figure 4.19 (a).

The model for the oxygen content in a thin film is based on the Og arrival ratio and
the sputter rate, given in Section 2.9.2, so Equation 2.63, can be rewritten to yield a
relation for the base pressure that is needed to provide a certain oxygen concentration
in the thin film,

mo,Co, R 2nkpT
PR, T, Coy,, astick) = — 22222 . B (4.4)
Astick mo,

with R being the deposition rate in atoms/(m?s), Cp, being the oxygen content of
the film, T" the substrate temperature, kg the Boltzmann constant and m¢, the mass
of the Og molecule. This can be reformulated to,

orkpT\ />
”’“B) , (45)

O R Qlgti
C 2(p’ T astick) =100% - P Qstick . (
mo,

mo, R
yielding an expression for the oxygen concentration, depending on the base pres-
sure, deposition rate, temperature and sticking ratio ager. The result of fitting
this relation to the measured values of O-content of the thin films is shown in Fig-
ure 4.20. For lower base pressures, the measured O-contents do not follow the the-
oretical curve anymore, instead they are higher, hinting at the possibility that the
background pressure is not the main source of Oy. A possible explanation is be
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Figure 4.20: The plot exemplifies how the O-content in OsCr thin films reduces upon
reduced base pressure. Only sputter runs under identical conditions have
been taken in consideration. The green dashed line represent the theory
according to Equation 4.5, using a sticking ratio of 0.18 and a sputtering
rate of 4.17046 x 10 Atoms/(m?s) whereas the red dashed line should
only act as guide to the eye. ‘OsCrl7’ shows a lower O-content than
‘OsCr13’ because a collimator was used, described in the next section.

the Ar-process gas delivery tubing, which consists of rubber tubes. In spite of it
being a quite uncommon practice in scientific instrumentation, using rubber tubing
for the process gas and venting gas supply lead to an interesting observation dur-
ing a He-leakage measurement. It was observed that the He-signal rose after opening
the Ar bleeding valve from 1 x 1071 mbarls~! to values between 4 x 10~ mbarls~!
and 7 x 1072 mbarls~!. During the Ar bleeding process it was depressed again to
1 x 107" mbarls™!. After the Ar flushing was finished, the leakage did not go back
to the initial value, but remained at 3.6 x 10~ mbarls™!.

This behaviour could be caused by an inflow of He into the Ar delivery hose, which
is still a 2.1 m long rubber hose (Cole-Parmer) with an outer diameter of 6.2 mm, be-
ing released into the vacuum chamber upon starting the Ar flushing. Concomitantly,
Ny / Oy / COq impurities could also be present in the Ar tubing. This circumstance
does not represent a problem for the deposition of noble metals, but future tests,
dealing with the deposition of high purity magnetic samples, like Fe, could be af-
fected. Besides, a lot of effort went into getting rid of oxygen in the chamber prior
to sputtering, and if it now turns out that Os is introduced with the bleeding gas
during sputtering, this issue has to be tackled.

To test this assumption, one can either try to estimate the gas leakage rate, due
to permeation, according to Table 2.5, using the hose geometry and the assumption
that the partial pressure of Oy / No / CO4 inside the hose is practically zero, or try to
measure the gas composition, e.g., via a rest gas analysis and a process gas analysis,
using a quadrupole spectrometer.
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Table 4.3: Leakage rate of the process gas line due to gas permeation for different
tubing options. The permeating gas was O, except for Cu, where it was

Ho.
Material ‘ Qperm [mbarls™!]
Silicone 1.97 x 1072
Tygon E Lab 1.98 x 1074
C-Flex Ultra 2.72 x 1076
Cu 3.3x 10713

The estimated leakage rates in Table 4.3 where calculated using Equation 2.65, with
the permeation rates taken from Table 2.5 in Section 2.9.2, a tube wall thickness
of 1mm, a tube length of 2.1 m, a mean tube diameter of 5mm and a difference
pressure of 1bar. The leakage rates of the C-Flex Ultra tubing solution are two
orders of magnitude better than the original Tygon-FE-Lab tubing, but still orders of
magnitude worse than a metal pipe solution. In addition, the leakage rates are 3 to
5 orders of magnitude worse than those of a compression or cutting ring connection
(e.g., Swagelock or FITOK), which have typical leakage rates of 3 x 107? mbarls™!
as determined with the UL200 He-leakage detector and also found in the technical
manuals.

This suggests that there could indeed be a significant inflow of impurities through
the rubber tubing. Contrary to the quadrupole test mentioned above, there is an-
other simple experiment that could, at least qualitatively, answer the question of a
contamination with Oy /Ny / COq in the bleeding gas. The optical emission spectra
of N/Ny and O/Os are different to the one of Ar, see Figure 4.217. Thus, upon
optical inspection of the plasma ignition process it should be possible to discern the
presence of O/N. This was tested as follows: A CCD camera video was taken from
the plasma ignition process after a pump-hold of ~1h without the typical Ar flushing
right before igniting the plasma, see Figure 4.22. It can be clearly seen that in the
first few milliseconds after the plasma ignition a bluish shine is present in contrast to
the pure Ar-plasma at later times, indicative of a presence of impurities. This bluish
shine is not present when the chamber is flushed with Ar before the sputter run.

Therefore, it seems to be very likely that an Os, Ny, COs contamination can be
introduced by the rubber tubing and with that the material choice of the process gas
line is crucial. This is probably also true for the Ny vent gas line, where O3, as a
highly reactive gas would, e.g., increase the out-gassing time of the system.

4.3.3 Optimizing the Thin Film Inner Stresses and Grain Size

Generally, the aim of the thin film deposition process should be a dense, fine-grained,
highly conductive thin film. In addition to that, Figure 4.23 (a) shows another

"The emission spectra of Na / O etc. are based on the Saha-LTE (local thermodynamic equilibrium)
spectra from the NIST database, according to [276]
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Figure 4.21: Showing the atomic emission spectra for different gas species for an elec-
tron density of 4.83 x 1013 ¢cm™3 (a vacuum level of approximately 1 Pa)
and an electron kinetic energy of 2eV. Note the higher spectral line-
density in the blue region for O/N and the differences between Ar and
O/N in the wave length region 520 nm to 600 nm, making the detection
of air, via optical inspection, feasible.

t0s t:0.033s t: 0.066 s

Figure 4.22: Image series extracted from a video of the ignition of the Ar plasma
after ~1h pump-hold and without flushing the chamber with Ar prior
to sputtering. Note: the strong bluish shine in the first 200 ms is missing
after 2.23s.
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Figure 4.23: Effects of thin film inner stress. (a) A 300nm Ir film on SiNx, using a
20nm Ti adhesion layer, shows protruding meandering structures. This
buckling is due to compressive stresses in the film. Thereby, especially
the structure across the SiNx window, known as augmented tetraskelion,
is indicative of this condition [277]. (b) SEM image of a HVM out of
3.8um Cr that was torn apart during FIB milling due to inner tensile
stresses.

crucial aspect of thin film deposition for the HVM production, especially when dealing
with high-modulus materials like Os/Ir. There, a light optical image of one of the
first Ir thin films, deposited with the in-house Q150T sputter coater, shows periodic
snake like structures, known as buckling instabilities. These are caused by strong
compressive inner stresses in the thin film [277]. Contrary to that, Figure 4.23 (b)
shows a HVM ruptured during the FIB milling process, due to strong tensile inner
tensions in the Cr layer it was made of.

The formation of the grating collapses, i.e., agglomerate or coalescing of grating
bars. The mechanism behind it was, as to the authors knowledge, not yet reported or
explained, at least not in the context of holographic electron beam manipulation. In
personal communications with colleagues from Dresden, adding to the experimental
work presented in the preceding sections, this behaviour could be replicated. Aside
from being a result of compressive inner tensions, that are released in the moment the
ion-beam separates the grating bar from its surrounding support, other effects could
be envisaged as being responsible, or at least contributing to the observed effect.
These are, for example, plasmonic repulsion and attraction, caused by the electric
fields of the passing Ga-ions, similar to the situation described in [278] for swift
electrons, passing by nanoparticles or electrostatic charging of the grating bars [57] as
well as, more exotic, Casimir forces or Van-der-Waals (VAW) forces due to quantum
vacuum fluctuations [279, 280].

Charging effects were ruled out, since using the electron shower function of the FIB
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Figure 4.24: Schematic of the mechanical supporting bar model.

during milling of a holographic structure, did not prevent the formation of grating
collapses. Also, the films should have a very high electrical conductivity, as shown in
the preceding section.

To estimate the significance of the effects of plasmonic repulsion and/or attraction
and the VAW forces, it is possible to calculate the force that is needed to bend a
simple beam by using the following material mechanics relation:

_ 45ELs

F R

(4.6)
where E represents the Young’s or elastic modulus, describing the stiffness of the
grating bar material, I, is the geometrical moment of inertia for a rectangular grat-
ing bar cross-section, given by I, = (hb®)/12, with b, h being the bar width and
height, respectively. s is the bending vector length and [ is the distance between two
successive supporting bars, see Figure 4.24. For the geometry and materials in use,
typical bending forces are estimated to be of the order of 0.34 pN to 5.9 uN for Ir/Os
grating bars and in the range from 0.05uN to 1.8 uN for Au/Pt bars. The force per
unit area, due to VAW interaction between two semi-spaces (S), can be calculated

by [280],
H
Fss(a) = —graa

where a represents the separation of the two plates and H is the Hamaker constant,
which depends on the material properties, e.g., Au with 4.4 x 1071%J [280]. Equa-
tion 4.7 is only valid for a very narrow range from 0.5nm to 2nm, whereas the

Casimir force per unit area, for an ideal metal without corrections for the materials
conductivity, can be given by,

(4.7)

7% he
F(a) = a0 T (4.8)
yielding a force of 6.7nN to 2.6 x 10~2nN for a separation distance of 25nm to
100 nm, which is roughly three orders of magnitude too low for an effective bending
of the grating bar beams. Also, the plasmonic repulsion and/or attraction forces
are of the order of 0.1 pN to 70 pN for swift electrons [278] and approximately three
orders smaller for ions, thus, ruling out the possibility to have an influence on the
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grating bar coalescences. Only if the two grating bars are in close proximity, like
4nm to 10nm, the VAW force increases to levels, that would be able to deform the
bars, i.e.: 10.2pN to 0.26 uN.

For thin film inner stresses ranges from —2 GPa to 1.2 GPa in Ir [275] and from
—5.5GPa to —1.5 GPa in Os [273] were measured. To estimate the impact of the
effect of thin film inner tensions for the grating collapse, one can calculate the stress
needed to deform a beam, like it is shown in Figure 4.24. First, the length of the
deformed beam has to be determined assuming a sinusoidal deformation as: f(x) =
ssin(2m/20), while the length of the curve can be calculated with the relation L =
f; 1+ f'(z)?dz. Comparing the length of the bended beam L to its original length
[ results in a strain value e = (L — 1) /I, for a chosen geometry. By multiplying this
strain value with the elastic modulus, the compressive stress, needed to bend the
beam to a length L, can be estimated as:

b
Omech = €5 = ?E = </ V14 f(z)?dx — l) ? (4.9)

For a 10pm long Os beam, a deformation of s = 150nm could be induced by a
compressive inner stress as low as 0.55 GPa, i.e.: the inner stresses should be even
lower.

Routes to alleviate high intrinsic stresses are, for example, the use of a relatively
thick adhesion layer, that counterbalances the stresses of the of the Ir/Os/W thin
film [281]. Broadway et al. [282] argue that this procedure increases the surface
roughness, due to columnar growth of the adhesion layer. Another route to balance
the stress in high-modulus thin films is proposed in [282]. By depositing Cr- and Ir-
layers on opposing surfaces, e.g., the Ir layer is deposited on the concave surface, while
the compressive Cr (or some other compressively stressed material) layer is deposited
on the opposing convex surface. This should mitigate the problem of increased surface
roughness, which would otherwise result from a Cr/Ir bi-layer approach, according
to the authors. An alternative approach towards using only one material is given in
the publication [283]. They showed that the thin film stress can be minimized by an
order of magnitude using a bilayer structure of dense and porous regions of the same
material.

The most elegant way, according to [282], is sputtering at the critical pressure to
get low-stress fine-grain thin films. Even though the concept of a critical pressure
is well known in the literature, e.g., [235, 275, 282], with the working gas pressure
where the thin film inner tension is practically reduced to zero, it was impossible
to find a value for Os. However, the critical pressure scales linearly to the target
material’s atomic mass [235] and, thus, the critical pressure of Os could, in principle,
be estimated. But owing to the sputter parameters, like the power density and
specific characteristics of the used sputter coater, it is possible that the actual value
differs from the theoretical one [235, 275]. Moreover, the background pressure and
presence of impurities influence the thin film stresses as well [238]. Due to the high
density of Ir, its critical Ar-pressure is relatively high: of the order of 3 Pa [275, 282].
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Figure 4.25: Result of the thin film tension optimization process, showing all ten-
siometer measurements done, testing the influence of various sputtering
parameters. Measurements were done with the self-built tensiometer.

Note that a typical Ar-gas pressure for magnetron sputtering is 0.5 Pa. Additionally,
in this high intrinsic stress material, which shows compressive stress on the order
of a few Gigapascal, the stress variation at the critical pressure is also very high,
complicating the search for an optimal sputtering pressure.

To test if the inner tensions are indeed causing this bending and sticking effects,
it was necessary to quantify them in the produced thin films and to find sputter
parameters where the inner tensions are strongly reduced. For the quantification
a very basic tensiometer was built, as described in the Modifications chapter. The
tensiometer results of this optimization process are given in Figure 4.25. The first
three measurements were done using 25nm thick Cr-layers in order to clarify the
influence of the adhesion layer on the total stress. When setting the SWD to 40 mm
and using the highest possible current of 150mA, which yields a sputter rate of
2.14nms ! at pp = 4 x 107° mbar, the Cr layer (‘Cr3’) shows a slightly tensile inner
stress of 0.2(4) GPa, but, in regardof the measurement error, it could practically be
zero or slightly compressive. The same is true for the layer ‘Cr4‘, where the SWD was
set to 50 mm, resulting in a stress value of 0.6(8) GPa. Only ‘Cr8’, where additionally
to the working distance, also the current was reduced to 100 mA, resulted in a higher
1.1(8) GPa stress level. The stage rotation in ‘Cr3’ was set to 100 % (20 RPM), while
it was 30% (6RPM) in ‘Cr3’ and ‘Cr8’. These stress values are fairly reasonable,
because the critical pressure of Cr lies at 0.27 Pa, and agree well with the literature
value of the thin film tension (~0.8 GPa) at that working gas pressure level [235, 282].
For the following Os sputter tests the Cr adhesion layer was deposited with the ‘Cr3’
settings, such that the influence of the adhesion layer on the total stress level can be

150



4.3 Improving the Thin Film Production

Stress [GPa]

1.8 2.0 2.2 2.4 26 2.8 3.0

Argon Pressure [Pa]

Figure 4.26: The inner stress versus Ar pressure curve reveals the critical pressure of
Os to be 2.8 Pa.

minimized.

‘OsCrb’, ‘OsCr7’ to ‘OsCr9’ and ‘OsCrl1’ were deposited under identical conditions
except for p4,, which varied from 1.6 Pa to 3.1 Pa. For the sputter conditions used,
compare to ‘Crd’, except for the stage rotation, which was set to 6 RPM, the base
pressure, which was pg = 1 x 107° mbar and the coating thickness of ~200nm. The
sputter rate was 0.73nms ™.

It is obvious that the inner stress, continuously increases with Argon pressure
from —2.4(4) GPa at p4, = 1.6 Pa, changing its sign upon going through the critical
pressure, and yielding: 2.0(3) GPa at pa, = 3.1Pa. Those sputter runs, including
‘OsCr12’ and ‘OsCr25’ (2.9 Pa), are also separately plotted in Figure 4.26 to repro-
duce a stress- vs. pressure-curve for Os, similar to the one for Ir, given in [275]. It
was possible to determine the critical Ar-gas sputtering pressure for Os: 2.8 Pa. This
was tested in the sputter run ‘OsCr12’; yielding 0.03(20) GPa. In literature the value
for Ir ranges from 2.67 Pa to 3.04 Pa [275, 282]. Tungsten, for example, has a critical
pressure of 2.67 Pa [235]. As the atomic mass of Os lies between W and Ir, the value
of 2.8 Pa fits well into this picture.

It was shown that the critical pressure changes with sputter conditions [235] and
the presence of rest gas impurities [238, 257]. Therefore, the influence of other sputter
parameters, like the stage rotation and base pressure, was tested in further sputter
tests, while keeping p 4, constant. E.g., looking at ‘OsCr13’, where the base pressure
was reduced to a level of 5 x 1075 mbar, reveals that tensile stresses of 1.2(3) GPa are
produced in the film. This can be understood by the compressive stress contribution
of oxygen incorporation (shown in [284]), demonstrating the importance of constant
sputter conditions for reproducible thin film stress levels.

In the sputter runs the influence of the stage rotation between ‘OsCrl4’ and
‘OsCrl18’ were compared: in ‘OsCrl4’ the stage was stopped and in ‘OsCrl8’ the
rotation speed was increased to the maximum level of 20 RPM. Again, the thin film
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stress value raised to the tensile regime, 1.3(2) GPa and 0.92(30) GPa, respectively,
showing only a slight, non-significant, relative decrease of the inner stress between
the two conditions. Please note, pg = 2 x 107" mbar (in these two tests) was a bit
worse than in the previous runs. In the ‘OsCrl5’ sputter run the stage was also
rotated at elevated speed, but at a base pressure comparable to the ‘OsCrl3’-run
(pg = 5 x 10~% mbar), and again a slight non-significant decrease was observed while
the overall stress value was 0.8(2) GPa. Thus, it can be concluded that the stage
rotation has, if at all, a minor effect on the thin film tension, while a decrease of the
base pressure to 5 x 1075 mbar can alter the stress level by at least one Gigapascal
to the tensile regime.

The ‘OsCr16’ thin film, sputtered at 1 x 10~° mbar, also showed vanishing inner
stresses of —0.01(10) GPa when the working distance was set to 60 mm, but at the
cost of a massively enhanced O-content and a reduced resistivity.

Now that a set of parameters to control the thin film stresses is found, three differ-
ently stressed thin films were deposited on 200 nm SiNx membranes (SPI). Using the
high-stability stage, together with the drift correction script, described in the modifi-
cations chapter, it was possible to mill HVMs into these membranes, independent of
the time of the day, see Figure 4.27. Three different grating periodicities were chosen
(654 nm, 545nm,436 nm) for the 10.9 pm HVMs, as to see differences in the grating
coalescence behaviour for the three different stress states.

The results show that compressive tensions lead to faster and more pronounced
bending and deterioration of the grating bars. While for the tensile- and no-stress
membranes no grating collapse (for 654 nm and 545nm) can be observed, the com-
pressively stressed membrane degrades at the medium grating periodicity. For the
finest structures, there are more and stronger grating collapses visible for the com-
pressively stressed membrane. Notably, no supporting bars were used, yielding a
g2/ g1-ratio for the successfully milled medium grating periodicity of 20, which is the
highest value so far observed for comparable grating periodicities. It is more than
twice as high as the results given in Section 4.1 and those seen in [40]. For g; values
of 1pm to 2.54 um, go/g;-ratios of 20 are the highest observed [139, 207]. Using UV
lithography, extremely high g2/g1-ratios of 40 could be reached for g; = 100 nm [285].

Even though the tensile stressed membranes show comparable good results in the
FIB milling capability, both tested membranes ruptured at some point. Thus, the
stress-minimized-option is indeed superior.

Note that the substrate can also have a significant influence on the stress evolution
in the deposited thin film [284, 286]. But it is assumed that the SiNx leads to
comparable stress values for Os thin films, as it has an amorphous surface, comparable
to that of the glass slides. The low-stress SiNx membrane’s contribution to the
total stress of the thin film stack is of the order of 50 MPa to 250 MPa and, thus,
negligible [256].

By using a stress-reduced and density-optimized Os thin film, the possibility to
mill large-scale fine-structured holograms at the in-house FIB instrument was tested.
Figure 4.28 summarizes the optimization efforts done so far, as it compares two
milling tests: (a) a HVM with ¥63 pm and g = 630 nm, was tried to mill into a non-
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Figure 4.27: Panel showing SIM images of the FIB milling results of HVMs with de-
creasing grating periodicity of Os-layers, deposited at 3 Pa, uppermost
series, 2.8 Pa, middle and 1.8 Pa, lowermost series. The influence of thin
film inner tensions on the milling performance of fine structured HVMs
can be observed. Compressive tensions lead to a faster and more pro-
nounced bending and deterioration of the grating bars. The holograms
are 10.9 pym wide, and the grating periodicity was is indicated at the top.
The substrate was 200 nm low-stress SiNx (SPI).
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(a)

Figure 4.28: SIM images, comparing FIB milling results of large-scale HVMs with low
grating periodicities. (a) HVM with @63 pm and g = 630 nm tried to mill
into a non-optimized ~370 nm Ir thin film on 200 nm SiNx without drift
correction, conventional carbon tape sample mounting and a current of
100 pA. Due to strong drift and massive delamination the milling was
stopped after 2h of milling. (b) HVM with ¥55.8 ym and g = 558 nm
milled into a stress- and density-optimized 200 nm Os thin film on 200 nm
SiNx, using the drift correction script and the high-stability holder, after
3 h of milling with 300 pA. The result shows that large-scale, fine-grating
HVM miilling is even possible on superseded FIB instruments, by using
optimized conditions. The contrast reversal outside the hologram area
in (b) is due to the limited drift correction window.

optimized ~370 nm Ir thin film on 200 nm SiNx without drift correction, conventional
carbon tape sample mounting and a current of 100 pA, while in (b), a HVM with
?55.8um and g = 558 nm is shown after 3h of milling with 300 pA, that was milled
into a stress- and density-optimized 200 nm Os thin film on 200 nm SiNx, using the
drift correction script and the high-stability holder.

The results show that large-scale, fine-grating HVM milling is even possible on
superseded FIB instruments, using optimized conditions. Note that the grating pa-
rameters were chosen even more ambitiously than the ones for the HVMs milled at
the IFW-Dresden, shown in Figure 4.6. Due to strong drift and massive delamination
the milling was stopped after 2h for the mask shown in Figure 4.28 (a). The contrast
reversal outside the hologram area, seen in Figure 4.28 (b), is due to the limited drift
correction window. Even though the hologram in (b) beautifully resembles the cal-
culated pattern, milling is not completely finished. One to three passes are missing,
so the achieved gs/gi-ratio cannot be determined. However, it impressively shows
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(a) (b) ()

Figure 4.29: (a) Standard substrate placement geometry and (b) easy and straight-
forward realisation of a ‘collimated’ sputtering geometry, using a metal
cylinder (blue). (c) Image of the sputter collimators (two pieces are
shown).

the setup’s gain in stability and milling capabilities.

In Figure 4.27 and SEM images (not shown) show, that the grain-size of the stress-
optimized films is rather large for the given purpose of the order of 50 nm.

Thus, routes are sought to reduce the grain-size, while keeping the inner stress
levels low. Using a metallic ‘shield’, surrounding the sample while sputtering, see
Figure 4.29, was inspired by the work of Thornton et al., where the oblique flux of
coating atoms and reflected Ar neutrals were apertured by using a cylinder [235]. The
strategy of using a metallic shield in order to block oblique incident Ar neutrals, is
comparable to long-throw sputtering where the substrate is placed relatively far away
from the sputter head. It kind of mimics ‘collimated’ sputtering, where, for example,
an array of high aspect ratio holes is used to reduce the incident angle range of
the sputtered atoms, as well as Ar neutrals, see for example [227]. Collimators are
typically cell-like structures, made out of perforated-metal-sheets (e.g.: Al, Cu, Ti or
Al alloys) with round, square or hexagonal opening shapes. The application of such a
collimator between the sputtering target and the substrate helps to collect sputtered
atoms, which are nearly aligned with the centre line of the collimator. This improves
for example bottom-step coverage in narrow trenches and vias [227]. Typically, the
sample/substrate (blue) is hit by target atoms stemming from the whole target region
above the Ar plasma ring (red), as illustrated in Figure 4.29 (a). By using a metallic
cylinder, surrounding the sample and large enough to block incoming target atoms,
the acceptance angle for incoming atoms can be significantly reduced, Figure 4.29
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Table 4.4: Transmission values for amplitude HVMs milled into various materi-
als/thicknesses obtained from low-magnification TEM images.

Material tlnm] tsin,[nm] Transmission Bar [%] Transmission Film [%]
Os 195 20 2.6 0.6
Au60/Pd40 (non-opt) 1200 250 7.0 5.9
Pt (non-opt) 450 200 26.0 6.9
Pt (non-opt) 150 200 36.7 25.2
Pt (IFW) 310 0 12.3 1.0

(b). The practical implementation of such a collimator is shown in Figure 4.29 (c).

‘OsCr17 and ‘OsCrl9’ to ‘OsCr28’ were sputtered with the collimator setup. The
thin film, produced in the ‘OsCrl7’, ‘OsCrl9’ and ‘OsCr23’ sputter runs, which
were done under the same conditions as in ‘OsCrl2’, except for the collimator, show
that the measured inner stress is still close to zero: —0.4(2) GPa, —0.2(3) GPa and
—0.07(20) GPa, respectively.

Electron scattering at grain boundaries increases the thin film resistivity. Thus,
fine-grained films should also show an elevated resistivity compared to coarse grained
films. This could indeed be determined by comparison of the ‘OsCr’ sputter results
before the use of a collimator, e.g., ‘OsCr2’ to ‘OsCrl8’, excluding ‘OsCrl0’ and
‘OsCrl16’, where other parameters were used, to the ones with a collimator in place:
‘OsCrl17’ and ‘OsCr19’ to ‘OsCr28’, see Figure 4.18. The resistivity rose by a factor
of approximately two. At the same time no significant change in the oxygen content
of the Os-layers could be detected by EDX, see Figure 4.19, ruling out the possibility
of impurities contributing to the elevated resistivity values.

Cutting the same HVM structures, as were already shown in Figure 4.27, into an
Os layer comparable to ‘OsCr23’, this time deposited on 50 nm SiNx (Norcada), lead
to the results shown in Figure 4.30 (a).

The g = 654 nm milling test was successful: it shows a high-fidelity highly-absorbing/scattering
amplitude HVM, that produces beautiful EVBs, see Figure 4.30 (b), uppermost panel.
The transmission of this HVM in the area around the hologram was determined from
low-magnification TEM images without the use of an OL and zero-loss filtering (as is
recommended in [287]): it is 0.6 %. At the grating bars it is 2.6 %, which is strikingly
low for such a thin membrane, especially compared to other non-optimized thin films,
see Table 4.4. E.g., an early non-optimized Au/Pd mask with a thickness of 1200 nm
still has a transmission of 5.9% in the film area and 6.9% at the bars. Even the
transmission of a high end mask from the IFW-Dresden out of 310 nm Pt is almost
five times higher than that of Os film.

Obviously, the other two gratings shown, already exhibit some grating bar collapse
at a grating periodicity of 545 nm and show pronounced damage at the finest grating,
comparable to the compressively stressed membranes shown in Figure 4.27. Even
though, their diffraction images clearly resemble the EVB structure.
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(b)

Figure 4.30: Results of the collimated sputtering approach. (a) SIM images of FIB
milling results of a stress- and density-optimized 194 nm OsCr thin film
on a 50nm SiNx membrane. The diameter of the HVM is 10.9 pm.
(b) TEM diffraction images of the HVMs, placed in the sample plane,
showing the perfect EVB structure gained from the 654 nm mask. The
vortex order separation is 3.84 prad, 4.61 prad, 5.76 prad, respectively.
The images were contrast-enhanced for better visibility.

157



4 Optimization Strategies for the Production of Binary Holographic (Amplitude) Vortex Masks

Regarding the fact that a low-stress Os membrane was used, this milling result
may seem confusing at a first glance.

A possible explanation is the deposition of a thin layer of C on both sides of the
OsCr-membranes, before they are transferred to the FIB instrument. This layer
acts as a protection against excessive Ga-ion-beam damage during milling, due to
the very low sputtering yield of C, namely 1.7. Thin film tension measurements
on carbon films, ‘C3’ to ‘C5’, indicate their highly compressively stressed nature:
~ — 1.8(7) GPa. The deposition parameters were the same as for the Os-layers, except
for the working gas pressure, 0.5 Pa to 0.7 Pa, and the base pressure, <6 x 1076 mbar,
with the thickness ranging from 40 nm to 85 nm.

Please note: for the non-collimator tests a 5 nm film was used, in order to avoid a
strong deviation from the expected stress values.

For the milling test using collimated sputtering, a much thicker C coating (25nm)
was used, because of the much lower SiNx thickness. This could indeed shift the
stress level of the thin film stack to the compressive side and explain the observed
reduced milling capability of the samples shown in Figure 4.30.

Even though SEM images taken from the surface of the thin films (not shown)
indicate a grain-size refinement, in TEM images (not shown) and in the SIM images,
given in Figure 4.30, such a refinement cannot be observed. The given grain-size
(roughly 50nm) does not seem to alter the diffraction result of such a mask, but
sputter tests were carried out, that could describe a route towards finer grained films
with low-stress. Those tests included sputtering pauses after a couple of seconds,
such that the thin film had some chance to relax. This intermittent sputtering, as
described in [258], yielded promising results for the reduction of the compressive
stress of Os-layers, see ‘OsCr28’ in Figure 4.25, which was deposited at a reduced
working gas pressure of 2.7Pa and a base pressure of 1 x 10~° mbar, but not for
tensile stressed Os films (‘OsCr27’, pa, = 2.8Pa, pg = 9 x 10" %mbar). A more
pronounced result is seen for a carbon layer (‘C6’), using the SCTM, described in
Section 3.2: with five pauses to five minutes, including a bake out and sputter head
cooling during sputtering. The stress reduction was almost two Gigapascal. The
grain-size of ‘OsCr28’ was not checked, but typically lower working gas pressures lead
to a grain-size refinement (see the structure zone model of Thornton, Figure 2.24).

The above shown results describe the influence of thin film tensions on the milling
results, but they do not exclude contributions, which are due to VAW forces. To
determine If indeed VAW forces are causing or contributing to the grating collapse,
the following idea that comprises a three step milling process to circumvent the detri-
mental effect of VAW grating bar adhesion was tested. According to Equation 4.8,
VAW forces can be minimized by increasing the distance between adjacent metallic
plates, and/or by decreasing the plate area. So, at first, a hologram is milled using a
rather dense second-order grating, acting to keep the primary grating well-separated.
In a second step, the second-order grating is carefully removed. The net VAW force,
due to the very localised supporting bar sites, should be negligible. The third step
is indented to remove remaining leftovers of the supporting grating and kind of ‘fine
polish’ the HVM structure.
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Figure 4.31: Testing the three-step milling procedure to reduce or even completely
avoid the use of a supporting grating. (a) A fork dislocation test struc-
ture is milled into a 310 nm Ir membrane, deposited on 80 nm SiNx, with
the supporting bars intact. (b) In a second step only the supporting bars
are removed. (c) A free standing fork-dislocation over 51 pm was pro-
duced having a ¢g2/gl-ratio of 51; some leftovers from the g = 8.5pm
supporting grating are also still visible, indicating that the duty cycle
was too low in the last milling step.

Figure 4.31 shows the result of the three step milling test, carried out on a 310 nm
Ir membrane, deposited on 80nm SiNx. There, only the dislocation region of a
D = 51pm and g; = 1pum HVM has been milled. In the first step (Figure 4.31
(a)) the milling parameters for the Ir thin film, plus a 20 nm Ti adhesion layer were:
100 pA ion-current at 150 ps dwell time, using 25 passes. The second step included
23 passes at the same current and dwell time, Figure 4.31 (b), while the third was
milled with 10 passes, Figure 4.31 (c).

After the second step, the structure was free standing, showing a very high ¢g2/¢1-
ratio of 51, which remained intact after the third step. Even though no stress mea-
surement were made of films that were deposited under the exact same conditions,
‘OsCr10’ (in Figure 4.25) renders similar conditions and shows that sputtering at
very low process gas pressures of 0.7 Pa, together with very low sputtering power
(10mA), results in quite low-stress films (—1.4(9) GPa), probably due to the massive
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inclusion of impurities. For Ir this value is most likely lower. Also, due to the high
aspect ratio, the grating bars might not bend in the lateral but in the vertical direc-
tion, which may not be discernible in the SIM images. Therefore, further tests are
necessary to understand the origin of this behaviour.

4.4 Binary Holographic Phase Mask Results

As will be shown in the applications chapter, the electron count rate in vortex filter
EMCD experiments is very low and, thus, measures to enhance the electron collection-
and diffraction-efficiency are of utmost importance.

It has been pointed out in the Fundamentals chapter and is also shown in Table 2.1,
that pure binary amplitude masks are limited to 775?1 < 10.13 %, meaning that 10 %
of the electron incident on the hologram are distributed to the m = 41 vortex
orders. On the other hand, Harvey et al. [25] showed that sinusoidal phase masks
can reach 77?1 of 20% to 25%. Even higher DE are expected from binary phase
masks, according to Table 2.1. For an ideal electron phase shift of 7w, which can be
achieved by using approximately 42 nm of SiNx (at 200kV AV), a DE of 40 % can be
expected. So far, phase masks were produced by milling grooves or trenches of 30 nm
to 60 nm depth in a supporting membrane, that has to be at least 20nm to 50 nm
thicker than the groove depth. This excess material leads to pronounced high-angle
scattering, drastically reducing the achieved DE.

Thus, it was tested if and how it is possible to produce a large-scale binary phase
HVM, that consists of a free standing grating, practically without any excess material,
except the one needed for the electron wave phase shift.

To the best of the author’s knowledge there exist no reports on this kind of HVM,
except in a review article on the ‘Nanostructuring of electron beams* by Shiloh et
al. [188], where binary phase masks were produced by milling trenches into a SiNx
membrane. Their holograms supposedly showed a DE of 40 % in the m = +1 vortex
orders. But the binary structure was milled into a 100 nm SiNx membrane, mean-
ing that there is still approximately 58 nm of excess material left below the phase
hologram, effectively reducing the DE by at least 50 % [25].

The production of the binary phase HVM consisted of: coating a 50nm SiNx
membrane (Norcada) with a-C® on the backside, mounting it in the home-built high-
stability holder and moving it to the reduced working distance of 10.8 mm. Stream
files including the spiral path scan-strategy and the milling direction reversal were
utilized. Using nearly the full 4K DAC resolution of the FIB, it was possible to
mill nearly 70 pm wide holograms with a pitch- or pixel-size of 18.4nm. Because the
stream file consisted of 3.8 MP it had to be split up in four separate files, such that
the FIB control software could handle it. A dwell time of 100 s was used and the
number of passes was 2.5 and 1.5 for the holograms shown in Figure 4.32 (a) and
(b), respectively. The respective Ga-ion currents were 100 pA and 300 pA, using an

8The carbon layer was deposited with similar parameters (like ‘C6’), but with a worse vacuum and
less sputtering pauses. The collimator and the SCTM were not used.
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Figure 4.32: Low magnification TEM images of binary phase vortex masks with (a)
a diameter of 60 pm, a grating periodicity of 600 nm and a second-order
grating period of 6 um and (b), the same as (a), but with a diameter
of 68 nm, a grating period of 680 nm and a second-order grating period
of 6.8pm. The thickness for both masks was 50 nm SiNx plus 5nm a-
C. Note that the elliptic shape stems from residual astigmatism. (c)
Gamma corrected far-field image of (a), and (d) far-field image of (b).
The visibility of the second vortex order in (d) is due to a non-ideal duty
cycle of the HVM shown in (b).
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AV of 30kV. It was tried to use the self-made drift correction script, but as the
SIM contrast drastically changed and the milling times were anyway low (~30min
compared to 3h to 6h for massive Os masks), no drift correction was employed.

Figure 4.32 (¢, d) depicts the low magnification TEM images of binary phase vortex
masks with a diameter of 60 pm and 68 pm, respectively. The grating periodicity was
600nm for (a) and a second-order grating period of 6 pmwas used to stabilize the
main grating. In (b) the grating period was 680nm and the second-order grating
had a period of 6.8 um. The thickness for both masks was 50nm SiNx, plus 5nm
a-C. Most of the structure is well defined and only a few bars tend to stick together,
indicating a residue of compressive stress in the carbon film and/or in the SiNx film.
Note that the elliptic shape stems from residual astigmatism. The far-field images of
the produced phase holograms are shown in Figure 4.32 (c, d), strongly defocused, in
order not to saturate the CCD?. The zeroth-order in Figure 4.32 (c) is much weaker
than the orders m = =+1, indicative of a high DE and a phase shift relatively close
to m. The far-field pattern of the larger hologram in Figure 4.32 (d) did not show
such a damping of the zeroth-order, which is most likely due to a weaker phase shift
as compared to the mask shown in (a). Notably, this structure was milled using a
higher ion-dose.

Aside from the optimal phase shift, due to the material mean inner potential and
thickness, the duty cycle of the grating also influences its efficiency [24].

In this approach the phase shift is (already) defined before the FIB milling step,
via the membrane thickness and material. Tuning the phase shift by a dose array,
like is has been done in previous works, is not feasible [25, 188]. This problem could
be probably circumvented by milling the hologram into an intensionally too thin
membrane and by successive depositions of thin layers of a-C, in order to increase
the phase shift to the desired value.

A more in-depth study on the DE of HVM revealed that the use of phase masks
is not per se superior to that of absorptions masks: it crucially depends on the
amount/thickness of the supporting material below the actual phase mask structures,
which are typically ~50nm deep trenches cut in SiNx. For the Jilich phase masks
a 200nm thick SiNx membrane was used, thus roughly 150 nm of material act as
an electron absorber or, more likely, as a high angle scatterer, which is perfectly
reflected in Table 4.5. There, the absolute electron count rates of the HVM’s ability
to distribute incident electron counts into the m = 41 vortex order, are estimated
using measured electron count rates from vortex filter EMCD experiments and some
relatively crude approximations. The values in row number one are normalized to
exposure time in s, incident beam current in pA and sample thickness in nm, whereas
in row number two the electron collection area, which is basically the hologram area
in mm?, is taken into account, as well. In row number three the OAM “loss”!?,
due to elastic scattering in the mask material, is also included. A means to reduce

9The microscope was already set up for following vortex filter EMCD experiments, so the beam
current was quite high for imaging zero-loss images.

10The OAM loss was estimated using multi-slice simulations through amorphous material, some of
which will be shown in the applications chapter.
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Table 4.5: Estimated absolute DE in units of electron counts of different HVMs,
based on count rate measurements. The values are normalized to incident
current, exposure time and sample thickness (first row). In the second
row the mask area was also taken into account and in the third row the
‘OAM’ loss is included. The binary phase HVM shows an 8.6-fold higher
count rate compared to the Julich phase masks. The phase shift of the
binary HVM was not optimized, thus the count rate is comparable to the
binary amplitude HVM, theoretically an approximately two-to-three-fold
improvement of the count rate should be possible.

Binary Phase Jiilich Sine Jiilich Sine Binary
Unit Mask Phase Mask 1 Phase Mask 2 Amplitude Mask
75 pm 40 pm 40 pm 30 pm
Spfﬁm 2.074 0.142 0.143 0.254
A | 469> 107 0.89 x 10~* 0.9 x 10~* 4.05 x 10~
A | 429 x 1071 0.50 x 1074 0.50 x 10~* 3.84 x 1074

electron scattering in excess material of the hologram is to use binary phase HVM.
There, the thickness of the absorbing layer behind the phase shifting structures is
per definition zero, and if the phase shift of the remaining diffracting grating bars
is tuned to be 7, a theoretical maximum of njl?l = 40% of the incident electrons
can distributed in the first vortex order, which is the highest among the alternatives
given in Table 2.1. In binary amplitude/absorption masks this value is 10.13 %.
Depending on the thickness of the supporting layer of sinusoidal phase masks, this
value can be as low as a few percent, ranging up to 20 %-25 % in the optimized case,
whereas the theoretical maximum is 33.85 %. First tests to produce a binary phase
HVM using the FIB and 50 nm thick SiNx membranes, described in Section 4.4, show
promising results, as can be seen in Table 4.5: the binary phase HVM performs quite
well; it shows an 8.6-fold higher absolute count rate, compared to the Julich phase
masks, and is slightly better than the traditional binary amplitude masks. Note that
the phase shift was not optimized, which would lead to a roughly two-to-three-fold
improvement in the DE.

4.5 Prospects to Mount Holographic Vortex Masks in a
Standard Objective Aperture Strip

The instructive vortex filter EMCD measurements (done in Jilich), which will be
presented in the Applications chapter, using a simplified vortex filter EMCD setup,
with the filtering hologram placed in the objective aperture position of a wide-gap
pole-piece, lead to the question of how to place a vortex filter mask in the objective
aperture plane of a standard pole-piece TEM, with as little as possible modifications
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Figure 4.33: Showing schematically the floating-off process to place a thin film on an
aperture strip for the production of HVM.

to the aperture strip and the TEM. Moreover, in the production of phase masks,
the absorbing metal layer, which is used to aperture the electron beam, is typically
deposited on a SiNx membrane with a subsequent removal of the absorbing layer in
the phase mask region, using a FIB device. This process leads to some residual debris
and imperfections in the surface structure of the SiNx, which can alter the holograms
quality. Aside from using lithography methods, this issue could also be addressed by
a lift-off approach, described in the following [190].

It is well known in EM sample preparation that thin microtome sections or a-
C thin films can be floated off in a water bath, see, e.g., in [250], as exemplified
in Figure 4.33. It was tested if this approach can also be used to place thin films
for hologram production directly on an OL aperture strip, such that only selected
apertures are covered, while the others are left as they are. For that, an a-C thin film
was deposited on a freshly cleaved NaCl single crystal (Korth), using the Q150T and
deposition parameters similar to ‘C6’, but with less sputtering pauses , no collimator
and no SCTM-heating or -cooling. The coated crystal was then placed in a water
bath using distilled HoO, Figure 4.33 (first step). The NaCl crystal slowly dissolves in
the water bath until only the thin film is left, floating on the water surface Figure 4.33
(step two). Afterwards the aperture strip was carefully moved under the floating film.
Prior to the floating process the strip’s wettability was enhanced by an Air-plasma
treatment (Diener Electronic, Plasma Prep 5). Under microscopical observation the
aperture strip is positioned under the thin film, such that the thin film is floating
directly over the apertures that need to be covered by the film. Quickly lifting the
strip out of the water ensures that the film is also being placed on that position,
Figure 4.33 (step three).

The result of such a floating process can be seen in Figure 4.34 (a, b) where a
40nm a-C thin film was used. Note that only the two apertures shown in Figure 4.34
(a,b) are covered, the other six apertures can be used for normal TEM observations,
as can be seen in the overview image in Figure 4.34 (c). In Figure 4.34 (a) a few
ripples are visible in the a-C layer, which are probably due to the rough surface
structure of the aperture strip around the aperture hole. The aperture strip used for
this test was already used in the TEM and was subject to severe deformation, due to
a malfunction of the TEM stage. Typically the surface of such aperture strips is very
smooth. Another reason could be compressive inner stresses in the thin film, due to
differences in the sputtering conditions of the film, compared to ‘C6’. Notably, this
demonstration was done using thin C, as it could be used for holographic phase-plates
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Figure 4.34: Light-optical images of a 40 nm a-C membrane, floated off a NaCl crystal
and placed on the 40pm (a) and the 20pm (b) apertures of a TEM
objective lens aperture strip. Prior to the floating process, the strip’s
surface tension was increased by an Air-plasma treatment. (c) Overview
image, showing that the film was placed only on apertures ‘A’ and ‘B’
and does not cover other apertures on the strip, marked by red arrows.
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and is semi-transparent to light, which makes the light optical observation possible.
But, generally this process also works for thicker heavy metal membranes, which are
typically used for holographic absorption masks.

This successful demonstration is the basis for further FIB milling steps and for the
placement of a vortex filter in a standard pole-piece TEM. By that, experimentally
streamlined filtering EMCD could be accessible in a much wider class of TEMs.
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In the preceding chapter certain routes to refine and optimize HVMs and their pro-
duction were described. This chapter aims at giving an insight on practical appli-
cations of HVMs, and the EVBs produced thereby, with the focus set on vortex
filter electron energy-loss magnetic chiral dichroism and the measurement and quan-
tum mechanical description of fundamental rotation-dynamics of vortex beams in the
magnetic field of a TEM objective lens.

5.1 Electron Vortex Beam Filter - EMCD

In general, there are two possible experimental setups, utilizing EVBs for EMCD
measurements: pre- and post-specimen techniques. The pre-specimen method is
described in [35, 36, 288]. Attempts to produce EVBs and to further use them for
EMCD measurements did not show an effect so far [38, 40]. The possibilities and
limitations of the application of a vorticity filtering HVM for EMCD measurements
will be described in detail, e.g.: showing that a single atom scattering approach
already delivers reasonable results, in order to estimate the EVB-EMCD effect of
this technique. The principal experimental setup of a filtering vortex hologram,
placed in the diffraction plane, will be discussed and this approach will be further
justified via elastic- and inelastic-MS simulations. Additionally, an alternative setup
will be presented, that utilizes a HVM in the SAA-holder, which is easier to access.
All identified experimental challenges, as well as artefact sources, will be described,
followed by a series of experimental results drawn from the attempt to minimize
the identified artefacts, covering, both, diffraction plane- and SAA vorticity filtering
HVM experiments.

Recently, ideas and simulations for an alternative filtering EMCD technique were
presented [140], employing a rotatable and sample-symmetry-adopted aperture in the
spectrometer or OL aperture holder, that collects electrons, either only from regions
of positive- or negative-EMCD signal. Besides using core-loss electrons, an approach
utilizing asymmetries in the elastic scattering cross-sections of electrons has been put
forward to measure a magnetic signal [131, 132].

While for the pre-specimen setup, applied to crystalline materials, atomic vortices
and very specific conditions for the detection of an EMCD signal are needed [35, 288],
multi-slice simulations, given herein, reveal the possibility to perform vortex filter
EMCD also on amorphous materials.
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Figure 5.1: Proof of the vortex filter functionality in vacuum at the Tecnai F20.
Vortices were produced by a HVM in the condenser system of the TEM
(u = £1,0). These were incident on a second HVM, acting as a vortex
filter and placed in the SAA holder (m = £1,0). Due to the orientation
of the two HVMs, close to orthogonal, the addition and subtraction of
OAM is illustrated in one single image.

5.1.1 Introduction

It has been shown that OAM can be transferred to the probing electron, when it
excites electronic transitions to spin-polarized final states in the sample [133]. This
manifests itself in a vortical structure of the inelastically scattered probe electron,
which could be detected by a HVM after the beam-specimen interaction. As al-
ready pointed out in the Fundamentals chapter, there are various other techniques
to discern the OAM content of an electron beam, with their own advantages and dis-
advantages. Here, the focus lies on using in-house-built binary amplitude masks and
phase holograms, made by collaborators at the Ernst Ruska-Centre for Microscopy
and Spectroscopy with Electrons (ER-C) in Julich, for vorticity filtering.

In optics, for example, HVMs have proven to work as a chiral filter [20, 44, 289].

Likewise, vorticity filtering, as described in the Fundamentals Section 2.6, employ-
ing holographic devices, does also work for electrons, see [45, 207]. An impressive
illustration of that principle can be given using two HVMs that are oriented normal
to each other, see Figure 5.1. By placing the first HVM into the condenser system of
a TEM, EVBs can be produced and analysed for their OAM state, when incident on
the second HVM, which is placed in the SAA-holder. Due to the orientation of the
two HVMs, close to orthogonal, one can clearly see the addition and subtraction of
OAM, with p = +1,0 denoting the incident EVBs and m = 41,0 representing the
vortex orders stemming from the SAA hologram.

5.1.2 Experimental Setups

In principle there are two positions accessible in the TEM that can be used to install
filtering holograms: the DP and the SAD plane. From an experimental perspective,
the use of the DP for vorticity filtering is the straightforward approach, as illustrated
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in Figure 5.2 (a): the sample (red dot) can reside at the eucentric height and the
only required modification to the illumination system is to accurately focus the beam
onto the specimen. The incident electrons are, then, inelastically scattered into three
scattering channels, ;4 = +1,0. The outgoing electrons y = +1 now carry OAM
of one £h, respectively. They are incident on a HVM in the far-field, which adds
topological charges m € Z to the initial OAM state. This results in a line of vortices
of topological charges u + m in the intermediate image plane. Finally, using an in-
column or post-column electron energy loss filter, an EMCD signal can be measured
as the difference in the radial profiles of the vortex orders m = +1 at the respective
core-loss energy.

Even though there are proposals to use spiral-phase-plates in the DP, e.g., as
a probe for chiral crystal symmetries and the local OAM content of an electron
wave [31, 290], up to now no successful implementation of a vortex mask in the
DP of a standard pole-piece TEM was done. Typically the contrast apertures are
machined into one thin metal strip, instead of having an aperture holder that can
handle four individual @3 mm apertures. The strip is used because of the limited
space in TEM pole-pieces (Super-Twin pole-piece gap: 5.4mm). Only on specialised
wide-gap instruments (cryo pole-piece gap: 11 mm), like the Titan Holo at the ER-C
in Jilich, it is possible to use a standard aperture holder in the BFP of the OL as
well. The author was granted measurement time on that machine and the results
will be presented in Subsection 5.1.7.

An alternative method, which is functionally equivalent to the setup described
above, employs the readily accessible SAA plane for mounting a vorticity filtering
HVM, see Figure 5.2 (b). There, any custom-made apertures can be retrofitted in
the SAA-holder. This setup can, thus, be carried out on any TEM. Obviously, by
changing the HVM position, the electron-optical setup has to be adapted. In case of a
specimen placed in the eucentric height, the intermediate image would be a magnified
image of the outgoing electron wave. This couple of nanometre-sized image would
be far too small to illuminate the 5pm to 30 pm sized HVM. By lifting the sample
and the cross-over above the eucentric height, the first cross-over after the sample
is lifted above the SAA plane, such that the divergent ‘light cone’ now provides a
proper illumination of the HVM. This ensures that the (virtual or back projected)
HVM is now in the far-field of the excited atom and creates a series of images of the
ionization process, as shown in Figure 5.2 (b). In principle, this setup is very similar
to a standard STEM geometry, but with the specimen lifted far above the eucentric
plane.

For a better understanding and to give a few more details on the setups, Figure 5.3
(a) depicts a standard diffraction TEM setup, including a HVM in the SAA-holder
and compares it to the DP vortex filter setup, which is essentially a standard STEM
setup, Figure 5.3 (b), as well as to the SAA-plane vortex filter setup, given in Fig-
ure 5.3 (c¢). Obviously, when the vortex filter mask (light blue) is placed in the SAA
plane, diffracted beams emerge from the vortex mask in Figure 5.3 (a), marked by the
dashed lines, and their focal position coincides with the observation or intermediate
plane. In the case of inelastic scattering the intensity distribution, given in the cross-
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incident electron wave

scattering center
(e.g. Fe/Co-atom)

objective lens

diffraction plane
(vorticity filtering HVM)
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SAA plane, far-field L)
m= —1 0 +1 (vorticity filtering HVM) ~— ~ *4
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Figure 5.2: Vortex filter EMCD experimental setup using a post-specimen vortex

170

filtering hologram, placed in the DP (a) and (b) placed in the SAA plane.
The red dot represents the scattering centre, i.e., the atom/sample in
the object plane. The incident electrons are inelastically scattered into
three asymmetrically weighted scattering channels, 4 = 41,0, such that
the 4 = +1 electrons now carry OAM of one +h, respectively. They are
incident on a HVM in the far-field, which is either the DP or the eucentric
plane, which adds topological charges m € Z to the initial OAM state.
This results in a line of vortices of topological charges pu + m in the
intermediate image plane for setup (a) or back-projected to the sample
plane in setup (b). Finally, an EMCD signal can be measured as the
difference in the radial profiles of the vortex orders m = +1.
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specimen plane
(eucentric plane)

objective lens
{oL)

SAA plane

diffraction lens
(DL)

observation
plane

Figure 5.3: Using Gaussian matrix optics, a standard TEM diffraction setup, includ-
ing a HVM (light blue) in the SAA-plane, is drawn (not to scale) in (a),
whereas in (b) the DP vortex filter EMCD setup is shown and in (c)
the SAA-plane vortex filter EMCD setup is illustrated. The specimen
(red dots) is lifted by dz, in order to properly illuminate the SAA vortex
filtering mask. Full and dashed black lines represent rays of elastically
scattered electrons, whereas red lines depict inelastically scattered ones.
Note the apparent defocus df between the observation plane and the fo-
cused row of vortices in setups (b) and (c).
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over in the BFP, would resemble an incoherent sum of all illuminated atoms with the
size of the illuminated area in the sample plane being typically 50 nm to 1000 nm.
This would lead to a massive blurring of the intensity distribution in the observation
plane, larger than the separation distance of the electron vortices and, thus, would
render a successful determination of OAM asymmetries impossible. Therefore, the
experimental setup, given in Figure 5.3 (b), is devised in a way to decrease the effec-
tive spot size of the inelastic scattered electron beam. This is done by focusing the
incident electron beam onto the sample, which also guarantees high lateral resolution
and a relatively high lateral coherence in the BFP of a tens of microns. The focusing
changed the electron-optical conditions and the intermediate images of elastically-
and inelastically scattered electrons are no longer focused in the observation plane.
The apparent under-focus has been marked in Figure 5.3 (b) by df. A practical way
to resolve that issue is to slightly lift the sample above the eucentric height until the
two planes coincide. Notably, in that case any given magnification calibration is no
longer correct. Additionally to df there is also a difference in the focal position of
elastically- to inelastically scattered electrons, due to the higher focusing power of
the lenses for slower electrons, visible in Figure 5.3 (b).

In the SAA-plane setup, shown in Figure 5.3 (¢), focusing the beam onto the sample
alone would not be sufficient, as mentioned above. The sample must also be lifted
massively above the eucentric plane. This not only produces a proper illumination
of the SAA vortex filter but also increases the transverse coherence length A, of the
electron waves in the SAA plane. A, and its dependence of dz can be estimated by
using A = (2A (2544 — b))/ (7dspot M), with A being the electron wavelength (2.51 pm
for 200kV), z544 = 140.5 mm being the z-position of the SAA plane relative to the
specimen plane, b the image distance (here, position of the first cross-over beneath
the sample), dgpor the FWHM of the incident beam and M = b/g the magnification
of the objective. Using the lens equation 1/f = 1/g + 1/b, where f = 2.7mm and
g are the focal length and the object-distance, respectively, b can be calculated to
be b = (f' —g 1) ! with g = f + 2Zew> + dz. 2Zew. = 52.9um is the eucentric
height above the front-focal-plane (FFP). For 200kV, a z-shift of dz = 15um and
an incident spot of 3nm, A, is only 0.4pm and the magnified spot size is 120 nm,
at a vortex order separation of approximately 130nm. These settings would be
very impractical for the analysis of the experimental data, due to overlapping vortex
orders. Therefore, dz > 50 pm and incident spot sizes of <3 nm were chosen for the
experiments. Notably, the effect of lifting the sample is comparable to the reduction
of the effective source size in the condenser system of a TEM by adjusting the C1
lens excitation.

The apparent over-focus in that setup, marked by df in Figure 5.3 (c), can be
compensated using the diffraction lens. Note that this setup is done in diffraction
mode, whereas the DP setup is done in imaging mode.

Using the above given equations, the expected collection angle ,,,sx can be given
by Omask = (FmaskM)/(zs44 — ), with 1,45, being the radius of the vortex filter
hologram. For dz = 50pm and 7,45 = 5pm, this yields a collection angle of
1.9 mrad, which is quite low compared to standard EELS or EFTEM collection angles
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of the order of 5mrad to 20 mrad and also lower than the expected collection angle
of 2.8 mrad of the DP setup with the same hologram size.

5.1.3 Principle and Theory of the Single Atom Scattering Approach

Now, after the description of the experimental details, an idealised single atom scat-
tering approach will be used to get an idea of the achievable EMCD signal strength
of a vortex filter setup using a HVM in the DP.

The key aspect of EMCD is the transfer of OAM between the probe beam and the
target electron. For the standard case that the incident beam does not carry OAM,
the inelastic scattering event transforms it into a vortex or, more generally, into a
superposition of several vortex orders. Therefore, it is instructive utilizing a HVM
as a vorticity filter in order to separate the different OAM components and measure
their respective weights, see Figure 5.2 (a).

The reference samples used herein are transition metals that typically show a
strong spin polarisation under the influence of a magnetic field, and, thus, dichroism
measurements typically involve 2p-core to d-valence excitations at the Lo 3 ionization
edges. The L 3-edges are used due to their strong spin-orbit interaction in the initial
state. Compared to using K-edges, the dichroic signal is an order of magnitude
higher [291]. In the first experiments dealing with X-ray magnetic circular dichroism
the dichroic effect has been seen at the iron K-edge [7]. Electric dipole-allowed
transitions contribute the most to the ionization edge’s signal, whereas higher multi-
pole transitions show only low transition amplitudes, less than 10% at scattering
angles of < 20 mrad [292-294].

As a starting point an atomic scale wavefunction is assumed. For an L-edge dipole-
allowed transition, an OAM of Ay is transferred, which changes the magnetic quantum
number of an atom by p. Therefore, an incident plane electron wave transforms into
an outgoing wave [295]:

Yu(r) = e f(r), (5.1)
where ¢, is the azimuthal angle, and [296]:

fulr) = (5.2)

2 Q3

with (j1(Q))ELs; being the matrix element of the spherical Bessel function between

A g [ q1+|“|J|M|(QT)<j1(Q)>ELSjd
ﬂ.qE 0 q,

the initial and the final radial atomic wavefunctions, and Q = /¢ + q%. q is the
transverse scattering vector that relates to the experimental scattering angle 6, as
q = kof. The characteristic momentum transfer is given by hqg = hkofg, which is
the scalar difference of linear momenta of the probe electron before and after the
inelastic interaction [297], whereas the characteristic scattering angle 0z is given by
0p ~ AE/2Ey, with AE being the threshold energy of the dipole-allowed L-edge
and Fj being the primary beam energy. For example, at an AV of 200kV and at the
Co-L3 threshold energy of 779¢eV, the characteristic scattering angle g amounts to
~2mrad and for the Fe-Lg threshold energy of 708 eV, #r amounts to ~1.8 mrad.
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Figure 5.4: Scattering profiles for the Co Ls-edge of |¢g|> and [¢+]? and their
sum Zu=—1,0,1 |1;M|27 resulting in the Lorentz-profile for non-magnetic
isotropic transitions in momentum space. The radius of the HVM
Gmask = 3.16nm™! (1.26 mrad)is indicated by the grey-shaded area ter-
minated by the full vertical line, ¢ is indicated by the dashed vertical
line and the magenta-shaded area. Taken from [296].
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The propagation of the wavefunction, Equation 5.1, to the diffraction plane can
be realized by employing Fourier optics, i.e., by calculating the Fourier transform
of the incident wavefunction. This is done by using a theorem for the Fourier-
Bessel transform for a function of azimuthal variation e~ [298], such that the DP
wavefunction now reads [296],

- I o0

Gu@) = g [ g T ar) v (53

n 0

Note that the outgoing electron in the DP still carries a topological charge p, which is
indicative of the topological protection of the wavefunction. In Figure 5.4 the calcu-
lated radial intensity profiles |4, (¢)|? for the possible transitions with p € {~1,0,1}
and their sum 2“271’071 wﬂ|2 are shown. They represent the Lorentz-profile for
non-magnetic isotropic transitions of the Co Ls-edge.

Now the HVM in the DP adds topological charges m € Z to the incident beam
of topological charge p. The fork-dislocation grating does not only add OAM to
the incoming electrons, it also diffracts them by the m-dependent deflection angles
20Bragg = mA/g. Thus, a row of vortex orders with topological charge m + p is
produced in the intermediate image plane, see Figure 5.2 (a). By back-transforming
Equation 5.3, with the respective vortex order m added by the mask, the radial
profiles, present in the image plane, can be given by [296]:

e

—itm . 9mask _ i 2 gt 3
—— i +M)%/O Uyu(@) T (q ) /AT /2RTCT/G) g qq - (5.4)

wmu(T) = o

with ¢mask = komask being the maximum transferred momentum, limited by the
vortex mask size. Additionally, it was accounted for the spherical aberration of the
imaging system and a potential defocus df by the addition of an according phase
factor. Note that the respective intensities are azimuthally symmetric and show
distinct radial profiles. Figure 5.2 (a) schematically shows the central three vortices
overlaid by the three dipole-allowed transition channels 4 = 0,F1. As the central
vortex (m = 0) does not show any asymmetry, for p = +1 and p = —1, the overlays
were omitted. Actually, because of this missing asymmetry, standard EELS cannot
distinguish these transitions.

For the degenerate transition channels p = 0,41, the outgoing probe electron is
in a mixed state. This can be described by the reduced density matrix [299, 300],
but the paths of the rays cannot be visualized in such a straightforward way. The
expected total intensity can be given by the trace of the matrix, which is the sum over
all intensities in the respective channels. In the case of a fully spin-polarized system,
i.e., the ideal EMCD condition, the radial profile intensity can be given by [296]:

1
Im = Z cH ‘wm,u|27 (55)

p=-1

where the C* are derived from the Clebsch-Gordan coefficients [16, 301] and given in
Table 5.1. An intuitive schematic illustration of how this asymmetric weighting of the
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Table 5.1: Coefficients C* for the Lz-edge taken from [16]. The weighting factors
for the transitions, when the final states are completely spin-up polarized,
show an asymmetry for m + p = 0, i.e., in the centre of the m = *£1

vortices.
m -1 0 +1
7 -1 0 +1 -1 0 +1 -1 0 +1
m—+ W -2 -1 0 -1 0 +1 0 +1 +2

cH 0.278 0.222 0.167 | 0.278 0.222 0.167 | 0.278 0.222 0.167

cH

0.28

0.22

0.17

m
0

)

Figure 5.5: Schematic illustration of the vortex filtering principle for the three dif-
ferent scattering channels g = 0,£1. Due to the asymmetric weighting
of the transitions channels, given in Table 5.1, the radial intensity dis-
tributions in the far-field of a vortex filter I,,, (blue lines) show clearly
distinguishable features. Depending on the vortex filter order m, the cen-
tral intensity either drops (m = —1) or rises (m = +1). Additionally,
there are changes in the FWHM.

z
>

transition channels affects the radial intensity distributions of the EVBs after passing
the vortex filter mask is shown in Figure 5.5. The radial intensity distributions in
the far-field of a vortex filter I,, (blue lines) show clearly distinguishable features.
Depending on the vortex filter order m, the central intensity either drops (m = —1)
or rises (m = +1). Additionally, there are changes in the FWHM of the incoherent
superposition of electron waves.

In Figure 5.6, the resulting radial intensity profiles are drawn without additional
broadening. This will be discussed in more detail in Subsection 5.1.5. Note that, due
to the relative small momentum transfer of the chosen HVM (gqsk < 3.16nm~1), the
radial extension of the intensity profiles in Figure 5.6 is much broader than directly
at the scattering atom, where it is of the order of two Angstroms.

Similar to Equation 2.14 the EMCD signal in this geometry can be defined as the
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Figure 5.6: Radial intensity profiles of the m = +1 vortex orders of a single atomic
ionization, for the fully spin-polarized case, according to Equation 5.5, us-
ing two different defocus values (df = 0pm and df = 4pum). The resulting
r-dependent EMCD signal is given by the dot-dashed curves, according
to Equation 5.6. In the centre it is as high as 50 % for both defocus

values. The signals are normalised to their respective total intensities.
Taken from [296].

relative difference of the intensities with m = +1°,

Ienmcep(r) =2-

(5.6)

Note that in this experimental setup the EMCD signal is a function of the radius r.

In Figure 5.6 the ideal case of a single atom excitation is shown for a vortex mask
radius of ¢ast = 3.16nm~!. A defocus df of 0pm and 4 pm was used, respectively.
It can be seen that the r-dependent EMCD signal is strong in the centre of the
vortices but rapidly decreases above r ~ 1nm. At least for this idealised approach,
it reaches 50 % for both defocus values in the central region of the vortices. Note
that, especially for df = 0pm, not only the central regions of the radial profiles show
distinct differences, but that there is also an apparent difference of the positions of

the maxima, which is a result of the asymmetrically distributed OAM content in the
respective vortex orders.

Tt will be shown in Section 5.1.5, that difference signals can also be produced by artefacts, inde-

pendently of the presence of a real EMCD signal, so instead of Igarcp, the more general notation
Ipigy will be used.
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5.1.4 OAM Conservation in Amorphous Materials - Elastic Multi-Slice
Simulations

For atom-sized EVBs propagating through a crystal lattice there are publications
showing that the expectation value of the angular momentum (L.) = (¢|L.|¢) / (¥])
is strongly affected [35, 302]. This is indicating an OAM transfer between the sample
and the electron beam, mediated by elastic scattering processes. The above given
single atom scattering ansatz neglects elastic scattering of the EVBs produced in
the ionization process in the specimen, and, thus, the question of its applicability
arises. However, multi-slice simulation results, given in Subsection 5.1.6, together
with reports, showing that atomic-sized EVBs do channel along atomic columns over
tens of nanometres, when aligned exactly at the atomic columns [302, 303] hint at
the validity of the single atom scattering approach. Because the electron vortices,
which are produced in the inelastic scattering event, are intrinsically centred on the
atom, it is very likely that a sufficiently thin crystalline sample, which is aligned to
a zone axis (ZA), should give an EMCD signal in good accordance with the simple
single atom scattering ansatz used in Section 5.1.3.

Note that the beam-splitting and -retarding action of the crystal lattice used in
classical EMCD is kind of externalised in this method, in the form of the vorticity
filtering HVM. Thus, one possible advantage of the filtering EMCD method could be
its applicability to amorphous materials.

Amorphous or non-crystalline materials are per definition such materials, that
lack any long-range order characteristic for a crystal. A prominent example of this
material class, which emerged in the last few decades, are bulk metallic glasses.
These metal-based alloys show no long range order in their atomic structure, as well
as peculiar physical and magnetic properties, like very low magnetisation and de-
magnetisation losses, as well as the ability to combine strength and hardness with
flexibility and toughness at high saturation magnetizations [304].

Due to the non-existent long range order in these materials, one can expect the
exchange of OAM to be minimal. To further clarify if the OAM of the inelastically
scattered probe electron is indeed conserved when propagating through an amorphous
material, multi-slice simulations were carried out.

It can be seen in Figure 5.7 (upper two rows), that the colour-coded phase structure
of the EVB, which had a convergence angle of 1.16 mrad at U4 = 200kV, and its in-
tensity distribution do not change significantly upon propagation through 60 nm of an
amorphous FegpSigB13C; alloy. In the experimental test (lowest row of Figure 5.7) the
propagation of an EVB, having m = 1 incident on a 60 nm FegySigB13C; alloy, shows
a relatively good conservation of the vortex structure, supporting the simulation re-
sults. Note that the simulated atomic density was rather low (2.4 x 10?2 atoms/cm?),
compared to a realistic density of 6.5 x 10?2 atoms/cm?, explaining the observation
of the measured vortex being more blurred, whereas the simulated one seems to be
relatively unaltered.

Additionally, the expectation value of the angular momentum <f)z> was analysed
for two different materials, see Figure 5.8, using an atomic scale m = 1 EVB. Due
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Vacuum

» 60 nm a-FegSigB43C;

Multislice Simulation

Experiment

Figure 5.7: OAM conservation: Elastic multi-slice simulation (upper panel: phase,
middle panel: intensity), compared to an experimental test on an amor-
phous Fe-based alloy (lower panel). Even though the propagation distance
is 60 nm, no significant changes are visible in the vortical phase structure
of the EVB, which is indicated by the relatively good conservation of its
intensity distribution. This is also seen in the experimental test, although
it seems to be more blurred. The used convergence angle was 1.16 mrad,
U4 = 200kV and the simulated atomic density was 2.4 x 10?2 atoms/cm?.
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Amorphous Si3N4 Amorphous Fe alloy 6.5E22
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Figure 5.8: (a) Shows the expectation value of the angular momentum (L) of a-SigNy
with a realistic atomic density of 10.33 x 10?2 atoms/cm? and a thickness
of 50 nm, whereas (b) is calculated for an Fe-based alloy (FegpSigB13C1,
6.5 x 10?2 atoms/cm?®) of 50 nm thickness. The incident beam was in both
cases an atomic scale vortex with a waist radius of 1.14 A. The simulation
was run multiple times, the inset in (a) shows the positions of the incident
beams, in order to clarify spatial variations of (L.).

to improvements in the simulation program code, realistic atomic densities? could
be simulated, as compared to the results given in Figure 5.7 and in [296]. The
principal message still is, that there are only moderate deviations of (i}z> over the
course of the propagation, but the effect of the OAM transfer is more pronounced.
E.g., for 50nm of the amorphous alloy, (L.) reduces to ~50% of its initial value,
whereas a reduction of only ~20 % was seen using a lower density [296]. For the low
density material, which is commonly used as a substrate for phase masks [23-25], the
changes in (L.) are less pronounced, e.g., after 50 nm the highest reduction of (L.)
was ~20 %. Repeating the simulation for different positions on the material revealed
a spatial variance of the OAM transfer for both materials, Figure 5.8 (a) and (b).
This is most likely due to the highly localised probe beam, as variations of the atomic

potentials do not average out over the azimuthal profile of the atomic scale EVB.

For amorphous materials with thicknesses <20nm the multi-slice simulation re-
sults, shown in Figure 5.8, support the assumption, that neither the expectation
value of the angular momentum operator <ﬁz>, nor the single OAM components (not
shown) show strong OAM transfer, justifying the single atom scattering approach.
Nevertheless, effects like incoherent broadening must be taken into account by addi-
tional means and will be discussed in the following section.

2Due to the amorphous atoms coordinate-producing algorithm, such high densities can only be
calculated using a reduction of the inter-atomic distances, e.g., up to minus 20 %. This has most
likely has only minor influence on the OAM transfer to the sample.
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5.1 Electron Vortex Beam Filter - EMCD

5.1.5 Artefact Sources

Single neutral atoms can be prepared either free floating in holographic optical
traps [305], or suspended on graphene [81, 306]. Even core-loss EELS spectra have
been taken from single atoms, suspended on graphene membranes [307] and in car-
bon nanotubes [112]. This clearly demonstrates that the situation described in
Section 5.1.3 is not per se an over-idealisation. With state-of-the-art microscopes,
measurements on single atoms have become feasible. However, for general material
science applications in the TEM, the single atom scattering approach is indeed an
over-simplification. To determine if and under which conditions EMCD signals can be
detected in practice, the most important limitations are discussed in this subsection.

Incoherent Broadening - llluminated Specimen Area

For extended samples and typical analytical beam sizes, more than one atom is
illuminated, resulting in an incoherent superposition of signals coming from all excited
atoms. This leads to a smoothing of the radial profile by a convolution with the spot
shape. Evidently, the expected difference signal will be modified [35, 36].

As already pointed out in [189], it is possible to include incoherent source size
broadening, which is caused by illuminating an extended area of the sample by a
convolution with a Gaussian function, allowing to calculate the radial vortex profiles
as follows [296]:

129,(r) = e (1/20/0)° /oo Ln(#) e~ (/20 /o) g <W,> ' dr. (5.7)

0 o?

with Iy representing the zeroth order modified Bessel function of the first kind and
o being the amount of incoherent broadening?.

Even if the sample consists only of a single atomic monolayer, the simulation in
Figure 5.9 (a) suggests that the central dip, which is well discernible in the coherent
case, see also Figure 5.6, is smoothed, such that the EMCD signal drops from 50 % to
3 %. This is also true for the defocused case where the dip still is preserved. On the
one hand side, this finding limits the electron current to be used in experiments and
poses problems with the achievable SNR*, but on the other, it emphasises the need
for small spot sizes that would at least theoretically produce higher EMCD effects.

Above, the question of lateral extended illumination was elucidated. In the single
scattering centre model one can also regard the influence of the single atoms sitting at
various z-positions. This was tested by incoherently summing up multiple intensity
distributions of defocused vortices. The result given in Figure 5.9 (b) indicates, that
no significant contribution can be observed from this longitudinal arrangement of
scattering centres to the EMCD signal below r < 1nm. This was to be expected,
because the defocus values (< 100nm) are small compared to the Rayleig