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Abstract

In the biotech industry, the optimization and the control of fermentation processes are essential
in order to repeatedly meet quality standards and to increase competitiveness. Process models
are the key to success as they provide a great summary of the available knowledge and many
areas in engineering capitalize on them, from process development to monitoring and advanced
control strategies. Traditional approaches utilize empirical models by including technical process
parameters as the describing variables, but a shift towards mechanistic equations and physiological
descriptors comes with several advantages. The cell itself as the catalytic entity in bioprocesses
becomes the focal point and is thereby considered more thoroughly throughout up-scaling or
process transfer efforts. The goal of this master thesis was to explore the influence of such
physiological variables on the product formation dynamics of an Escherichia coli process and
mould the findings into a novel mechanistic model.

The investigated organism expresses the recombinant enzyme L-Lactatedehydrogenase upon
induction and is prone to product aggregation into biochemically inactive inclusion bodies (IBs).
The ambition was to comprehensively describe the protein formation, while also considering the
viability of the biomass. As a starting point, a previously established state-space model for growth
and death of the organism was extended with equations for total product and IB formation. Several
experiments were conducted to obtain data, which was used to find suiting kinetic expressions and
estimate the model parameters. Following the guidelines for Good Modeling Practices (GMoP),
the resulting structures were analysed for their structural and practical identifiability. The final
model described the total productivity through a Monod term driven by the specific substrate
uptake rate and was combined with a Haldane inhibition term that used the specific metabolised
substrate as an indicator for the cell age. The protein localisation in form of the specific IB
formation was expressed through a Moser kinetic utilizing the specific total productivity. Although
characterized as overall ill-conditioned, the resulting model was identifiable and tracked the pro-
duction dynamics with high accuracy, achieving NRMSE values of 0.094 for the overall product
amount and 0.153 for IBs. It does so by implementing a mechanistic model describing both, the
total product formation as well as the accumulation into IBs using physiological descriptors only
and considers the influence of the cell viability explicitly. To the knowledge of the author, this
holistic approach and the achieved results pose as a novelty within the described field of application.

Furthermore, the developed model identified the specific substrate uptake rate as an influen-
tial factor on the efficiency of the product formation and the tendency to form IBs. In a simulation
study this was used to optimize the production process for a variety of objective functions. Through
numerical determination of the optimal substrate uptake rate trajectory, the product titer was
maximized in-silico and the share of IBs was found to be adjustable within 9 to 29 %. After
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implementing according economical functions the space-time yield could be improved by 17 % and
the substrate-to-product yield by 50 %, compared to the maximum titer case. Apart from the
resulting opportunities in process optimization and development, this model holds potential to be
utilized as a soft-sensor for the productivity and further in advanced control strategies like Model
Predictive Control (MPC). Simple online-measurements are sufficient for these implementations
and their capabilities serve as a strong motivator for industrial applications. Finally, they enable
knowledge based process monitoring and quality control, which falls in line with recent initiatives
of regulatory bodies pushing for more Quality by Design (QbD) and advanced Process Analytical
Technologies (PAT).



Kurzfassung

Die Optimierung und Kontrolle von biotechnologischen Prozessen sind zentrale Aspekte für indus-
trielle Anwendungen um dauerhaft Qualitätsstandards einhalten zu können und konkurrenzfähig zu
bleiben. Der Schlüssel zum Erfolg sind dabei Prozessmodelle, da sie eine hervorragende Sammlung
des vorhandenen Wissens darstellen und viele Vorteile für Prozessentwicklung, -überwachung
und -regelung bieten. Traditionelle Ansätze setzen dabei auf empirische Modelle und beschreiben
den Einfluss von technischen Prozessparametern. Die Verwendung mechanistischer Gleichungen
und physiologischer Prozessvariablen birgt jedoch großes Potential. Dabei rückt die Zelle als
zentrale katalytische Einheit des Bioprozesses in den Fokus des Modells und wird bei Scale-up und
Prozesstransfer umfassender berücksichtigt. Das Ziel dieser Diplomarbeit war die Untersuchung
des Einflusses von physiologischen Variablen auf die Produktbildungsdynamik eines Escherichia co-
li Prozesses und die Entwicklung eines mechanistischen Modells aus den gewonnenen Erkenntnissen.

Der untersuchte Organismus produziert das rekombinante Enzym L-Laktatedehydrogenase nach
Induzierung und ist anfällig für Bildung von biochemisch inaktiven Einschlusskörpern (IBs).
Zur Identifizierung dieser Proteinbildungsdynamik und des Einflusses auf die Aggregation zu
IBs wurden mehrere Experimente mit variierenden Substratfütterungsraten durchgeführt. Als
Ausgangspunkt für die Modellbildung wurden die Ergebnisse zusammen mit einem bereits vorhan-
denen Zustandsraummodell für Zellwachstum und -sterben verwendet. Dabei wurden verschiedene
kinetische Gleichungen getestet, um sowohl die gesamte Proteinproduktion als auch die IB-Bildung
zu beschreiben. Den Empfehlungen der Good Modeling Practices (GMoP) folgenden wurde zur
Auswahl der geeigneten Gleichungen sowohl die Fähigkeit die Messdaten zu replizieren, also auch
die strukturelle und praktische Identifizierbarkeit der resultierenden Modellstruktur beurteilt. Das
finale Modell beschreibt die spezifische Gesamtproduktivität in dem es die spezifische Substratauf-
nahmerate als treibende Variable und die spezifische metabolisierte Substratmenge inhibierend
als Indikator für das Zellalter enthält. Der Anteil des Produkts, welcher zu IBs aggregiert wird
über eine separate spezifische Rate beschrieben, welche die spezifische Gesamtproduktivität als
Variable einer Moserkinetik einsetzt. Die entwickelte Modellstruktur wurde insgesamt als schwach
konditioniert, aber identifizierbar eingestuft und beschrieb die Messdaten mit hoher Genauigkeit.
Dabei wurden NRMSE-Werte von 0.094 für die gesamte Proteinmenge und 0.153 für die IB-
Menge erzielt. Das entwickelte mechanistische Modell verwendet nur physiologische Variablen und
berücksichtigt die Viabilität der Zellmasse explizit. Es beschreibt dabei sowohl die Bildung der
gesamten Proteinmenge als auch die Unterscheidung in lösliches und aggregiertes Produkt. Dem
Wissen des Autors zur Folge stellt dieser holistische Ansatz und die dabei erzielten Resultate eine
Neuheit auf diesem Anwendungsgebiet dar.
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Das entwickelte Modell zeigte, dass die spezifische Substrataufnahmerate einen wesentlichen
Einfluss auf die Effizienz und die Aggregationsneigung der Proteinbildung darstellt. Innerhalb einer
Simulationsstudie wurde daraufhin der Produktionsprozess durch numerische Ermittlung entspre-
chender Trajektorien für die Substrataufnahmerate in-silico optimiert. Über die Wahl geeigneter
Zielfunktionen konnte der Produkttiter maximiert und der IB-Anteil des Produkts innerhalb von 9
bis 29 % variiert werden. Durch das Einführen von ökonomischen Kennzahlen als Optimierungsziele
konnte außerdem die Raum-Zeit-Ausbeute um 17 % und die Substrat-Produkt-Ausbeute um 50 %
verbessert werden, verglichen mit der Prozessführung für maximalen Produkttiter. Die Ergebnisse
zeigen das Potential des Modells für Prozessoptimierung und -entwicklung, aber auch die Möglich-
keit für den Einsatz als Softsensor für die Produktivität. Die Implementierung verwendet einfache,
bereits vorhandene Online-Messungen und kann in weiterer Folge für fortgeschrittene Regelungs-
strategien verwendet werden, wie Model Predictive Control (MPC). Diese Anwendungsgebiete
zusammen mit den Möglichkeiten für wissensbasierte Prozessüberwachung und Qualitätskontrolle
dienen als starker Motivator für industrielle Umsetzungen. Der Einsatz solcher mechanistischer
Modelle deckt sich dabei auch mit den Empfehlungen der zuständigen Aufsichtsbehörden bezüglich
Quality by Design (QbD) und modernen prozessanalytischen Technologien (PAT) für Bioprozesse.
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1 | Introduction

There is an on-going outcry for a change towards sustainable and more environmental friendly
practices over all industrial sectors. The dependency on finite fossil resources, together with the
negative impact they have on our planet and society is evident and changes are necessary [113, 79].
Therefore, political figures and many economic sectors push towards greener and more efficient
production processes. One of the approaches is the transition from fossil to renewable sources such
as sun, wind or biomass [6, 70]. The later is often combined with the utilization of microorganisms
that convert readily available natural and renewable resources into a variety of products, ranging
from bulk chemicals [38] up to highly complex human proteins [66]. Due to the fast cycle times of
the used raw materials they appear to be a valid and steadily growing industry in replacing harsh
chemical methods [1, 2].

These bioprocesses are convincing alternatives that operate at rather mild conditions and mostly
metabolise simple substrates like glucose and other monomeric sugars [53]. More recent devel-
opments even push away from inputs that are direct competitors to the food market towards
sources that are often regarded as waste streams such as lignocellulosic biomass fractions that
arise from processing biological raw materials [2]. The key of those processes is the metabolism
of the organisms that utilize a complex reaction network, where a manifold of enzymes act as
bio-catalysts and enable the transition of simple molecules into more complex ones [4]. The
manipulation of these metabolic pathways through modern genetic modifications has accelerated
the improvement of common host organisms and creation of new strains for challenging tasks.
This field of gene engineering has opened the door for bio-based methods into many industries and
a vast amount of research is going into the transition of traditional production into bioprocesses [82].

This work contributes to the transformation of established processes towards more sustainability
and efficiency by increasing the understanding of the underlying mechanisms of the utilized
microorganisms. Ultimately, a tool in form of a productivity model for the examined strain was
established and its potential for process development and optimization was shown.

1.1 Escherichia coli as cell factory

Bioprocesses use organisms like bacteria, fungi, yeast or mammalian cells for the synthesis of a
variety of products. One of the most established representatives in biotechnological applications
is the gram-negative Escherichia coli (E. coli), which was also the investigated microbe of this
work. It serves as the cell factory for 24 % of all biopharmaceuticals approved by the FDA
and the European Medicines Agency from 2004 to 2013 [69, 10]. While the trend shifted more
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1. Introduction

towards mammalian cells in recent years, prokaryotic cells still play a major role, especially for
the production of biosimilars [110].

E. coli was utilized early on for the expression of therapeutic proteins, being the host of the first
licensed drug produced using recombinant DNA technology in 1982. The product was insulin for
the treatment of diabetes, which replaced the previous method of extraction from pig pancreases
[102, 10]. Its genome was first sequenced already in 1997 and since then poses as one of the
most researched and documented microorganisms in biotechnology [15]. This contributed to the
development of a variety of efficient and precise genetic tools, which allowed the adaptation of
E. coli and its metabolic pathways to produce a manifold of different non-native compounds [56].
This versatility stands as the biggest advantage of this microorganism and makes it a metabolic
generalist. Combined with its quick growth and inexpensive requirements towards the carbon
source and other nutrients, the bacteria drew the interest of many industries as a cost-effective
cell factory [107, 102, 69].

Substrates and products of E. coli production

E. coli was genetically transformed to grow on a wide palette of substrates. Next to simple mono-
and disaccharides like glucose, more complex carbohydrates were made available for industrial
processes. This enabled the growth on hemicellulose, which is generally regarded as a waste
stream in many industries and poses no competition to the food market [92, 16]. Furthermore,
a metabolic pathway utilizing CO2 was successfully integrated, allowing carbon dioxide fixation
through microbial fermentation [34].

The list of compounds produced with E. coli after genetic optimization is comprehensive and
reaches from small commodity chemicals to secondary metabolites spanning several kDa in size .
Organic acids, alcohols and even amino acids can be synthesized through this cell factory with
high titers reaching more than 100 g L−1 and very favourable substrate-to-product yields [102, 90].
As examples succinic acid, named on of the top value added chemicals from biomass by the US
Department of Energy, or Hydroxycarboxylic acids, precursors to lactones which are used in a
range of pharmaceutical products, can be mentioned here [117, 29].

A special attention should be brought to the production of recombinant proteins. Metabolic
engineering opened up the possibility of producing complex proteins with E. coli, that demand
a number of mechanisms not native to this microorganism [41, 56]. Nowadays, numerous sys-
tems for initiation of transcription and translation for protein expression were implemented in
different strains. Often Isopropyl β-D-1-Thiogalactopyranoside (IPTG) inducible promoters are
incorporated, but temperature shifts or other mechanisms are also available as less toxic and
cheaper induction alternatives [105, 56]. After synthesizing the product it can be located in the
periplasm, intracellularly or released to the extracellular media by installing appropriate transport
and secretion mechanisms into the cells. The conditions in the periplasmic space are often the
most favourable for the proteins, but not always an option. In the periplasm degradation of the
protein is reduced and the oxidizing environment helps with the correct folding and formation of
disulfide bonds [95, 59].
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1.2. Inclusion bodies

Challenges with E. coli as host cell

Disadvantages of E. coli are its sensitivity towards bacteriophage infections which has to be tended
to in industrial processes [11]. Further, the endotoxic nature of the lipopolysaccharides in the
outer membrane of the cells can be problematic when producing pharamceuticals used for humans
or animals [61]. A struggle for the metabolic engineering of E. coli is its general inability to
provide complex protein glycosylation or other post-translational modifications due to the absence
of adequate mechanisms in the cell [55, 81]. Although it was managed to import a N-linked
glycosylation machinery from a different organism, more complicated mechanisms are often not
possible [54]. For those tasks animal cells are usually used in the pharmaceutical industry, which
have a number of downsides themselves. Among those are slower growth, more fragility and higher
demands throughout the cultivation process compared to E. coli [14].

Another issue special to the production of recombinant proteins in E. coli is Inclusion Body
(IB) formation, where the expressed poly-peptides tend to form nonfunctional aggregations inside
the cell. Several circumstances can lead to the miss-folding of the amino-acid chains and cause
their precipitation as IBs [106, 81]. Their characteristics and challenges for the industrial processes
are discussed further in the next chapter.

1.2 Inclusion bodies

E. coli and other prokaryotic organisms are prone to the formation of IB, when expressing
recombinant proteins. They are amorphous aggregates mostly consisting of the encoded target
molecules, which are held together by covalent and non-covalent bonds [55]. IBs are relatively
homogeneous in composition, but can differ in their conformations to the native form. The
remainder is typically made up of traces of proteolytic fragments of the recombinant protein,
membrane proteins, phospholipids and nucleic acids [106, 21, 43]. IBs usually occur in the polar
region of the cell and are of porous structure, spherical or rod-shaped and have diameters in the
magnitude of a few µm. Most of the time, they are located in the cytoplasm, but if the organism
contains a secreting machinery these aggregates were also observed in the periplasm [17, 78, 106].
IBs are generally inactive, but especially when they are formed from recombinant enzymes they
are known to show some enzymatic activity. Their porous nature then allows substrates to reach
active areas within the aggregate [48, 32].

Kinetics and reason of formation

IB formation in prokaryotic organisms occurs during over-expression of heterologous proteins [55].
Several factors are assumed to play a role in this process. First of all, the protein folding process
can be overwhelmed leading to miss-folding or intermediate states of the molecules. Further, the
bacteria might not be able to perform the post-translational modifications needed to ensure a
correct folding or lacks the appropriate modulators required. As a consequence expressed protein
chains that do not not reach their native form or modulator in time, are prone to form IBs [12, 42].
Hydrophobic interactions between exposed polypeptide chains, the reducing environment of the
cytoplasm and the improper formation of disulfide bonds are also contributing towards their
formation [62, 93, 106]. Small changes in the amino acid sequence can have significant effects on
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1. Introduction

the solubility and tendency for aggregation. Additionally, existing IBs can work as seeds and even
trigger correctly folded proteins to aggregate [93, 19]. The rate of agglomeration is often much
higher than for proper folding, especially when the protein reaches high cellular concentrations
[12]. But the organism is also able to reverse this aggregations, as it was observed that IBs are in
dynamic transition between soluble and insoluble fractions to a certain extent. Further, cells also
have the ability to disintegrate some of the aggregates inside the cytoplasm, when they are not
occupied with protein synthesis [21, 20].

Apart from the physiological susceptibility to IB formation, process parameters have a strong
influence too. Temperature and pH of the culture media and the inside the cells affect the
conformation, stability and hydrophobic interactions of the proteins [93, 106]. High metabolic
stress during the protein expression phase favors IBs and is influenced by the choice of substrate,
the feeding rate and the strength of induction, which is a result of the incorporated mechanism
and inducer concentration [88, 48].

Downsides of IBs

Traditionally, IBs were regarded as a drawback of heterologous protein expression in prokaryotes,
since they diminish the overall yield of active protein and caused some processes to be economically
infeasible [106]. This lead to efforts in genetic engineering and process development to reduce IB
formation, where four main approaches can be distinguished [106, 93, 62, 12].

• Adjusting the sequence and post-translational modifications of the heterologous protein

• Improving the availability and efficiency of folding modulators and chaperons

• Improving the translational machinery to result in less miss-folded proteins

• Adjusting the physio-chemical conditions to reduce conformational and metabolic stress

Chaperone proteins can either shield intermediates from aggregation or even disaggregate IBs
and release the protein again to fold correctly. Additionally, proteases help with in-situ digestion
and reduction of such material [24, 103, 12]. Process parameters mainly influence the last factor
listed where they play a role in manipulating the overall metabolic stress on the cells and the
physical environment of the expressed protein. Lowering the temperature has shown good results in
reducing miss-folding, as it slows down transcription and translation but also reduces the strength
of hydrophobic interactions, where as changes in pH have similar effects [12, 47].

Utilization of IBs and their processing

In more recent developments, refolding procedures have been identified that transform IBs into
correctly folded native proteins. Under this considerations, the formed aggregates have the benefit
of being easily recoverable with high purity, as well as being more thermally and mechanically
stable. They also show higher resistance against proteolysis and the high yield and relatively
cheap production with bacterial systems in contrast to other organisms can be exploited. Their
sturdiness is also beneficial for the necessary cell disruption step during downstream processing
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1.3. Role of models in bioprocesses and their control

[106, 42, 78, 55]. This leads to some processes being optimized for enhanced IB formation, which
can be done by inverting the methods mentioned earlier for reducing aggregation [106, 12, 93, 62].

Processing of IBs as product starts with cell breakage and the separation of other components
[51]. The recovered IB fraction then gets solubilized by a suitable dissolving agent, such as urea or
guanidine hydrochloride [55, 8]. In the refolding step these straightened amino-acid chains are
guided to fold into the native soluble protein and are ultimately concentrated and purified by
a chromatography step [55, 51, 74]. The complexity of the process leading to the native form
depends strongly on the protein at hand and the requirements of its folding mechanism [55, 106, 8].

This makes the design of the downstream challenging as unit operations become specific to
the protein. Furthermore, the industry traditionally relies heavily on empirical methods resulting
in laborious process development projects and low space-time-yields [60, 23]. The used unit
operations often bring about huge liquid volumes and even cause partial fragmentation and
agglomeration of the product, resulting in yield losses [71, 42]. More novel approaches try to
act by Quality by Design methods and implement more mechanistic understanding, as well as
transforming batch-wise production into a continuous downstream process [42, 67]. The application
of process models can further help with improving the problems of refolding procedures or act as
digital twins for online monitoring and product quality assurance [68, 31]. Mechanistic modeling
can lead to soft-sensors and enable advanced control strategies to optimize the process with the
given online measurements [68].

1.3 Role of models in bioprocesses and their control

Modeling plays an essential role in modern engineering and science, especially in the on-going digital
transformation and automation of many industrial sectors. Process models are utilized in plenty
ways, but the fermentation based and especially biopharmaceutical industry seem to lag behind and
still rely strongly on testing and empirical development. Regulatory bodies like the U.S. Food and
Drug Administration (FDA) and European Medicine Agency (EMA) are emphasizing advanced
technologies and recommend initiatives such as Quality by Design (QbD) and Process Analytical
Technology (PAT), which lead to an increased interest in modeling approaches. The intention is
to use them not only for economical optimizations but also to increase process understanding,
prediction and consistency [65, 85].

Types of bioprocesses models

When developing a new model for a process its goal and application should always be kept in
mind. This decides the overall structure and most importantly the level of complexity needed.
When focusing on the utilization of living organisms to produce a compound, the modeling of
the metabolic activity is usually the center of attention [26]. The developed models are distin-
guished by different features. Empirical or statistical models fit mathematical equations to the
observed data set using regressions and statistical analyses, without further regard to the physical
or chemical relationships of the system. Their applicability is constrained by the range of the
conducted measurements and they loose validity outside of them. Mechanistic models utilize
existing knowledge of underlying mechanisms to create models that are potentially more universal
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1. Introduction

in their application. For that matter they use balances and natural laws and double as an excellent
summary of the existing process knowledge [57, 33].

Bioprocess models are further characterized by whether they are segregated or structured. Segre-
gation describes if the model differentiates between populations of cells with different properties
that exist simultaneously during the process. In this way the model can account for several cell
populations co-fermenting or with the help of continuous independent variables for the age of the
cells. Structured models consider internal structural elements of a cell and balance them and their
interaction separately. A model can be a mixture of those types, where the complexity increases
along with the numerical effort to solve them. Therefore, it is a virtue to describe the process as
simple as possible but with sufficient accuracy for the defined purpose [84, 33, 39].

In industrial applications models are usually built with a mixture of empirical and mechanistic
relations, with a shift towards the latter when more process knowledge is available. Those hybrid
models reduce the level of abstraction of data-driven approaches, decrease the data requirements
and increase the extrapolation properties [57, 65]. They are mostly used in upstream processes
for production models where they are kept rather simple and used for process design, control
and optimization. Unstructured models are often implemented to describe the growth, substrate
consumption and metabolite production using empirical kinetic equations. In the scientific field of
bioprocesses, more complex models are used to test hypothesis in order to expand the process
knowledge and fundamental understanding of metabolic mechanisms [80, 33, 39].

Challenges in modeling bioprocesses

Biological processes such as the cultivation of microorganisms are characterized by non-linear and
highly interrelated dynamics that are under active research and many mechanisms are still not
fully explained. Furthermore, cells are known to be very sensitive to their surroundings such as
temperature, pH or nutrient availability [9, 108]. With many aspects influencing the course of a
fermentation, decisions have to be made during the development about model complexity, which
are detrimental to its later performance. Another challenging aspect is the limited amount and
availability of online measurements and the time consuming analysis of off- or at-line samples,
especially when the goal is the implementation in advanced control algorithms. The identification
and parameterization phases of the model need quantified values for model outputs and inputs in
a time resolved manner to capture the inherently non-linear dynamics of the cells [33, 9, 65]. This
can lead to a cost and time intensive experimental effort, which is critical minding the pressure for
short development cycles in the industry [80]. The introduction of a systematic model development
methodology and orientation towards Good Modeling Practices (GMoP) should help with creating
a more efficient process and assessing the quality and transferability of the results[33, 87].

Application of models

Models of an organism or process are developed for a manifold of reasons. Applications in the
biotechnological industry usually try to optimize bioprocesses to enhance cell growth and increase
productivity. Another field is within PAT to describe the influence of process variables on critical
quality attributes (CQAs), that are difficult to measure directly. Stochastic models of the latter
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can be used for QbD and create design spaces for biopharmaceutical processes to be used for
real-time batch releases that reduce elaborate and time consuming testing in the laboratory [65, 86].

For process optimization and control, models can be used to consider the underlying dynamics of
the organism and predict future changes and necessary actions. Meanwhile, industrial bioreactors
still predominantly use PID controllers that ensure simple set-point tracking [86]. Typically used
for critical process parameters (CPPs) such as temperature, pH or dissolved oxygen, which are
maintained at a constant level or above a certain threshold [36]. For the substrate addition pre-
defined strategies are applied, that are developed empirically or on scale-down screenings. These
methods disregard the actual process state and complex information about the fermentation are not
used in a feedback loop, which often results in sub-optimal manufacturing conditions or high batch
to batch variability [36, 41]. Adaptive and model predictive controllers utilizing hybrid models
are capable of enabling the direct control of specific physiological rates, given adequate online
measurements. Substrate uptake or cell growth can be held to defined trajectories or optimized
for user-defined objective functions, like maximizing the product titer or the space-time-yield
[36, 58, 46]. When working with limited available online measurements, models are implemented
as a state observer to estimate the missing values. These soft-sensors can also be used together
with delayed offline analytics, which then trigger a recalculation that updates the estimation of
the states as well as the model parameters [45]. Altogether, these algorithms help with consistent
control of product quality and quantity, as well as batch reproducibility [65].

Finally, mechanistic or hybrid models are of great use in process development, as well as scale-up
and scale-down. Together with modern Design of Experiment (DoE) approaches, they have
the potential to reduce the development time and costs significantly. Instead of trial-and-error
experiments and other empirical approaches, models can help finding non-intuitive operation
conditions and help with transferability during scale-up for production [65, 76].

Bioprocess models for E. coli

Due to the popularity of E. coli as a cell factory for industry and academia, there are many
attempts at modeling the bacteria with different levels of complexity. The simplest approaches
often consider only a single variable like the logistic law with the cell mass or are purely empirical
black-box models, disregarding effects of substrate limitation and other influences [84]. One step
further are unstructured models using first-order elemental and degree of reduction balances to
calculate theoretical yields and rates for steady-state conditions. When combined with empirical
kinetics for substrate uptake or inhibition, models with good predictive power are created with
only a minor increase in complexity [33, 63]. There are also many scientific contributions towards
segregated and structured models, which are very detailed representations of the biochemical
reactions inside the cell. Metabolic flux analyses are used as an in-silico method to identify optimal
pathways and possible optimizations for the genetic engineering of production strains [111]. For
real-time applications such as monitoring and control of industrial production processes, simplified
models are better suited as they are easier to develop, parameterize and execute [104].

Among unstructured and unsegregated models a big variety of models have been developed
for the palette of available E. coli strains [107]. The influence of technological process parameters
like temperature, pH or inducer strength on the cell growth and productivity in induced fed-batch
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processes has been researched extensively. But in scale-up or process transfer, the equipment and
their influences might change while the organism usually stays the same, which is why a focus
on physiological descriptors was proposed by Reichelt et al [76]. They developed a model that
accounted for the physiological state of the cells by describing a yield decay over the amount
of metabolised substrate, instead of assuming it as constant. The model was implemented in
a soft-sensor, using the online measurements of the off-gas concentrations and achieved good
accuracy [77]. In a different work they connected the critical specific substrate uptake rate qS,crit

of a Monod kinetic with time, temperature and the metabolic activity [75].

Kager et al. used a similar approach to model the production of an antibody fragment with
a rahmnose-inducible E. coli strain. They implemented a yield reduction as a function of the
metabolised substrate. The productivity was modeled with a Monod term describing the depen-
dency on the specific substrate uptake rate combined with a Haldane term acting inhibiting as
the amount of metabolised substrate increases. A further equation was implemented to model
product loss through cell division. The implemented controller utilized the model to directly
control the specific productivity through the feeding profile and showed promising results, as well
as potential to stabilize and prolong the induction phase of the recombinant protein production [44].

For E. coli processes that show IB formation, most scientific results describe the dependency of
quality attributes on technical process parameters. Slouka et al. showed the dependency of the IB
titer, purity and bead size on temperature and pH, concluding that lowering both values during
the induction phase has favourable results. They further empirically investigated the dependence
on physiological parameters and correlated them to the substrate uptake but did not put forward
a mechanistic model [88]. Kopp et al. experimentally produced a model describing the IB size
dependent on the cumulative substrate uptake [48].

Gnoth et al. described a data-driven model in form of two trained Artificial Neural Networks
(ANNs) to determine the specific growth rate and IB formation rate of an E. coli strain. They used
the growth rate, the time after induction and specific product concentration as inputs to estimate
the productivity. It was acknowledged that purely data-driven models need a substantial amount
of measurements to perform well and the ANN might not be transferable to other products [37].

Wurm et al. on the other hand, investigated an E. coli process producing an antibody frag-
ment and established a model with more mechanistic features. The strain was lactose inducible
and the process utilized a two feed system with glucose and lactose. By adjusting the specific
glucose uptake rate and lactose uptake rate together they were able to show a correlation with the
properties of the resulting IBs and the total product [116, 115].

Finally, Hoffmann et al. should be mentioned for establishing a model describing the prod-
uct in three different conformations. They modeled an initial translational product that was later
split into the protein folded into its native form and IBs. The implemented kinetic for the specific
production rate of hFGF-2 was designed as exponentially decreasing with the time after induction
and further considered the growth rate [40].
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1.4 Problem statement and aim of thesis

Overall it can be seen that many researches tried to model the product formation and certain
aspects of the recombinant protein aggregation for bacterial processes. The advantages of using
physiological descriptors over technical parameters are pointed out by the aforementioned authors,
which are better mechanistic understanding and transferability of the process. Nevertheless, the
focus was either on overall productivity or describing quality attributes of formed IBs, but not
combining the kinetics into a single model. The few approaches in this direction that were identified
used empirical equations, which limits their explanatory power. Finally, the examined works that
considered the decline in metabolic activity during the process described it through a decrease of
the yield coefficient and thereby disregarded the viability of the present cell mass.

Therefore, this work set out to build a novel mechanistic model for the production of Lac-
tate dehydrogenase (LDH) and the accompanying IB formation of a provided E. coli strain. The
goal was to use physiological descriptors for the production of the recombinant protein and provide
a holistic model, readily usable for process development, soft-sensors and potentially process
control. Furthermore, the inherited model for biomass growth also included a cell death kinetic,
describing the viability of the bacteria in the broth and introducing a segregation-like dynamic. In
order to find fitting model equations, experiments were carried out to identify variables that are
connected to the product formation. The gathered data was applied to test kinetics and different
hypothesis regarding the process dynamics. Using statistical tools and identifiability analyses,
the established models were compared and verified before deciding on the final structure. Finally,
the resulting model was applied by simulating different operating conditions and optimizing the
substrate uptake rate for selected objectives.

To the knowledge of the author this work presents a novelty, as no similar model, combin-
ing overall product and IB formation using physiological descriptors and accounting for cell
viability, could be identified for the expression of a recombinant protein like LDH in E. coli in the
literature. The goals and demands towards this thesis are summarized once again below.

• Construct a mechanistic model for the total productivity and IB formation using physiological
descriptors

• Include the influence of cell viability into the product formation dynamics

• Conduct cultivation experiments for model identification, parameterization and validation

• Apply statistical tools to verify the identifiability of the model structure

• Explore process optimization opportunities with the developed model
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2 | Material & Methods

In the following sections all the applied theoretical and practical procedures are presented, such
as details on the lab-scale cultivation experiments and wetlab analytics. The gathered data was
then used to create a model with the methods given in the modeling sections of this chapter.
Furthermore, all the analysis tools are introduced that were applied to compare, evaluate and
explore the implemented kinetics and overall model structure.

2.1 Strain

For the scope of this work the recombinant Escherichia coli (E. coli) strain BL21(DE3) was used.
The gram-negative bacteria is known for high replication rates, low acetate formation and can be
grown on relatively cheap media [108, 5].

Figure 2.1: Principle of T7-Polymerase induction system (A) repressor blocks operator (lac-operon)
(B) inducer Isopropyl β-D-1-Thiogalactopyranoside (IPTG) reduces affinity of repressor for operator
gene [53]

The strain contains the T7-polymerase induction system that is activated by binding an inducer to
the repressor of the lac operon and thereby changing its affinity. This causes the lactose repressor
to be unable to block the operator and the lac-promoter then drives the expression of the T7 RNA
polymerases. These bind to a T7-promoter and initiate the transcription of the heterologous genes
that encode the production of Lactate dehydrogenase (LDH). An illustration of the principle can
be seen in fig. 2.1. For the conducted experiments the induction was done by adding IPTG to
the broth and the cells started to produce the enzyme thereafter [94, 108]. The addition of the
induction agent ensued as a one time bolus injection to the reactor.
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2.2 Cultivation

The five fermentation experiments were all performed with the same physical bioreactor setup
and were carried out as three runs with two tanks operated simultaneously. Both were set up
identically and the same conditions were applied except for the feeding-profile in the fed-batch
phases.

2.2.1 Equipment

The overall setup consisted of two Labfors 5 bioreactors (Infors AG, Switzerland) with a total
volume of 3.6 L. Each was equipped with a potentiometric pH sensor (Hamilton, Switzerland) and
optical Dissolved Oxygen (DO) probes (Hamilton, Switzerland). Their signals were fed into and
used by the local control tower of the reactor system to manipulate the process. The tower used
the INFORS HT Parallel Bioreactor Software, which controlled the cultures temperature through
the water jacket, powered by a Alpha RA8 heat exchanger (Lauda Dr. R. Wobser GmbH & Co.
KG, Germany), providing 1.5 kW heating / 0.225 kW cooling. Furthermore, several peristaltic
pumps were used for adding or removing liquids. The acid and base was supplied with the pumps
attached to the Labfors 5 system, while the substrate solution was fed by a calibrated Preciflow
pump (Lambda Instruments GmbH, Switzerland). The samples were drawn through a custom
software that accessed a pump and an automatic FC 203B Fraction Collector (Gilson Inc., USA)
to distribute the samples into their respective glass tubes. Those were positioned in a cooling rack
and constantly cooled to a temperature between 4 and 10 ◦C.

The DO-level in the fermentation broth was controlled by the bioreactor system through the
gas inflow passing a L-sparger and the stirrer speed (Infors AG, Switzerland). The bioreactor
system also measured and recorded the pressure inside the reactor. The in-flowing gas source
was manually switched upon demand from air provided by the in-house compressed air system
to additionally added oxygen from a gas bottle. The reactor, as well as all the added substances
were put on scales and their weight was monitored throughout the process. The off-gas of the
bioreactors was first cooled by a heat exchanger to condensate possible volatile components and
then led to an online gas analyzer measuring the CO2 and O2 content of the off-gas (BlueInOne,
BlueSens, Germany). The flow velocity was measured for the in-flowing gas of the reactor.

2.2.2 Media & Chemicals

All experiments used the same media compositions and differentiated between the preculture and
batch medium, as established by Müller et al. [64]. They are based on the DeLisa minimal medium
[28] but use different concentrations for glucose as seen in tab. 2.1. They contained 13.3 g L−1

KH2PO4, 4.0 g L−1 (NH4)2HPO4, 1.2 g L−1 MgSO4, 1.7 g L−1 citric acid, 100 mg L−1 Fe(III) citrate,
13 mg L−1 Zn(CH3COO)2, 8.4 mg L−1 EDTA. Further it was complemented with 5 mL L−1 trace
element solution, which consisted of 2.5 mg L−1 CoCl2 ·6 H2O, 15 mg L MnCl2 ·4 H2O, 1.2 mg L−1

CuCl2 ·2 H2O, 3.0 mg L−1 H3BO3 and 2.5 mg L−1 Na2MoO4 ·2 H2O. Lastly the medium contained
two different antibiotics with 4.5 mg L−1 Thiamine HCl and 50.0 mg L−1 Ampicillin.
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The added feed had a slightly different composition than the batch media apart from the higher
substrate concentration as indicated in tab. 2.1. It contained 20.0 g L−1 MgSO4, 40 mg L−1 Fe(III)
citrate, 13.0 mg L−1 EDTA, 16.0 mg L−1 Zn(CH3COO)2, as well as 8 mL L−1 trace element solution.
Additionally approximately 5 g L−1 Polypropylene glycol (PPG) were added to work as anti-foam
during the fermentation.

Table 2.1: Glucose concentration of used media

Media type Process 1-4 Process 5

Preculture 8 g L−1 8 g L−1

Batch 15 g L−1 10 g L−1

Fed-batch 440 g L−1 650 g L−1

The salt and glucose solutions were prepared and sterilised with an autoclave separately to prohibit
unwanted reactions catalysed by the heat. Afterwards the according amounts were mixed and
the sterile-filtered trace elements and antibiotics were added in the sterile workbench.For the
pH-control 2 M H3PO4 was used as an acid and 25 % NH4OH as a base. For the induction a
sterile-filtered stock solution of 100 mM IPTG was produced and kept in the freezer. Furthermore,
0.9 % NaCl solution (saline) was prepared for the live-dead analysis via Flow Cytometry (FCM).

2.2.3 Fermentation strategy

The parallel reactor setup was prepared, calibrated and sterilised in an autoclave (121 ◦C, 20
min). The media without the glucose and trace elements was added to the reactors before heat-
sterilisation, while the missing elements were separately sterilised or sterile-filtered and added
afterwards through a septum with a syringe. The cultivations 1 to 4 used a media volume of 1.5 L
per reactor for the batch phase, while for experiment 5 only 1 L was filled into the vessel.

Figure 2.2: Shake flasks containing preculture medium with growing E. coli strain
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For the preculture two autoclaved 1 L shake-flasks were filled with 100 mL of preculture media
and a thawed sample of the used E. coli strain stored at −80 ◦C was added to each of them under
sterile conditions. Then they were put into the shaker cabinet at 37 ◦C and 230 rpm for at least
12 h as seen in fig. 2.2. The preculture was left to grow overnight and on the next day the broth
of both shake-flasks was combined to obtain a homogeneous culture and then separated into two
equal parts of 100 mL, which were added to the bioreactors through syringes.

With the inoculation the batch phase was started, as well as the online monitoring, pH and
DO-control of each vessel. The setpoints for the control units were 37 ◦C for the temperature
and a pH-value of 6.75, while the DO-threshold was set to 30 %. At the same time the repetitive
sampling routine was started, where approximately 12 mL of broth was drawn every 2 h. After the
batch phase was recognized as finished by analyzing the online DO-signal and the offline glucose
concentration in the sampled broth, the fed-batch phase started. The feed-forward control of the
feed-pump was activated with defined set-points for the specific glucose uptake rate qS , using eq. 2.1.

After 24 h of cultivation the bioreactors were induced with 10 mL L−1 of 1 mM IPTG through the
septum of the reactors with a syringe. This started the phase of induced fed-batch and LDH
production within the cells. At the point of induction the temperature setpoint was lowered to
32 ◦C, since in previous studies lowering the temperature in the culture benefited the productivity
[48]. The two reactor system during a fermentation can be seen in fig. 2.3.

Figure 2.3: Reactor setup during fermentation with automatic sampler in the middle
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2.2.4 Feed-control implementation

The real-time implementation of the feed-rate was facilitated with the Lucullus Process Information
Management System PIMS (Securecell, Switzerland). The system communicated through an OPC
with a computer running a live-script in MATLAB® which is further explained by Müller et al.
[64]. A state-estimation algorithm was used to estimate the biomass mX , based on the initial
biomass and the actual feed rate. To convert the feed balance signal into the measured feedrate,
the signal was put through a hampel filter [52] (window size = 31, outlier threshold = 3 standard
deviations) to remove outliers. Next, its discrete derivative was computed in order to transform
the weight signal into a feedrate. In a final step a Savitzky-Golay-Filter [83] (window size = 11,
polynomial order= 1) was applied to smooth the data points.

FRS(t) = qS(t) · mX(t)
cSR

(2.1)

In order to get an accurate guess for the initial conditions, a sample was drawn right after
inoculating the reactors with the preculture and the measurement of the Optical Density at 600 nm
(OD600) was used to estimate the biomass at the end of the batch phase. The algorithm calculated
the feed-forward trajectory for the feed-rate FR through eq. 2.1, using the user-defined setpoints for
the specific substrate uptake rate qS , the online calculated biomass and the glucose concentration
of the feed cSR from tab. 2.1. The trajectory was then used to calculate the setpoints for the
peristaltic pump, which was calibrated beforehand. The values were updated at the control tower
in 30 s intervals through the live-script.

2.3 Analytical procedure

The analytical procedure covers on how all the collected data was obtained, which formed the
foundation of the modeling attempts. For this work the data was separated into three main
categories that differed in their frequency and the time until the result was available.

First was the group of online measurements that had a narrow sampling resolution and could be
retrieved at any point during the process. They were partly used during the process for control
measures and were exported as a total data set from the control tower after the experiment
concluded. Second were the offline measurements that get processed within a few hours after the
sample has been drawn from the bioreactor and no prolonged storing was necessary. This included
the measurements quantifying the growth of the cell, the remaining substrate concentration and
an analysis determining the live-dead relation of the biomass. The samples had to be processed
swiftly to minimize the skewedness of the results. The final category included all the product
related analyses of the cell pellets. The samples derive from the original broth samples but they
were stored in a freezer in order to analyse them at a later point.

2.3.1 Sampling

The broth in the automatically sampled glass tubes was manually transferred into a different
container and kept on ice or in the fridge for further processing. The Dry Cell Weight (DCW)
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was determined gravimetrically in doublets by centrifuging 1 mL of broth for 10 min at 4 ◦C
and 14 000 rpm. The supernatant was separated and cooled, while placing the remaining wet
cell pellet into a drying cabinet at 105 ◦C. The supernatant samples were either frozen for a
later analysis or the glucose concentration was directly measured with a Cedex Bio HT (Roche
Diagnostics Deutschland GmbH, Germany) and the Glucose Bio HT photometric assay kit using
hexokinase.Furthermore, the OD600 of the broth was determined with a photometer and 100 µL of
the broth were diluted 1:100 in saline solution for the Flow Cytometry (FCM) measurements. The
resulting 10 mL samples were stored in the fridge at 4 ◦C for a later analysis.

Starting with the time of induction additional product samples were prepared from the de-
ducted broth. Depending on the remaining amount of liquid, 4 to 6 mL were pipetted into two
previously dried and weighted 15 mL conical centrifuge tubes. They were then centrifuged for
10 min at 4 ◦C and 14 000 rpm. The supernatant was discarded and the wet cell pellet was stored
in the freezer for the analysis of its LDH content at a later point.

2.3.2 Growth & death analysis

The growth of the cells was measured through the offline analysis of the DCW, by measuring the
difference in weight of the dried 1.5 mL reaction tube while empty and filled with the centrifugate.
Additionally the OD600 measurements were used in combination with a DCW-OD600 correlation
factor as an additional method to obtain the biomass values.

Figure 2.4: FCM analysis for process 2 at 34 h after induction. left: counts of events at the
fluorescence port at respective wavelength. right: fluorescence against forward-scatter intensity
with boundaries for alive cells (green) and dead cells (red)

The live-dead analysis of the cells was carried out through a FCM for which the staining protocol
described by Langemann et al. [50] was followed. First, the saline-buffered cell solution was further
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diluted to a final concentration of 1:10 000 of the original broth sample. Then 1 mL of this dilution
was mixed with 1.5 µL of the 0.75 µM membrane potential-sensitive dye DiBAC4(3) and the 3.0 µM
fluorescent dye RH414 respectively and incubated for 5 min. The two chemicals bind differently to
damaged and undamaged cell-walls. The sample was then analysed with the CyFlow® Cube 6 flow
cytometer (Sysmex Partec GmbH, Germany), which recorded the forward-scatter and fluorescence
signals. Afterwards a software related the two signals to the percentage of dead and alive cells in
the sample [50, 114]. Fig. 2.4 shows a graphical interpretation of the measurement results. The
software ultimately delivered the count of events classified as dead and alive, which were put into
relation to estimate the relative amount of either cell state in the broth.

2.3.3 Product analysis

Since the product was excreted by the E. coli cells, they had to be disrupted and further treated
to be able to qualitatively and quantitatively analyse the product amount. The used protocol
for product exposure and Inclusion Body (IB) refolding, together with the applied reagents were
developed by Igwe et al. (Paper in preparation). In a first step, the used washing and solubilization
solutions listed in tab. 2.2 had to be prepared in Deionized water (DI water). Additionally, the
needed reagents for the enzymatic and protein assays were produced.

Table 2.2: Recipes for the chemicals used for the product analytics from Igwe et al. (Paper in
preparation).

Lysis buffer
Tris 0.1 M

Na2EDTA·2 H2O 0.01 M
pH (HCl) 7.4

Washing buffer A
Tris 0.05 M

NaCl 0.5 M
Tween 80 0.02 % w/v
pH (HCl) 8

Washing buffer B
Tris 0.05 M

Na2EDTA·2 H2O 0.005 M
pH (HCl) 8

Solubilization buffer
NaH2PO4 ·H2O 0.15 M

GuHCl 4 M
pH (HCl) 6

Refolding buffer
NaH2PO4 ·H2O 0.15 M

pH (HCl) 6

Pellet disruption

In order to extract the produced intracellular LDH a cell disruption was performed. First, the
frozen samples were thawed and diluted in lysis buffer towards a similar DCW concentration.
To solubilize the pellets a T10 basic Ultra-Turrax® disperser (IKA®-Werke GmbH & CO. KG,
Germany) was used. Concerning the disruption of the cell-walls an ultrasonic rod was applied
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with 75 % Amplitude for 5 min where it performed 20 s of sonication followed by a 40 s pause. The
sample was put on ice during the procedure minding the denaturing effect of excessive heat towards
the LDH enzymes. The chemical influence of the lysis buffer in combination with the mechanical
disruption resulted in a decomposed cell suspension, which was centrifuged for 10 min at 4 ◦C and
14 000 rpm. A sample of the supernatant was taken to analyse the amount of solubilized LDH
later, while the rest of the liquid was discarded.

IB washing

The centrifugate was further processed to analyse the content of IBs in the sample. Therefore, the
pellet was purified from some of the cell debris and impurities by adding two different washing
solutions, described in tab. 2.2, consecutively. First, 6 mL of the washing buffer A was added
and the pellet was again resuspended by the disperser. After incubating it for 15 to 30 min
the suspension was centrifuged with the previous settings and the supernatant was discarded.
Afterwards the pellet was resuspended again in 6 mL of washing buffer B with the help of the
disperser. From the suspension a sample of 1.5 mL was pipetted into a 2 mL reaction tube for the
refolding protocol. Another 50 µL were diluted in 0.95 mL of DI water for a later analysis of the
protein content with a Bicinchoninic Acid (BCA)-assay. The sample with the remaining 4.5 mL
was centrifuged for 10 min at 4 ◦C and 14 000 rpm, decanted and put into the drying cabinet for
several days. Ultimately this was done to determine the dry weight of the disrupted and washed
cell pellet. But since no correlation to the IB content could be determined from these dry weight
samples, they were not further considered for this work.

IB refolding procedure

The sample for the refolding protocol was also centrifuged with the same settings and the pellet
was decanted. Next, 1.5 mL of solubilization solution was added to the pellet to dissolve and
straighten the LDH enzymes aggregated into IBs. The pellet was slightly resuspended by using a
VORTEX 2 laboratory shaker (IKA®-Werke GmbH & CO. KG, Germany) and then incubated for
2 h on a rocking plate at room temperature. After the solubilization period a sample of the solution
was diluted by 1:40 in refolding buffer to a total volume of 1.5 mL and placed on a rocking plate
inside a fridge at 4 ◦C for approximately 16 h. After the incubation was finished the enzymatic
activity and protein content were analysed with the respective assays. It has to be noted, that the
IB refolding procedure is accompanied by product losses.

Enzyme assay for LDH activity

The concentration of active enzymes in the supernatant after cell disruption and after refolding
of the IBs were determined using an adaptation of the enzyme assay procedure described by
Ponsoda et al. [72]. There the catalytic nature of LDH for the reduction of pyruvate to lactate in
the presence of Nicotinamide-Adenine-Dinucleotide-Hydrate (NADH) was utilized. The change
in absorption at a wavelength of 340 nm was recorded with the automatic Spark® multimode
microplate reader (Tecan Trading AG, Switzerland). The time-resolved data was analysed with
a MATLAB® script (MathWorks, USA), which performed a linear regression on the decline in
absorption and used eq. 2.2 to calculate the activity.
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Act = kabs · Vt

ε340 · l · Vs
· fd (2.2)

Act Enzymatic activity [U
L = µmol

min·L ] kabs Slope of the absorbance regression [ Abs
min ]

Vt Total volume per well [µL] Vs Sample volume per well [µL]

fd Sample dilution factor l Path length through well [cm]

ε340 Molar extinction factor of NADH at 340 nm [ L
mmol·cm ]

The wells were filled with 66 µL of sample and mixed with the reaction solution to 200 µL in
total. The path length in the machine was 0.624 cm and the molar extinction factor of NADH
was implemented as 6.22 L mmol−1 cm−1 [13]. In order to obtain a reasonably long linear region
the dilution factor had to be adjusted accordingly. All samples were measured in triplets and
corrected against a blank to compute the weighted average of enzymatic activity at the sampling
point and their standard deviation.

BCA-assay for protein content

To evaluate the total protein concentration of the product samples a BCA-assay was performed.
Bovine serum albumin (BSA) was used in different dilutions to calculate a standard regression as
reference for the measurements. For this assay BCA was mixed with CuSO4 and together they
reacted with the proteins in the sample and changed their photometric properties. The well-plate
with the sample-reagent-mixture was analysed with a Spark® multimode microplate reader (Tecan
Trading AG, Switzerland). The machine incubated the samples at 37 ◦C for 30 min before their
absorbance at a wavelength of 562 nm was measured once. The samples were analysed in triplets
and corrected against a blank. The protein concentration was determined for the supernatant
after cell disruption, the IBs resuspended in washing buffer B, the solubilised IBs and the refolded
IBs. The results were evaluated by a MATLAB® (MathWorks, USA) script, where the reference
samples were used to calculate a standard regression and the samples were compared against it.

Further analytics

Reversed-Phase High-Performance Liquid Chromatography (RP-HPLC) measurements were per-
formed with an UltiMate 3000 HPLC-system (Thermo Fisher Scientific Inc., USA) for some of
the samples. Small amounts before and after the refolding of the solubilized IBs were analysed to
gain an additional comparison to the assay results. The used method was developed by Kopp et
al. [49] for the analysis of mAb and large proteins. A BioResolve RP mAb Polyphenyl column
(100x3 mm, particle size 2.7 µm, Waters Corporation, USA) was used to quantify the LDH content
of the samples. The mobile phase consisted of mixtures of type-1 purified water and Acetonitrile
(AcN), both of them containing 0.1 % Trifluoroacetic acid (TFA). After loading the column with
the sample the concentration of AcN was continuously increased as seen in fig. 2.5. At the end
of the column the absorbance of the passing proteins was measured at 280 nm and the resulting
curve was integrated to evaluate the protein amount. BSA at different concentrations was used as
a reference standard for quantification.
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Figure 2.5: Mobile phase concentration profile over time with A - type-1 purified water and B -
AcN, both containing 0.1 % TFA

Finally a Sodium Dodecyl Sulfate Polyacrylamide Gel Electrophoresis (SDS-PAGE) was carried
out for selected samples as a qualitative information on the molecular-weight distribution of
proteins and particles at certain points of the analytical procedure. The pre-cast gel plates (10%
CriterionTM TGX Stain-FreeTM Protein Gel, Bio-Rad Laboratories Inc., California, USA), were
prepared with the different samples and a protein ladder (Precision Plus ProteinTM Unstained
Protein Standards, Strep-tagged recombinant, Bio-Rad Laboratories Inc., California, USA) was
added as a reference before the current was applied. After the electrophoresis procedure finished
the gels were stained with coommassie blue (G-250), destained with diluted methanol and desalted
water. A microscope was finally used to take pictures of the result.

2.4 Modeling methods

Overall the modeling workflow described by Daume et al. [73] was followed in regards to adhering
to GMoP and applying a systematic approach. The six central steps of this iterative process can
be seen in fig. 2.6. In the first step the main focus of this work was defined. A model should be
developed, which is able to explain the product formation and localisation in the organism with
appropriate kinetics, using physiological descriptors. The obtained experimental data should be
sufficiently explained by it, while also developing a universally applicable, overall model structure.

For the formulation of the overall reaction scheme in step 2 a state-space model was used as a
starting point, which was previously developed by Müller et al. [64]. It described the growth
and death of the examined E. coli strain and was extended in this work to include the product
formation. A more detailed description follows in the next chapters.

2.4.1 Bioprocess growth model

The general structure of the implemented model was of state-space kind, where the state-vector
x contains the process variables of interest. The mathematical structure can be seen in eq. 2.3,
which describes the change over time of the state-vector through the inner and outer influences
and dynamics of the modeled process. The vectors u and f represent the controlled inputs and
the uncontrolled disturbances respectively. The matrices A, B and E contain the influences of the
states, inputs and outputs on the system. Furthermore, the observable output y can be expressed
through eq. 2.4, where the inner states get translated by the matrix C [30, 118].
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Figure 2.6: Iterative modeling workflow following GMoP from Daume et al. [73]

dx
dt

= A · x + B · u + E · f (2.3)

y = C · x (2.4)

In order to describe a bioreactor system the state vector was assembled with several variables
(states) describing the growth and death of cells, as well as process dynamics, as can be seen in eq.
2.5 [64].

x =



V
XV

Xd

S1
S2
P
I

CO2
O2


...

Volume of broth [L]
Viable cell mass [g]
Dead cell mass [g]
Mass of substrate 1 [g]
Mass of substrate 2 [g]
Mass of product [g]
Mass of induction agent [g]
Cummulated CO2 produced [g]
Cummulated O2 produced [g]

(2.5)

As mentioned in step 2 of the modeling workflow the overall reaction scheme seen in eq. 2.6 to 2.7
had been implemented in the inherited model.

S1,2
qS1,2−−−→ XV (2.6)

XV
qD−−→ XD (2.7)
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Eq. 2.6 symbolizes a simplification of the cell metabolism when no product is formed. A more
comprehensive version can be seen in 2.8.

XV + S1,2 + O2 −→ XV + CO2 + P (2.8)

In order to explain the dynamics of the E. coli strain, balances for each compound were established,
expressing the change of a variable through the in- and outgoing flows, as well as sources and sinks
in the form of the specific rates qi. The resulting equations can be seen in eq. 2.9 to 2.14. Except
for the volume, all of the equations embody mass balances of the respective compounds. Since the
productivity was not yet modeled the product formation in eq. 2.13 was set to zero.

dV

dt
= Fin − Fout (2.9)

dXV

dt
= YX/S1,2 · qS1,2 · XV − qD · XV − Fout · XV (2.10)

dXD

dt
= qD · XV − Fout · XD (2.11)

dS1,2
dt

= FRS · cSR − qS1,2 · XV − Fout · S1,2 (2.12)

dP

dt
= qP · XV = 0 (2.13)

dI

dt
= FRI · cIR

− Fout · I (2.14)

The change of the variable for the cummulated CO2 and O2 are the equivalents of the Carbon
Evolution Rate (CER) and Oxygen Uptake Rate (OUR), as expressed with eq. 2.15 and 2.16.
Their governing equations are elaborated at a later point.

dCO2
dt

= qCO2 · XV �= CER (2.15)

dO2
dt

= qO2 · XV �= OUR (2.16)

This set of equations was lumped together in a general state-space structure as seen in eq. 2.18. The
change of of the state-vector x is expressed as a function of the added substances Fin translated to
the respective states with the input concentration matrix Cin, the outgoing stream Fout multiplied
with the current concentration of the state variables c and the rates of the states r. The flow
entering the reactor Fin is assembled by the separate input flows of the substrate FRS and the
induction agent FRI by eq. 2.17.
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Fin = [FRS FRI ] (2.17)

dx

dt
= Cin · Fin +

m�
j=1

Fout,j · c + r (2.18)

The independent rates of the states r describe the changes due to reactions or the cell metabolism
and is expressed with the more detailed formula of eq. 2.19. The growth and death kinetics as
well as other dynamics are used to compute it. The specific reaction rates qi contain the uptakes
for two different substrates qS1, qS2 and the cell death rate qD. In bioprocesses the specific rates qi

are expressions relative to the biomass X to make their dynamics more comparable over different
setups and scales [84].

r = YX · qi · XV = YX ·
qS1

qS2
qD

 · XV (2.19)

Several mechanistic relations were established to describe the kinetics of the specific rates in step
3 of the workflow in fig. 2.6. In the implemented model a Monod kinetic was used for glucose
uptake in qS1, where the substrate concentration was obtained by dividing the state for substrate
mass by the broth volume. The cell death was modeled with the constant factor kD and both
equations can be seen in eq. 2.20. A second substrate was not implemented setting its specific rate
qS2 to zero throughout the process. From this point forward the general notation for substrate S
describes the effects concerning glucose and substitutes the explicit symbol S1 in this work.

qS1 = qS = qS,max · cS

cS + KS
and qD = kD (2.20)

The yield matrix YX contains all the yield coefficients that translate the substrate uptake qS to the
specific rate of the other states, as seen for the specific growth rate µ with the biomass-per-substrate
yield YX/S in eq. 2.21 [84].

µ = qX = qS · YX/S (2.21)

Implementing eq. 2.19 into eq. 2.18 leads to the more detailed notation of eq. 2.22 that
implicitly includes the kinetics. These mathematical expressions were implemented in a MATLAB®

environment using scripts and SIMULINK®-models to simulate the fermentation. The state-update
was calculated discretely through eq. 2.23 using the mass balance of eq. 2.22. The inputs were
the feeding profile Fin and the disturbance was the sampling, which was detected through weight
changes of the bioreactor. The algorithm recalculated the specific rates qi at every step with the
current value of the state vector x. The yield matrix YX was implemented as a constant and
obtained through a calibration using the obtained data. In a later approach of this work certain
values were also expressed through kinetics, which made the matrix a time-dependent variable
itself.

dx

dt
= Cin · Fin +

m�
j=1

Fout,j · c + YX · qi · XV (2.22)
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xi+1 = x + dx

dt
· ∆t (2.23)

The inherited model was adapted and extended according to steps 2 and 3 of the workflow, to
represent the product formation and its dynamics for the E. coli strain at hand. Therefore, a
number of different kinetics were implemented for the specific total productivity qP,total and the
specific inclusion body productivity qP,IB to match the experimental data. The approaches and
results are documented in chapter 3 Results & Discussion.

2.4.2 Model parameterization and goodness of fit

The different candidates for the adapted model structures and kinetics were evaluated for their
performance to represent the given process. The evaluations of step 4 of the modeling workflow in
fig. 2.6 were done in three parts. Usually a structural identifiability analysis is done first, followed
by the model parameterization with experimental data in combination with an evaluation of the
goodness of fit and finally a practical identifiability analysis [73]. To minimize the effort for the
identifiability analysis, the parameterization and goodness of fit analysis were prioritised in this
work.

A numerical procedure was used to globally estimate the parameters of the kinetic equations over
the four training data sets, by minimizing a cost-function consisting of the Sum of Squares Error
(SSE) between the simulated data x̂i and the measurements xi as seen in eq. 2.24 [22]. Since an
unconstrained optimization algorithm was used, some additional penalty terms were necessary
that increased the cost-term significantly in case the algorithm pushed the parameters towards
implausible values, such as negative numbers for the Monod parameters.

SSE =
n�

i=0
(xi − x̂i)2 (2.24)

SSR =
n�

i=0
(x̂i − x̄)2 , SST =

n�
i=0

(xi − x̄)2 (2.25)

After the parameterization algorithm found the local optimum, the model with the parameter set
was evaluated for its goodness of fit by calculating the coefficient of determination (R2) with eq.
2.26 for the validation data set. The Sum of Squares Regression (SSR) and Sum of Squares Total
(SST) of eq. 2.25 were used to evaluate if the model explained the measured data better than the
simple mean x̄ [22]. In the case of polynomial terms like taylor series but also for more complex
algebraic structures an increase of parameters will lead to a higher R2, but not necessarily to a
better model structure. Therefore, the indicator was corrected for its complexity by eq. 2.27 to
yield the adjusted coefficient of determination (R2

adjusted), where n is the amount of measurements
and p the number of parameters considered. With this adjustment the risk of over-fitting the data
was decreased and a better decision basis for choosing a model structure was created [22].

R2 = SSR

SST
= 1 − SSE

SST
with SST = SSR + SSE (2.26)
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R2
adjusted = 1 − (1 − R2) · (n − 1)

n − p − 1 (2.27)

Furthermore, the Normalized Root-Mean-Square Error (NRMSE) value was calculated for each
model through eq. 2.28 as an additional comparison for the performance of different kinetics. It
computed the remaining average error between the model x̂i and the measured data xi and was
normalized by dividing through the range of the data set [73].

NRMSE =

�
1
n

�n
i=0(xi − x̂i)2

xmax − xmin
(2.28)

2.4.3 Model sensitivity and identifiability

After choosing the model structure based on the values of R2
adjusted the system was evaluated

for its sensitivity and identifiability, as indicated under step 4 of fig. 2.6. The results of these
analyses gave an insight if the parameters can be quantified given the overall choice of equations
or if an inappropriate model structure has been implemented [73]. The structural and practical
identifiability analysis are based on the local sensitivity S, which evaluates the effects of the
parameters on the outputs of the model. Less sensitive parameters have little influence on the
model output and are therefore difficult to estimate with measured data. Moving forward, such
parameters should be neglected or the kinetic equations changed in an iteration loop (step 5 in fig.
2.6) or model reduction step [73].

The sensitivity matrix S of the different models was obtained by numeric approximation. The
parameter set was diverted by 1-2 % and the resulting change in each state variable ∂ci was divided
by the parameter variation ∂θp, as seen for state i and parameter p in eq. 2.29 [27]. This was done
for every state × time × parameter combination of the chosen model together with the obtained
data sets. A 3-dimensional matrix was built (n × d × r = rows × depth × columns), which was
transformed into a 2D matrix by stacking the n state matrices on top of each other. Every state
was represented by a d × r matrix in which it was derived by the parameter at each time incident
[73, 25, 18].

Si,p = ∂ci

∂θp
(2.29)

The result was also used for the importance factor δi,p, which ranks the parameters by their overall
influence on the model output through the mean square root of the sensitivity values. This allowed
a first insight on the model dynamics and was calculated with eq. 2.30, where high values indicate
a high influence on the selected outputs [73, 25].

δmsqr
p =

���
 1
n

n�
j=1

S̄2
i,p with S̄i,p = Si,p · θp (2.30)
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Structural Identifiability

The structural identifiability is a property of the model and evaluates if its parameters can
theoretically be determined when the exact values for the state variables are known. It is therefore
a necessity for parameter estimation and the algorithm was described in detail by Daume et al.
and Brun et al.[73, 18]. The outcome of the analysis categorizes them into three different groups
depending on the amount of solutions that exist for a parameter of the model.

• structural unidentifiable: An infinite number of solutions exists

• non-uniquely structurally identifiable: More than one countable number of solutions
exist

• structural identifiable: A unique solution exists

The analysis was done by firstly calculating the discrete-time sensitivity matrix S. It was built
by stacking the local sensitivity matrices as described previously with eq. 2.29. The resulting
matrix was checked for rank deficiency by eq. 2.31. If the number of parameters is equal to the
column-rank r the model has full rank and is structurally identifiable.

rank(S) = r (2.31)

In a last step the conditional number of the system was evaluated by dividing the largest by
the smallest absolute singular value of the discrete-time sensitivity matrix S as seen in eq. 2.32.
Ideally conditioned systems have a condition number of 1, well-conditioned below 103 and systems
with values above are called ill-conditioned. The last category may lead to unstable solutions and
result in even more problems for iterative solvers when the condition number exceeds 1030, which
describes very ill-conditioned systems [73].

cond(S) = λlargest

λsmallest
(2.32)

Practical Identifiability

For the practical identifiability the experimental measurements were used together with the
accompanying level of noise to determine if the parameters are uniquely identifiable. This final step
evaluated how reliable the estimations for the parameters were, given the amount and accuracy of
the available measurements. The used algorithm is described in detail by Daume et al. [73], where
the central step is to compute the Fisher Information Matrix (FIM) with eq. 2.33.

FIM = ST
sumWSsum with Ssum =

d�
l=1

Stl
, W = diag( 1

σ2
i,l

) (2.33)

Ssum is the sum of the sensitivity matrices of the measured states ci at the sample time tl. The
covariance matrix of the state variables W is build with the variance values of the state variables
σi,l given by their measurement techniques. Furthermore the Minimum parameter covariance
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matrix (Covmin(θ̂)) was calculated from the FIM with eq. 2.34 and used to obtain the Parameter
corrrelation matrix (Cormin(θ̂)).

Covmin(θ̂) = FIM−1 (2.34)

The covariance matrix is a r × r - matrix, where r is the number of parameters and the entries are
the minimum covariances between the respective parameters. They were subsequently normalized
by using eq. 2.35 to obtain the correlation between the pth and qth parameter and build the
Cormin(θ̂).

Cormin(θ̂) =

ρ11 ... ρ1r

... ρpq ....
ρr1 ... ρrr

 with ρpq = σpq√
σp · √

σq
(2.35)

Values close to one are indications that the correlated parameters influence each other strongly
and it becomes harder to determine them globally [73].

Iteration loop

The results of all analytical tools applied in step 4 of the workflow in fig. 2.6 were used to select a
model structure. When certain kinetics did not fit the data well enough or failed the identifiability
analysis, a step was taken back to look for and implement alternatives. This started an iterative
process until a final model structure was found that satisfied the original modeling goals best.

2.4.4 Carbon Evolution Rate (CER) and Oxygen Uptake Rate (OUR)

One of the central pillars of modeling in process engineering are elemental balances and two of
the fundamental constituents in biology are carbon and oxygen. Microorganisms take up carbon
in form of substrate and process it into biomass, metabolites and most of the time CO2. The
conversion was already described symbolically by eq. 2.8 and can be translated into a elemental
balance expressed by eq. 2.36. The equation reflects the distribution of the carbon introduced to
the metabolism with the substrate and incorporated into the biomass and product or excreted as
CO2. This balance reflects a stochiometric calculation, therefore the rates had to be transformed
into molar rates through the Molar mass (C-mol based) (MW) of the compounds. Through
simplifications it could be shown that the modeled CER is a function of the substrate uptake and
the biomass, when assuming constant yields.

CERmodel = qCO2 · XV =
	 1

MS
− YX/S

MX
− YP/S

MP

�
· qS · XV · MCO2 (2.36)

On the other hand, the formed CO2 can be calculated through a balance around the reactor, using
the online off-gas measurements together with the known input consisting of the volume flow of
ambient air FAIR and pure oxygen FO2, if applied. The measured CER was obtained through eq.
2.37, where the molar volume of an ideal gas VM was used to convert the result into a molar rate
and the MW of CO2 transformed it into a mass flow. Changes in dissolved CO2 were neglected
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in the calculation. In order to account for the varying humidity of the gaseous phase the inert
gas fraction Ra with eq. 2.38 was used. The resulting rate presents an observed CER and can be
used as an indicator for the metabolic activity in the reactor. Combined with the feedrate and
assumed yields it serves as an estimate of how much carbon has accumulated in the broth either
as biomass, product or non-metabolised substrate [7, 112].

CERmeas = FAIR + FO2
VM

· (xCO2,out · Ra,inert − xCO2,in) · MCO2 (2.37)

with Ra,inert = 1 − xO2,in − xC02,in

1 − xO2,out − xCO2,out −

1 − ywet

xO2,in


 (2.38)

A second elemental balance can be used to monitor the process with the given online off-gas
measurements. Aerobe organisms need oxygen in form of O2 for their catabolism, which can be
used to conduct a Degree of Reduction (DoR) balance with the metabolic activity described in eq.
2.8. When creating the elemental balance for oxygen, the respective amount in the composition
of the molecule has to be considered. For the DoR the charges and reductive potential of all
compounds are expressed through the degree of reduction of every molecule γi. The advantage of
this consideration is that γCO2 is zero and the equation simplifies into eq. 2.39, where the final
division with γO2 and multiplication with MWO2 results in the modeled oxygen mass consumed
by the metabolic process [3, 112].

OURmodel = qO2 · XV =
	

γS

MS
− YX/S · γX

MX
− YP/S · γP

MP

�
· qS · XV · MO2

γO2
(2.39)

The OUR was measured as well with the same approach as for the CER, seen in eq. 2.40. The
difference in oxygen put into the vessel through the aeration and the concentration measured in
the off-gas was used to build a balance and calculate the consumed O2. The change in dissolved
oxygen in the broth was neglected due to its overall small solubility in water.

OURmeas = FAIR + FO2
VM

· (xO2,out · Ra,inert − xO2,in) · MO2 (2.40)

The DoR values of the different compounds were calculated from their elemental composition, with
γC = 4, γH = 1, γO = −2, γN = −3 and γS = 6 [108]. The results for the considered molecules
and the respective MWs are listed in tab. 2.3 and calculated for the product below.

Table 2.3: MW and DoR of molecules considered in CER and OUR

Compound MW γ

Glucose 30 g C-mol−1 4

Biomass [64] 26.5 g C-mol−1 4.113

CO2 44.01 g C-mol−1 0

O2 32 g mol−1 -4
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MW and DoR of LDH

The values for the produced protein LDH were obtained with the help of the UniProt Knowledge-
base [100, 101], where the protein mass and the amino acid sequence was given. A MATLAB®

script was then used to derive the MW and the sequence was used together with a amino acid
table to calculate the elemental composition and DoR for the protein. The respective results were
normalized to a C-mol basis for the C-balance and the DoR balance. The collection of the outcome
can be seen in tab. 2.4.

The modeling and online measuring of the CER and OUR hold the potential to be used as
directly observable states in order to update state estimators and enable control of the process.
They could be used together to calculate the specific substrate uptake rate qS and the viable
biomass XV , assuming constant and correct yields. But, the CER and OUR only represent a
measurement of the overall metabolic activity and cannot differentiate between biomass and
product formation.

Table 2.4: Protein specific values for LDH calculated from UniProt [100, 101]

Physical quantity Value

formula (C-based) CH1,599N0,266O0,316S0,0053

mLDH (database) 34 206 Da

MWLDH 22.58 g C-mol−1

γLDH 4.202
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The goal of this work was the establishment of a mechanistic model describing the dynamics of the
product formation and its aggregation into IBs, utilizing physiological descriptors. Therefore, data
was collected to investigate and quantify the productivity of the organism during an induced fed-
batch phase. The main focus was on the influence of the feeding-profile and the resulting substrate
uptake rate. The existing model had to be adjusted in order to accommodate the cell behaviour of
an induction triggered enzyme expression system. The developed models were further analysed
for their identifiability to ensure that meaningful parameter sets were obtainable with the given
measurement techniques and their uncertainties. Finally, the resulting model was explored for its
characteristics and the possible capabilities in process optimization through simulation experiments.

In total 5 different cultivation experiments were carried out with different trajectories for the
feed-rate. The collected data sets were then split into 4 training runs used to obtain the parameter
estimations for the chosen model structure and 1 validation run. The setpoints for the substrate
uptake rates qS after induction for the different processes can be seen in tab. 3.1.

Table 3.1: Setpoints for the substrate uptake rate qS in g g−1 h−1

Name Purpose qS setpoint End of process
Process 1 Model training 0.25 over-foaming
Process 2 Model training 0.13 manual
Process 3 Model validation 0.33 over-foaming
Process 4 Model training 0.22 over-foaming
Process 5 Model training 0.16 over-foaming

These setpoints were used in eq. 2.1 to calculate the feedrate, during the induction phases. As
explained in section 2.2.4, the biomass content was estimated through a simple mass balance
approach. Therefore, the actual values for qS differed from the setpoints throughout the process.
A comparison between the intended uptake rates and the rates calculated with the offline DCW
values is shown in fig. 3.1.

Some processes had to be shut down prematurely due to an overflowing of the foam built up
during the fermentation, as indicated in the last column of tab. 3.1. This triggered a substantial
amount of the fluid to be sucked out of the reactor through the off-gas line and into the foam trap
located before the gas analyzers, as can be seen in fig 3.2.
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Figure 3.1: Substrate uptake rate qS after induction of the 5 cultivation experiments. Dashed
lines represent the intended qS setpoints and the solid lines the calculated rates using the DCW
measurements for the biomass.

Figure 3.2: End of process through over-foaming of reactor and consequently loss of broth

In order to prohibit this effect substantial amounts of PPG were added as anti-foam agent before
and during the process. Nevertheless, some of the experiments suffered from over-foaming, usually
occurring over night when the process was not actively observed. The accompanying loss of
fermentation broth resulted in the termination of the process, but the collected data up until the
extensive foaming was used for the model development.
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3.1 Data exploration

The analysis methods of the experimental processes were divided into 3 main groups, where the
first one consists of the online and the other two of the offline measurements, as explained in
section 2.3. The offline data was further distinguished into data that was related to the biomass
growth and data describing the product amount and localisation. Since the growth and death
of the biomass directly influenced the protein production and were the main focus prior to the
induction, those measurements were analysed first.

3.1.1 Growth related data

The central variable in fermentation processes is the total amount or the concentration of biomass
in the broth. For many processes maximizing the growth rate and a high output of biomass is the
primary objective, but even if other metabolites are of interest the amount of cells play a key role.
They pose as the micro-factories of the target compounds and a higher concentration in the broth
translates to a higher production potential [4, 56].

Figure 3.3: Results for the total Xtot (blue), alive XV (green) dead XD (purple) biomass and
glucose in the broth S (orange) using DCW, FCM and Cedex measurements. Batch phase from 0
to 5 h, followed by uninduced fed-batch up until induction at ~24 h.
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For the conducted experiments the offline biomass measurements were split into alive and dead
cells by considering the FCM-analysis in fig. 3.3. In addition the substrate content is shown,
indicating possible overfeeding. The time-resolved data gives insight on the processes taking place
during the cultivations. In the graphs the switches between the three stages of these cultivations
are observable. First, the end of the batch-phase was signaled by the depletion of the substrate in
the broth. The following fed-batch was carried out with substrate limitation to control the growth
rate which was characterized by seemingly no present substrate but significant increase in biomass.
Finally, the induced fed-batch resulted in lower growth rates and a visible increase in cell death.

3.1.2 Product measurements

Three different methods to measure the LDH content of the samples were carried out and compared
against each other. The two described protein assays were the preferred analyses due to a smaller
experimental effort and faster output. But their results had to be compared and correlated with
the more reliable RP-HPLC measurements to confirm their validity. For that matter a selection
of samples were analyzed with all three methods. First, the RP-HPLC chromatograms for the
soluble and refolded content of the samples were assessed. As seen in fig. 3.4, the soluble fraction
was accompanied by other proteins that eluted close to the LDH peak, contrary to the refolded
sample, where the response was cleaner.

Figure 3.4: Chromatogram of the soluble fraction (black) and after refolding (red) at 8 h after
induction
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The SDS-PAGE of fig. 3.5 clearly showed the difference in the samples purity towards the targeted
enzyme and the bandwidth of accompanying particles. Due to that matter only the RP-HPLC
results of the refolded enzyme were used to compare the methods.

Figure 3.5: SDS-PAGE for selected samples of process 5. Soluble (green), washed IBs (blue) and
refolded IBs (red). The mass of LDH was marked (orange), see sec. 2.4.4.

The evaluation of the measurement methods was done by plotting them against each other and
looking for linear trends. In fig. 3.6 it can be seen that the higher enzymatic activity translated to
higher concentrations in the BCA assay. But at the lower concentrations the test got unreliable,
which was evident by the wide range of concentration values for activities close to zero and a poor
R2 of 0.39 for the linear regression. Since the BCA assay is unspecific to the type of proteins
present an offset was expected but from the different processes no correlation was found to its
magnitude. Further, the RP-HPLC plot showed no correlation with the BCA results, which made
this assay impractical for the LDH determination.

On the other hand, a clear connection between the enzymatic activity and the RP-HPLC measure-
ments was identified. Subsequently, a linear regression was done with a R2 value of 0.77 and the
slope was used as a conversion factor of 53 400 U g−1 to translate the enzymatic assay results into
LDH concentration values. These values were ultimately used for the modeling of the productivity.

The product mass in the fermentation broth was obtained by multiplying the measured and
converted activity results with the volume of the broth. Fig. 3.7 shows the resulting data for all 5
processes separated into soluble LDH and IBs, as well as their total sum. The behaviour exhibited
over all processes was first a strong rise in product followed by a flattening of the curve. Processes
carried out for a longer period like process 2 even showed a decline in product mass detected by
the measurement methods.

35



3. Results & Discussion

Figure 3.6: Plots of the measurements of the 3 product evaluation methods against each other. ◦
refolded, ∗ soluble, Process 1-5: black, red, blue, green, purple

Figure 3.7: Amounts of total (left), soluble (middle) and IB (right) product measured for each
process.

As mentioned in chapter 2, the values for IBs were obtained through a refolding procedure, which is
accompanied by losses. For this work these losses were assumed to be a constant factor describing
the difference between true and measured values. This would cause only a scaling effect on the
dynamics of the process and was further neglected for modeling. The modeled IB formation and
output therefore represents the mass obtainable through a downstream processing similar to the
presented.

3.1.3 Correlations of productivity and physiological variables

In order to create a model for the productivity, the correlations between various physiological
variables and the product formation were explored. First, the total specific product formation rate
qP,total was investigated before turning towards the inclusion body formation. Inspired by Kager et
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al. [44] a connection between the specific substrate uptake rate qS and the enzyme expression rate
was hypothesised. Similar to Reichelt et al. [77] they also included the amount of metabolised
substrate Smet into their models, which acted as a time-independent measure for the metabolic
load and age of the cells. To make the variable more comparable between different cultivations and
more representative of the metabolic load of the cells, it was divided by the cell mass consuming
the specific metabolised substrate smet, as seen in eq 3.1.

smet(t) = Smet(t)
Xtot(t)

(3.1)

Subsequently, the two variables were plotted against the total productivity in fig. 3.8, where
two general trends were observed. The total productivity qP,total was overall declining with the
progressing specific metabolised substrate smet. Secondly, a slight enhancing influence of qS could
be observed, although the measurement points stayed rather grouped by their respective processes
and a linear regression only scored a poor R2 value of 0.1.

Figure 3.8: Correlation of the total specific productivity qP,tot with the specific metabolised
substrate smet (left) and the specific substrate uptake rate qS (right)

Since the latter connection was weak, the maximum values of the specific product formation rate
qP,tot,max of each process were examined additionally. When plotted against the same variables as
before, a stronger linear connection between the substrate uptake rate and the maximal productivity
was evident in fig. 3.9. Meanwhile no significant correlation with smet was identified other than
the maximum being generally located at the beginning of the process and the ones occurring later
in the process tend to be lower, as seen for process 2 and 5.

These findings in the data were the motivation to use the specific substrate uptake rate qS and the
metabolised substrate per biomass smet as the two variables describing the model. Their combined
connection with the specific productivity qP,tot and the product titer specific to the cell mass
Ptot,specific is shown in fig. 3.10.
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3. Results & Discussion

Figure 3.9: Correlation of the maximum total specific productivity qP,tot,max with the specific
metabolised substrate smet (left) and the specific substrate uptake rate qS (right)

Figure 3.10: 3D plots of the measured total specific productivity qP,tot (left) and specific product
titer Ptot,specific (right) with the specific substrate uptake rate qS and the specific metabolised
substrate smet for each process

After identifying the key contributors to the total productivity, connections between variables and
the inclusion body formation were explored. As seen in fig. 3.11 both fractions of the product were
linearly connected to the total production rate qP,total. It was hypothesised that the expressed
enzymes aggregate into IBs stronger when the expression system is working harder or when bigger
amounts of product are already present. Therefore it was decided to test the total productivity as
the single variable for the IB formation qP,IB.
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3.2. General model adaptations

Figure 3.11: Correlation of the specific soluble productivity qP,sol (left) and the specific IB formation
qP,IB (right) with the total specific productivity qP,tot

3.2 General model adaptations

Before starting with investigating the kinetic equations to model the product and IB formation, the
original bioprocess model had to be adapted to suit the characteristics of an induced production
process. Upon analysing the existing model structure and the nature of the examined fermentations,
the decision was to divide the process into two phases, before and after induction with IPTG.

3.2.1 Model structure

The model was partitioned into a pre- and post-induction structure, where the amount of induction
agent represented by the state-variable I acted as a trigger. As soon as IPTG is added to the
system (I > 0) the kinetics within the model change. Since the induction agent I was not measured,
it was introduced into the model through Fin. There it acted as a second input source with a
predefined trajectory in form of a bolus shot. In order to implement this phase-switch the original
state-update equation in eq. 2.22 had to be adapted. An additional product yield matrix YP was
introduced to account for the direct effect of the product mass on the states and the entries of
the existing yield matrix YX had to be updated. The general form of the calculating equation is
shown in eq. 3.2.

dx

dt
= Cin · Fin +

m�
j=1

Fout,j · c + YX · qi · X + YP · qi · P (3.2)

The data exploration yielded the hypothesis that the productivity is connected to the amount
of metabolised substrate Smet and the specific substrate uptake rate qS . Furthermore the model
should describe the kinetics of the product aggregating into IBs and how much stays soluble.
Consequently the state vector x had to be extended, as well as the sizes of the other matrices,
which is depicted in eq. 3.3.
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3. Results & Discussion

x =



V
XV

XD

S1
S2
P
I

CO2
O2


→ x =



V
XV

XD

S1
S2
P
I

CO2
O2

Smet

Psol

PIB



...

Volume of broth [L]
Cell mass viable [g]
Cell mass dead [g]
Mass of substrate 1 [g]
Mass of substrate 2 [g]
Mass of product [g]
Mass of induction agent [g]
Cummulated CO2 produced [g]
Cummulated O2 produced [g]
Mass of metabolised substrate [g]
Mass of product soluble [g]
Mass of product in IBs [g]

(3.3)

In order to account for the accumulation of product inside the cells, the specific productivity of the
different conformations had to be incorporated into the model equations. Therefore, the specific
rates were assigned to their respective positions within the biomass yield matrix YX , since the
production of proteins is catalysed by the biomass. This caused the matrix to transform from being
filled with constants into a state-dependent variable itself, similar to the product yield matrix YP .
The change comes into effect as soon as the induction is triggered, which is schematically depicted
by eq. 3.4.

YX = const. & YP = 0 Induction−−−−−−−→ YX = f(x) & YP = g(x) (3.4)

This work followed the approach to first model the total specific productivity qP,tot and afterwards
the specific IB formation rate qP,IB to account for the localisation of the expressed enzyme. The
specific soluble product formation rate qP,sol results from a mass balance for the protein. The
procedure of finding the optimal kinetics is described in section 3.3. The productivity rates were
implemented in the biomass yield matrix YX as seen in eq. 3.5. In order to avoid computational
issues the according entries for YX were set to zero in cases where qS was zero.

YX(qP /qS) = qP

qS
, YX(qP,sol/qS) = qP − qP,IB

qS
, YX(qP,IB/qS) = qP,IB

qS
(3.5)

Over the course of the fermentation the data showed not only a decrease in the specific productivity
but also a decline of specific product in the broth towards the end of the process. The hypothesis
was that cell death with the consequent lysis and connected degradation process at the end of
the cells life caused a loss of product. A further theory was, that after the cell death the cell
membrane became leaky and the product was released into the broth. There, either the present
environment or the conditions of the sample processing resulted in a denaturation of the product,
or the soluble part was simply not recovered after the centrifuging step. All these theories were
combined in the approach to connect the product loss to the cell death, which was implemented
through the product yield matrix YP as seen in eq. 3.6.

YP (qP /qD) = −1 , YP (qP,sol/qD) = −Psol

P
, YP (qP,IB/qD) = −PIB

P
(3.6)
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3.2. General model adaptations

For the new state variable Smet the respective YX entry in eq. 3.7 was changed from zero to one
after the induction. Thereby it represented the accumulation of the substrate taken up by the
organism and used for the production of the enzyme.

YX(qSmet/qS) = 1 (3.7)

The resulting yield matrix related to the biomass YX and to the product YP with their respective
entries is summerized in eq. 3.8.

YX =



qS1 qS2 qD

0 0 0 V

YX/S 0 −1 XV

0 0 1 XD

−1 0 0 S1

0 0 0 S2
qP
qS1

0 0 P

0 0 0 I

qCO2 0 0 CO2

qO2 0 0 O2

1 0 0 Smet

qP −qP,IB

qS1
0 0 Psol

qP,IB

qS1
0 0 PIB



YP =



qS1 qS2 qD

0 0 0 V

0 0 0 XV

0 0 0 XD

0 0 0 S1

0 0 0 S2

0 0 −1 P

0 0 0 I

0 0 0 CO2

0 0 0 O2

0 0 0 Smet

0 0 −Psol
P Psol

0 0 −PIB
P PIB



(3.8)

3.2.2 Changes in the growth metabolism

Since the production of LDH consumes energy and resources from the metabolic cycle, the
biomass to substrate yield YX(qX/qS) was updated at the point of induction. The metabolised
substrate is divided between cell growth and the expression of the product enzyme, therefore the
yield from substrate to biomass is smaller than before the addition of IPTG. Furthermore the
cell death factor kD had to be adapted for after the induction, since an increase was observed
through the FCM measurements. This was believed to be connected to the increased metabolic
stress on the cells during the production phase [91, 84]. It was assumed that the parameters for
the Monod kinetic of the specific substrate uptake qS stay unchanged throughout the whole process.

The growth and death parameters were fitted twice with all five processes, once for the pre-
induction phase and then for the production phase. Only after reaching a globally satisfying
parameter set describing the biomass, the modeling was continued for the productivity of the
E. coli strain. The final parameter set for the Monod kinetic of the substrate uptake, the
biomass-to-substrate yield and the cell death rate are shown in tab. 3.2.

The results for each process with the fitted growth and death model are shown in fig. 3.12. The
simulation showed a good tracking of the total biomass and substrate measurements, but some
variations were evident for the differentiation between viable and dead cells. The offset started
to be evident post-induction, with the biggest deviations for process 5. The observed dying rate
suggests that the dynamic is possibly of higher order than a constant. This difference in predictive
performance was shown through the NRMSE values for the states, expressing the remaining error
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3. Results & Discussion

Table 3.2: Parameter values for growth and death related kinetics after optimization

Symbol Name Parameter values Units
pre-induction post-induction

YX(qX/qS) biomass-to-substrate yield 0.3903 0.2331 g g−1

kD cell death rate 0.86 · 10−2 2.73 · 10−2 g g−1 h−1

qS,max max substrate uptake rate 1.7913 g g−1 h−1

KS Monod constant 7.02 · 10−2 g g−1 h−1

between prediction and measurement. The total biomass Xtot was described the best followed
closely by the viable biomass with 0.0503 and 0.0538 NRMSE respectively. The dead cell mass
had a higher prediction error at a NRMSE value of 0.0991. Nevertheless, the results were deemed
as satisfying and the given model and parameter fit were used as basis for the modeling efforts.

Figure 3.12: Simulation and measurements for each process with the fitted growth model:
total biomass (blue,◦), biomass alive (green,⋄) & dead (grey,×), substrate (orange,∗).
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3.2. General model adaptations

3.2.3 Data set separation for training and validation

In data science, measurements are separated into training and validation sets in order to have
a quantified statement about the models behaviour on data that has not directly been used to
fit the parameters. Usually a distribution of the data with 80 % for parameterization and 20 %
for validation is done. When a big number of measurements is available and their sampling
is independent of each other, this allocation is done randomly and repeated several times for
cross validation. In bioprocesses often only small amounts of samples can be obtained due to
the experimental effort. This work further kept samples from one fermentation together and did
not break them up between training and validation data. This resulted in limited possibilities
for data combinations by assigning whole fermentations as training and validation bioprocesses.
Furthermore, the individual data sets differed in amount of sample points due to the premature
terminations explained in section 3.1. The respective shares in the collected data total used for
the parameterization of the productivity is shown in fig. 3.13.

Figure 3.13: Share of processes on the total data used for modeling the productivity

Due to the small amount of possible combinations for the validation sets, all of them were
investigated to find the best performing allocation. Since process 2 accounts for over 30 % of the
data it was ruled out as a validation set, since it resulted in big variances in the obtained values or
caused a model to be unidentifiable altogether. The others were considered separately to reach a
similar division between training and validation data, which was closer to a 85-15 % ratio, due to
the data set lengths. The parameterization later yielded process 3 as the optimal validation set.

3.2.4 Kinetic terms to model specific rates

In order to model the behaviour of specific rates, kinetic equations are implemented. An often
used example is the Monod kinetic, which was already introduced in chapter 2.4.1 for the substrate
uptake. These kinetic terms were utilized to express the dynamics of the specific rates with
correlating process variables. Tab. 3.3 lists kinetic equations that typically characterize the growth
on a substrate and have a promoting effect on the specific rate. The higher the values of the
driving variable x1, the closer qi is to its maximum value. Tab. 3.4 on the other hand, shows
several inhibition terms that dampen the specific rate with increasing values in x2 [84]. The
symbols x1 and x2 represent an arbitrary bioprocess variable.
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3. Results & Discussion

Table 3.3: Kinetic terms promoting the productivity, described by Schügerl et al. [84]

Name normalized kinetic equation f̃promote(x1, (x2))

Monod x1
x1 + Ks,x1

Moser xN
1

xN
1 + KN

s,x1

Competitivea x1

x1 + Ks,x1 · (1 + x2
Kx2

)

Uncompetitivea x1

x1 · (1 + x2
Kx2

) + Ks,x1

Hana x1

x1 + Ks,x1 · (1 − x2
Kx2

)M

a Inhibition term included in promoting kinetic

Table 3.4: Additional kinetic terms for inhibition, described by Schügerl et al. [84]

Name normalized kinetic equation f̃inhibit(x2)

Ierusalimsky (non-competitive) 1
1 + x2

Kx2

Yano and Koya 1
1 + ( x2

Kx2
)N

Levenspiel (1 − x2
Kx2

)N

Luong (1 − ( x2
Kx2

)N )

Haldane x2
xk

2
KI,x2

+ x2 + KS,x2

Webb
x2 · (1 + x2

K1
)

KS,x2 + x2 · (1 + x2
K2

)
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3.3. Modeling the total specific productivity qP

These normalized kinetic expressions were combined to described the LDH production and IB
formation and had to be multiplied with a maximum rate qi,max, as indicated in eq. 3.9. The
resulting modeling equations were then tested on the data to find a combination that described
the measurements sufficiently well.

qi = qi,max · f̃promote(x1) · f̃inhibit(x2) (3.9)

3.3 Modeling the total specific productivity qP

As mentioned before, the total specific productivity qP was modeled first disregarding the physical
state of the expressed LDH enzymes. This was done due to the understanding that the cells gene
expression mechanisms produce the enzymes RNA and consequently the protein in its basic form.
During the folding process of the protein chains into the native LDH enzyme some of them fold
correctly, while others miss-fold or are faced by other struggles and aggregate into IBs [12, 78].
The data exploration hinted at a connection between the total specific productivity qP and the
specific substrate uptake rate qS . Furthermore, a decline of the productivity over the progress of
the specific metabolised substrate smet was identified. In order to include this specific variable eq.
3.1 was used, where the total biomass Xtot was build by adding up the viable cell mass XV and
dead cell mass XD in the model. The observed correlations in chapter 3.1 lead to the decision to
investigate kinetics equations with the overall structure of eq. 3.10.

qP = qP,max · f̃promote(qS) · f̃inhibit(smet) (3.10)

3.3.1 Kinetic formulation and parameterization of qP

In order to model the measured production of LDH several of the discussed combinations of
productivity and inhibition terms were implemented. The performance after optimization of the
respective parameter sets were evaluated with the methods described in chapter 2.4. The analysed
combinations of kinetic terms are listed in tab. 3.5.

After the parameterization of the different kinetic combinations the goodness of fit quantified how
suitable they were to explain the given measurements. Since different combinations for training
and validation data sets yield different performance values for the same kinetic, the best separation
for the measured data sets was determined through a cross validation. In a first step, process 5 was
used for validation and the kinetic with the best score on the validation experiment was selected.
With this chosen model all possible data set combinations were explored and their R2

adjusted and
NRMSE values were compared. Then the best combined score of training and validation data was
used to run another parametrization experiment with this data allocation for all kinetics. This
either verified the chosen kinetic as best option or the procedure was repeated with a new kinetic
until a satisfying solution was found.
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3. Results & Discussion

Table 3.5: Examined combination of kinetic terms for productivity qP

ID f̃promote(qS) f̃inhibit(smet)
Monod Monod -
HalSolo - Haldane
Competitive Competitive (included)
Uncompetitive Uncompetitive (included)
Ieru Monod Ierusalimsky
Yano Monod Yano and Koya
Levenspiel Monod Levenspiel
Luong Monod Luong
Haldane Monod Haldane
Webb Monod Webb
Moser Moser Haldane
HL Han Levenspiel

The achieved values for R2
adjusted and the NRMSE with process 3 as the optimal validation set

can be seen in fig. 3.14 and 3.15. Scores that had negative values were set to zero, which was the
case when the model described the data set worse than the simple average over all measurements.
Since the validation sets often consisted of fewer samples, the procedure of adjusting the R2 values
had to be skipped in order to obtain a result.

Figure 3.14: R2
adj score for the training data and R2 results for the validation data (process 3) for

the total productivity qP . Highest score was marked orange.

The results showed that the highest values for R2
adjusted as well as the lowest for NRMSE were

scored for a Monod kinetic incorporating the specific substrate uptake rate combined with a
Haldane term describing the inhibition through the increasing smet over the course of the process.
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3.3. Modeling the total specific productivity qP

Figure 3.15: NRMSE scores for the total productivity qP (orange = lowest score).

The fitted parameter set described the training and the validation data better than other options,
where an emphasize was put on the low NRMSE values. The Moser kinetic was disregarded since
it would introduce a sixth parameter, complicating the model further without providing significant
improvements. Furthermore, the outcome for the cross validation can be seen in fig. 3.16, where
the lowest combined NRMSE score for the training and validation set was marked green. The best
overall fit for the chosen kinetic was achieved when processes 3 was used as validation.

Figure 3.16: NRMSE scores for the total specific productivity qP of different data set combinations.
Best individual (orange) and combined score (green) for training and validation were marked.

3.3.2 Identifiability analysis - qP

As mentioned in section 2.4 usually a structural identifiability analysis is done by evaluating the
model symbolically before the parameterization, which was attempted with the STRIKE-GOLDD
toolbox developed by Villaverde et al. [109]. But the computational effort of analysing a simplified
model describing the total product was already too much and the software repeatedly crashed
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3. Results & Discussion

during the construction of the nonlinear observability matrix. Therefore, structural and practical
identifiability were determined numerically, which required to insert values for the respective
set of model parameters and hence the parameterization was done beforehand. Additionally,
the practical identifiability required the standard deviation of the state variables, listed in tab.
3.6. The standard deviation σ for the online measurements was taken from the respective sensor
specifications and were calculated from the doublets and triplets of the measurements for the
offline analyses.

Table 3.6: Variance levels for the state variables

Symbol Name σ Unit
La broth volume 0.1 mL
XV

b cell mass alive 0.43 - 2.57 g
XD

b cell mass dead 0.28 - 2.66 g
Sc,d substrate 5 %
P b product mass 0.001 - 0.07 g
CO2

a cummulated CO2 produced 3 %
O2

a cummulated O2 produced 3 %
Smet

d metabolised substrate 5 %
Psol

b soluble product mass 0.001 - 0.07 g
PIB

b IB mass 0.001 - 0.06 g
a variance from measurement device specification, b calculated variance from repetitive measurements

c variance at least 0.02 g, since the detection limit of the CEDEX was 0.111 mmol L−1

d standard deviation assumed higher than CEDEX specification of 0.7 %

The identifiability analysis was carried out for the four highest scoring kinetics after the parameter
optimization, since they scored similarly well. The models were considered as structurally identifi-
able when their time-resolved sensitivity matrix S had full rank. This matrix was also used to
calculate the conditional number of the system to assess and compare its quality. The same was
done for the practical identifiability by constructing the FIM with eq. 2.33. The results are shown
in fig. 3.17, where the conditional number of unidentifiable model structures was set to zero.

The conditional numbers for the practical and the structural identifiability assessments characterised
all analysed models as ill-conditioned, since their scores exceeded 103. Naturally, the conditional
number worsened when taking the uncertainty at the time points of the measurements into account
to construct the FIM for the practical identifiability. The Moser kinetic performed best among
the analysed models, followed by Haldane and HalSolo achieving similar results. Nevertheless,
the Haldane kinetic was chosen as the model to describe the total product formation, since it
performed more favourable describing the data. It was preferred over the HalSolo kinetic because
it included the specific substrate uptake rate qS , which was deemed as an essential influence on the
productivity due to the findings of the data exploration in section 3.1. Furthermore, the Haldane
kinetic implements a Monod term for the promoting effect of qS , which poses as a simpler variant
than the Moser kinetic.
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3.3. Modeling the total specific productivity qP

Figure 3.17: Conditional numbers for the structural (left) and practical (right) identifiability
analyses of the model incorporating the productivity, including the border between well and
ill-conditioned models. Lowest score emphasized in orange.

3.3.3 Parameter importance of chosen qP kinetic

The results of the identifiability analysis were further used to calculate the significance of the
model parameters δmsqr

p on the model output in form of the produced product. Additionally, the
general variance of the parameter values was obtained with the methods presented in section 2.4.3
from the main diagonal of the Covmin(θ̂). As seen in fig. 3.18, the parameters connected to the
substrate conversion (YX/S , qS,max and KS) had the biggest influence, since they were directly
connected to the biomass formation which is the essential driver for the production of LDH. When
taking a closer look at the productivity parameters it can be seen that all of them were of the
same magnitude. Therefore, it was followed that all of the parameters of the chosen model kinetic
had a significant impact on the product output and none of them were negligible.

Figure 3.18: Parameter significance for all parameters associated with product formation (left)
and just for the total productivity model (right)
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3. Results & Discussion

The classification as an ill-conditioned model structure can lead to unstable solutions during the
parameterization since noise in the data or numerical errors result in bigger variances and therefore
poorer estimates of some parameters. This is due to the structure of the model which causes two
columns of the sensitivity matrix S, and further of the FIM, to be almost parallel to each other.
These columns represent otherwise structurally identifiable parameters, which means that they
are difficult to be estimated together, which is connected to the non-linearity of the problem to a
certain extent. The ill-conditioned nature can be partially circumvented by providing meaningful
initial conditions and allowing only plausible intervals for the solution. It can further be improved
by increased sampling in order to catch the full dynamic, which was a problem for the prematurely
terminated experiments [30].

3.4 Modeling the IB formation qP,IB

In order to create a model expressing the formation of IBs inside the cells, the same procedure
as for the total specific productivity qP was used. The kinetic terms introduced in section 3.3
were adapted and combined as done before. The previous training data allocation was used, but
an additional cross validation procedure was carried out to compare its performance for the IB
formation.

3.4.1 Kinetic formulation and parameterization of qP,IB

It was hypothesised that the IB formation is connected to the intensity of the product expression
and the data exploration showed a connection to the measured qP,tot, which supports this theory.
Therefore the specific substrate uptake rate qS of the related terms in tab. 3.3 was substituted
with the total specific productivity qP . These adjusted kinetic terms were then combined with
the different types of inhibition according to tab. 3.7 and tested for their suitability to match the
measured IB content.

Table 3.7: Examined combination of kinetic terms for IB formation rate qP,IB

ID qP related term Inhibition term
f̃promote(qP ) f̃inhibit(smet, xP,sol)

Monod Monod -
Moser Moser -
HalSolo - Haldanea

Competitive Competitive (included)
CompBoost Monod Levenspiela,b

Uncompetitive Uncompetitive (included)
Ieru Monod Ierusalimsky
Webb Monod Webb
Haldane Monod Haldane

a The specific soluble product concentration xP,sol was used for the inhibition term instead of smet
b The signum of the xi/KSmet term was reversed to create an enhancement term
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3.4. Modeling the IB formation qP,IB

For two kinetics the inhibition term was also altered to use the specific soluble product xP,sol

following the same principle as in eq. 3.1, instead of using smet. It was theorized that the
aggregation of the product into IBs was favored when the concentration of Psol inside the cell
reached higher levels. Furthermore for the CompBoost kinetic the Levenspiel inhibition was turned
into an enhancement term by changing the signum of xi/KSmet, to test if the age of the cell causes
more miss-folding.

The results for the optimised parameter sets of the several tested equations for IB formation are
shown in fig. 3.19 and 3.20. For the validation set again the none-adjusted R2 is compared, since
the low number of measurements would skew the results too much. The analysis yielded that
several kinetics performed equally well for the training and the validation data sets, where Haldane
had the lowest NRMSE score. Since most of them differed only little from the optimal one, the top
performers were all analysed for their structural identifiability before deciding on the final model.

Figure 3.19: R2
adj score for the training data and R2 results for the validation data for the IB

formation qP,IB. Highest score was marked orange.

Figure 3.20: NRMSE scores for IB formation qP,IB on the training and validation data. Lowest
score was marked orange.
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3. Results & Discussion

The outcome of the cross validation can be seen in fig. 3.21, which happened to be the same data
set separation as identified for the total specific productivity qP .

Figure 3.21: NRMSE score for the IB formation qP,IB of different data set combinations. Best
individual (orange) and combined score (green) for training and validation were marked.

3.4.2 Identifiability analysis - qP,IB

The structural and practical identifiability was determined for the five best scores of the parame-
terized IB kinetics. The results for the respective conditional numbers can be seen in fig. 3.22
on a logarithmic scale. The score for kinetics that did not have full rank and were therefore
unidentifiable was set to zero in the practical identifiability analysis utilizing the FIM.

Figure 3.22: Conditional numbers for the structural (left) and practical (right) identifiability
analyses of the model incorporating the productivity and IB formation, including the border
between well and ill-conditioned models. Lowest score emphasized in orange.

The achieved conditional numbers from the sensitivity matrices for the IB formation qualified all
kinetics as ill-conditioned as before for the total specific productivity. Several model possibilities
scored similar on the lower spectrum. The Haldane kinetic, which described the data with the
lowest deviations was deemed as unidentifiable by the practical identifiability analysis. Between the
three options with the lowest conditional number, the Moser kinetic was chosen to describe the IB
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3.5. Final model & Discussion

formation of the process. It scored slightly better than the Monod term in the parameterization and
although making the model structure more complex with an additional parameter, the influence
was considered significant enough to be implemented.

3.4.3 Parameter importance of chosen qP,IB kinetic

The parameter significance δmsqr
p for the model including the newly introduced kinetic is shown in

3.23. Due to the boxed approach of making the total specific productivity qP a variable of the IB
formation, the three new parameters describing qP,IB possessed the lowest impact on the model
outputs. Nevertheless they were of comparable magnitude as the other product related parameters
and thereby the choice for the kinetic equation was confirmed.

Figure 3.23: Parameter significance for all parameters associated with IB formation (left) and for
the total productivity and IB model (right)

3.5 Final model & Discussion

The final model is able to describe the overall production and differentiation into soluble protein
and the IB fraction, by implementing the equations shown in eq. 3.11 and 3.12. The construction
of the total specific productivity qP as a function of the specific substrate uptake qS connects the
enzyme expression rate with the overall metabolic activity. The combination with an inhibition
term of Haldane type incorporates the decline of the cells performance over the course of the
production phase. The specific IB formation rate qP,IB was best described with a simple Moser
kinetic that utilizes the specific product formation rate qP directly, making it a function of the
metabolic stress due to product expression of the cell.

qP = qP,max · qS

qS + Ks,qs
· smet

skSmet
met

KI,qp
+ smet + Ks,qp

(3.11)

qPIB
= qPIB ,max · qN

P

qN
P + KN

p,qP IB

(3.12)
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3. Results & Discussion

The parameter values for the full model were obtained through the fitting experiments and are
listed together with their standard deviations σ in tab. 3.8. The standard deviation was calculated
as the square root of the parameter variance from the Covmin(θ̂) matrix.

Table 3.8: Parameter values for the productivity kinetics after parameterization

Symbol Parameter name Values σ Units
qP,max max specific productivity 5.38 · 10−2 ±1.79 · 10−4 g g−1 h−1

Ks,qs productivity Monod constant 14.5 · 10−2 ±1.13 · 10−4 g g−1 h−1

kSmet Haldane exponent 6.50 ±1.06 · 10−2 1
KI,qp Haldane constant 1 6.03 ±5.61 · 10−2 gk−1g−(k−1)

Ks,qp Haldane constant 2 70.1 · 10−2 ±3.64 · 10−3 g g−1

qPIB ,max max specific IB formation rate 2.14 · 10−2 ±2.78 · 10−4 g g−1 h−1

Kp,qP IB IB Moser constant 3.742 · 10−2 ±4.23 · 10−4 g g−1 h−1

N IB Moser exponent 1.496 ±1.51 · 10−3 1

The FIM calculated for the practical identifiability analysis of the complete model was also used
to evaluate the covariance and further the correlation between the parameters, which yielded the
results in tab. 3.9. Values close to either plus or minus one indicate a strong correlation of the
two parameters.

The maximum substrate uptake rate qS,max and the Monod constant KS are strongly correlated,
which can cause problems when they are fitted together. Furthermore, the parameters for the total
productivity are also significantly correlated with each other and even more so the three of the IB
formation. The high values were connected to the ill-conditioned character of the model structure
and stem from the non-linearity of the kinetic equations. The resulting issues were reduced by
choosing meaningful initial conditions and evaluating the optimized set for its plausibility regarding
the ranges for the estimated parameter values.

3.5.1 Model performance on the measured data

The goal of this work was to develop a model for LDH production with the examined E. coli
strain, that describes the measured values of the conducted processes. In fig. 3.24 the observed
measurements are compared to the predicted values by the obtained model. The accuracy for the
prediction of the three different product confirmations was overall well, but differences in their
predictive performance were evident. The model for the total product matches the experimental
data the best with a NRMSE of 0.094, while the points for the IBs deviate stronger from the ideal
line for perfect predictions, resulting in 0.153 NRMSE. The accuracy for the soluble product ranks
in between with a remaining NRMSE of 0.126.
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3.5. Final model & Discussion
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3. Results & Discussion

Figure 3.24: Accuracy of the models output for the different product conformations

The applied model and respective measurements for the training and validation data sets are
shown collectively in fig. 3.25. Both models achieve sufficiently high scores in the goodness of fit
analysis, which are summarized by the two bar graphs on the right and track the process dynamic
well. Again, it can be seen that the simulated IB formation performs slightly worse than the total
productivity.

Figure 3.25: Model building results for the total productivity (upper) and IB formation (lower).
The left hand graphs show the training data sets measured and simulated, the middle depicts the
validation set and on the right the performance scores are given.
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3.5. Final model & Discussion

The model was parameterized with the data collected from the 5 performed experiments and
therefore the validation ranges given in tab. 3.10 have to be kept in mind when applying it.
An extrapolation outside of those boundaries can lead to unexpected behaviour or a significant
decrease of the model performance. In order to expand this range it is recommended to carry out
additional experiments that surpass these limits and repeat the parameterization procedure.

Table 3.10: Validity ranges of the verified model

Symbol Name Range Units
Xtot total biomass (DCW) 0 - 100.75 g
L broth volume 0.81 - 2.30 L
smet

∗ specific metabolised substrate 0 - 2.94 g g−1

qS
∗ specific substrate uptake rate 0 - 0.372 g g−1 h−1

Ptot total product 0 - 6.15 g
Psol soluble product 0 - 5.17 g
PIB product in IBs 0 - 2.30 g

∗ Values after induction

3.5.2 Model behaviour

After building and parameterizing the model, its final structure was investigated to find process
optimization possibilities. A focus point was the relation between the soluble and IB content
with the goal to manipulate the production in either direction. Fig. 3.26 shows the behaviour
for the total product expressed by the cells in relation to the two model variables, depicted as
3-dimensional mesh graphs. The total specific productivity qP increases quickly with the specific
substrate uptake rate qS , but the specific metabolised substrate smet has a strong inhibiting effect.
In order to retrieve information on the efficiency of the organism in producing the targeted enzyme,
the productivity was related to the substrate uptake, effectively forming the substrate-to-product
yield, which can be seen on the right graph in fig 3.26. Here the opposite can be observed, as the
highest ratio is achieved at very low metabolic loads.

The same was also done for the IB formation and similar trends were observed, as seen in 3.27.
The specific rate is higher for higher substrate uptake rates qS , but the yield is inversely connected
to it. As a difference to the total product formation qP it was noted, that the maximum is slightly
removed from the origin.

The last observation was explored further by creating a graph that shows the relation of the
specific IB formation rate qP,IB to the total specific productivity qP in fig. 3.28. This directly
describes how much of the expressed enzyme stays soluble inside the cells or forms the discussed
aggregations. The graph shows that high substrate uptake rates result in an enhanced IB ratio
during LDH expression. This observation could be exploited to shift an industrial production into
the preferred direction regarding the IB content.
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3. Results & Discussion

Figure 3.26: Model dynamics for the total productivity qP in relation to its variables (left) and
the yield of product formation per substrate uptake qP /qS

Figure 3.27: Model dynamics for the IB formation qP,IB in relation to the variables influencing qS

(left) and the yield of IB formation per substrate uptake qP /qS

Figure 3.28: Specific IB formation qP,IB to total productivity qP dependent on qS and smet
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3.5. Final model & Discussion

3.5.3 Discussion of the model results

The metabolised substrate, which is an indicator for the age of the cells in the broth, has a
strong influence on the productivity. All graphs show a start up phase of the specific rates at the
beginning, followed by a similarly fast decline. The productivity of the cells dies off completely
after they metabolised approximately thrice their weight in substrate, marking what seems to be
a natural barrier for this process setup.

A key variable in bioprocesses is the feedrate, since it is one of the few present opportuni-
ties to influence the course of the fermentation actively. When the process is run as a fedbatch with
substrate limitation, it is directly connected to the specific substrate uptake rate qS , an important
physiological indicator. The connection with the specific total product and IB formation showed
two essential dynamics. On the one hand, a high specific substrate uptake translates to higher
specific productivity. On the other hand it has the opposite effect on the substrate-to-product
and IB yield, meaning that lower feedrates result in a more resource efficient expression of LDH.
Furthermore the share of enzymes aggregating into IBs drops also in connection with the specific
substrate uptake rate qS . This points to a connection of the metabolic stress for the cells and their
ability to operate the enzyme expression mechanism efficiently.

To assess the plausibility of the resulting model parameter values, they were compared with
values published in scientific literature. The presented model structure for LDH production in
E. coli could not be identified in other resources, therefore different recombinant proteins were
considered and the maximum productivity values of the different product forms were compared.

Table 3.11: Maximum productivity of different proteins from literature in g g−1 h−1

Product qP,max qP,IB,max Size Reference
LDH 0.0538 0.0214 34.2 kDa [100] this work
soluble GFPa 0.07 - 26.8 kDa [99] [35]
GIPa IBs - 0.08 17.1 kDa [97] [37]
N-pro fused model proteinb IBs - 0.038 28.8 kDa [89]
scaf∗ of IgGa 0.0066 - 49.3 kDa (IgG) [98] [44]
scaf∗ of IgYb 0.01016 0.00062 21.9 kDa (IgY) [96] [116]

a established model parameter or ANN-model design space, b measured value
∗ single chain antibody fragment, size from full antibody molecule

The overall maximum productivity of the established model for LDH is located within the range
of the Green Fluorescent Protein (GFP), the Gastric Inhibitory Polypeptide (GIP) and the N-pro
fused model protein listed in tab. 3.11. The last two products were only recovered as IBs, but
all of these proteins are of comparable size. The productivity values for the presented antibody
fragments were much lower, which points towards a less efficient expression system implemented
in the organism. When looking at the productivity of aggregated protein, the maximum specific
rate for the Moser kinetic obtained in this work was lower but also of similar magnitude as the
one for the N-pro fused model protein, while the value for the GIP is significantly greater. One
reason for the reduced maximum productivity of the examined LDH process could be the smaller
share of total protein accumulating into IBs, indicated by fig. 3.28.
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3. Results & Discussion

Overall the upper limits for the specific rates for LDH productivity in this model were found to
be of valid magnitudes when compared with other recombinant proteins of similar size. Together
with the performance of the model on the measured data, they were therefore deemed as plausible
and effective estimations for the observed bioprocess. The researched productivity values for the
antibody production processes were much lower, suggesting a possibility for further optimization
of their expression system and process conditions. Here, an experiment-based productivity model
utilizing physiological descriptors can play an integral role in achieving this goal.

3.6 Model based process optimization

After evaluating the properties of the obtained model in the previous chapter, it was used to
find optimal feeding trajectories for different process objectives in a simulation based study.
The implemented algorithm numerically adjusted a targeted specific substrate uptake rate qS,stp

expressed through a polynom. A design case was defined that was inspired by the laboratory
setup used for the data acquisition. All simulation experiments were conducted with the same
starting conditions and carried out a batch phase, which automatically ended when the substrate
was depleted. This was followed by a fed-batch with a constant qS setpoint to achieve a predefined
biomass after exactly one day of cultivation. Then the induction agent was added and the
production of LDH started. The applied setpoints for the specific substrate uptake rate qS,stp were
then either predefined or numerically optimized through an algorithm minimizing a cost-function.
The initial conditions and process parameters are summarized in tab. 3.12.

Table 3.12: Initial conditions and process parameters for simulation experiments

Name Value
Volume at t0 1.5 L
Substrate at t0 20 g
Biomass for inoculation 0.25 g
Feed concentration 440 g L−1

Symbol Value
Start of induction 24 h
Biomass at induction 100 g
Volume at induction 2.07 L
Maximum volume 3 L

3.6.1 Design space exploration and optimization

In total 5 different objective functions were investigated with the simulation experiment, which
are listed in tab. 3.13. The maximisation was implemented by using an unconstrained minimiza-
tion algorithm and including the targeted output multiplied by minus one in the cost-function.
Furthermore, absolute product formation rates rP or specific substrate uptake rates qS below zero
were penalized.

For the simulation experiment a range of constant specific substrate uptake rates qS were investi-
gated to see the overall effect on the output. Then the previously mentioned objective functions
were used to obtain new optimal setpoints. The Space-Time Yield (STY ) was calculated with the
final values of the simulation by eq. 3.13, where the process was ended right after reaching the
highest product mass in order to avoid loosing protein just to meet the final reactor volume.
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3.6. Model based process optimization

Table 3.13: Objective functions implemented for simulation experiments

ID 0 3 4 5 6

function max(Ptot,end) max(Psol,end

Ptot,end
) max(PIB,end

Ptot,end
) max(ηP,tot) max(ηP/S)

The same was done for the product-substrate yield ηP/S , which was built by dividing the produced
total product Ptot by the metabolised substrate Smet at the end. The trajectories as well as their
performance can be seen in fig. 3.29.

STY = Ptot

∆t · Vend
(3.13)

Figure 3.29: Top: Trajectories for the static specific substrate uptake rate qS and the resulting
product content in the reactor. Bottom: Performance indicators for the different trajectories.

The comparison showed an optimum for the obtained model can be found that is located in-between
the predefined specific substrate uptake rates. As discussed in section 3.5.2 high qS values result
in a lower product-substrate yield and therefore in less product produced. This would suggest that
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3. Results & Discussion

keeping the specific substrate uptake rate as low as possible would achieve the highest enzyme
levels in the broth. But apart from immensely increasing the production time and therefore
lowering the STY , also the maximum product amount in the tank started to fall again. This is due
to the increasing product loss over time caused by the modelled cell death. The optimal solutions
for the different optimization goals are listed in tab. 3.14. When striving for the highest possible
total product titer 17.04 g could be achieved in the 3 L setup. Since in industrial applications
economic aspects play a significant role, the constant qS setpoints were optimized for the STY and
ηP/S as well. Compared to the maximal product titer these trajectories resulted in lower levels of
total product mass but managed to increase the STY by 17 % and the ηP/S by 50 % respectively.

Table 3.14: Optimization results with constant qS for different maximization functions

max() qS Ptot titer IBs Vend tges STY

Ptot 0.1475 h−1 17.04 g 25.6 % 3.00 L 49.02 h 0.116 g L−1 h−1

Psol/Ptot
∗ 0.0100 h−1 0.325 g 9.5 % 2.17 L 168 h 8.9 · 10−4g L−1 h−1

PIB/Ptot 1.788 h−1 3.877 g 29.3 % 3.00 L 25.71 h 0.050 g L−1 h−1

STY 0.2494 h−1 15.10 g 27.3 % 3.00 L 37.14 h 0.136 g L−1 h−1

ηP/S 0.0626 h−1 13.64 g 23.7 % 2.57 L 68.64 h 0.077 g L−1 h−1
∗ Optimization penalized qS values below 0.01 h−1

The trajectories for the maximal soluble and IB share of the product were excluded from fig. 3.29
since they would skew the graph strongly. Their results are represented in the performance part of
the graph and in tab. 3.14. The numerical procedure penalized setpoints for qS below 0.01 h−1

heavily, since the unconstrained maximization algorithm would have yielded even lower specific
substrate uptake rates and impractical titers for the objective to maximize soluble product. With
the given constraints the simulation study showed that the IB fraction could be adjusted between
9 - 29 %. In order to achieve high soluble content the substrate uptake rate should be kept as
low as possible, which also results in long process times and low product titers. For enhanced
aggregation into IBs the optimization recommended to increase the specific substrate uptake rate
close to the maximum qS,max from the Monod kinetic. The process time is drastically reduced,
since the feedrate fills up the tank faster, but also the metabolised substrate increases rapidly
causing a low overall titer. Additionally, the high substrate levels in the broth could give rise to
unwanted overflow metabolism effects in the form of acetate formation.

Finally, the complexity of the setpoint trajectory for the specific substrate uptake rate qS was
increased by using a polynomial instead of a constant. The goal was to further improve the
objective functions by adding degrees of freedom to the qS,stp curve, as seen in eq. 3.14. Several
different orders of polynomials were subjected to the optimization algorithm and their results were
compared.

qS,stp(t) = qS,0 + a1 · t + a2 · t2 + ... + ai · ti =
n�

i=0
ai · ti (3.14)

In tab. 3.15 and fig. 3.30 the improvements through a more complex setpoint trajectory are
presented exemplary for the objective function max(Ptot). The adjusted curve shows that the
product titer could be further increased by 5.8 % to 18.03 g while also benefiting the STY slightly.
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3.6. Model based process optimization

This suggests that the potential of improving the production process through mathematical
optimization with the obtained model can be raised further when using a more sophisticated
setpoint trajectory compared to constant values. Nevertheless, the computational effort also surged
the more polynomial terms were added, which has to be minded when implemented in an advanced
control algorithm.

Figure 3.30: Top: Optimized trajectories for the specific substrate uptake rate qS with varying
polynomial degrees and the resulting product content in the reactor. Bottom: Performance
indicators for the different trajectories.

Table 3.15: Results for maximizing Ptot with different polynomial degrees for qS

ID poly. degree Ptot titer IBs Vend tges STY

constant 0 17.04 g 25.6 % 3.00 L 49.02 h 0.116 g L−1 h−1

quadratic 2 17.06 g 25.6 % 3.00 L 48.92 h 0.116 g L−1 h−1

polynomial 3 3 17.60 g 25.7 % 3.00 L 51.86 h 0.113 g L−1 h−1

polynomial 5 5 17.73 g 25.8 % 3.00 L 52.24 h 0.113 g L−1 h−1

polynomial 7 7 18.03 g 25.9 % 3.00 L 50.73 h 0.118 g L−1 h−1
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3. Results & Discussion

3.6.2 Discussion and outlook of simulations

The simulation experiments showed, that the model can be used for optimization of the specific
substrate uptake rate setpoints qS,stp. This can be utilized to calculate the feedrate during the
production of LDH after induction in a feed-forward control implementing declared objective
functions for the fermentation. Although the shift of the production towards soluble enzymes or
IBs is possible in principle, only marginal effects were observed in the optimized simulations, which
were also accompanied by a significant reduction of the overall productivity. Nevertheless, the
model proved to show potential as an application to increase the product titer or the space-time
yield, which can translate into an economical impact on the recombinant production of LDH in E.
coli.

It has to be noted that the biggest driver for the expression of the product is the amount
of biomass, which was not subject to optimization in this section. In order to achieve the overall
best results the setpoints during the uninduced fed-batch phase should be considered as well. The
biggest product titers are then achieved with the highest possible biomass present at the start of
the production phase, considering also other limitations such as the oxygen transfer rate or foam
build-up.

3.7 Model based monitoring with CER and OUR

The CER and OUR were already introduced in section 2.4.4. They pose as two real-time observable
rates through the online measurements of the gas in- and outflows and were computed with simple
elemental balances. Therefore, they are available during the process and can be utilized as
indicators for the metabolic activity inside the reactor. This makes them perfect candidates to
be included into model based control algorithms for example as a indirect measurement for the
biomass and the substrate uptake rate qS , when the yield coefficients are assumed to be constants.
Therefore the model quality and usability for future advanced control strategies was additionally
assessed by comparing the calculated and the simulated rates in fig. 3.31.

The simulation predicted the CER and OUR very well until the induction point. Then an offset
can be observed and the simulation started to over-predict the rates to some extent. Nevertheless,
the trajectories were generally similar which points at a good match between the model and the
actual metabolic processes. The deviation shortly after induction hints at a transition phase where
the cells adjusted to the new circumstances and the actual yields were lower than anticipated in
the model. A potential offset between viable biomass in the process and the value predicted by the
model contributes to the explanation. Over the whole data set the model resulted in a NRMSE of
0.0702 for the CER and 0.0397 for the OUR.

Altogether, the general tracking of the calculated rates with the model give reason to believe that
a control strategy utilizing only the online measurements is worth pursuing. The performance of
models using the CER and OUR for online soft-sensor algorithms can further be improved when
implementing the time-delayed offline measurements as shown by Kager et al. [45]. Whenever a
new result was ready it was fed into the algorithm, which then recalculated the states from the
sample time of the provided offline measurement up until the live estimator. The reevaluation in
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3.7. Model based monitoring with CER and OUR

Figure 3.31: CER and OUR simulated (dashed line) and calculated from the off-gas measurements
(full line) for the 5 conducted processes.
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3. Results & Discussion

hindsight cost computing power and required offline analysis methods to provide results within
reasonable time, but improved the quality of the state estimations. When implementing a closed
loop feedback control with the developed model, further analyses towards stability and step
response behaviour, as well as the influence of disturbances on the system have to be conducted to
ensure its controlability.
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4 | Conclusion

This work set out to build a mechanistic model for the production of the recombinant protein LDH
in E. coli and its IB formation dynamics. The model should combine kinetic functions for both
mechanisms using physiological descriptors and incorporate the cell viability in its structure, to
provide a novel and holistic tool for this bioprocess. Experiments were carried out to find suitable
correlations, parameterize the model equations and validate the results. For the latter, statistical
methods were applied to analyse the identifiability of the parameters in the chosen structure.
Finally, the model was used in a simulation study to explore process optimization opportunities.

Considering several different methods to quantify the product amount, the samples were analysed
through an enzymatic assay and correlated to corresponding results from a RP-HPLC to yield
the mass concentrations. The aggregated share of the protein was successfully measured after
conducting a refolding procedure with the separated IB pellets. With the obtained data a positive
correlation between the specific substrate uptake rate and the maximum productivity of the overall
product expression was identified. Furthermore, a decline of the specific product formation was
observed and connected to the specific metabolised substrate. These two physiological variables
are indicators of the metabolic load and age of the cells. Finally, the IB formation was correlated
to the total productivity to describe the localisation of the protein in the organism. These findings
were subsequently used to adapt an existing model describing cell growth and death and extend it
for the product formation dynamics of the investigated strain.

As a prerequisite for modeling the productivity, the equations for substrate uptake, cell growth
and cell death were parameterized with the given data set, resulting in overall NRMSE values
of 0.0502 for the total biomass, 0.0538 for the viable and 0.0992 for the dead cell mass. In the
next step, a number of kinetics were tested with the identified physiological variables and their
performances on a training and a validation data set were compared. For the total protein produc-
tivity a Monod kinetic utilizing the specific substrate uptake rate was combined with a Haldane
inhibition term as a function of the specific metabolised substrate, similar to the approaches
of Kager et al. and Reichelt et al. [44, 75]. The resulting model achieved a R2 of 0.995 and
0.067 NRMSE on the validation data. For the specific IB formation a simple Moser kinetic was
implemented that used the specific productivity as a variable. This links the aggregation directly
to the metabolic stress caused by the protein expression and the validation data confirmed a
good fit with 0.994 R2 and 0.067 NRMSE. The final model structure was then examined for its
structural and practical identifiability, which it passed as ill-conditioned. The analysis further
showed significant correlations between several parameters of the kinetic equations, which hints at
possible struggles for numerical procedures. Nevertheless, the parameterized model showed high
accuracy over the complete set of data for all product conformations, although the performance for
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4. Conclusion

the aggregated protein was poorer. The respective NRMSE values were 0.094 for the total product,
0.126 for the soluble fraction and 0.153 for IBs. Contrary to the works of the previously mentioned
authors, this model combined kinetics for the total productivity and the IB formation and considers
the influence of the biomass viability due to increased cell death. This comprehensive descrip-
tion of the product dynamics serve as a novel approach for modeling this induced E. coli bioprocess.

The model showed promising results for the optimization of the protein production process.
During investigation of the kinetic equations it was shown that the specific substrate uptake rate
can be effectively used to impact the protein expression rate but also its efficiency, as well as the
proportion of IBs formed. The findings support the theory that a high metabolic stress on the cells
causes the organism to work less efficient and gives rise to miss-folding of produced protein chains,
which coincides with the observations by Slouka et al. [88]. The model was then applied in a
simulation study which showed its potential to optimize the substrate feeding trajectory for defined
objectives. The maximal total protein titer was identified as 17.04 g in the given experimental
setup of 3 L, using a constant setpoint for the substrate uptake rate. It was further increased
by implementing a polynomial function for the setpoint trajectory to 18.03 g. For industrial
applications other process indicators such as the space-time yield STY or the product-substrate
efficiency ηP/S are more relevant. Optimizing the constant setpoints for these goals individually,
the STY was improved by 17 % and ηP/S by 50 %, compared to the maximum product titer
case. The simulation study further revealed that the IB content can be manipulated within a
range of 9 - 29 % of the produced protein in this setup. But maximizing or minimizing its share
caused low overall titers and yields and therefore more sophisticated objective functions should be
implemented here.

Apart from optimizing the feeding trajectory for a feed-forward control system, the model can be
implemented as a digital twin for online prediction and supervision. The CER and OUR were
also described by the model and fit the measured data well with NRMSE values of 0.0702 and
0.0397. As demonstrated by Müller et al. [64], this can be used as an online measurement for
the biomass and the specific substrate uptake rate. When combined with the developed model,
the product content can be estimated in real-time and thereby valuable process information is
provided during the fermentation. Furthermore, these soft-sensor applications enable the optimiza-
tion of the productivity trajectory through advanced control strategies such as Model Predictive
Control (MPC), as suggested by Mears et al. [57]. The performance of such an algorithm could
be further increased by incorporating time-delayed offline measurements of biomass or product
to recalculate the state variables or improve certain parameter estimations, as implemented by
Kager et al. [45]. This opens up the possibility to not only steer between soluble protein and IB
formation, but also optimize the process from economic viewpoints, by adjusting the feed rate on
the basis of the outputs of the developed model. Applying these concepts in an industrial setup
carries the potential to significantly impact the future production of recombinant proteins in E. coli.

For the implementation of a model-based control algorithm the influence of model uncertainties
as well as measurement errors has to be explored thoroughly to guarantee controlability of the
resulting system. Regarding the transition of the bioprocess during scale-up or when implementing
different equipment, the implementation of physiological variables in the model should minimize
the impact on the its performance. Nevertheless, it is advised to run additional experiments on
different equipment and scales to test this hypothesis and expand the validity of the developed
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model, but also to verify the derived in-silico optima. In order to apply this model structure for the
optimization of production processes with a defined objective, the influence of technical parameters
like temperature and strength of induction should be investigated further to find global optima.
In case the product or the microbial organism is changed, the systematic modelling approach
described in this work should be repeated, to find and parameterize an appropriate choice for the
kinetic equations.

This thesis successfully developed a mechanistic model of an induced E. coli process utiliz-
ing physiological descriptors, which effectively described the five conducted experiments. In doing
so, it showcased a methodical approach for model development and structural analysis using
statistical methods to justify the design choices. The incorporation of seperate kinetics for the
overall production of the recombinant protein as well as for the aggregation into IBs and the
explicit consideration of the cell viability resulted in a holistic model, that poses as a novelty
within this field. The capabilities and importance of such models for bioprocesses was showcased
by putting these results to use in a simulation study. Finally, the discussed applications within
monitoring and control should encourage future investigations in this field and motivate the
industry to increase their implementation.
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List of Variables

Symbol Name [Unit]
Analytical equations
mX Cell mass [g]
Act Enzymatic activity [UL−1 = µmol min−1 L−1]
Vt Total volume per well [µL]
Vs Sample volume per well [µL]
ε340 Molar extinction factor of NADH at 340 nm [L mmol−1 cm−1]
l Path length through well [cm]
kabs Slope of the absorbance regression [Abs min−1]
fd Sample dilution factor [1]
CER & OUR equations
CERmodel Modeled carbon evolution rate [g h−1]
CERmeas Measured carbon evolution rate [g h−1]
OURmodel Modeled oxygen uptake rate [g h−1]
OURmeas Measured oxygen uptake rate [g h−1]
Mi Molar mass of compound i (normalized to one carbon) [g C-mol−1]
FAIR Gas input flow from in-house compressed air system [L h−1]
FO2 Gas input flow from oxygen bottle [L h−1]
VM Molar volume of ideal gas [L M−1]
xj,out Mole fraction of compound j in exhaust gas [1]
xj,in Mole fraction of compound j in input flow [1]
Ra,inert Inert gas fraction [1]
ywet Humidity of gaseous phase [1]
γi Degree of reduction of compound i [1]
Model analysis equations
xi Measured data [-]
x̂i Simulated data [-]
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x̄ Data mean [-]
SSE Sum of squares error [-]
SSE Sum of squares regression [-]
SSE Sum of squares total [-]
n Number of measurements [1]
p Number of parameters [1]
R2 Coefficient of determination [1]
R2

adjusted Adjusted coefficient of determination [1]
NRMSE Normalized root-mean-square error [1]
S Discrete-time sensitivity matrix [-]
Si,p Sensitivity of state i towards parameter p [-]
S̄i,p Normalized sensitivity of state i towards parameter p [1]
ci State i [-]
θi Parameter i [-]
δmsqr

p Importance factor of parameter p [1]
λ Entry of the discrete-time sensitivity matrix [-]
FIM Fischer Information matrix [-]
W Covariance matrix of the state variables [-]
Ssum Sum of the discrete-time sensitivity matrices [-]
σi,l Variance of state variable i at time incident l [-]
Covmin(θ̂) Minimum parameter covariance matrix [-]
Cormin(θ̂) Minimum parameter correlation matrix [-]
ρpq Correlation of parameter p and q [-]
State-space equations
x State vector [-]
V Volume of broth in reactor [L]
XV Cell mass viable [g]
XD Cell mass dead [g]
S1 Mass of substrate 1 [g]
S2 Mass of substrate 2 [g]
P Mass of product [g]
I Mass of induction agent [g]
CO2 Cummulated CO2 produced [g]
O2 Cummulated O2 produced [g]
Smet Metabolised substrate [g]
Psol Mass of soluble product [g]
PIB Mass of IBs [g]
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Xtot Total mass [g]
smet Specific metabolised substrate [g g−1]
xP,sol Specific soluble product [g g−1]
q Specific rate [g g−1 h−1]
r Gravimetric rate [g h−1]
YX Biomass yield matrix [1]
YP Product yield matrix [1]
Yi/j State i to state j yield [1]
µ Specific growth rate [g g−1 h−1]
qS Specific substrate uptake rate [g g−1 h−1]
qD Specific cell death rate [g g−1 h−1]
qP Specific total productivity [g g−1 h−1]
qP,sol Specific soluble product formation [g g−1 h−1]
qP,IB Specific IB formation [g g−1 h−1]
qCO2 Specific CO2 production [g g−1 h−1]
qO2 Specific O2 consumption [g g−1 h−1]
Fin Total input flow rate [L h−1]
FRS Substrate input flow rate [L h−1]
FRI Induction agent input flow rate [L h−1]
FS Outgoing flow rate [L h−1]
cSR Substrate concentration feed [g L−1]
cIR Induction agent concentration feed [g L−1]
Cin Concentration of the substances in the input flow [g L−1]
c Concentration of the states in the outgoing flow [g L−1]
Productivity model equations
qS,max Maximum specific substrate uptake rate [g g−1 h−1]
KS Monod constant for substrate uptake [g g−1 h−1]
cS Substrate concentration in the broth [g L−1]
kD Cell death constant [g g−1 h−1]
qP,max Maximum specific productivity [g g−1 h−1]
Ks,qs Productivity Monod constant [g g−1 h−1]
kSmet Haldane exponent [1]
KI,qp Haldane constant 1 [gk−1g−(k−1)]
Ks,qp Haldane constant 2 [g g−1]
qPIB ,max Maximum specific IB formation rate [g g−1 h−1]
Kp,qP IB

IB Moser constant [g g−1 h−1]
N IB Moser exponent [1]
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Simulation experiment equations
STY Space-time yield [g L−1 h−1]
ηP/S Product-substrate efficiency [g g−1]
qS,stp Setpoint for substrate uptake rate [g g−1 h−1]
ai Coefficient for polynomal term i [1]
t Process time after induction [h]
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