
Dissertation

Study of High-Q Nanomechanical
Silicon Nitride Resonators

submitted for the degree of
Doctor of Technical Sciences (Dr. techn.)

Institute of Sensor and Actuator Systems
Technische Universität Wien

Author:
Pedram Sadeghi (01651819)

Supervisor:
Prof. Dr. Silvan Schmid

Vienna, 2021





Abstract

The growing interest in the field of nanomechanical resonators stems from their potential
use as high performance sensors of a variety of physical quantities by means of detecting

the resonance frequency shift. With the recent advancements in nanofabrication techniques
as well as an abundance of new materials, sensors optimized for the detection of mass, force,

and temperature with unprecedented responsivities are within reach. Central to many reported
nanomechanical sensor investigations has been to maximize the mechanical quality factor

Q, which directly results in an enhanced force sensitivity. Concurrently, high-Q resonators
present an opportunity to unite the quantum regime with real-world applications by allowing

quantum phenomena to be observed at room temperature, which is a topic of the so-called

cavity optomechanics research field. As such, methods employed to reliable enhance the Q

are in high demand in several fields employing nanomechanical resonators.

In order to properly use high-Q resonators, both as sensors as well as building blocks in
optomechanics, an in-depth analysis of their properties needs to be made. The most important

questions to answer would be, what are the fundamental limits to the dissipation of mechanical
resonators, and what sources of fluctuations determine the maximum sensitivities? This thesis

aims to partly answer the above questions using high-stress silicon nitride nanomechanical
resonators. Such resonators present a nanomechanical system capable of room temperature

Qs approaching 1 billion due to the dissipation dilution effect. The presented results follow a
linear pattern, first focusing on methods used to enhance the mechanical Q, then discussing

fundamental limits to the frequency stability, and finally presenting a possible application of
high-Q resonators as thermal sensors.

Two approaches to Q-enhancement are presented, one focusing on the optimization of the
dissipation dilution effect and the other on reducing intrinsic losses. The former works by

widening the clamping of nanomechanical string resonators, which is numerically shown to
reduce the curvature at the string clamping, thus potentially circumventing one of the lim-

iting mechanisms of stressed resonators. Through a systematic investigation of strings with
different orientations relative to the surrounding substrate, only marginal Q-enhancements

result from the method, attributed to the increased material bending resulting from the clamp-
widening. Finite element method simulations corroborate all the presented measurements,
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thus offering a path to further optimization of the resonator design.

For nanomechanical resonators, with increasingly large surface-to-volume ratios, surface
friction becomes the dominant intrinsic loss mechanism. In the second Q-enhancement ap-

proach, an effort is made to reduce the surface friction by means of high-temperature an-

nealing of resonators in an ultrahigh vacuum environment. This procedure is performed on
a variety of stressed resonator geometries, resulting in a clear Q-enhancement regardless of

the geometry. Increases in the intrinsic Q approaching an order of magnitude are observed,
which is shown to be directly related to reduced surface losses. The annealing treatment

is shown to be reproducible and nondestructive, only marginally influencing the mechanical
properties of the resonator. Given that this approach can be applied to current state-of-the-art

high-Q resonators in literature, these results present an important step forward in the pursuit
of room-temperature quantum experiments.

Moving on to the second part of the thesis concerning applying high-Q resonators as sen-
sors, a detailed investigation into the frequency fluctuations of such resonators is presented.

Nanomechanical string resonators are employed as the system under consideration and the
frequency stability is characterized using the Allan deviation, both in open-loop and closed-

loop tracking configurations. For open-loop tracking, it is shown how the Allan deviation is
divided into a regime limited by thermomechanical noise and another limited by the back-

ground noise of the detection. Despite the latter noise source potentially lower in level than
the thermomechanical noise, the frequency stability is shown to always be limited fundamen-

tally by thermomechanical noise with a response time defined by intrinsic properties of the
resonator. Closed-loop tracking is shown to offer a response faster than the intrinsic limit at

the expense of increased noise. Additionally, when employing optical detection schemes, the
laser power fluctuations are shown to be a potentially limiting factor in the frequency stabil-

ity. Measurements are supported by theory-based calculations of the Allan deviation, showing
great agreement, allowing the design of future sensors with optimized frequency stability.

The final part of the thesis demonstrates how localized defect modes of low-stress phononic
crystal (PnC) membranes can be utilized as thermal sensors. Here, the thermal response is

quantified through laser heating of the membrane center, which shifts the frequency through
the photothermal effect. Owing to the perforation of the membranes and the increased over-

lap between the defect modes and the temperature field resulting from the laser heat source,
the thermal responsivity of PnC membranes is shown to be potentially an order of magnitude

greater than that of uniform membranes of equal size. Even larger thermal response is re-
ported through geometrical stress reduction, achieved by fabricating a PnC membrane inside

a nanomechanical trampoline. Lastly, defect mode and bandgap tuning through laser heat-
ing are presented, demonstrating how the defect mode can be thermally detuned enough to

completely exit the phononic bandgap. These results serve as a basis upon which further opti-
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mization of resonator design can be made, paving the way for a new class of thermal sensors

with unparalleled thermal response.





Zusammenfassung

Das wachsende Interesse am Bereich der nanomechanischen Resonatoren stammt von ih-
ren potenziellen Anwendungen als hoch-sensitive Sensoren für eine Vielzahl physikalischer

Größen, durch die Messung der Resonanzfrequenzverschiebung. Durch die steten Fortschrit-
te von Nanofabrikationstechniken, sowie einer Fülle neuer Materialien sind Sensoren für die

Messung von Masse, Kraft und Temperatur mit bisher unerreichten Empfindlichkeiten, in
Reichweite. Im Mittelpunkt vieler Untersuchungen von nanomechanischen Sensoren steht die

Maximierung des mechanischen Gütefaktors Q, der direkt zu einer erhöhten Kraftempfind-
lichkeit führt. Gleichzeitig bieten Hoch-Q Resonatoren die Möglichkeit, das Quantenregime

mit realen Anwendungen zu vereinen, indem sie die Beobachtung von Quantenphänome-

nen bei Raumtemperatur ermöglichen; ein Thema der sogenannten Kavitäten-Optomechanik.
Darum sind Methoden zur zuverlässigen Erhöhung von Q in unterschiedlichsten Bereichen,

in denen nanomechanische Resonatoren eingesetzt werden, sehr gefragt.
Um Hoch-Q Resonatoren sowohl als Sensoren, sowie als Bausteine in der Optomechanik

richtig einzusetzen, ist eine gründliche Analyse ihrer Eigenschaften notwendig. Die wich-
tigsten Fragen, die es zu beantworten gilt, sind: Wo liegen die fundamentalen Grenzen der

Dissipations Verlusten und welche Fluktuations Quellen bestimmen die maximalen Empfind-
lichkeit? Diese Arbeit zielt darauf ab, die oben genannten Fragen zu beantworten, indem

nanomechanische Resonatoren aus high-stress (mechanisch stark gespanntem) Siliziumnitrid
untersucht werden. Diese nanomechanischen Systeme können, aufgrund des Dissipationsver-

dünnungseffekts, Qs von fast 1 Milliarde bei Raumtemperatur erreichen. Die präsentierten Er-
gebnisse zeigen systematisch, welche Methoden zur Erhöhung des mechanischen Qs es gibt,

wo die grundlegenden Grenzen der Frequenzstabilität liegen und welches Potential Hoch-Q
Resonatoren als thermische Sensoren bieten.

Zunächst werden zwei Ansätze zur Erhöhung von Q vorgestellt. Der eine konzentriert sich
auf die Optimierung des Dissipationsverdünnungseffekts, der andere auf die Reduzierung der

intrinsischen Dämpfung. Ersterer basiert auf einer Verbreiterung der Einspannung von na-
nomechanischen String-Resonatoren, wobei numerisch gezeigt wird, dass die Krümmung an

der Grenze String-Substrat reduziert und somit einer der limitierenden Faktoren von stark
gespannten Resonatoren potenziell umgangen wird. Durch eine systematische Untersuchung
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von Strings mit unterschiedlichen Orientierungen und Krümmungsradien relativ zu dem um-
gebenden Substrat, ergeben sich jedoch nur marginale Q-Erhöhungen. Die Limitierung ist
auf die erhöhte, biegunsfähige Materialmenge durch die Klemmverbreiterung zurückzufüh-

ren. Simulationen mit der Finite-Elemente-Methode bestätigen die Experimente und zeigen

dadurch einen einfachen Weg zur Optimierung des Resonator-Designs.
Bei nanomechanischen Resonatoren wird bei immer größeren Oberflächen-zu-Volumen-

Verhältnissen die Oberflächenreibung zum dominierenden intrinsischen Dämpfungsmecha-
nismus. Im zweiten Ansatz zur Q-Erhöhung wird versucht, die Oberflächenreibung durch

Ausheizen der Resonatoren in einer Ultrahochvakuum-Umgebung, zu reduzieren. Dieses Ver-
fahren wird an unterschiedlichen Resonatorgeometrien durchgeführt. Unabhängig von der

Geometrie führt diese Methode immer zu einer deutlichen Q-Erhöhung. Es werden Steige-
rungen des intrinsischen Gütefaktors um eine Größenordnung beobachtet, die in direktem

Zusammenhang mit einer reduzierten Oberflächendämpfung stehen. Es wurde gezeigt, dass
die Glühbehandlung reproduzierbar und zerstörungsfrei ist und die mechanischen Eigenschaf-

ten des Resonators nur vernachlässigbar beeinflusst. In Anbetracht der Tatsache, dass diese
Methode auf alle in der Literatur zu findenden Hoch-Q Resonatoren angewandt werden kann,

stellen diese Ergebnisse einen wichtigen Fortschritt bei der Realisierung von Quantenexperi-
menten bei Raumtemperatur dar.

Im zweiten Teil dieser Doktorarbeit, der sich mit der Anwendung von Hoch-Q Resonato-
ren als Sensoren beschäftigt, wird eine detaillierte Untersuchung der Frequenzschwankungen

vorgestellt. Als betrachtetes System werden nanomechanische String-Resonatoren eingesetzt
und die Frequenzstabilität wird mit Hilfe der Allan-Deviation, sowohl in offenen, als auch in

geschlossenen Regelschleifen Konfigurationen, charakterisiert. Für die offene Regelschleife
wird gezeigt, wie die Allan-Deviation in einen durch thermomechanisches Rauschen begrenz-

ten Bereich und einen, durch das Hintergrundrauschen der Detektion begrenzten unterteilt
wird. Da die letztgenannte Rauschquelle potenziell ein niedrigeres Level als das thermome-

chanische Rauschen aufweist, wird gezeigt, dass die Frequenzstabilität grundsätzlich immer
durch das thermomechanische Rauschen begrenzt wird, wobei die Reaktionszeit durch die

intrinsischen Eigenschaften des Resonators definiert ist. Weiters wird gezeigt, dass die Reak-
tionszeit bei Verwendung einer geschlossene Regelschleife, schneller ist als durch die intrin-

sische Grenze vorgegeben, allerdings auf Kosten eines erhöhten Rauschens. Außerdem wurde
gefunden, dass bei der Verwendung von optischen Detektionsmethoden die Fluktuationen der

Laserleistung ein potentiell begrenzender Faktor für die Frequenzstabilität sind. Die Messun-
gen werden durch theoretische Berechnungen der Allan-Deviation unterstützt und zeigen eine

sehr gute Übereinstimmung, was das Design zukünftiger Sensoren mit optimierter Frequenz-
stabilität ermöglicht.

Der letzte Teil der Arbeit demonstriert, wie lokalisierte Defekt-Moden von low-stress
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phononischen Kristallmembranen (PnC) als thermische Sensoren genutzt werden können.

Hier wird die thermische Antwort durch Lasererwärmung der Membranmitte quantifiziert,
die durch den photothermischen Effekt die Resonanzfrequenz verschiebt. Aufgrund der Per-

foration der Membranen und der erhöhten Überlappung zwischen den Defekt-Moden und

dem Temperaturfeld, das aus der Laserwärmequelle resultiert, zeigt sich, dass die thermische
Empfindlichkeit von PnC-Membranen potenziell um eine Größeordnung größer ist, als die

von vergleichbaren Membranen. Eine noch größere thermische Antwort wird durch eine geo-
metrische Spannungsreduktion erreicht, die durch die Implementierung einer PnC-Membran

in ein nanomechanisches Trampolin erzielt wird. Schließlich wird die relative Verschiebung
von Defekt-Mode und Bandlücke durch Lasererwärmung präsentiert. Es wird gezeigt, wie die

Defekt-Mode thermisch so weit verschoben werden kann, dass sie die phononische Bandlücke
vollständig verlässt. Diese Ergebnisse dienen als Grundlage für die weitere Optimierung des

Resonatordesigns und ebnen den Weg für eine neue Klasse von thermischen Sensoren mit
noch nicht da gewesenen Sensitivitäten.





Contribution to Original Knowledge

The research conducted during this PhD project represents a small, but important step for-
ward in the field of nanomechanical resonators. Various original contributions to the knowl-

edge in this field could be made, the most significant of which include:

• Investigation of widening the clamping of nanomechanical string resonators as a method
of enhancing the dissipation dilution effect and thus the quality factor. For the first time,

the influence of the resonator orientation relative to the substrate is presented, which is
revealed to be essential in achieving quality factor enhancement. The limitation of this

method is also shown, resulting only in slight enhancements even in the optimum con-

figuration, which contributes to the solving of a puzzle in the stressed nanomechanical
resonators field.

• Significant enhancement of the quality factor through reduction of surface friction. This

was achieved by means of annealing nanomechanical resonators in an ultrahigh vac-
uum, conducted on both uniform resonators and soft-clamped phononic crystal mem-

branes, with enhancements approaching an order of magnitude through annealing alone
achievable. The influence of annealing on the tensile stress was also investigated, which

provides further understanding of the origin of the quality factor enhancement. These
findings contribute to perhaps the final step necessary for increasing the quality factor

to values allowing room-temperature quantum optomechanics.

• Systematic investigation into the frequency fluctuations of high quality factor string res-
onators, representing a regime where the resolution bandwidth is significantly greater

than the resonance linewidth. The different sources of noise present in such systems
are measured and their contribution to the frequency stability revealed, which includes

a fundamental limitation to optical detection schemes set by the power stability of the
probe laser. Frequency tracking is performed in both open-loop and closed-loop config-

urations, which shows the unavoidable trade-off between high speed and low noise. All
of the measured data are corroborated by a theory-based model, meaning these findings

serve as a platform for the design of future resonators with optimal sensor performance.

ix
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• Application of low-stress phononic crystal membranes as thermal sensors, investigated

through laser heating of the membranes and measuring the photothermal detuning. It
is shown how the perforation of such resonators, combined with the larger overlap

between the defect mode shape and the laser heating induced temperature field, results

in an enhanced thermal response compared to uniform membrane resonators of equal
size. It is also shown how the stress can be lowered by engineering a phononic crystal

into a nanomechanical trampoline, which further enhances the thermal responsivity.
This phononic crystal trampoline design adds knowledge to the stress engineering field

and can be used as a template for future thermal sensor designs as well.
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1
Introduction

Resulting from the technological revolution of the previous century, the amount of scien-

tific discoveries has increased rapidly [1]. From these scientific advances, a new field of re-
search named nanotechnology has emerged [2]. As the name would suggest, nanotechnology

deals with research conducted at length scales on the order of nanometers, i.e. one-billionth
of a meter. Typically, however, the transition between micro- (10−6 meters) and nanotech-

nology is set by having one dimension smaller than 100 nanometers. On such small scales,
the properties of materials can differ significantly from the physical and chemical laws de-

scribing the macroscale, with quantum mechanical effects often coming into play [3]. Many
well-established subfields of nanotechnology, spanning the fields of physics, chemistry, and

biology, have emerged, with prime examples being nanomedicine [4], nanoelectronics [5],
nanophotonics [6], and, central to this thesis, nanomechanics [7]. A great deal of progress

in all of these fields is owed to the continuous development of micro- and nanofabrication
techniques, allowing reliable and reproducible manufacturing of increasingly small structures

[8].
The origin of nanomechanics can be traced back to the microelectronics field, where the

incorporation of mechanical elements into microscale devices has led to the well-established
field of microelectromechanical systems (MEMS) [9]. One of the main drives behind MEMS

is their application as sensors, where changes to the environment of the mechanical element
result in a shift of the mechanical resonance frequency [10]. Logically, by reducing the device

scale even further, the field of nanoelectromechanical systems (NEMS) has emerged [11]. The
mechanical element in NEMS, from this point on called a (nano)mechanical resonator, can

be of any given shape, with common geometries including cantilevers [12], bridges [13],
and drums [14]. The properties of nanomechanical resonators resemble their macro- and

microscale counterparts, but, owing to the smaller dimensions, the resonance frequencies of
mechanical modes will be higher, while their effective masses are significantly smaller [15].

The implications of these benefits are a faster sensor response and increased responsivity

1
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towards external stimuli [16], which has lead to such accomplishments as yoctogram mass
sensitivity [17] and attonewton force sensitivity [18].

An additional parameter of great importance to the study of nanomechanical resonators is
the mechanical quality factor Q, which quantifies the energy decay rate per cycle of vibration

[19]. Maximizing the Q results in a reduction of the phase noise [20] and intrinsic force noise
[21], while enhancing the force responsivity of resonant sensors based on the vibrational am-

plitude [16]. Besides the potential benefits of increased Q for sensing applications, a great
deal of effort towards enhancing Q has been made in the field of quantum cavity optomechan-

ics [22, 23]. The primary focus of this field is to study the coupling of light to the motion of
mechanical resonators. What makes this field particularly interesting is the possibility of ex-

ploring the quantum regime of mechanical devices, with, among others, ground-state cooling
[24, 25], entanglement [26, 27], and mechanical mode squeezing [28, 29] already experimen-

tally demonstrated. Nonetheless, such observations have thus far been limited to cryogenic
temperatures, owing to the very few coherent oscillations possible at room temperature before

a thermal phonon enters the system and causes decoherence [23, 30]. The point at which room
temperature quantum mechanics should be achievable is determined by the product of the Q

and the resonance frequency fr, with a theoretically required limit of Q × fr > 6 × 1012 Hz.
This explains the attention given towards nanomechanical resonators since they allow the

potential combination of high Q, as well as high fr owing to the reduced size.
Despite the benefits of high-Q nanomechanical resonators, a general observation is a re-

duction in Q with decreasing resonator dimensions [31, 32]. This can be more clearly visual-
ized by inspecting Figure 1.1, which plots Qs of a variety of different mechanical resonators

found in the literature as a function of the resonator volume V [33]. An overall Q ∝ V1/3

trend can be observed, which has been attributed to increased surface friction resulting from

the larger surface-to-volume ratio. However, a notable exception to this trend can also be
discerned from this plot, namely the case of high-stress resonators. Indeed, recent investi-

gations have shown remarkably large room temperature Qs of resonators under tensile stress
[34–36], which is owed to the stress-induced dissipation dilution effect [37, 38]. By maxi-

mizing this effect, room temperature Qs approaching one billion for megahertz devices have
been reported [39, 40], resulting in a Q × fr products exceeding 1015 Hz. Evidently, research

is now pushing closer to the limit where room temperature quantum experiments are feasible.
Even though the Qs of stressed resonators already far exceed the expectations for such di-

mensions and frequencies, the dissipation dilution effect is independent of the above-mentioned
surface friction. In fact, it has been shown that stressed resonators remain surface loss lim-

ited, indicating that a ceiling in terms of Q is yet to be reached [48]. This is exactly where
the research presented in this thesis comes into play. On the one hand, the thesis aims to

further enhance the Qs of stressed silicon nitride (SiN) resonators, which is the most well-
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Figure 1.1: Dependence of the mechanical quality factor Q on the resonator volume V . Var-
ious types of mechanical resonators are included in the plot, spanning a size range from
nanomechanical to macroscopic devices. The style of the figure as well as most of the data
points are taken from Figure 2 in [33], while additional values for the Qs of strings [37, 38],
membranes [41–45], trampolines [46], and soft-clamped resonators [39, 40] have been added
(dark red data points). Some of the added points were taken from Figure 1.5 in [47]. The
circled data point represents the largest measured Q shown in this thesis. NEMS: Nanoelec-
tromechanical systems, MEMS: Microelectromechanical systems, CNT: Carbon nanotube.

studied nanomechanical system displaying the dissipation dilution effect. The main approach

to enhancing the Q will be by reducing the surface friction, with the goal of reaching unprece-
dentedly large room temperature Qs. On the other hand, it was explicitly stated above that one

of the main motivations behind NEMS is their application as sensors. In particular, despite the
benefits of high Qs mentioned above, very few investigations into the frequency fluctuations

of high-Q resonators exist. Therefore, the application of SiN resonators as resonant sensors is
addressed in this thesis, both by investigating the fundamental limitations to their frequency

stability and by demonstrating superior thermal sensing ability.

1.1 Thesis Outline

As already mentioned, the main focus of this thesis is to study various properties of high-
Q nanomechanical SiN resonators to achieve both unrivaled room temperature Qs as well as

excellent thermal responsivities for quantum optomechanics and thermal sensing applications,
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respectively. In that sense, the results of the thesis can be divided into two main parts:

(i) The first part of the presented results is primarily concerned with maximizing the me-
chanical quality factor of stressed SiN resonators. In the first approach, the clamping of

nanomechanical string resonators is widened with the purpose of minimizing the bend-
ing at the clamping, which is the limiting factor in the dissipation dilution effect. The

second approach focuses on reducing surface friction by annealing resonators in an ul-
trahigh vacuum. Here, the main goal is to not only study the possible Q-enhancements,

but also achieving record Qs at room temperature by combining the reduced surface
friction with state-of-the-art stressed SiN resonator designs.

(ii) Provide an understanding of the fundamental limits to the frequency stability of high-Q

SiN resonators as well as displaying their possible use as thermal sensors. The fre-
quency fluctuations are investigated by means of SiN string resonators, where the influ-

ence of various experimentally controllable parameters are shown, as well as providing
a theory-based model capable of predicting the frequency stability limits. Thermal

sensing is demonstrated using phononic crystal membranes, where the displacement
field of soft-clamped defect modes combined with the membrane perforation promises

potentially enhanced thermal responsivities compared to uniform resonators.

Keeping the above-mentioned goals in mind, the subsequent chapters of the thesis are
structured as follows:

Chapter 2: Fundamental theory of mechanical resonators is provided, attempting to nar-
row down the focus to the case of stressed resonators. Theoretical models describing differ-

ent properties of resonators are shown and discussed, including bending vibrations of one-
dimensional and two-dimensional mechanical systems, different extrinsic and intrinsic dissi-

pation mechanisms, heat transfer mechanisms, and fundamental noise processes.

Chapter 3: A detailed introduction to the different methodologies required for the acquisi-
tion of the presented results is given, which includes a fabrication process flow for suspended

resonators, optical analysis of the vibrational properties using laser-Doppler vibrometry, ul-

trahigh vacuum systems capable of integration with optical transduction schemes, and finite
element method simulations of the various mechanical properties.

Chapter 4: The influence of clamp-widening on the quality factors of nanomechanical string

resonators is explored in this chapter. A comparative study is made between strings oriented
diagonally and perpendicularly with respect to the supporting silicon frame. It is shown how

only marginal Q-enhancements are possible using this approach, with the experimental results
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supported by numerical simulations throughout the chapter.

Chapter 5: An experimental investigation into the surface friction loss mechanism in stressed
resonators is given. By annealing samples in an ultrahigh vacuum environment, results in sup-

port of reduced surface friction are given for both strings, membranes, and phononic crystal
membranes. Through the latter geometry, room temperature Qs on the order of 108 are mea-

sured, rivaling the current state-of-the-art Qs previously demonstrated.

Chapter 6: Limits to the frequency stability of high-Q nanomechanical string resonators

are presented here. Such resonators are characterized by resonance linewidths significantly
smaller than the measurement bandwidth, which leads to the detection noise of the transduc-

tion system being discernible in the resonator noise. In addition, it is shown how laser power
fluctuations pose a fundamental limitation to the frequency stability, when employing opti-

cal detection schemes. Theory-based models corroborate most of the measurements, thereby
presenting a tool for the prediction of frequency fluctuations in mechanical resonators.

Chapter 7: The application of low-stress phononic crystal membranes as thermal sensors is

demonstrated. Resulting from the soft clamping effect, the localized modes on such mem-
branes display a greater overlap to the temperature field of a central point source. As a result

of this overlap, and the reduced effective thermal conductivity resulting from the membrane
perforation, thermal responsivities an order of magnitude greater than uniform membranes of

equal size are possible. Additional enhancement in the thermal responsivity is demonstrated
using geometrical stress reduction.





2
Theoretical Background of Mechanical
Resonators

In this chapter, fundamental models describing the vibrational properties of nanomechan-

ical resonators are presented, with a particular emphasis on resonators under tensile stress.
The first part of the chapter deals with the modeling of mechanical vibrations, introducing

the driven damped vibration model, followed by a derivation discussion of the equations of
motion for both string and membrane resonators. Focus then shifts toward discussing the

various dissipation mechanisms influencing the mechanical quality factor, both extrinsic and
intrinsic to the resonator. Thereafter, heat transfer mechanisms and theoretical models of the

thermal responsivity in strings and membranes are introduced. Finally, frequency noise in
nanomechanical systems is discussed, focusing on thermomechanical noise, before moving

into describing the Allan deviation. The notation used for physical quantities and variables is

similar to that used in [16].

2.1 Modeling of Mechanical Vibrations

This section will provide an introduction to analytical models describing the vibrations of

mechanical systems. The focus will initially be on the modeling of driven damped vibrations,
which introduces some general concepts essential to the remainder of the theory. Afterwards,

theoretical models of the bending vibrations of one-dimensional and two-dimensional stressed
resonators are presented.

7
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2.1.1 Driven Damped Vibration

By definition, a vibration is described as the periodic oscillation of a given elastic body about
its equilibrium position [49]. The vibration can, for example, be initiated by an external

force and restoring forces then pull the structure back towards equilibrium. The frequency at
which this vibration naturally occurs in a lossless structure is called the eigenfrequency [16].

At the eigenfrequency, the kinetic energy of the mechanical vibration equals the potential
energy stored in the deformation of the elastic body. For continuum mechanical structures,

more than one natural frequency exists, corresponding to individual eigenmodes. In a lossless
mechanical structure, no energy would be lost during the oscillation and the system would

endlessly oscillate at the eigenfrequency at a constant amplitude as a result. However, real
mechanical structures exhibit dissipation, translating into a loss of energy during oscillation

and decay of the vibrational amplitude. When dissipation is present, the term eigenmode
is replaced by resonance and the frequency at which the damped vibration has its largest

amplitude is called the resonance frequency. The specific case of a driven damped vibration is
derived and discussed in this section, since this model gives an introduction to many physical

quantities that will be used extensively throughout the thesis, and also discusses how they are
related to one another. Dissipation is here introduced as a quantity in the model, while the

different dissipation mechanisms will be explained in Section 2.2. The derivation presented

here is based predominantly on Section 1.2.1.3 in [16].
In order to model driven damped vibrations analytically, a lumped-element model is em-

ployed, where the mechanical structure is modeled as a one-dimensional resonator composed
of an ideal (massless) linear spring, a linear damping element, and a mass, as sketched in

Figure 2.1(a). Nonlinear vibrations will not be considered here. The change in the length of a
linear spring is proportional to the applied force, thus serving to model the resonator displace-

ment. Dissipative forces are assumed to be proportional to the velocity of the vibration and
modeled using a dashpot. Given that the support, to which the spring is attached, is assumed

to be immovable, motion is only allowed along a single direction, hence it being classified
as a single degree of freedom system. Based on these assumptions of the lumped-element

model, one can derive the equation of motion by means of force balancing [50]

mz̈ (t) + cż (t) + kz (t) = F (t) , (2.1)

where m is the total mass, c the damping coefficient, k the spring constant, and z (t) the time-
dependent displacement response resulting from the driving force F (t). Before moving into

the driven damped response, a number of properties have to be defined. Assuming a free
vibration, i.e. the case of F (t) = 0, one can derive the mechanical eigenfrequency ω0 of
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a lossless mechanical system, also called an oscillator, and the damping ratio ζ, which are

defined as

ω0 =

.
k
m

(2.2)

ζ =
c

2
√

km
. (2.3)

In order to derive the driven damped response of the mechanical system, a sinusoidal driving

force F (t) = F0cos (ωt) is assumed, where F0 is the amplitude and ω the frequency of the
drive. With this force in mind, the stationary solution to Equation (2.1) is

z (t) = z0eiωt, (2.4)

with z0 being the vibrational amplitude. By inserting Equation (2.4) into Equation (2.1), one

arrives at the following expression for the amplitude

z0 =
F0/m�

ω2
0 − ω2

$
+ 2iζω0ω

. (2.5)

This amplitude can then be converted from complex to polar form with the magnitude

|z0| = F0/m+�
ω2

0 − ω2
$2
+ 4ζ2ω2

0ω
2
, (2.6)

and the phase lag with respect to the drive

φ = arg (z0) = arctan

""""" 2ζω0ω

ω2 − ω2
0

))))) . (2.7)

The real specific solution to the equation of motion then becomes

z (t) = z0cos (ωt − φ) = F0/m+�
ω2

0 − ω2
$2
+ 4ζ2ω2

0ω
2

cos

"""""ωt − arctan

""""" 2ζω0ω

ω2 − ω2
0

)))))))))) . (2.8)

Rewriting Equations (2.6) and (2.7) as functions of relative frequency ω/ω0, one arrives at

|z0| = F0/k+�
1 − (ω/ω0)2

$2
+ 4ζ2 (ω/ω0)2

(2.9)

φ = arctan
�

2ζ (ω/ω0)
(ω/ω0)2 − 1

%
. (2.10)

The coefficient F0/k in the numerator of Equation (2.9) represents the quasi-static displace-
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ment amplitude, which the system would experience at very low frequencies. As such, nor-

malizing Equation (2.9) to the static displacement results in the dynamic magnification factor

δz0 =
1+�

1 − (ω/ω0)2
$2
+ 4ζ2 (ω/ω0)2

. (2.11)

Equations (2.11) and (2.10) have been plotted in Figures 2.1(b) and 2.1(c), respectively, for
increasing values of ζ. Inspecting the driven amplitude response, a maximum is observed

around ω/ω0 = 1, i.e. with a driving frequency near the eigenfrequency ω0. The frequency at
which the maximum amplitude occurs is called the resonance frequency ωr and is given as

ωr = ω0

+
1 − 2ζ2. (2.12)

It can be observed that when the damping ratio ζ � 1, the resonance frequency will be nearly

equal to the eigenfrequency, ωr ≈ ω0, hence why the two terms are often used interchangeably
for systems with low damping. Inserting Equation (2.12) into Equation (2.10) gives the phase

lag at resonance

φr = arctan

""""" -1 − 2ζ2

ζ

))))) , (2.13)

which, for ζ � 1, gives φr ≈ π/2 = 90°.
At lower frequencies, the dynamic magnification δz0 = 1, meaning a vibrational ampli-

tude equal to the static deflection z0 = F0/k. For slight damping, the vibrational amplitude
can be observed to increase beyond the static deflection in Figure 2.1(b), with the amplitude

increasing for lower damping. By inserting Equation (2.12) into Equation (2.9), the amplitude
at resonance can be shown to be

z0
000
ω=ωr

=
F0

k
1

2ζ
-

1 − ζ2
=

F0

k
Q. (2.14)

The amount of amplitude amplification at resonance is therefore given by the so-called quality

factor Q of the resonance, which, for ζ � 1, reduces to

Q ≈ 1
2ζ
. (2.15)

This factor not only describes the amplitude amplification, it also determines the sharpness of
the resonance peak [51]. In terms of the phase, the slope of the phase response at resonance

(Equation (2.10)) can be seen to become steeper for lower damping. For very slight damping,
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Figure 2.1: Driven damped vibration of a lumped-element model resonator. (a) Schematic of
a damped one-dimensional resonator driven by a sinusoidal force F (t) = F0cos (ωt), where
ω is the driving frequency, resulting in a displacement z (t). The resonator is characterized
by its mass m, spring constant k, and damping coefficient c. (b) Amplitude response of linear
resonator according to Equation (2.11) for increasing damping ratios ζ. The x-axis shows ω
normalized to the mechanical eigenfrequency ω0. (c) Phase response of a linear resonator
calculated using Equation (2.10) for increasing ζ. Figure is inspired by Figure 1.18 in [16].
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where ωr ≈ ω0, the slope at resonance becomes

∂φ

∂ω

00000
ω=ω0

=
1
ζω0
≈ 2Q
ω0
. (2.16)

Since the quality factor is directly related to the amount of damping in a given resonance,
it is physically defined as the ratio of the total energy in the system W to the energy lost during

one cycle of vibration ΔW according to

Q = 2π
W
ΔW
. (2.17)

As mentioned in the beginning of this section, the energy of a mechanical structure constantly

commutes between kinetic and potential energy, meaning that the total energy of the system

can be defined as both the maximum kinetic energy and the maximum elastic energy stored
in the spring. Here, the former is employed for the derivation, and, assuming a displacement

at resonance z (t) = z0cos (ωrt), the total energy can be written as

W =
1
2

mż2 =
1
2

mz2
0ω

2
r . (2.18)

Given that the displacement is periodic in time, then so must the total energy as well. The

energy lost during one cycle of vibration must therefore be equal to the work done by the
dissipative force Fd = −cż over one cycle

ΔW = −
� 2π/ωr

0
Fd żdt =

� 2π/ωr

0
cż2dt = πcz2

0ω
2
r . (2.19)

Inserting Equations (2.18) and (2.19) into (2.17), one arrives at

Q = 2π
W
ΔW
=

mωr

c
. (2.20)

Using the fundamental definitions of the damping ratio and resonance frequency given in

Equations (2.3) and (2.12), respectively, one finally arrives at

Q =

-
1 − 2ζ2

2ζ
, (2.21)

which reduces to Equation (2.15) for ζ � 1, meaning that the amplitude amplification factor
and energy-based definitions are equivalent for slight damping. Different sources of dissipa-

tion will be discussed in Section 2.2, while methods employed to determine Q experimentally
are discussed in Section 3.2.4.
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2.1.2 Free Bending Vibration of Strings

Having established some general properties of resonators in the previous section, it is time to
move the focus towards specific mechanical geometries. In this section, the bending modes

of mechanical strings will be derived and discussed, following the approach of Section 1.1.1
in [16]. The analytical models presented here are derived using Euler-Bernoulli beam the-

ory, which are a set of models developed in the eighteenth century to calculate the bending
characteristics of beams. A beam is defined as a very long and narrow mechanical structure,

and its properties can be modelled accurately assuming rotational inertia and shear deforma-
tion can be neglected [9]. The most common cases are beams with rectangular and circular

cross-sections, with the latter not considered here. A rectangular beam is characterized by
its length L, width w, and thickness h. Beams fixed at both ends are called doubly clamped

beams or bridges, and a string is a special case of a doubly clamped beam under tensile stress
σ, with an illustration given in Figure 2.2(a). A substrate has been included in the schematic

as well, but this only serves to illustrate actual samples, and the models presented do not take
any substrate into account.

The equation of motion of a string is similar to that of a doubly clamped beam, but with an
added tensile force term N = σA, where A = wh is the cross-sectional area of the beam. Only

out-of-plane vibrations of the string are discussed here. Assuming a linear elastic material,

small deflections u (x, t), and no damping, the equation of motion of a string can be written as

ρA
∂2u (x, t)
∂t2 + EIy

∂4u (x, t)
∂x4 − N

∂2u (x, t)
∂x2 = 0. (2.22)

Here, ρ is the mass density, E the Young’s modulus, and Iy the geometrical moment of inertia
with respect to the y-axis, which, for a beam of rectangular cross-section, is defined as

Iy =
Ah2

12
. (2.23)

In the case of simply supported beam, i.e. one that allows rotation of the clamping points, the

solution to Equation (2.22) is a superposition of the string eigenmodes, and through separation
of variables, can be divided into a position-dependent and a time-dependent term

u (x, t) =
∞/

n=1

ψn (x) cos (ωnt) , (2.24)

where n is the modal number and ωn is the eigenfrequency of the nth mode. The mathematical
function ψn (x) is called the mode shape function of the beam, which models the deformation

of the string. Given the simply supported beam assumption, the boundary conditions of a
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string are

ψn (0) = ψn (L) =
∂2

∂x2ψn (0) =
∂2

∂x2ψn (L) = 0. (2.25)

The mode shape is assumed to sinusoidal with wavenumber βn

ψn (x) = ψ0,nsin (βnx) , (2.26)

which can be inserted into Equation (2.22), yielding the eigenfrequency

ωn = β
2
n

,
EIy

ρA

,
1 +

σA
EIyβ

2
n
. (2.27)

A wavenumber that satisfies the boundary condition given in Equation (2.25) is

βn =
nπ
L
, (2.28)

which one can insert into Equation (2.27) to identify two extremes. In the first case

σA
EIy

 L
nπ

'2
� 1, (2.29)

which leads to the eigenfrequency reducing to that of an unstressed doubly clamped beam

[16]. In the opposite extreme

σA
EIy

 L
nπ

'2
� 1, (2.30)

the flexural rigidity can be neglected and the eigenfrequency reduces to

ωn =
nπ
L

.
σ

ρ
, (2.31)

which is the eigenfrequency equation of a string. In experiments, when discussing the eigen-

frequency of a string, the temporal frequency is used instead of the angular frequency, in
which case Equation (2.31) becomes

fn =
ωn

2π
=

n
2L

.
σ

ρ
. (2.32)

Assuming that the condition given in Equation (2.30) is fullfilled, the eigenfrequency of a

string can be accurately calculated using Equation (2.31). However, real strings are clamped
at the ends, which adds a non-negligible flexural rigidity that alters the mode shape from the
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purely sinusoidal assumption used above. In order to find the real mode shape of a string,
Equation (2.27) is rearranged to

β4
n +
σA
EIy
β2

n − ω2
n
ρA
EIy
= 0, (2.33)

which can be solved to yield four values of βn. Through some derivation, two positive solu-

tions can be found, the first of which turns out to be the wavenumber of a perfect string given
in Equation (2.28), from here on out labeled βσ, while the other solution is

βn = βE =

,
σA
EIy
, (2.34)

which is related to the flexural rigidity of the string. Using these two wavenumbers, a general

solution to the mode shape function can be written as

ψn (x) = ancos (βσx) + bnsin (βσx) + cncosh (βE x) + dnsinh (βE x) , (2.35)

where an, bn, cn, and dn are coefficients specific to each boundary condition. Using the bound-
ary conditions of a doubly clamped bridge

ψn (0) = ψn (L) =
∂

∂x
ψn (0) =

∂

∂x
ψn (L) = 0, (2.36)

the coefficients in Equation (2.35) can be found, in the end leading to a simplified expression

for the mode shape function of a string

ψn (x) =
�
sin (βσx) − βσ

βE



cos (βσx) − e−βE x

�%
. (2.37)

This mode shape has been plotted in Figure 2.2(b) for the first 3 bending modes of a string.

From the equation, the mode shape function can be seen to consist of a sinusoidal term repre-
senting the string-like motion, and an exponential edge-correction term coming from βE . The

length scale at which this correction is relevant is called the decay length and is given as

Lc =
1
βE
=

.
EIy

σA
. (2.38)

Not only does the edge-shape term impact the mode shape function, it turns out to influence
the quality factor of stressed resonators significantly, as will be discussed in Section 2.2.4.



CHAPTER 2. THEORETICAL BACKGROUND OF MECHANICAL RESONATORS 16

Figure 2.2: Mechanical vibrations of a string resonator. (a) Illustration of a string resonator
on a substrate, showing how the length L, width w, and thickness h of the string are defined.
The string is subjected to a pulling force N = σA, where σ is the tensile stress and A = wh the
cross-sectional area. (b) Analytical calculations of the mode shape of the first three bending
modes of a string resonator according to Equation (2.37).

2.1.3 Free Bending Vibration of Membranes

The two-dimensional equivalents to bridges and strings are called plates and membranes (also

called drums), respectively. In the case of a plate, the flexural rigidity of the structure dictates
its mechanical properties, while for a membrane, the tensile stress is the dominating fac-

tor. Only membranes will be given further attention here, specifically the case of rectangular
membranes. The derivation given here is based predominantly on Section 1.1.3 in [16]. As-

suming once again a linear elastic material, the equation of motion of a rectangular membrane
is given by the two-dimensional wave equation [52, 53]

σ∇2u − ρ∂
2u
∂t2 = 0, (2.39)

which can be solved, assuming the membrane is simply supported, by separation into temporal

and spatial terms. For any specific mode, the solution can be written as

un j (x, y, t) = ψn j (x, y) cos
�
ωn jt
$
, (2.40)

with a sinusoidal mode shape function given as

ψn j (x, y) = u0,n jsin
�
nπx
Lx

%
sin
�

jπy
Ly

%
. (2.41)

Here, n and j are the modal numbers, Lx and Ly are the side lengths of the membrane in
the x- and y-directions, respectively, and ωn j the eigenfrequency of mode (n, j). Inserting
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Figure 2.3: Mechanical modes of square membrane resonators. (a) Illustration of a square
membrane on a substrate, highlighting the definitions of side length L, thickness h, and diag-
onal length Ld. (b) Finite element method simulated mode shape of the (1,1), (1,2), (2,1), and
(2,2) bending modes of a square membrane.

Equation (2.40) into Equation (2.39) gives the eigenfrequency of a membrane

ωn j =

.
σ

ρ

,�
nπ
Lx

%2
+

�
jπ
Ly

%2
, (2.42)
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which, assuming a square membrane where Lx = Ly = L, reduces to

ωn j =
π
-

n2 + j2

L

.
σ

ρ
. (2.43)

Further converting this expression to temporal frequencies results in

fn j =
ωn j

2π
=

-
n2 + j2

2L

.
σ

ρ
. (2.44)

Figure 2.3(a) displays a schematic of a square membrane on a substrate. While the mode
shapes of membranes can be approximated analytically, finite element method (FEM) simu-

lations provide a more accurate representation of the actual mode shape and is therefore used
here instead [16]. FEM simulations of the (1,1), (1,2), (2,1), and (2,2) bending modes of a

square membrane are shown in Figure 2.3(b). How these simulations are performed will be
described in Section 3.4.1.

2.2 Dissipation Mechanisms of Nanomechanical Resonators

In Section 2.1.1, the quality factor was introduced, shown to directly increase both the max-
imum displacement and sharpness of the amplitude response of a resonator. Physically, it is

defined as the total energy of a mechanical system divided by the energy lost during one cycle

of vibration. This section serves to introduce the different dissipation mechanisms causing
the energy loss. In general, multiple mechanisms can cause dissipation of energy for a system

at the same time, each loss mechanism characterized by its own Q [19]. The most prominent
sources of dissipation for the resonators investigated here include gas damping (Qgas), radia-

tion loss (Qrad), and intrinsic loss (Qint), and the total mechanical quality factor can be found
by adding each dissipation mechanism according to [16]

1
Q
=

1
Qgas

+
1

Qrad
+

1
Qint
. (2.45)

Additional sources of loss also exist, such as electrical charge damping [54] and Eddy current

losses [55, 56], both of which are of no relevance to the resonators studied here and therefore

not given any further attention.



19 2.2. DISSIPATION MECHANISMS OF NANOMECHANICAL RESONATORS

2.2.1 Gas Damping

This section deals with the energy loss resulting from the interaction of a mechanical resonator
with a surrounding gas, which is conveniently labeled gas damping. It belongs to a class

of loss mechanisms called medium interaction losses, which includes both liquid and gas
damping. The effect of immersing a resonator in a liquid, including the dependency on the

viscosity of the liquid, has been theoretically modeled, mainly for cantilever beams employed
for atomic force microscopy [57–60]. Since no measurements presented here were performed

on resonators immersed in liquids, focus will be on gas damping exclusively.
The influence of gas damping depends not only on the pressure of the gas surrounding

the resonator but also on the geometry and frequency of the resonator itself [61–64]. When
discussing analytical models that describe gas damping, it is important to note the different

regimes existing depending on the pressure of the surrounding gas. Two overall regimes
emerge, which are called the ballistic regime and fluidic regime. A common quantity used to

separate the two regimes is called the Knudsen number, Kn, which is the ratio of the mean
free path of the surrounding gas λ f to the characteristic length scale of the resonator Lr [62,

65, 66]

Kn =
λ f

Lr
. (2.46)

As an example, for a string resonator, Lr can be set equal to both the length, width, or thickness
of the string, though the size transverse to the direction of motion is most often chosen [65].

However, in the case of squeeze-film damping, which will be discussed further below, Lr

would refer to the gap between the resonator and the nearby surface. The mean free path can

be written as

λ f =
kBT√
2πd2

gas

1
p
, (2.47)

where kB is the Boltzmann constant, T is the temperature, dgas is the diameter of the gas

particles, and p is the pressure. If the mean free path of the gas molecules is shorter than

the characteristic length of the resonator, meaning Kn < 1, then the system is said to be in
the fluidic regime, while in the opposite case, where Kn > 1, the system is in the ballistic

regime. The fluidic regime typically occurs at larger pressures, where the air can be modelled
as a viscous fluid. Given that nearly all results presented in this thesis were performed at low

vacuum pressures, meaning at pressures far below the fluidic regime, only models describing
the ballistic regime are provided below.

In the ballistic regime, the fluidic assumption breaks down and interaction with individual



CHAPTER 2. THEORETICAL BACKGROUND OF MECHANICAL RESONATORS 20

gas molecules has to be modeled. The energy loss in this regime occurs due to momentum

transfer between the surrounding gas and the resonator. Depending on the direction of gas
particles relative to the motion of the resonator, energy will either be transferred to or taken
from the resonator. Since more particles collide with the frontside of the resonator than the

backside, an overall energy loss will occur. With this in mind, two different scenarios exist,
namely an isolated resonator in vacuum, which is limited by drag-force damping [67], and

a resonator in close proximity to an underlying substrate, which is limited by squeeze-film

damping [68]. For a resonator limited by drag-force (df) damping, the Q can be defined as

[67]

Qgas,df =
ρhω0

4

.
π

2

,
RgasT
Mm

1
p
, (2.48)

with ω0 being the eigenfrequency of the mode, Rgas the universal molar gas constant, and
Mm the molar mass of the gas. Though Equation (2.48) was derived for an isolated plate in

vacuum, it has been shown to be valid for flexible beams as well [69]. In the case of squeeze-
film (sf) damping, a theoretical expression for the quality factor of plates exists as well and is

given as [68]

Qgas,sf = 16π
d0

Lp
Qgas,df

= (2π)3/2 ρhω0
d0

Lp

,
RgasT
Mm

1
p
.

(2.49)

Here, d0 is the distance between the resonator and the substrate, and Lp is the peripheral length
of the resonator. Both of these models predict a linear dependence of Q on the gas pressure.

In reality, where multiple damping mechanisms coexist simultaneously, the p-dependence
is less straightforward, as shown in Figure 2.4. Measured Qs of a nanomechanical string

resonator made of the photoresist SU-8 are shown, with the data taken from [63]. The pressure
at which Kn = 1 has been marked on the plot as well. As the pressure is reduced, the

expected linear behavior is observed down to p ∼ 1 mbar. At lower pressures, a plateau is
reached, which shows a transition to a regime where intrinsic losses dominate. Given that

both Equations (2.48) and (2.49) were derived for the case of plates, a string resonator can be
modeled by defining a fit parameter c1, and then fitting the data with a function of the type

Q−1 = Q−1
int + c1 p, (2.50)

with such a fit included in Figure 2.4. The fit can be observed to describe the data accurately

at lower pressures but starts to deviate for Kn < 1, at which point the assumptions of the
ballistic regime break down.
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Figure 2.4: Measured quality factors versus pressure for a nanomechanical SU-8 string res-
onator along with a fit to Equation (2.50). The vertical dashed line indicates the pressure at
which the Knudsen number Kn = 1. Figure adapted from Figure 2.4 in [16] and based on
data taken from [63].

2.2.2 Radiation Loss

During vibration of a mechanical resonator, energy can be lost through phonons tunneling
out of the resonator and into the substrate, which is typically labeled acoustic radiation loss

or clamping loss in the literature [33]. The amount of energy loss is highly dependent on the
mechanical mode as well as the mounting conditions of the chip during measurements [38, 42,

44]. Given this dependency on the chip mounting, existing analytical models typically only
serve as approximations rather than accurate estimates of the quality factor. Nonetheless,

presenting some of these models can increase the understanding of radiation losses. This
section is based predominantly on Section 4.2 in [33].

Analytical models describing radiation losses have been developed for a variety of me-
chanical geometries [16]. A general proportionality factor for elastic wave transmission from

a beam into a support structure can be written as [70]

Q−1
rad ∝

vg

Lω
Tn, (2.51)

with the group velocity of sound vg and energy transmission coefficient Tn from the nth mode
of a beam into the support. For the specific case of singly clamped beams, or cantilevers,
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analytical models for the fundamental out-of-plane mode have been derived. Defining a finite
base thickness hb, assumed to be of the same material as the cantilever and significantly
thinner than the propagating elastic waves, radiation loss can be expressed as [71]

Q−1
rad = γthin

w
L

�
h
hb

%2
. (2.52)

Here, γthin is a unitless factor weakly dependent on Poisson’s ratio ν. For example, for ν = 0.3,
a γ = 0.95 can be calculated. Here, it is important to note the Qrad ∝ L/w relation, which is

a general observation made for the out-of-plane modes of both cantilevers, as well as doubly
clamped beams [70, 72]. For in-plane modes, a (w/L)3 relation has been shown [70, 73]. In

the opposite regime, where the base is significantly thicker than the propagating elastic waves,
radiation loss for a cantilever is given as [71]

Q−1
rad ≈ γthick

w
L

�
h
L

%4
, (2.53)

with γthick another unitless factor dependent on Poisson’s ratio (for ν = 0.3, γthick = 0.31).
The equations presented here would suggest that radiation losses in beams can be minimized

by working with very long and slender beams and by using very thick substrates.
In the case of stressed resonators, analytical models have been developed as well. The

theoretical framework for high-stress membranes was initially developed by Wilson-Rae et

al., showing a harmonic frequency dependence [74]. For certain modes, it was shown how

destructive interference of waves could lead to a suppression of radiation losses. Based on
the general expression for the radiation loss limited Q developed by Wilson-Rae et al [74].,

Villanueva et al. then showed the asymptotic limit for a square membrane, which is given as
[48]

Qrad ≈ 1.5αfit
ρs

ρr
η3 n2 j2�

n2 + j2
&3/2 L

h
, (2.54)

where ρr and ρs are the mass densities of the resonator and substrate material, respectively,
and αfit is a fitting parameter accounting for substrate imperfections, which, assuming a semi-

infinite substrate, should be unity (αfit = 1). The factor η corresponds to the acoustic mismatch
(phase velocity ratio) between a semi-infinite substrate and the resonator, and is approximately

given as

η ≈
,

Esρr

σρs
. (2.55)
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An inverse relation to the tensile stress can be observed, meaning that low-stress structures
actually suffer less from radiation losses. Furthermore, Equation (2.54) shows how radiation
loss is suppressed for harmonic modes (n = j) and that Qrad increases for higher-order modes.

These observations are of great importance to the results discussed in Chapter 5.

Various methods have been developed to suppress radiation losses, the most simple of
which being to change the chip mounting conditions [38, 42, 44]. Additionally, embedding

the mechanical resonators inside phononic crystals has been a successfully employed method
to suppress radiation losses [75, 76]. By designing phononic crystals with bandgaps match-

ing the eigenfrequency of the investigated mode, the tunneling of phonons into the substrate
is prohibited and the Q therefore increased. Alternatively, the phononic crystal can be engi-

neered directly into the resonator, which has additional benefits for the Q, as will be discussed
further in Section 2.2.4.3 [39, 77].

2.2.3 Intrinsic Loss

The previous two sections dealt with so-called extrinsic losses, i.e. resulting from environ-
mental conditions of the resonator. Now, attention is turned toward the intrinsic losses, which

concerns loss mechanisms internal to the resonator. Given that a number of different internal
loss mechanisms exist [16, 19, 32, 33], the section will only describe losses that are of rele-

vance to the work presented in this thesis. The focus will be on dissipation occurring due to
the irreversible motion of atoms during vibration, which is named friction losses. This loss

mechanism is first described analytically using the standard linear solid model, also known
as the Zener model [78, 79]. Afterwards, it is shown how the intrinsic quality factor is limited

by surface friction in thin resonators. The derivation and associated discussion presented here
is based mainly on [21] and [33].

2.2.3.1 Standard Linear Solid Model

In order to model the internal friction, the resonator is assumed to be anelastic, i.e. a viscous

solid that fully recovers its initial state after deformation. An assumption of this model is
that the dissipation is linear and independent of the vibrational amplitude. The model further

assumes that the deformation induced stress σ and strain � are not perfectly in phase, but have
a phase lag relative to one another resulting from mechanical relaxation. One can then add

this relaxation to Hooke’s law, which is now written as [21]

σ = E� → σ + τσσ̇ = Er (� + τ� �̇) , (2.56)
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where Er is the relaxed Young’s modulus, while τσ and τ� are the relaxation times of the
stress and strain, respectively. Assuming a harmonic stress and strain variations, these can be
written as

σ = σ0eiωt (2.57)

� = �0eiωt, (2.58)

with ω being the frequency of vibration. Inserting these expression for the stress and strain
into Equation (2.56), it turns out that the Young’s modulus will be complex and frequency

dependent

E = Er
1 + iωτ�
1 + iωτσ

. (2.59)

Based on this equation, two frequency extremes can be identified. For this purpose, the mean

relaxation time τ =
√
τστ� is defined. At low frequencies, ωτ � 1, and the Young’s modulus

is equal to the relaxed modulus, E = Er. At high frequencies, ωτ � 1, resulting in the
so-called unrelaxed Young’s modulus E = Eu = Er (τ�/τσ). In between these extremes is a

regime, where the Young’s modulus is complex and can be written as

E = Eeff

�
1 +

iωτ

1 + ω2τ2
Δ

%
, (2.60)

with Δ = (Eu − Er) /
√

EuEr being the fractional modulus difference. The real and imaginary

parts of the Young’s modulus in Equation (2.60) can be shown to be

Ereal = Eeff = Er
1 + ω2τ2

1 + ω2τ2σ
(2.61)

Eimag = Er
ωτ

1 + ω2τ2σ
Δ. (2.62)

In order to define an internal friction quality factor, the physical definition provided in Equa-
tion (2.17) is revisited. The energy dissipated per cycle of vibration can be calculated based

on rewriting the stress and strain expressions in Equations (2.57) and (2.58), respectively,
resulting in

ΔW =
� 2π/ω

0
� (σ)� (�̇) dt = π�20 Eimag, (2.63)
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where the�-labels denote the real part of the function. Similarly, the maximum strain energy

is given by integrating over a quarter of a cycle

W =
� π/2ω

0
� (σ)� (�̇) dt =

1
2
�20 Ereal. (2.64)

The friction loss can then be calculated to be

Q−1
friction =

ΔW
2πW

=
Eimag

Ereal
=

ωτ

1 + ω2τ2
Δ. (2.65)

Hence, Δ quantifies the magnitude of the dissipation, while the ωτ/
�
1 + ω2τ2

$
term deter-

mines the dynamics of the dissipation mechanism. As a function of frequency, Q−1
friction would

display a peak, called a Debye peak, around ωτ = 1, in which case Q−1
friction = 1/2Δ. Friction

losses can be further interpreted by studying the frequency extremes. For very low frequen-
cies, ωτ � 1, the system remains in equilibrium and little energy is dissipated. In the high

frequency regime, ωτ � 1, the system has no time to relax and little energy is again dissi-
pated. Only when the frequency matches the internal relation rate, where ωτ = 1, does the

system display significant dissipation [80].

2.2.3.2 Surface Friction

In Figure 1.1, it was shown how the quality factors generally deteriorate with reducing res-
onator dimensions. The reason behind this trend is the increased surface-to-volume ratio of

smaller resonators, in which case losses on the resonator surface dominate the quality factor
over the bulk losses. This loss mechanism is called surface friction and has been shown to be

the limiting loss mechanism of a variety of nanomechanical resonator geometries and materi-
als [48, 81]. Dissipation on the surface can occur for a number of reasons, including defects

and impurities [48], adsorbates [82], free dangling bonds [83], surface roughness [32, 84], or
surface oxidation [85, 86].

A theoretical description of surface friction exists for the case of cantilever resonators [81,
82]. In order to model surface friction, one can assume a complex surface Young’s modulus

Esurf = Esurf,real + iEsurf,imag, in a sense characterizing losses on the surface in the form of a
surface layer with a Young’s modulus Esurf and a thickness δsurf. The energy lost per cycle

can then be written as

ΔW = π
�

V
Esurf,imag�

2
m (r) dV, (2.66)

where the volume integration is performed on the surface layers assumed to be on all sides of
the cantilever. For a cantilever of rectangular cross section vibrating sinusoidally, the strain is
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given according to

�m (r) =
2z
h
�max (x) , (2.67)

with �max (x) being the maximum strain, which occurs along the top surface of the cantilever,

while x and z indicate the position along the length and thickness of the cantilever, respec-
tively. If δsurf is much smaller than the dimensions of the cantilever, then Equation (2.66) can

be written as a sum of surface integrals, resulting in

ΔW = 2πδsurfEsurf,imag

�
w +

h
3

% � L

0
�2max (x) dx. (2.68)

Given the assumption that dimensional parameters are far greater than the surface layer thick-

ness, the stored energy is assumed to be the total elastic energy stored in the volume of the
cantilever, which is given as

W =
1
6

whEvol,real

� L

0
�2max (x) dx, (2.69)

where Evol,real is the real part of the bulk Young’s modulus. The quality factor resulting from
surface friction is then found to be

Qsurf = 2π
W
ΔW
=

wh
2δsurf (3w + h)

Evol,real

Esurf,imag
. (2.70)

For a wide cantilever, where h � w, Qsurf becomes proportional to the resonator thickness

Qsurf =
1

6δsurf

Evol,real

Esurf,imag
h. (2.71)

Despite evidence of surface loss being a limiting source of dissipation for nanomechan-
ical resonators, the exact contribution from the different sources of surface friction are not
known. As such, no analytical model currently exists, which can predict the value of the loss

Young’s modulus Esurf,imag. Nonetheless, the specific case of surface friction of silicon nitride
resonators has been investigated in more detail by Villanueva et al. [48]. The authors exam-
ined published intrinsic Qs of SiN resonators, in conjunction with resonators fabricated by the

authors themselves. For both sets of Qint-data, the linear dependence on resonator thickness
predicted from Equation (2.71) could be shown in the thin resonator limit, while saturating to

a limit set by bulk losses for thicker resonators. In this way, an approximate model for Qint

was found by fitting the measured data with the following function

Q−1
int = Q−1

surf + Q−1
vol, (2.72)
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where Q−1
vol quantifies the bulk/volume losses, which most likely arise from internal fric-

tion discussed in Section 2.2.3.1. From the fit, a Qvol ≈ 28000 ± 2000 could be extracted,
while the Q resulting from surface friction was given by Qsurf = βh, with the factor β =

(6 ± 4) × 1010 m−1. The uncertainty in β was estimated through variations in dimensions and

tensile stress from sample to sample. Equation (2.72) has been plotted in Figure 2.5, along
with the limits of Qint set by Qvol and Qsurf. Additionally, the grey-shaded region displays the

uncertainty in Qint based on the uncertainty in Qsurf. It can be observed how surface losses
completely dominate the intrinsic losses for very thin resonators.

Figure 2.5: Intrinsic quality factor in the surface loss limited regime. Theoretical calculations
of Qint =

�
Q−1

vol + Q−1
surf

$−1
versus resonator thickness are shown, along with calculations of the

limits set by Qsurf and Qvol. The grey-shaded region indicates the uncertainty of Qint, which
arises from the uncertainty in Qsurf. Figure is inspired by Figure 2(b) in [48].

2.2.4 Dissipation Dilution

The derivation and discussion presented here are based mainly on Section 2.3.2 in [16]. Now
that the dominant extrinsic and intrinsic loss mechanisms relevant for the resonators studied

here have been presented, it is time to discuss a physical phenomenon occurring in stressed
nanomechanical resonators. Already in Chapter 1, it was shown how stressed resonators de-

viate from the expected trend of reduced Q for smaller resonator dimensions. The effect
responsible for this observation is named dissipation dilution. Only recently did this effect
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begin to receive a significant amount of attention in the nanomechanical resonators field [34],
but the effect was already studied in pendulums used for gravitational wave interferometers
by Saulson et al. in the 90s [87–89]. The authors showed how the Q of such pendulums

was much larger than their intrinsic loss limits, with the Q increased by the ratio between the

energy stored in the gravitational field and the flexing of the wire. By adding more energy to
the system through the gravitational field, without affecting the intrinsic losses of the pendu-

lums, the Q could be enhanced. How this effect was related to the tension added to the wire
holding the pendulum, resulting from the pendulum mass, was also established analytically

by González and Saulson [88]. Given that the gravitational field works as a lossless potential,
adding energy to the system without influencing its dissipation, the effect was given the name

dissipation dilution.
In the same period as the investigations performed by the Saulson group, Berry et al. made

findings in support of dissipation dilution in thin silicon and polymer membranes [90]. Based
on these observations, Berry developed an analytical model describing tensioned strings [91,

92], where the lossless potential is represented by a static tensile stress instead of the gravi-
tational force employed by the Saulson group. However, while Berry’s theory took nonlinear

damping into account, it did not include the local bending at the string clamping (discussed
further below) and was therefore incomplete compared to the full model developed by the

Saulson group [88]. Nonetheless, both of these groups laid the foundation for dissipation
dilution, which is now being actively employed in the pursuit of ultrahigh-Q mechanical res-

onators.
The introduction of the dissipation dilution effect to the nanomechanical resonators field

occurred in 2006 after Verbridge et al. observed inexplicably large Qs in stressed string
resonators [34]. It was shown how the Q was increased for increased tension [35], and Qs

greater than one million were observed at room temperature both for nanomechanical strings
[36] and membranes [41]. These observations were later related to the dissipation dilution

effect by Schmid et al. in 2008 [63], again showing how the increased energy stored in the
tension diluted the intrinsic losses of the resonators. By now, the theoretical framework for

dissipation dilution developed by Saulson et al. and Berry et al. has been successfully em-
ployed to describe the behaviour of nanomechanical string resonators by both Untereithmeier

et al. [37] and Schmid et al. [38], while that of membranes was developed by Yu et al. [43].
A generalized dissipation dilution theory has also recently been provided by Fedorov et al.

[93].
In order to understand how the dissipation dilution effect comes about, one has to revisit

the fundamental definition of the quality factor given in Equation (2.17). During vibration of
a mechanical resonator, energy is stored in the bending Wbend and the elongation of resonator

Welong, while energy is also dissipated due to bending ΔWbend and elongation ΔWelong as well.
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In the case of stressed resonators, energy will additionally be stored in the tension, which is

labeled Wtensile. This can be interpreted as the stored elastic energy required to vibrate the
string against the tensile force, acting as the lossless potential equivalent to the gravitational
field for the pendulums [88]. With these energies in mind, one can rewrite Equation (2.17)

into [16]

Q = 2π
Wtensile +Wbend +Welong

ΔWbend + ΔWelong
. (2.73)

In order to quantify the dissipation dilution effect, one first assumes the mechanical behav-

ior to be dominated by the tensile stress. Then, by equating the dissipation resulting from
bending and elongation of the resonator and setting them both equal to the intrinsic losses,

Equation (2.73) can be written as

Q ≈ αddQint, (2.74)

where αdd is called the dissipation dilution factor

αdd =

�
Wbend

Wtensile
+

Welong

Wtensile

�−1

. (2.75)

For αdd � 1, as is expected for high-stress strings and membranes [16], the stress can be ob-
served to dilute the intrinsic losses and therefore enhance the quality factor. In the following,

expressions for the dissipation dilution factor will be derived for both strings and membranes,
which can be shown to depend on physical parameters of the resonator. Afterwards, the soft

clamping effect is introduced and discussed, which represents the dissipation dilution effect

at its optimum.

2.2.4.1 Strings

In order to derive the dissipation dilution effect for strings, one can employ the displacement

function u (x) = u0ψn (x) combined with the mode shape function provided in Equation (2.37).
Keeping this in mind, the energy stored in the tension is given as

Wtensile =
1
2
σA
� L

0

�
∂u
∂x

%2
dx

≈ 1
4

u2
0σALβ2

σ,

(2.76)

with βσ the wavenumber given in Equation (2.28). As such, the exponential edge-correction
term appears to have negligible effect on the tensile energy. The energy stored in the string
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bending can be calculated as

Wbend =
1
2

EIy

� L

0

�
∂2u
∂x2

%2
dx

≈ 1
4

u2
0EIyβ

4
σL�������������������	

sine shape

+
1
2

u2
0EIyβ

2
σβE���������������������	

edge shape

,
(2.77)

with the wavenumber βE coming from the flexural rigidity of the string (see Equation (2.34)).
In a similar fashion, the energy stored in the elongation can be approximated as

Welong =
1
8

EA
� L

0

�
∂u
∂x

%4
dx

≈ 3
64

u4
0EALβ4

σ.

(2.78)

While the elongation term can once again be approximated by a term coming from the si-

nusoidal motion of the string, the bending consists not only of such a sine term, but also of
a second term coming from the bending at the string clamping. By inserting the energies
approximated in Equations (2.76), (2.77), and (2.78) into the Equation (2.75), one arrives at

αdd,string =

��
βσ
βE

%2
+

2
βEL�����������������������	

bending

+
9
4

 u0

h

'2 �βσ
βE

%2
���������������������������	

elongation

�−1

. (2.79)

The bending energy terms can be seen to be independent of the vibrational amplitude u0, while
a dependency can be seen for the elongation term. Even though this observation indicates that

the dissipation dilution effect depends on the vibrational amplitude, it is only of concern for
very thin resonators, where the amplitude is comparable to the resonator thickness, or when

actuating a vibration at very large amplitudes. When working with resonators having h � u0

and remaining in the linear vibration regime, both conditions applying to the investigations

presented in this thesis, one can dismiss the elongation term in Equation (2.79). Further
assuming a rectangular cross-section, where Iy is defined according to Equation (2.23), the

dissipation dilution factor of a string becomes

αdd,str =

�
(nπ)2

12
E
σ

�
h
L

%2
�����������������������	

sine shape

+
1√
3

.
E
σ

h
L�����������������	

edge shape

�−1

, (2.80)
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which, by inserting this factor into Equation (2.74), results in the following quality factor for
strings

Qstr = αdd,strQint =

 (nπ)2

12
E
σ

�
h
L

%2
+

1√
3

.
E
σ

h
L

−1

Qint. (2.81)

This expression is similar to that derived for pendulums by González and Saulson [88]. In-

specting the equation, it is clear that the edge shape term is the limiting factor to the dissipa-
tion dilution effect for resonators with h � L [37, 38]. The bending at the clamping creates

strain, which increases the dissipation, the origin of which can be traced back to the friction
losses mentioned in Section 2.2.3. This is more clearly understood by studying Figure 2.6.

A schematic plot of the fundamental mode displacement is given in Figure 2.6(a), both for
the case of the actual mode shape calculated using Equation (2.37) and a purely sinusoidal

mode shape. Close to the clamping region, the two mode shapes deviate significantly, which
highlights the importance of the edge shape term in the calculation of Q. The huge amount of

bending near the clamping can be visualized more clearly by plotting the curvature of the dis-
placement functions ∂2u/∂x2, which is shown in Figure 2.6(b). A sine-shaped displacement

would predict zero bending near the clamping, while the actual mode shape shows a huge in-
crease in bending for x < Lc, with Lc defined in Equation (2.38). Interestingly, this indicates

that the Q of millimeter-sized strings is determined by a region less than 1 micrometer in size.
Higher-order modes generally display a reduced dissipation dilution effect due to the in-

creased amount of antinodes. Nonetheless, for long strings, this reduction is still small and
the sinusoidal term only really plays a large role for higher-order modes of short strings. The

intrinsic losses, quantified by Qint in Equation (2.81), have been shown to originate mainly
from surface friction for resonators with thicknesses on the order of nanometers [48]. As

such, one can insert Equation (2.72) into Equation (2.81) in order to fully predict the Qs of
nanomechanical string resonators.

2.2.4.2 Membranes

The derivation of the dissipation dilution factor of membranes is done in a similar fashion

to that of strings, namely by first calculating the different energies of the system and then
inserting those expressions into Equation (2.75). One only has to take into account that the

integrations now have to performed along both side lengths of the membrane. Without going
into details of the derivation, assuming small vibrational amplitudes, the dissipation dilution
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Figure 2.6: Limitations to the quality factor resulting from the dissipation dilution effect
in strings. (a) Schematic comparison between the out-of-plane displacement function along
the length of a string based on the full string model including the edge-correction term and
that of a purely sinusoidal mode shape. The difference between the two cases has been ex-
aggerated for clarity. (b) Calculated curvature for the two displacement functions near the
clamping region of a string, with the position given in units of the decay length Lc defined in
Equation (2.38).

factor of a rectangular membrane is given as

αdd,mem ≈
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, (2.82)
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with the flexural rigidity of a plate defined as

DP =
Eh3

12
�
1 − ν2& . (2.83)

Assuming a square membrane (Lx = Ly = L) and zero transversal strain (ν = 0), Equa-
tion (2.82) can be further simplified to

αdd,mem ≈
� �n2 + j2

$
π2

12
E
σ

�
h
L
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�����������������������������������������	

sine shape

+
1√
3

.
E
σ

h
L�����������������	

edge shape

�−1

, (2.84)

which evidently is very similar to the expression for a string given in Equation (2.80).

2.2.4.3 Soft Clamping

As should be clear at this point, the limiting factor of the dissipation dilution effect for both
strings and membranes is the large bending at the resonator clamping. For this reason, effort

has been made recently to reduce this effect and thus enhance the dissipation dilution factor.
In Section 2.2.2, it was briefly mentioned how phononic crystals (PnCs) could be engineered

into a resonator in order to minimize radiation losses. While this method indeed produces the
desired isolation of the resonator, it adds an additional benefit to the quality factor, which was

first shown by Tsaturyan et al. [39]. The authors showed how, due to the phononic crystal
pattern surrounding the investigated mechanical mode, the displacement would exponentially

decay into the phononic crystal until reaching the outer rim of the membrane. In this way, the
large bending associated with a sharp edge was shown to be reduced significantly and the Qs

enhanced as a result. Given this smooth decay of the displacement, the effect was labeled soft

clamping.
Soft clamping can occur in two dimensions by periodically engineering holes in a mem-

brane [39] or in one dimension by a periodic altering of the width of a string [77]. The first
is the approach employed in this thesis and will therefore be visualized now. An optical mi-

crograph of a fabricated PnC membrane sample of the same design used by Tsaturyan et al.
is shown in Figure 2.7. The PnC is formed by a hexagonal arrangement of the holes, with

details of the design given in Section 3.4.3. At the center of the membrane, holes are dis-
placed and removed, forming a defect in the center of the membrane. Mechanical modes with

frequencies located inside the phononic bandgap will be localized to this defect and in this
way display the soft clamping effect. The inset of Figure 2.7 shows a FEM simulation of

the fundamental defect mode shape, highlighting its confinement to the central defect while
decaying inside the PnC.
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Figure 2.7: Localized modes in phononic crystal membranes. The figure shows an optical
micrograph of an as-fabricated PnC membrane chip with a lattice constant a = 340 µm and
lateral size L ≈ 7 mm. The inset shows a finite element method simulation of the displacement
pattern of the fundamental defect mode.

Further understanding of the soft clamping effect can be acquired by inspecting the dis-

placement along the length of the membrane, with a simulated displacement pattern given
in Figure 2.8(a). It can be observed how the displacement decays exponentially through the

PnC, highlighted by means of exponential function fits of the displacement peaks. Given that
the curvature serves to convey the amount of bending in a given structure, Figure 2.8(b) plots

the normalized curvature along the length of a PnC membrane. For comparison, the curvature
of a uniform membrane of equal frequency has been plotted as well. Evidently, the curva-

ture is reduced substantially through the soft clamping effect, which results in an enhanced
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dissipation dilution effect.

Figure 2.8: Soft clamping effect in localized defect modes of phononic crystal membranes.
(a) Finite element method simulation of the displacement along the length of a PnC mem-
brane. Exponential fits to the peaks of the displacement have been shown as well for clarity.
(b) Simulated absolute curvature along the length of a PnC membrane and uniform square
membrane of equal eigenfrequency. The line plots of the PnC displacement and curvature are
polynomial fits to the simulated values for clarity.

In order to quantify the degree of Q-enhancement achieved through the soft clamping
method, one can assume the edge shape term to be completely eliminated from the dissipation

dilution factor. For square membranes, Equation (2.84) can be written as

αdd,mem-sc ≈ 12�
n2 + j2

&
π2

σ

E

 L
h

'2
, (2.85)

which is now limited only by the sinusoidal bending of the membrane. The ratio of Equa-
tions (2.85) to (2.84) would predict a potential two orders of magnitude Q-enhancement

through soft clamping. This estimate is roughly in agreement with the observations made
by Tsaturyan et al. [39]. A similar conclusion can be made for strings using the one-

dimensional dissipation dilution factor (see Equation (2.80)). Even larger enhancements have
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been achieved by strain engineering of softly clamped string resonators, where the investi-

gated mode displayed stress values several factors larger than that of the as-deposited res-
onator material [40]. Using this approach, Qs greater than 800 million have been measured at
room temperature, which remains a record in the nanomechanical resonators field.

2.3 Heat Transfer

One of the most promising applications of nanomechanical resonators is as thermal sensors
[16]. The principle of detection for such sensors is a shift of the resonance frequency as the

temperature changes, which is caused either by the temperature dependence of the Young’s
modulus E (T ) [94] or, for resonators under tension, a temperature-dependent tensile stress

σ (T ) [95]. This section will only focus on introducing the latter case, as strained resonators
are the focus of this thesis.

The response of resonators to temperature changes can be further divided into that resulting
from ambient temperature changes and local heating of the resonator. Local heating, such as

that achieved employing lasers, is at the heart of the application of strained resonators as
photothermal sensors, where the absorption of radiation causes a local reduction of the stress

and therefore a frequency detuning, as will be discussed further in Chapter 7 [96–101]. Given
that all measurements presented here were conducted using lasers, only the local heating case

will be introduced in this section.
When nanomechanical resonators are heated locally at the resonator center, the domi-

nant mechanisms responsible for heat transfer are conduction and radiation, as illustrated in
Figure 2.9. Analytical models exist for the cases of pure conduction-based transfer, while

radiation needs to be evaluated numerically. Heat transfer in both strings and membranes will

be discussed separately, which is of particular relevance to the results shown in Chapter 6 and
Chapter 7, respectively. For both resonator geometries, the discussion is divided into a con-

duction and a radiation part in order to evaluate the influence of mechanisms separately. The
concept of thermal responsivity is introduced here, which is an essential quantity for evalu-

ating thermal sensor performance. It should be mentioned that convection is another source
of heat transfer as well, which can dominate the thermal response at higher vacuum pres-

sures [102]. However, since most measured data shown here was acquired at a high vacuum,
convection will not be given any further attention.
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Figure 2.9: Heat transfer mechanisms in nanomechanical resonators for a central pointlike
source such as a laser. An amount of light power Pabs is absorbed at the resonator center
and the resulting heat can dissipate through thermal conduction qcond and radiation qrad. The
temperatures at the center and frame of the resonator are T1 and T0, respectively, with the
relation T1 > T0.

2.3.1 Strings

In the case of heat transfer dominated by conduction, analytical models have been developed
for string resonators [97, 98]. These will be presented initially, before numerically examining

the influence of radiative heat transfer.

2.3.1.1 Thermal Conduction

The derivation and notation shown in this section follows the supporting information of Ya-
mada et al. [97]. In order to derive the thermal responsivity of strings for a local heat source,

a power Pabs is assumed to be absorbed at the string center. A quasi one-dimensional situation
is considered, where the temperature is assumed to be uniform across the cross-section of the

string, while flowing out along the string length into the frame, which is fixed at a temperature
T0. The heat flux density Jq is governed by Fourier’s law, which states that

Jq = −κ∇T, (2.86)

where κ is the thermal conductivity and ∇T the temperature gradient, with the negative sign

indicating heat flow in the direction of decreasing temperature. The heat continuity equation
gives the temporal and spatial evolution of the temperature according to

ρcp
∂T
∂t
= −∇ · Jq + q

= κ∇2T + q
(2.87)
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with cp being the specific heat capacity and q the heat dissipated per unit volume. Considering

only the steady state situation, where ∇ · Jq = 0, except at the string center (x = L/2), a linear
temperature distribution results, assuming the thermal conductivity to be constant along the
string

T (x) =

������T0 + 2 (T1 − T0) x/L, for 0 ≤ x ≤ L/2

T0 + 2 (T1 − T0) (L − x) /L, for L/2 ≤ x ≤ L
(2.88)

Here, T1 = T (x = L/2) is the temperature at the center of the string. According to the heat
continuity equation, the absorbed power at x = L/2 must equal the sum of heat fluxes in the

remainder of the string

Pabs = Aκ (T1 − T0)
�

1
L/2
+

1
L − L/2

%
=

4Aκ
L

(T1 − T0) , (2.89)

with A = wh being the cross-sectional area of a rectangular string. From Equation (2.88),
it can be seen that the average temperature change along the length of the string is half the

difference between T1 and T0. By isolating the temperature difference in Equation (2.89), the
average temperature change can be written as

ΔT =
T1 − T0

2
=

PabsL
8Aκ

. (2.90)

With the power-dependent temperature field derived, the temperature-induced stress change
can be calculated. The in-plane thermoelastic strain of the string is governed by

� (T ) = �0 − αΔT, (2.91)

where �0 is the built-in strain prior to heating, and α is the coefficient of thermal expansion

of the string. Assuming the string can be described as a linear elastic material, the stress and
strain are related via Hooke’s law

σ (T ) = E� (T ) = E�0 − αEΔT = E�0

�
1 − α
�0
ΔT
%
= σ0

�
1 − αE
σ0
ΔT
%
, (2.92)

with σ0 = E�0 being the initial tensile stress. Inserting Equation (2.92) into Equation (2.31),
the eigenfrequency of a string becomes

ωn (Pabs) =
nπ
L

,
σ (T )
ρ
=

nπ
L

.
σ0

ρ

.
1 − αE
σ0
ΔT = ωn,0

.
1 − αE
σ0κ

PabsL
8A
. (2.93)
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Here, ωn,0 is the eigenfrequency for no absorbed power, i.e. Equation (2.31). For small stress
changes, Equation (2.93) can be approximated by a Taylor series approximation

ωn (Pabs) ≈ ωn,0

�
1 − 1

16
αE
σ0κ

L
A

Pabs

%
. (2.94)

Having established how the frequency is related to the absorbed power, it is time to intro-
duce the concept of thermal responsivity, which is an essential parameter used to describe

thermal sensor performance. In general, responsivity refers to the slope of the sensor output
as a function of the measured input parameter [16]. In the case of nanomechanical thermal

sensors, the thermal responsivity typically refers to the change in the resonance frequency as
the temperature is changed. For local heating of a string resonator, the thermal responsivity is

found by taking the derivative of Equation (2.94)

R =
∂ωn (Pabs)
∂Pabs

= − 1
16
αE
σ0κ

L
A
ωn,0, (2.95)

and, in the case of relative frequency changes, the relative thermal responsivity δR is defined
as

δR =
R

ωn,0
= − 1

16
αE
σ0κ

L
A
. (2.96)

Based on Equation (2.96), it is clear that long and narrow strings provide the largest temper-

ature response. A large coefficient of thermal expansion and a low thermal conductivity also
enhances the responsivity, which can be understood intuitively. Furthermore, the responsivity

can be seen to be inversely proportional to the tensile stress, which has led to efforts focused
on engineering reduced stress in nanomechanical resonators [86, 101]. It should also be noted

that the derived thermal responsivity assumes an absorbance A = 1, i.e. 100% light absorp-
tion, which is of course not the case in real experiments. However, one can account for this

difference by dividing equation Equation (2.96) by a suitable correction factor.

2.3.1.2 Thermal Radiation

In the previous section, the response of a string to a local heat source was derived based
on heat transferring solely through conduction. This analytical model has been successfully

employed for describing the response of strings used for photothermal spectroscopy [97, 98].
Nonetheless, recent investigations into nanomechanical membranes have shown a significant

contribution from radiative heat transfer [103, 104]. The influence of thermal radiation on
the response of strings has thus far not been reported. However, observations in support of

radiative heat transfer are made in Section 6.3 and the effect is therefore described in this
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section. Given that no analytical models taking thermal radiation into account exist, FEM
simulations are employed in this section.

Details of the simulation setup will be given in Section 3.4.4. Briefly, a pointlike heat
source is focused on the string center, while the rim of string is set to T0 = 293.15 K. In order

to account for radiative heat transfer, the model includes radiation from the bottom and top
string surface, with the radiative heat flux density given as

Jq = �λσSB
�
T 4

0 − T 4
$
, (2.97)

where σSB is the Stefan-Boltzmann constant [105]. The simulated influence of increasing �λ
on the thermal response of a nanomechanical string resonator is shown in Figure 2.10. As a
first test, the effect on the temperature profile along the length of the string is demonstrated,

as can be seen in Figure 2.10(a). Temperature profiles are acquired for an absorbed power
Pabs = 0.1 µW and for emissivities from �λ = 0.0 up to �λ = 0.4. For �λ = 0.0, the tem-

perature displays a linear distribution in agreement with Equation (2.88). As the emissivity is
increased, the distribution becomes increasingly exponential, while the maximum temperature

in the string center decreases. These simulations thus show a reduced temperature response
for a given absorbed power, when thermal radiation is included.

The reduction of the thermal response can also be shown by inspecting the absorbed power
dependence of the resonance frequency shift, which is displayed in Figure 2.10(b). As the

surface emissivity is increased, the frequency detuning for a given Pabs decreases, i.e. the
thermal responsivity is reduced. In addition, the relationship between fn and Pabs changes

for increasing �λ. For �λ = 0.0, fn shifts approximately linearly with Pabs, as expected from
Equation (2.94). At larger values of Pabs, the Taylor approximation breaks down due to the

thermal stress approaching the intrinsic stress value, in which case the full model given in
Equation (2.93) has to be used to describe the shift. When the emissivity increases, the power

dependence becomes exponential, which is more clearly observable in Figure 2.10(c). The
shift of fn is plotted for even larger Pabs-values, and an exponential relation can be discerned.

A similar frequency detuning is observed experimentally, as will be shown in Section 6.3.

2.3.2 Membranes

Heat transfer in nanomechanical membrane resonators has also received a decent amount of

attention in recent years [100, 103, 104]. Similar to the case of strings, an analytical model
describing the heat transfer in the conduction-dominated regime has been developed, which

will be discussed first. The influence of radiative heat transfer is once again demonstrated
numerically.
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Figure 2.10: Influence of radiative heat transfer on the thermal response of strings. (a) Finite
element method simulations of the temperature field along the length of a string resonator for
surface emissivities of 0.0, 0.1, 0.2, 0.3, and 0.4. (b) Simulated eigenfrequency shift of the
string versus absorbed power for the same values of �λ as in (a). (c) Power-dependency of the
frequency shift for �λ = 0.4 for larger values of Pabs. Parameters of the simulated string are
L = 1 mm, w = 5 µm, h = 50 nm, E = 250 GPa, ν = 0.23, ρ = 3000 kg/m3, σfilm = 200 MPa,
α = 2.2 × 10−6 K−1, κ = 3 W/(m·K), and cp = 700 J/(kg·K).

2.3.2.1 Thermal Conduction

This section is based on the analytical model provided in the supporting information of Kurek
et al. [100]. The complexity of the math used to derive this model is significantly larger than

that of strings and many steps will therefore not be included here. A circular membrane is
assumed in the derivation of the mode, which has been shown to provide a good description

of square membranes as well [106]. Given the circular geometry, polar coordinates are used
for the derivation. The radius of the membrane and the central heat source are labeled a and b,

respectively. Description of the temperature evolution is made according to Equation (2.87),
as was the case for strings. The heat dissipated per unit volume can be described according to

q (r) =
Pabs

πb2h
× H (b − r) , (2.98)
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where H (r) is the Heaviside step function. Exploiting the rotational symmetry of the problem,

such that T = T (r) and T (a) = 0, Equation (2.87) can be written as

κ
1
r
∂

∂r

�
r
∂T
∂r

%
= − Pabs

πb2h
× H (b − r) . (2.99)

The solution for r > b can be found to be

T (r) = − Pabs

2πκh
ln
 r
a

'
. (2.100)

Assuming no stress in the direction of the membrane thickness (σz = 0), and therefore also
no shear stress, one can find the in-plane thermal stress using a force balance condition on a

volume element, which requires the following stress-strain temperature relations

�x =
1
E

�
σx − νσy

$
+ αT (r) (2.101)

�y =
1
E

�
σy − νσx

$
+ αT (r) , (2.102)

with ν being Poisson’s ratio. At this point, a number of steps will be skipped, but the final
stress distribution is found by solving the in-plane displacement problem arising from the

thermal expansion of the membrane. The thermal stress generated from the central heat source
can be written in polar coordinates as

σr = −αE
�

1
r2

� r

0
rT (r) dr +

1 + ν
1 − ν

1
a2

� a

0
rT (r) dr

%
. (2.103)

If one now assumes b = 0, i.e. a point source, then the temperature profile is described
according to Equation (2.100) and the stress beomces

σr = −αEPabs

4πκh

�
1

1 − ν − ln
 r
a

'%
. (2.104)

With the radial stress distribution at hand, the eigenfrequency can be found by solving the

equation of motion for the heated membrane

1
r
∂

∂r

�
(σ0 + σr) r

∂u (r, t)
∂r

%
− ρ∂

2u (r, t)
∂t2 = 0, (2.105)

where σ0 is the stress prior to heating. In the case of zero thermal stress, the exact solution
for the angular frequency of the fundamental mode is known and is given as [107]

ωn j,0 =
2.404

a

.
σ0

ρ
. (2.106)
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In order to get the eigenfrequency from Equation (2.105), an approximate solution can be

found according to Rayleigh’s method, from which the relative frequency shift of the funda-
mental mode for a heated circular membrane becomes

δω =
ω − ωn j,0

ωn j,0
= −αEPabs

8πκhσ0

�
2 − ν
1 − ν − 0.642

%
, (2.107)

which then gives the relative responsivity equation for a membrane

δR =
δω

Pabs
= − αE

8πκhσ0

�
2 − ν
1 − ν − 0.642

%
. (2.108)

Evidently, assuming conduction dominated heat transfer, δR turns out to be independent

on the lateral dimensions of the membrane. Other than that, the dependence on material
parameters is similar to that of strings (see Equation (2.96)).

2.3.2.2 Thermal Radiation

For square membranes, the effect of radiative heat transfer has been investigated both theo-
retically and experimentally [103, 104]. Importantly, these results have shown a pronounced

dependence on the lateral size of the membrane, contrary to the expectation based on Equa-

tion (2.108). This length-dependence can be demonstrated using FEM simulations, as shown
in Figure 2.11. A square membrane heated using a pointlike source is simulated, and surface

emissivity is added as a variable in the same way as for strings in Section 2.3.1.2. The sim-
ulated temperature distribution along the diagonal length Ld of the membrane can be seen in

Figure 2.11(a) for various values of �λ. A clear reduction of the maximum temperature for
increasing �λ can be observed, as would be expected from radiative heat transfer. This cool-

ing of the membrane for larger emissivities results in a reduced thermal responsivity, which
is shown in Figure 2.11(b). Simulations of the relative responsivity versus lateral size for the

fundamental mode of a square membrane are shown for increasing �λ-values. For zero emis-
sivity, the analytical model given in Equation (2.108) is plotted, which predicts a constant δR

versus membrane size. The effect of a non-zero emissivity is a decrease of δR for increasing
L, which becomes more pronounced as �λ is increased.

2.4 Noise in Nanomechanical Systems

One of the main reasons behind the increased research into nanomechanical resonators is the
increased responsivities to physical quantities [16]. The most common way of employing

resonant sensors is to detect shifts of the resonance frequency as the detection principle. As
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Figure 2.11: Influence of radiative heat transfer on the thermal response of membranes. (a)
Finite element method simulations of the temperature distribution along the diagonal length of
a square membrane for an absorbed power Pabs = 0.1 µW and surface emissivities of 0.0, 0.1,
0.2, 0.3, and 0.4. Dimensional parameters of the membrane are L = 1 mm and h = 50 nm.
(b) Simulated relative responsivities δR versus lateral size L of a square membrane with
h = 50 nm for increasing �λ. The case of �λ = 0.0 is represented using a calculation of
δR according to Equation (2.108). All δR-values have been divided by a factor of 200
corresponding to 0.5% absorption [101]. Material parameters used for the simulations in
both (a) and (b) are E = 250 GPa, ν = 0.23, ρ = 3000 kg/m3, σfilm = 200 MPa, α =
2.2 × 10−6 K−1, κ = 3 W/(m·K), and cp = 700 J/(kg·K).

such, any unwanted process resulting in frequency fluctuations acts as a source of noise in the

detection. A natural consequence of the large responsivities of nanomechanical resonators is
an increased susceptibility towards microscopic noise processes, including thermomechanical

noise [108], adsorption-desorption noise [109], defect motion [21], surface diffusion [110],
and damping fluctuations [111]. Most of the noise sources listed above are predictions based
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on theory and only a few experimental demonstrations of said limits have been published
[112]. The most fundamental intrinsic limit is the thermomechanical noise, which arises from
a coupling between the resonator and a thermal bath of randomly distributed phonons [113–

115]. As such, this section will briefly present an analytical model of thermomechanical noise.

The second part of the section will introduce the Allan variance, which can be employed to
quantify the frequency fluctuations of a resonator.

2.4.1 Thermomechanical Noise

This section is based on derivation and discussion provided in [116]. Thermomechanical noise

can be modelled assuming a lumped-element resonator, which was discussed in Section 2.1.1.

Based on the equipartition theorem [117], a mechanical system in thermal equilibrium has an
average total energy equal to kBT , which, using the elastic energy, gives the following relation

assuming a lumped-element model

1
2

kBT =
1
2

keff
�
z2

th (t)
�
=

1
2

meffω
2
0

�
z2

th (t)
�
, (2.109)

where keff and meff are the effective spring constant and mass, respectively, while
�
z2

th (t)
�

is the

mean thermomechanical displacement. Effective parameters are used to model the dynamics
of resonators according to those of a harmonic oscillator, depending on both the resonator

geometry and mechanical mode [16]. Isolating
�
z2

th (t)
�

in Equation (2.109) results in

�
z2

th (t)
�
=

kBT
meffω

2
0

. (2.110)

Typically, the thermomechanical noise is quantified in the frequency domain by measuring
the undriven vibrational signal of a resonator around the resonance frequency. Squaring this

signal and dividing by the resolution bandwidth employed to measure the noise, results in a
noise magnitude quantity called the (one-sided) power spectral density (PSD) S zz (ω). The

mean thermomechanical displacement can be expressed in terms of its PSD as

�
z2

th (t)
�
=

1
2π

� ∞
0

S zz (ω) dω. (2.111)

Recalling the equation of motion of a lumped-element resonator provided in Equation (2.1),

the force F (t) generated by random thermal noise is flat with respect to frequency. Defining
a thermal force noise S th

FF and through some derivation, the thermomechanical displacement
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can be written as �
z2

th (t)
�
=

S th
FF

2πm2
eff

� ∞
0

dω�
ω2 − ω2

0

$2
+ (ωω0/Q)2

=
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4ω3
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(2.112)

Combining this result with Equation (2.110) results in the following formula for the thermal
force noise

S th
FF =

4kBTω0meff

Q
, (2.113)

which can be used to express the PSD resulting from thermomechanical noise of a resonator

[113]

S zz (ω) =
4kBTω0

meffQ
��
ω2 − ω2

0

$2
+ (ωω0/Q)2

� . (2.114)

In the temporal frequency regime, this expression is given as

S zz ( f ) =
kBT f0

2π3meffQ
��

f 2 − f 2
0

$2
+ ( f f0/Q)2

� . (2.115)

The magnitude of the noise at the peak of the function can be shown to be

S zz ( f )
000
f= f0
=

kBT Q
2π3meff f 3

0

. (2.116)

It should be noted that the noise peak is proportional to the Q, but the thermal white noise
in Equation (2.113) is inversely proportional to the Q. As such, higher Q lowers the overall

noise but increases the peak noise [16].

2.4.2 Allan Variance

In addition to knowledge of the resonator noise, it is crucial to have a tool with which the

amount of frequency fluctuations can be quantified. For the determination of the frequency
fluctuations of a resonator, one first has to record its frequency for a given amount of time.

Then, the most straightforward approach to quantifying the frequency stability would be to
extract the variance of the measurement, which is the average of the squared differences from

the mean [118]. However, the classical variance does not allow one to clearly distinguish
different noise sources present in a system. Furthermore, in the presence of unwanted phe-
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nomena such as thermal drifting of the frequency, the classical variance will not converge and
therefore overestimates the frequency stability limit.

Due to the limitations of the classical variance, an alternative variance was developed.
Instead of just measuring how much the frequency varies over time, one can also determine

how much the classical variance itself varies over time. More specifically, one can estimate
how much the frequency changes from one sample interval of the frequency to the next and

then vary this sampling time over the duration of the measurement. The resulting variance is
called the Allan variance, named after its inventor David. W. Allan [119–121]. In its most

general form, the Allan variance can be written as

σ2
A (τ) =

1
2 (M − 1)

M−1/
i=1

(yi+1 − yi)2 , (2.117)

where M is the number of samples of the measured quantity yi+1...yi, each measurement av-

eraged over an integration, or sampling, time τ. The Allan variance circumvents the issues
associated with the classical variance in that it will converge for most commonly encountered

types of noise and allows the type and level of different noise sources to be inferred [120]. In
addition to the fundamental definition of the Allan variance, the so-called overlapping Allan

variance exists as well, where different samples of yi are allowed to overlap. In this way, all
possible combinations of the measured data set are utilized for the computation of the Al-

lan variance, improving the confidence of the calculated frequency stability at the expense of
increased computational time [122, 123]. The overlapped Allan variance is defined as

σ2
A (τ) =

1
2m2

s (M − 2ms + 1)

M−2ms+1/
j=1

 j+ms−1/
i= j

�
yi+ms − yi

&
2

, (2.118)

where ms is the amount of overlapped samples out of the original non-overlapped sample.

Both of these equations are general and can be used for the measurement of any given quantity

yi. In the case of frequency stability measurements, the Allan variance is typically computed
using fractional frequencies, in which case one can write

yi =
f0,i − f0

f0
, (2.119)

where f0 is the nominal value of the eigenfrequency.

For most published frequency stability data, the Allan deviation is reported, since the val-
ues of the Allan variance are squared and therefore harder to interpret. The Allan deviation

is simply the square root of the Allan variance, σA (τ) =
+
σ2

A (τ), be it the non-overlapping
or the overlapping Allan variance. In this thesis, all presented measurements of the Allan
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deviation are of the overlapping class. A plot of a typical Allan deviation curve is given

in Figure 2.12, which shows the contribution from various noise processes. When limited
by white noise, σA converges for increasing values of τ with a slope proportional to τ−1/2.
Flicker noise, also known as 1/ f noise, is flat for all integration times, meaning no improve-

ment in stability for increased averaging. Thermal drift manifests itself through an increase
in σA at large integration times with a slope proportional to τ.

Figure 2.12: Frequency stability analysis using the Allan deviation. The plot shows how
a typical Allan deviation measurement appears, highlighting typically observable noise pro-
cesses in such a measurement. In the white noise limited regime, the Allan deviation con-
verges for increasing integration times with a slope proportional to τ−1/2, while thermal drift
causes it to diverge at larger integration times proportional to τ. Flicker, or 1/ f , noise gives a
flat contribution for all integration times (∝ τ0). Figure inspired by Figure 5.11 in [16].

It is also possible to compute the Allan variance through knowledge of the noise spectrum

of a resonance. In the frequency domain, the Allan variance can be expressed in terms of the
(two-sided) PSD S y according to [124]

σ2
A (τ) =

4
πτ2

� ∞
−∞

[sin (ωτ/2)]4

ω2 S y (ω) dω, (2.120)

or equivalently in the temporal frequency domain as

σ2
A (τ) =

2
π2τ2

� ∞
−∞

�
sin (πτ f )

�4
f 2 S y ( f ) d f (2.121)

The Allan deviation is then again calculated by taking the square root of the Allan variance. In
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order to accurately model measured Allan deviations based on Equations (2.120) or (2.121),
characteristics of the demodulation scheme used to detect the resonance frequency need to be
incorporated into S y [125, 126]. Computed Allan deviation curves based on Equation (2.121)
are shown alongside measurements throughout Chapter 6.





3
Experimental and Computational Methods

A discussion of all the main experimental and computational methods employed in this

thesis is provided in this chapter. The first part gives an overall explanation of the cleanroom
fabrication process used to manufacture the nanomechanical resonators. Focus then moves

towards the laser-Doppler vibrometry setup employed for the vibrational analysis of the sam-
ples, including a description of how various physical quantities are measured experimentally.

A section is then dedicated to introducing the ultrahigh vacuum setup, focusing both on pre-
senting the different components of the setup as well as discussing how experiments are con-

ducted inside the ultrahigh vacuum. The final part of the chapter gives a thorough explanation
of the finite element method simulations of the mechanical properties of the resonators.

3.1 Fabrication

An essential part of the progress made in the field of nanomechanical systems has been the

development of nanofabrication processes capable of reliable and reproducible manufactur-
ing of functioning samples. The samples employed in this thesis were fabricated at different

times and with differing fabrication process flows, rendering a detailed description of each
individual process cumbersome. However, since all samples consist of silicon nitride (SiN)

resonators on silicon (Si) substrates, this means that certain crucial steps are needed for the
fabrication of all the investigated samples. An overall fabrication process flow is therefore

given in this section, with illustrations of the different steps shown in Figure 3.1. The pre-
sented process flow only considers the fabrication of bare mechanical resonators without any

metals deposited on top.
The first step of the fabrication process flow is to grow the material used for the resonators

(Figure 3.1(a)). SiN is the material of choice for all investigated samples since this is the
most well-studied nanomechanical system displaying the dissipation dilution effect [34, 36–

51
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Figure 3.1: Overall process flow for the fabrication of nanomechanical silicon nitride res-
onators. Path 1 describes the fabrication of uniform membrane resonators, which only in-
cludes backside patterning, while Path 2 displays the fabrication of resonators such as strings
and phononic crystal membranes, which require a frontside patterning step as well.

38]. Growth of SiN on Si substrates is achieved by means of low pressure chemical vapor
deposition (LPCVD) [127]. The gases used for the LPCVD growth of SiN typically consist

of a mixture of dichlorosilane (SiH2Cl2) or silane (SiH4), serving as the source of silicon, and
ammonia (NH3), which is the source of nitrogen. As-grown SiN films have been shown to
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possess a large residual tensile stress σfilm [128], consisting of a compressive thermal stress
part, arising from the mismatch between the coefficients of thermal expansion of SiN and
Si, and a tensile intrinsic (growth) stress [129–131]. The origin of the intrinsic stress is not

entirely understood but is postulated to arise due to coalescence of separate clusters or islands

of SiN, forming grain boundaries, during film growth [132, 133]. The exact value of the
final film stress is dependent on the ratio of the employed gases used for the growth process.

Stoichiometric SiN, with the chemical formula Si3N4, typically displays large tensile stress
values of around 1 GPa. This value can then be lowered by increasing the Si content of the

SiN, forming so-called silicon-rich SiN [128, 134–136]. LPCVD can either be done in-house
in local cleanroom facilities, but Si wafers with as-grown SiN on top can also be commercially

ordered [137].
In order to define the resonators in the SiN film, a photolithography step is required.

For this purpose, patterns used for a dedicated photomask have to be drawn, which can be
achieved using various layout editors such as CleWin [138]. The photomasks themselves

are transparent glass plates, where the desired pattern is incorporated into a thin absorbing
chromium film deposited on the plate, such that light only passes through regions not contain-

ing chromium. Depending on the type of resonator to be fabricated, one or more photomasks
are needed both for front- and backside patterning. The photomasks can be manufactured

commercially by various companies, with examples of dedicated companies being Delta Mask

[139] and Rose Fotomasken [140].

Before commencing the photolithography step, a thin film of photoresist is spun on the
wafers using spin-coating (Figure 3.1(b)), followed by a short bake of the wafer with resist

on top. The photoresist is typically spun on both sides of the wafer, in order to protect the
unexposed side during the various fabrication steps. At this point, two paths to the fabrica-

tion of nanomechanical resonators can be taken, depending on whether a frontside patterning
step is needed. For the fabrication of uniform membranes, labeled Path 1 in Figure 3.1, the

photoresist on the backside of the wafer is exposed to ultraviolet (UV) light and then devel-
oped, which, in the case of positive photoresists, refers to the removal of the photoresist in the

exposed regions (Figure 3.1(c)). The photoresist pattern is then transferred to the SiN using
reactive ion etching (RIE), using the unexposed photoresist as a shadow mask (Figure 3.1(d)).

SiN is typically dry-etched using tetrafluoromethane (CF4), often with the addition of oxy-
gen (O2), which suppresses the formation of a fluorocarbon layer on the SiN surface during

etching and thus allowing a constant nitride etch rate [141, 142].
After the dry etching step, the photoresist is stripped off the wafer using suitable removers

depending on the choice of photoresist. Then, the next step is to release the resonators by
etching through the parts of the substrate exposed after dry etching of the SiN. In the case

of Si substrates, this is done through an anisotropic potassium hydroxide (KOH) wet etching
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step, with the KOH heated up to a temperature of 80 °C (Figure 3.1(e)). KOH is the etchant
of choice due to its selectivity towards the crystal orientation of the Si, with KOH having
a much larger etch rate for the �100� direction compared to the �110� and �111� directions

[143]. Furthermore, the etch rate of LPCVD-grown SiN in KOH is nearly zero, making it the

ideal etchant for resonators based on SiN [144]. The etching of Si using KOH results in a
trapezoidal ditch with slopes at an angle of 54.7°. As the final step of the fabrication process,

the wafers are washed in water and diced into separate chips. An additional cleaning step of
the wafers using a piranha solution, which is a mixture of sulfuric acid (H2SO4) and hydrogen

peroxide (H2O2), can be added to remove organic residues [145].
Path 2 follows the same procedure as Path 1, but additionally patterns the frontside of the

wafer as well. This process flow is necessary for the fabrication of, among others, strings
[146], trampolines [46], and phononic crystal membranes [39]. After the wafer backside dry

etching step (see Figure 3.1(d)) and subsequent removal of the photoresist, another layer of
photoresist is spun on the wafer and the photoresist on the wafer frontside patterned using

UV lithography (Figure 3.1(f)). Similar to what was done for the backside, the pattern is
transferred to the SiN on the frontside using a dry etching step (Figure 3.1(g)). Release of the

resonators can then be done through KOH etching from the backside alone, or by exposing
both the front- and backside of the wafer to the KOH (Figure 3.1(h)). Afterwards, the wafers

are washed and then diced into individual chips, thus concluding the fabrication process.
As a final note, it should be mentioned that the fabrication process flow described above

is very general and certain additional steps might be included for the successful fabrication
of samples. In particular, the fragility of nanomechanical resonators typically demands a

more delicate release process than simply dipping the wafers into KOH. Plasma-enhanced
chemical vapor deposition (PECVD) SiN may be added as a protective layer on the frontside

of the wafer to protect the released structures during the fabrication process. Furthermore, a
sacrificial wet oxide (WOx) layer can be added between the Si and SiN, which can increase

the final sample yield [102]. A number of excellent PhD theses exist, which explain the
fabrication of various nanomechanical resonators in far greater detail [47, 147, 148].

3.2 Vibrational Analysis

In order to characterize the vibrational properties of nanomechanical resonators, it is essential

to have a reliable and flexible transduction scheme, both for the detection and actuation of
mechanical vibrations. Various transduction techniques have been developed for the accurate

measurement of resonators, including optical [149], capacitive [150], inductive [151, 152],
dielectric [153, 154], and piezoelectric [155, 156]. As will be discussed in the following,
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optical detection is employed exclusively for the measurements presented in this thesis. The

first part discusses the principle behind the optical detection scheme, including describing the
measurement setup used for many of the displayed results. Then, an introduction to principles

of optical actuation is given, including a comparison of the different available methods. The

remaining sections describe the experimental methods employed to measure various physical
properties central to the results shown in this thesis, including the frequency stability, quality

factor, and thermal responsivity.

3.2.1 Optical Detection

External optical transduction techniques, i.e. no chip integration, are among the most utilized

for nanomechanical resonators due to the high sample flexibility and having little influence on
sample properties. In this project, lasers were employed both for the actuation and detection

of mechanical vibrations, with the latter being central to all presented results. This section
will serve to introduce the principle behind the laser-Doppler vibrometry method used for the

vibrational analysis of samples, before explaining how this method can be implemented in
practice by providing a description of the employed optical measurement setup.

3.2.1.1 Laser-Doppler Vibrometry

A laser-Doppler vibrometer, or vibrometer for short, is a type of Michelson interferometer,
which relies on the superposition of two monochromatic and coherent light sources, such as

lasers [16]. Figure 3.2 presents a schematic of a vibrometer setup of the type employed here.
A laser beam is split into a reference beam and an object beam using a beamsplitter (BS1). The

object beam passes through a second beamsplitter (BS2) before hitting the vibrating sample
and the reflected light directed towards a photodetector using BS2. As a result of the sample

vibration, a Doppler frequency shift, fD (t), is induced in the object beam [157]:

fD (t) =
2u̇ (t)
λ
, (3.1)

where u̇ (t) is the time-dependent sample velocity and λ the wavelength of the laser. The ob-
ject beam is then recombined with the reference beam using a third beamsplitter (BS3) and the

merged beams are sent to a photodetector. Given that the optical path of the reference beam

remains unchanged, the recombination of the two beams results in an interferometric pattern
with a frequency directly proportional to the sample velocity. To detect the direction of the

vibration, an acousto-optic modulator, or Bragg cell, is used to generate a known frequency
shift to the reference beam. The interference signal of the two beams is then converted to an
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electrical signal using the photodetector, which is then transformed into a measured displace-
ment using decoders in the vibrometer controller.

Figure 3.2: Schematic of the components used in a standard laser-Doppler vibrometer. A
laser beam is split into an object and a reference beam, with the former interacting with
a vibrating sample and causing it to gain a Doppler frequency shift. The two beams are
recombined and the optical path difference between results in an interference pattern detected
using a photodetector. A Bragg cell generates a known frequency shift in the reference beam,
which is used to detect the direction of the sample vibration.

3.2.1.2 Vibrometer Setup

Implementation of an interferometric detection scheme for the measurement and imaging

of mechanical vibrations can be done in a number of ways. Barg et al. provide an excel-
lent overview of how custom interferometer setups can be built in any lab by combining the

necessary optical and electrical components [149]. For this project, however, a commercial
laser-Doppler vibrometer is employed (MSA-500 from Polytec GmbH) and a sketch of the

standard configuration of the measurement setup used here is given in Figure 3.3. This section
serves to give an overview of the various components of this setup.

The coherent source of the vibrometer is a helium-neon (HeNe) laser with a center wave-
length λ = 633 nm, which is coupled to the vibrometer microscope using an optical fiber.

Control of the laser position on the sample is achieved by means of piezo scanners and mirrors
inside the vibrometer microscope. An internal liquid-crystal (LCD) display of the vibrometer

is placed in the optical path and used to vary the output power of the laser, which can be used
to control the signal-to-noise ratio of the measurement. The amount of laser power P on the

samples can vary from P ∼ 1 µW up to P > 200 µW. Typically, the output power is slightly
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lower immediately after turning on the laser, and the laser is therefore left to stabilize for some

time before commencing measurements. The laser is focused onto samples using objective
lenses (Plan Apochromat Objectives from Mitutoyo Corporation) of varying magnifications.

Figure 3.3: Interferometric setup used for the vibrational analysis of mechanical resonators.
Mechanical vibrations are detected using a laser-Doppler vibrometer, with a helium-neon
laser acting as the coherent light source. The laser is focused onto the samples using objective
lenses of variable magnification. Samples are placed inside a vacuum chamber capable of
reaching pressures p < 10−6 mbar. Actuation of mechanical vibrations is achieved either by
utilizing an amplitude-modulated diode laser or a piezo. The signal of the vibrometer is fed
into a lock-in amplifier for further analysis.

For most measurements, the investigated samples are placed inside a dedicated vacuum

chamber, in order to minimize gas damping [62] as well as the thermal conductivity of air

[158], which is of relevance when measuring the quality factor and the thermal responsivity,
respectively. The vacuum chamber is made of aluminium and cylindrical in shape, with an

anti-reflection coated borosilicate (BK7) optical viewport at its center for the optical trans-
duction of samples. For the evacuation of the chamber, a dedicated pumpstand (HiCube 80

Eco from Pfeiffer Vacuum GmbH) is employed, which consists of a diaphragm pump (MVP
015-2 DC from Pfeiffer Vacuum GmbH) and a turbopump (HiPace 80 from Pfeiffer Vacuum

GmbH), serving as the roughing and high vacuum pump, respectively. Using this vacuum
chamber and pumpstand, pressures p < 10−6 mbar can be reached. Measured samples are



CHAPTER 3. EXPERIMENTAL AND COMPUTATIONAL METHODS 58

placed on a dedicated pillar post inside the chamber, which has a surface large enough to

allow multiple samples to be measured simultaneously. To move from one sample to another,
the entire chamber is moved for the alignment of the desired sample with the vibrometer.

Mechanical vibrations are actuated in one of two ways: Optically or piezoelectrically.

Optical actuation, which will be discussed further in the next section, is achieved by amplitude
modulation of a fiber-pigtailed laser diode (LPS-635-FC from Thorlabs GmbH) with a center

wavelength λ = 638 nm. The diode laser is mounted to a dedicated controller (CLD1010LP
from Thorlabs GmbH), allowing control of the output power and the diode temperature during

operation. Integration of the diode laser with the measurement setup is done by coupling its
fiber to the vibrometer microscope so that it follows the same optical path as the HeNe laser.

The position of the diode laser on the measured samples can be controlled via the internal
optics of the vibrometer microscope. Piezoelectric actuation is done by placing samples on

top of piezoelectric plates, or piezos (NAC2003 from CTS Corporation or a custom-sized plate
of piezo ceramic type PIC252 from PI Ceramic GmbH). The piezos are therefore also placed

inside the vacuum chamber and connected to signal generators using an electrical feedthrough
of the chamber.

The analog signal of the vibrometer is fed into a lock-in amplifier (HF2LI from Zurich
Instruments), where additional analysis of the samples can be conducted, with the standard

measurements being explained in the following sections. Whenever the lock-in amplifier is
employed, the signal output of the lock-in is connected to either the diode laser or the piezo

for sample actuation.

3.2.2 Optical Actuation

As mentioned in the previous section, mechanical vibrations can be optically actuated by

amplitude-modulation of a laser. Two different physical principles are typically responsible
for the actuation: Radiation pressure force or the thermoelastic effect through photothermal

heating. Depending on the type of sample or the mechanical mode to be actuated, one method
may be more appropriate, while both can be used interchangeably sometimes. Both types of

optical actuation will now be described separately.

3.2.2.1 Radiation Pressure

Radiation pressure actuation relies on the fact that photons carry a momentum pphot = h/λ,
where h is the Planck constant and λ the wavelength, as predicted by James Clerk Maxwell

in the nineteenth century [159]. This momentum can be transferred to an object upon re-
flection/absorption of the photon. Considering a flux of photons instead of a single one, the
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resulting applied radiation pressure force Frad on the object for normal incidence is given by

[160, 161]:

Frad =
(2R +A) P

c
. (3.2)

Here, R and A are the reflection and absorption coefficients of the object, respectively, P the

total incident power, and c the vacuum speed of light. As can be seen from Equation 3.2,
calculation of the applied force requires precise knowledge of the optical properties of the

actuated material, which typically depend on the wavelength of the light. Since the laser
applies a force directly on the sample, it should be placed on anti-nodes of resonances for

optimum actuation.

3.2.2.2 Thermoelastic

Thermoelastic actuation is based on local heating of a mechanical resonator, resulting in a

non-uniform expansion of the material and thus the generation of thermal stresses, which
leads to a bending of the resonator. Modulation of the heating temperature results in an active

actuation of the resonator [162, 163]. This can be achieved optically by means of photother-

mal heating employing an amplitude-modulated laser. While it is possible to thermoelasti-
cally actuate resonances through local heating of a single-layer material, optimal actuation

is achieved through heating of multilayer structures [164]. The difference in coefficients of
linear thermal expansion of two different materials causes a much larger deflection than for

a single-layer material [165]. Since nanomechanical resonators typically are released on top
of a substrate of a different material, thermoelastic actuation is still feasible for single-layer

materials by heating at the anchor of the resonator.

3.2.2.3 Comparative Study of Optical Actuation Methods

A comparison between the two optical actuation methods is provided here based on an exper-

imental study of a mechanical resonator. For this study, a SiN cantilever of the type employed
by Larsen et al. is used [166]. An illustration of the two actuation configurations is given in

Figure 3.4(a). Radiation pressure actuation is realized by focusing the diode laser beam on
the tip of the cantilever, while thermoelastic actuation is achieved by focusing the laser on

the cantilever anchoring. The vibrometer laser is focused on the tip of the cantilever, where
the displacement is at its largest [16]. For each actuation method, the first 10 bending modes

of the cantilever are measured and the maximum out-of-plane displacement zmax extracted,

with a comparison of zmax versus frequency given in Figure 3.4(b). Measurements for the
fundamental bending mode are excluded from this plot since the resonance frequency was lo-



CHAPTER 3. EXPERIMENTAL AND COMPUTATIONAL METHODS 60

cated near that of the turbopump (∼ 1500 Hz), which rendered visualization of the cantilever

resonance difficult. Both the laser power and the modulation depth provided by the signal
generator were kept fixed for all measurements.

Figure 3.4: Comparison of optical actuation methods using a micromechanical cantilever.
(a) Illustrations of the amplitude-modulated laser position for actuation based on radiation
pressure force and the thermoelastic effect through photothermal heating. (b) Maximum out-
of-plane displacement versus frequency for the first 10 bending modes of the investigated
cantilever, excluding the fundamental bending mode, acquired via radiation pressure and ther-
moelastic actuation. Dimensional parameters for the investigated cantilever were L = 715 µm,
w = 100 µm, and h = 500 nm.

Evidently, the maximum actuated displacement decreases with increasing frequency re-
gardless of the actuation method, which is expected due to the increased stiffness of higher-

order modes [16]. From the comparative study, it can be observed that radiation pressure
appears to provide stronger actuation for lower-frequency modes, while the thermoelastic ef-

fect becomes stronger for higher frequencies. Intuitively, one would expect the thermoelastic
actuation to roll off sooner due to thermal relaxation times on the order of milliseconds (as

shown in Chapter 6). Nonetheless, for a given drive signal, a consistently larger displacement
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for higher-order modes was measured, when employing thermoelastic actuation. This could
simply be a result of the rather low actuation laser powers, with nominal output powers for
the diode laser of P ∼ 100 µW. If larger powers were available, one would perhaps observe a
better performance of the radiation pressure method for higher frequency modes as well.

3.2.3 Frequency Tracking

Focus now shifts towards the different physical properties investigated using the measurement

setup described above. First of all, a discussion of methods used to track the mechanical res-
onance frequency is provided. Here, frequency tracking refers to the continuous monitoring

of the frequency over time. Given that most sensors based on nanomechanical resonators em-

ploy frequency shifts as the principle of detection, developing accurate and reliable tracking
schemes is a necessity of the resonant sensors research field. This section aims to introduce

the frequency tracking schemes employed in this thesis, focusing on elucidating the different
tracking configurations used, which is of particular relevance to the results shown in Chap-

ter 6.

3.2.3.1 Tracking Configurations

For all presented results, the lock-in amplifier of the interferometric setup (see Figure 3.3)

serves as the frequency tracking platform. The use of laser-Doppler vibrometry as the detec-
tion scheme removes the need for any sort of additional amplification, as the signal-to-noise

ratio available via the vibrometer proves to be more than enough to accurately track the fre-
quency. As such, the analog signal of the vibrometer is sent directly into the lock-in amplifier,

where frequency tracking can be performed.
Frequencies can be tracked in either an open-loop or a closed-loop configuration, as out-

lined in Figure 3.5. Additionally, self-sustained oscillator schemes also exist and have been

successfully employed for the frequency tracking of nanomechanical resonators [167–169].
However, this configuration was not utilized in this work and is therefore not given any further

consideration here. Interested readers are referred to theoretical investigations into frequency
stability limits of nanomechanical resonators, where comparisons between all tracking con-

figurations are given [125, 126].
As the name would suggest, open-loop tracking concerns the case, where the frequency is

tracked without implementation of any feedback. In this configuration, which is illustrated in
Figure 3.5(a), the resonator is driven using a signal generator at a frequency close to resonance

[126]. The corresponding driven signal from the resonator (measurement signal) along with
that of the signal generator (reference signal) is demodulated. As such, any events causing
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Figure 3.5: Schematics describing the frequency tracking configurations used in this project.
(a) Open-loop, or feedback-free, tracking scheme. (b) Closed-loop, or phase-locked loop,
tracking scheme. Figures (a) and (b) are adapted from Figures 1 and 2 in [126], respectively.

frequency shifts of the resonator will result in a phase shift Δφ between the reference and

measurement signals, which the demodulator detects. If the amplitude and phase response
of the resonator are known, the phase shift can be converted back to the frequency shift Δ f

caused by any frequency changing event. The biggest disadvantage of this method is un-
wanted thermal drifts of the resonance frequency during measurements, potentially shifting

the frequency far away from that of the drive signal and into the flat phase regime (see Fig-
ure 2.1(c)) [170]. Furthermore, the bandwidth of the detection is limited by the response time

of the resonator, as will be a major topic in Chapter 6. On the other hand, the intrinsic limita-
tions of the technique make it ideal for fundamental investigations into frequency fluctuations

of nanomechanical resonators [112].
In order to circumvent the issues presented above for the open-loop configuration, closed-

loop schemes have been developed, with a general schematic given in Figure 3.5(b) [126].
Similar to the open-loop case, the driven signal of the resonator along with the reference signal

is sent to a demodulator. However, the phase difference between the two signals is sent to a
controller, typically a proportional-integral-derivative (PID) controller, which actively adjusts

the drive signal frequency to stay at resonance, thus forming a negative feedback control loop,
also called a phase-locked loop (PLL). In this way, this configuration overcomes the thermal

drift problem of open-loop tracking, which has made it an ideal method for characterizing
nanomechanical resonant sensors in literature [17, 171–174]. The fundamental speed limits

set by the intrinsic response of the resonator can also be overcome at the expense of more
noise, which will be discussed further in Chapter 6.
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3.2.3.2 Frequency Stability Measurements

With the tracking schemes established in the previous section, a description of the method

used to determine the frequency stability of investigated resonators is given here. This method
was used for the acquisition of all the frequency stability results displayed in Chapter 6. The

lock-in amplifier of the interferometric setup is used for such analysis, which is equipped with
a PLL, thus enabling both open-loop and closed-loop measurements.

The steps required for the analysis of the frequency stability are presented in Figure 3.6.
These measurements were conducted on a ceramic resonator (PBRC-2.00BR from Kyocera
Corporation), which provides an excellent platform for optimizing the parameters of the lock-
in amplifier, due to their known frequencies and not requiring a vacuum for measurements. In

order to commence any tracking of the resonance frequency, the amplitude and phase response
of the resonance under investigation needs to be accurately measured, with measurements for
the quartz resonator given in Figure 3.6(a). From this plot, the resonance frequency fr can be
deduced, in addition to the phase lag at resonance φr. The quality factor is determined before
such measurements (as will be discussed in Section 3.2.4), since the value of the low-pass

filter has to be at least a factor of 2 smaller than the resonance linewidth Γ to ensure that the
response is accurately resolved.

Depending on whether open-loop or closed-loop tracking is to be performed, two direc-
tions can be taken from here. For open-loop measurements, the frequency of the signal gen-

erator in the lock-in amplifier is set to fr and the phase shift with respect to the drive recorded
for a minimum duration of 1 minute. Then, using the measured phase response, the phase shift

is converted to a frequency shift, as will be explained in Section 6.2. An exemplary 5-minute
open-loop recording of fr for the ceramic resonator is shown in Figure 3.6(b). The low-pass

filter bandwidth and sampling rate of the demodulator were set to 3598 Hz and 28784 Sa/s,
respectively. These values were chosen to withhold a 1:8 ratio between the filter bandwidth

and sampling rate, which was recommended by the lock-in amplifier manufacturer. The order
of the low-pass filter was found to have no influence on the measured frequency stabilities

and therefore always set to 1.
When performing closed-loop tracking, both fr and φr are given as parameters in the PLL

controller of the lock-in amplifier. The bandwidth of the PLL phase detector has to be set and
is normally set to the same value as that of the demodulator. Parameters of the PID controller

are set automatically using a built-in PID advisor of the PLL. Only the bandwidth of the loop,
also called target bandwidth, and the advise mode have to be set manually. The effect of this

target bandwidth is a topic discussed in Section 6.6, while the advise mode is mostly set to PI
mode (D = 0). For better tracking, the PLL has a built-in device under test (DUT) model for

resonators, where one can set measured values of fr and Q as parameters. Once all parameters
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Figure 3.6: Demonstration of the measurement method for the determination of frequency
stability using a ceramic resonator. (a) Measured amplitude and phase response of the res-
onator, from which the resonance frequency fr and phase lag φr are extracted. (b) 5-minute
open-loop recording of the resonance frequency. (c) Allan deviation of the data shown in (b).
The integration time corresponding to the cutoff from the low-pass filter τcutoff has been high-
lighted in the plot. Reported Allan deviations in Chapter 6 leave the entire "cutoff region" out
of plots, in order to only show the parts originating from the sample itself.
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are set, the advisor sets the values of the controller, and tracking of fr can commence.
After frequency tracking data have been acquired, the frequency stability is evaluated us-

ing the Allan deviation (see Section 2.4.2). The Allan deviation of the recording shown in
Figure 3.6(b) is shown in Figure 3.6(c). A publicly available graphical user interface dedi-

cated to the calculation of the Allan deviation using MATLAB was utilized for the analysis of
all stability measurements presented here [175]. The integration time at which the low-pass

filter has its cutoff is labeled τcutoff. Normally, the decrease in Allan deviation at low τ result-
ing from the low-pass filtering begins for τ-values slight larger than the τcutoff. To ensure that

the reported Allan deviations only display features arising from the resonator response, parts
of the Allan deviation within the so-called "cutoff region" (red-shaded area in Figure 3.6(c))

are neglected from all such plots shown in Chapter 6.

3.2.4 Quality Factor Measurements

Quality factors of mechanical resonators are typically deduced in one of two different ways,

namely by means of the bandwidth method or by performing so-called ringdown measure-

ments. The former is based on the definition of Q in electrical resonant circuits [9, 176]

Q =
ωr

Γ
=

1 − 2ζ2

2ζ
, (3.3)

with the resonance linewidth Γ defined as the width of the amplitude response at 1/
√

2 of

the peak amplitude, also called the full width at half maximum (FWHM). For slight damping
(ζ � 1), the definition of Q in Equation (3.3) is equivalent to the physical definition given

in Equation (2.17), which is the only regime in which the bandwidth method is valid. Fitting
measured amplitude responses with a Lorentzian function allows the extraction of Γ [16].

Then, Q can be calculated by dividing the resonance frequency with the linewidth according
to Equation (3.3).

For high-Q resonators, where linewidths on the order of mHz are readily available, the
bandwidth method requires incredibly slow frequency sweeps as well as a large number of
data points in order to properly resolve the resonance linewidth. In cases where thermal
drifts are present, which can occur from variations of the temperature in the measurement
laboratory as well as, in the case of optical detection, power fluctuations of the readout laser

(see Section 6.3), it becomes increasingly difficult to employ the bandwidth method. As such,
the ringdown method is almost exclusively employed for the measurement of the Qs reported

in this thesis.
When the drive signal responsible for actuating a resonator is abruptly switched off, dis-
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Figure 3.7: Decay of the normalized resonance amplitude over time upon switching off the
drive signal at time t = 0 s, along with an exponential fit to the data, showing how the
ringdown method works. From the time constant τr of the exponential and the resonance
frequency fr the quality factor can be calculated using the relation Q = πτr fr. The presented
measurement is for the (3,3) mode of a uniform square membrane with L = 1 mm, h = 50 nm,
and σ = 166 MPa.

sipation causes the amplitude to exponentially decay over time [16]. The time constant of
the amplitude decay is directly proportional to the Q of the resonance, and measurement of

this amplitude decay is the basis of the ringdown method. Evidently, a requirement of apply-
ing this method is the accurate recording of the amplitude over time. In this project, this is

achieved using the lock-in amplifier. As a first step, both the amplitude and phase response of
the resonance in question are measured. The extracted values of fr and φr are used to lock the

resonance in a closed-loop configuration, allowing the tracking of the amplitude over time.
Once the amplitude is properly tracked, the drive signal is switched off abruptly and the expo-

nential decay recorded. An exemplary ringdown measurement is shown in Figure 3.7 for the
(3,3) mode of a square membrane. The time constant τr of the decay is extracted by fitting an

exponential function of the type:

z (t) = z0e−t/τr . (3.4)
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Using this value of τr and the recorded fr, the Q can be calculated using the following relation:

Q = πτr fr. (3.5)

Reported uncertainties in Q are based on at least 5 recordings of the same decay, which ac-

counts for fluctuations in the amplitude over time. Despite the occasional presence of thermal
drifts, the uncertainty in the measurements of fr is minimal and therefore not included in the
calculation of the Q-uncertainty.

3.2.5 Thermal Responsivity Measurements

In this thesis, the thermal response of nanomechanical resonators is quantified using the rel-

ative thermal responsivity δR [16]. This quantity can be determined experimentally in a
straightforward way, which will be described in this section. In simple terms, as already dis-

cussed in Section 2.3, δR quantifies the relative frequency shift per change in the resonator
temperature. For nearly all the results shown here, relative responsivity is considered for the

case of laser heating in the center of the resonators, meaning the temperature change arises
from the photothermal effect. Experimentally, photothermal detuning of the resonance fre-

quency can be measured by closed-loop tracking of the frequency and then vary the laser

power. While this method provides the most accurate measurement of fr at any given time,
the main drawbacks are long acquisition times, since the resonance has to be locked for every

sample and mechanical mode, and inability stay locked to the mode due to thermal drifts.
Instead of involving any frequency tracking scheme, the detuning is evaluated by measur-

ing the Brownian motion spectrum for varying laser powers, as shown in Figure 3.8(a) for the
(1,1) mode of a uniform square membrane. For any given laser power P, the center frequency

of the Brownian motion peak is extracted and used to calculate δR. A plot of the relative
frequency shift corresponding to the measurements shown in Figure 3.8(a) is given in Fig-

ure 3.8(b) as a function of P. The frequencies can be observed to display a linear dependence
on P and the slope of the shift is the relative responsivity. Since δR is a negative quantity, the

absolute value is reported for the investigations shown in later chapters.

3.3 Ultrahigh Vacuum Setup

One of the main goals of this project is the reduction of surface friction, which is the main

topic of Chapter 5. In order to properly clean and characterize surfaces of materials, an
ultrahigh vacuum (UHV) environment is required [177]. The exact pressure at which UHV
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Figure 3.8: Experimental measurements of the relative thermal responsivity. (a) Brownian
motion spectra of the (1,1) mode of a uniform square membrane for increasing laser powers
focused on the membrane center. (b) Relative frequency shift versus laser power extracted
from the Brownian motion peaks shown in (a). A linear fit to the data points is given as well,
with the slope of the fit corresponding to the relative thermal responsivity. Parameters for the
membrane in question are L = 1 mm, h = 50 nm, and σ = 15 MPa.

is achieved varies slightly in literature, but pressures p ≤ 10−9 mbar is generally considered
UHV [178]. As such, an ultrahigh vacuum setup was built for this project, a drawing of

which can be seen in Figure 3.9. Individual components of the setup will be discussed in the
following section.

3.3.1 Setup Components

The ultrahigh vacuum chamber was designed and manufactured by PREVAC sp. z o.o. It is
a cylindrical stainless steel (SS304) chamber with a diameter of 256 mm not including the

vacuum flanges. Its vacuum connections are built entirely of ConFlat (CF) flanges, which
consist of a knife-edge machined into the flanges flat surface [179]. The seal mechanism

works by placing a soft metal gasket between the knife-edges of a pair of flanges and then
uniformly tightening a set of bolts on the outer edges of flanges. As these bolts are tightened,

the knife-edge cuts into the metal gasket, with the deformed metal now filling manufacturing
defects in the flange, and a leak-tight seal is therefore achieved. To minimize the risk of leaks,

annealed copper gaskets were used in this project, since the annealing results in even softer
copper.

The main chamber is pumped down from atmospheric pressure using a rotary vane pump
(Duo 3 M from Pfeiffer Vacuum GmbH), which functions as the roughing pump, and a tur-

bopump (HiPace 80 from Pfeiffer Vacuum GmbH), serving at the high vacuum pump. For
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Figure 3.9: Drawing of the ultrahigh vacuum setup employed in this project, including a
side view (a) and top view (b) projection of the setup. The main vacuum chamber is pumped
down using both a turbopump and an ion getter pump, in conjunction with a bakeout of the
chamber body using heating tape (not shown in the sketch). Vacuum pressure is measured
using a Bayard-Alpert gauge. Samples loaded into the chamber are attached to the sample
receiving station. Resistive heating of samples is achieved using the electrical feedthrough of
the receiving station, while the cooling inlet/outlet allows both air cooling and liquid nitrogen
cooling. The temperature of the sample holder is monitored using a thermocouple. A pneu-
matic connection enables exchange between sample heating and cooling utilizing compressed
air. Samples are loaded into the UHV by means of a load lock chamber, separated from the
main chamber using a gate valve. The load lock is pumped using a turbopump and its pressure
measured using a Pirani gauge. A linear transfer mechanism is employed to move samples
from the load lock and into the main chamber.

pressures p ≤ 10−7 mbar, an additional ion getter pump (NEXTorr D500-5 from SAES Get-

ter S.p.A.) is used to further reduce the pressure. The vacuum pressure is monitored using
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a Bayard-Alpert gauge (PBR 260 from Pfeiffer Vacuum GmbH), which can accurately mea-

sure pressures down to p = 5 × 10−10 mbar. An additional rough estimate of the pressure for
values as low as p = 1 × 10−10 mbar can be made using the current readout of the ion getter
pump. The exact process employed to achieve an ultrahigh vacuum, which includes a bakeout

step, is explained in the next section.
Before loading samples into the UHV chamber, they are secured to a sample holder specif-

ically designed for heating and cooling (PTS 1000 RES/C-K from PREVAC sp. z o.o.). The
PTS sample holder allows heating of samples to temperatures up to 1000 °C and cooling down

to −170 °C. Samples are loaded into the chamber by placing the sample holder on a sample
receiving station. The receiving station can be seen sticking out of the main chamber body

in Figure 3.9(a). It is equipped with a manual z-axis manipulator, which is used to move the
sample holder from transferring position to measuring position. By measuring position, it is

meant that the sample is located directly below the anti-reflection coated fused silica viewport
positioned on top of the chamber, which allows optical transduction of the samples. This

viewport can be seen in Figure 3.9(b).
A pneumatic valve is employed to move the sample holder between heating and cooling

operation using compressed air. When samples need to be exchanged, the valve can be set
to transfer mode, which means closing for the compressed air supply. Heating of the sample

holder is achieved using resistive heating. High voltage cables used for resistive heating
are connected to the sample holder using the electrical feedthrough of the sample receiving

station. Cooling is achieved employing a sapphire sphere located below the sample holder.
The cooling process can be accelerated using compressed air, while liquid nitrogen allows for

cooling down to the aforementioned limit of T = −170 °C. Sample holder temperature is
constantly monitored using a thermocouple (type K).

To avoid venting the main chamber every time a sample has to be exchanged, a load lock
chamber (designed by PREVAC sp. z o.o.) is used for sample loading. This chamber has a

dedicated mounting station for the PTS sample holder. After placing the sample inside the
load lock chamber, the load lock is pumped down by means of a membrane pump (MVP 015-

2 from Pfeiffer Vacuum GmbH) and a secondary turbopump (HiPace 80 from Pfeiffer Vacuum
GmbH) to pressures p ∼ 10−7 mbar, monitored using a Pirani gauge (PKR 251 from Pfeiffer

Vacuum GmbH). Once the base pressure has been reached, a gate valve (series 10.8, number
10836-E01/08 from VAT Vakuumventile AG) separating the load lock and the main chamber

is opened, so that samples can be transported inside the UHV. A linear transfer mechanism
is responsible for loading the sample holder into the main chamber, consisting of an arm that

can lock onto the sample holder and a rotary feedthrough located outside the chamber, which

can be used to manually move the transferring arm. In order to accept samples, the sample
receiving station of the main chamber is moved down during the transfer process to be aligned
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in height with the load lock arm height. A viewport located on a side flange of the load lock
allows monitoring of the sample holder and transferring arm positions during transfer.

3.3.2 Chamber Evacuation Process

In this section, a detailed description of the process with which the UHV system is evacuated
down to pressures p ∼ 10−10 mbar is provided. As mentioned in the previous section, a
rotary vane pump is used as the roughing pump, enabling a rough vacuum pressure p ∼
10−3 mbar, which reduces the load on the turbopump. The rotary vane pump is connected
in series with the turbopump. Typically, the rotary vane pump is allowed to operate alone

until p < 1 × 10−2 mbar, upon which the turbopump is turned on, which further reduces the

pressure to p < 1 × 10−7 mbar within 1 day of operation. This initial pump down can be sped
up by venting the chamber with nitrogen instead of air.

If one were to rely entirely on vacuum pumps, the vacuum pressure typically approaches a
limiting value in the ∼ 10−8 mbar range, below which the pressure decreases at a significantly

slower rate. The reason for this is the adsorption of water, in addition to other less significant
rest gases, to the chamber walls, with the vapor pressure of the water limiting the final pressure

of the vacuum [178]. While this water slowly desorbs and gets pumped out over time, this
process is incredibly slow and might even take years. To accelerate this desorption process,

a chamber bakeout is performed. In simple terms, a bakeout is the systematic heating of the
entire vacuum system to temperatures above 100 °C for a given amount of time, typically on

the order of days. Bakeout of a UHV system can be accomplished in a number of different
ways, including the use of heating tapes, jackets, tens, or even placing the entire system inside

a dedicated oven [179].
For this UHV system, heating tapes (metal braided type MB from Hemi Heating AB) are

employed for the bakeout process, since these allow more flexibility in the case additional
components are added to the system. The tapes are wrapped around all surfaces of the cham-

ber, including flanges and the sample receiving station. In the later stages of the project, the
whole UHV system was placed on pillar supports, allowing the heating tape to be wrapped

around the bottom of the chamber as well and therefore a more efficient bakeout. The differ-
ent tapes are connected in series using a daisy chain cable set (DCCF-4 from Hemi Heating

AB), and the cable set is connected to a temperature controller (HTC 5500 LT from Hemi
Heating AB). This controller has a built-in PID controller, which can be used to manage the

temperature setpoint, as well as the duration of the temperature ramp-up. The temperature
controller is equipped with a thermocouple (type K), which monitors the temperature and

uses this measured value to actively adjust the PID controller settings.
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While the heating tapes are capable of temperatures up to 400 °C, the temperature setpoint

is restricted here by the 120 °C limit of the turbopump. To circumvent this limit, the controller
thermocouple is placed on the turbopump flange and the temperature setpoint fixed at 110 °C
to ensure a low enough temperature on the turbopump. Nonetheless, despite the temperature

setpoint, the turbopump is cooled additionally using a water chiller (WRK 508-40 from Lah-
ntechnik GmbH) during annealing. For the remainder of the system, temperatures as large as

180 °C are possible, which is constantly monitored using a steak thermometer. In order to
thermally insulate the system and distribute the heat evenly across all components, the entire

UHV system is wrapped in aluminium foil (ALU-FOLIE-500-25 from Vakuum Komponen-
ten & Messtechnik GmbH) [180]. Overall, the chamber is left to bakeout for at least 2 days

in this configuration, ensuring that most water has desorbed from the chamber walls.
Once the system has been baked for a while, the heating is switched off and the system

allowed to slowly cool down. Typically, this bakeout process alone results in pressures of
5 × 10−10 mbar to 1 × 10−9 mbar after the chamber has cooled down to room temperature, de-

pending on the duration of the bakeout. To further reduce the pressure to p ≤ 1 × 10−10 mbar,
an ion getter pump is utilized. As the name would suggest, this pump consists of both a

sputter ion pump and a non-evaporable getter (NEG) pump, both working on different prin-
ciples [181]. The getter material of the NEG pump has to be activated before it can begin to

pump [182, 183]. Here, activation refers to heating it to 550 °C for 1 hour, removing all gas
molecules adsorbed in the material as well as surface oxide, which saturates the pump anytime

it is exposed to atmospheric pressure. The activation thus "resets" the getter, but this reset can
only be done a limited amount of times (100 times according to the manufacturer). Since lots

of particles are released during activation, this process is typically carried out shortly after
the bakeout, since the warm temperature of the chamber minimizes adsorption of the released

species. Finally, once the activation has been completed, the sputter ion pump is turned on
and the base pressure slowly reached as the chamber cools down to room temperature.

3.3.3 Sample Annealing Procedure

Essential for the investigation shown in Chapter 5 is the ability to anneal samples in an ul-
trahigh vacuum since this should clean the sample surface completely [82]. A description of

the annealing procedure employed in this thesis is given here. As mentioned in Section 3.3.1,
samples can be heated up to temperatures of 1000 °C based on resistive heating of the PTS

sample holder. A dedicated heating power supply (Heat3 from PREVAC sp. z o.o.) with a
built-in PID controller is used to manage the sample holder temperature. The PID controller

is used both to set and ramp up the applied current, which it actively regulates by measuring
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the sample holder temperature using a dedicated thermocouple. For the sample holder used
here, the current ramp is set to 1 A/min, while the maximum current is fixed at 8.6 A, both of
which are values provided by the manufacturer.

Before annealing begins, the sample holder is moved as far away from the optical viewport

by means of the z-axis manipulator. This is necessary in order to protect the viewport from
exposure to the very high temperatures of the sample holder. In addition, the pneumatic valve

is set to heating mode, after which heating can be commenced. Given the rather low current
ramp-up, ramping of the temperature to the setpoint can take as long as 1 hour depending

on the desired final temperature. Nonetheless, any annealing time specified in Chapter 5 is
counted from the moment the setpoint has been reached. After samples have been annealed

for the desired duration, the heating power supply is switched off and the pneumatic valve
moved to cooling mode. Cooling to room temperature typically takes 30 minutes, with the

cooling accelerated by applying compressed air to the cooling inlet of the sample receiving
station. After having been cooled to room temperature, the sample holder is moved back up

to the viewport, allowing measurements to be performed.

3.3.4 Optical Transduction Integration

The aforementioned optical viewport located on top of the UHV chamber (see Figure 3.9(a))

allows integration with an optical transduction scheme. While the electrical feedthrough of
the chamber also allows additional transduction schemes, optical methods are employed for

all the results presented here due to their flexibility and ease of use. In the simplest implemen-
tation scheme, the entire UHV setup is placed on the same optical table as the laser-Doppler

vibrometer and aligned with its objectives. A photograph of such a scheme is given in Fig-
ure 3.10(a). The photo also highlights various components not included in Figure 3.9. High-

voltage cables used for resistive heating of the sample holder can be observed, in-addition to
the thermocouple used for temperature monitoring. Hoses used for the pneumatic connection

and the sample holder cooling are shown connected to the chamber as well. Heating tape and
aluminium foil used for the bakeout of the UHV system can be observed as well and are left

on to avoid having to re-wrap the system every time a bakeout needs to be performed. The
inset of Figure 3.10(a) shows a sample inside the UHV during annealing, as indicated by the

glow of the sample holder. Figure 3.10(b) shows a second perspective of the setup shown
in Figure 3.10(b), more clearly displaying certain components of the setup, such as the hose

used for water cooling of the turbopump.
While the scheme presented in Figures 3.10(a) and 3.10(b) provides easy alignment with

the vibrometer optics and therefore the largest signal-to-noise ratio for the measurements, the



CHAPTER 3. EXPERIMENTAL AND COMPUTATIONAL METHODS 74

Figure 3.10: Implementation of an optical transduction scheme with the ultrahigh vacuum
setup. (a) Photograph of the UHV system placed on an optical table and aligned with the
laser-Doppler vibrometer. Various components of the setup have been highlighted for clar-
ity. The inset shows the sample holder in vacuum during an annealing process. (b) A sec-
ond perspective of the setup shown in (a), more clearly displaying certain components. (c)
Custom-build optical microscope head to which both the vibrometer laser and the actuation
laser can be attached and thus enabling sample measurement without the need to move the
entire system.
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downside is the need to move the entire UHV system, including the load lock chamber, for

every required measurement. For this reason, another method of optical transduction was
developed for the later parts of the project. The solution was to build a custom microscope

head, to which the lasers of the vibrometer could be attached. An early version of such a

microscope is shown in Figure 3.10(c), consisting of two optical pathways, one being for the
vibrometer laser and the second for the actuation laser. The two lasers are recombined using

a beamsplitter (CCM1-PBS252/M from Thorlabs GmbH) and sent to an objective lens (the
same ones used for the Polytec vibrometer). Control of the laser positions on the sample is

achieved using a manual 3-axis translation stage (PT3A/M from Thorlabs GmbH), which is
secured to an optical breadboard elevated using four pillar posts to the height of the UHV

chamber. Visualization of the samples was done by means of a second beamsplitter, to which
a complementary metal oxide semiconductor (CMOS) camera (UI-5220SE from Integrated

Dynamic Solutions, Inc.) is attached (not shown in Figure 3.10(c)). To avoid including a third
beamsplitter and therefore additional loss of laser power along the optical pathway, no white

light source is used, instead using the laser light reflected off the samples for visualization.

3.4 Finite Element Analysis

Despite analytical models existing for many of the mechanical properties studied here, these

are often incomplete or limited to standard resonator geometries such as strings and mem-
branes [16]. As such, simulations of the mechanical properties accompany many of the

measured results shown in this thesis. These simulations are exclusively performed using
COMSOL Multiphysics, which is a commercially available simulation software based on the

finite element method. Various properties are simulated, with three main categories emerg-

ing: Quality factor, phononic bandgap, and thermal responsivity. Each of these three types of
simulations will be discussed separately.

3.4.1 Structural Mechanics Simulations

Before explaining how the different physical quantities are simulated, a general introduction

to the mechanical simulation configuration is given, which applies to all simulations per-
formed in this thesis. In order to simulate mechanical properties of resonators, the Structural

Mechanics Module of COMSOL is employed [184]. This module is specifically designed

for handling the simulation of, among others, static, eigenfrequency, transient, and frequency
response problems related to structural mechanics. Both 2D and 3D models can be built and

studied, depending on the problem at hand.



CHAPTER 3. EXPERIMENTAL AND COMPUTATIONAL METHODS 76

For the resonators studied here, with typical thicknesses on the order of tens of nanome-
ters, but lateral dimensions of several millimeters, a shell interface is employed. Using this
interface, it suffices to draw a two-dimensional projection of the geometry of interest in the
xy-plane, while the thickness is given as a parameter in the shell interface. A linear elastic

material model is used, with most material properties of the SiN based on values found in
the literature [101]. For all structural mechanics simulations, it is necessary to define the

Young’s modulus E, Poisson’s ratio ν, and mass density ρ. The tensile stress of the res-
onators investigated here is accounted for by assuming a bidirectional homogeneous stress

σxx = σyy = σfilm, where σfilm is the stress of the SiN film taken from experiments. A
fixed constraint is applied to the anchors of the resonators, which translates into zero motion

allowed on the chosen edges.
Having set up the simulation geometry and associated physics, the next step is to mesh the

geometry, i.e. divide the geometry into smaller regions in which the physical equations are
solved. Given that multiple non-uniform resonator geometries are studied here, a triangular

mesh is chosen to mesh corners and round edges more densely. In general, making the mesh
finer corresponds to more accurate results, but also increases the memory requirements sig-

nificantly. As such, mesh refinement studies are performed for each type of simulation, where
the mesh is made increasingly fine until the simulated quantities change by minimal amounts

when making the mesh even finer, i.e. the values have converged. The exact mesh size at
which convergence is reached depends on how complicated the geometry is, but a general

rule of < 10% change can be applied to all the simulations shown in this thesis. An example
of an as-built clamp-widened string geometry can be observed in Figure 3.11(a), with the in-

set highlighting the mesh in the narrowest region of the string. For increased accuracy, it is
essential to have multiple mesh elements along the narrowest regions of the geometries.

The final step is to choose which type of study, or analysis, one wishes to perform on
the geometry. Since the focus is on mechanical resonators, where the properties of specific

mechanical modes are of interest, an eigenfrequency study needs to be performed. While this
of course means that mechanical eigenfrequencies are simulated as opposed to the resonance

frequency measured in the experiments, one has to keep in mind that for slight damping the
two frequencies are nearly equal (see Equation (2.12)) [16]. Given that only high-Q resonators

are investigated here, the slight damping assumption holds and the eigenfrequency study can
be applied.

For the non-uniform geometries studied here, such as clamp-widened strings and phononic
crystal membranes, the stress will not be uniform throughout the resonator. If a pure eigenfre-

quency study is employed, the stress is assumed to be uniform throughout the resonator and
the simulated eigenfrequencies typically overestimated. Therefore, a stationary study step has

to be included prior to the eigenfrequency study, which serves to simulate the stress redistri-
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Figure 3.11: Different steps required to simulate the properties of strained mechanical res-
onators. (a) An as-built geometry of a clamp-widened string resonator. The inset shows the
triangular mesh in the narrowest region of the string. (b) Simulated stress distribution in the
string acquired through a stationary study step. (c) Displacement field of the string, resulting
from performing an eigenfrequency study using the simulated stress distribution in (b).

bution in the resonator. A simulation of the von Mises stress σv of a clamp-widened string

is given in Figure 3.11(b), clearly showing the non-uniformity of the stress [185]. Given the
assumption of a bidirectional plane stress and no shear stress, the von Mises stress can be

shown to be equivalent to the tensile stress σv = σ [147].
The eigenfrequency simulation will then use the simulated stress distribution in order to

accurately simulate the mechanical eigenmodes of the resonator, with the fundamental out-
of-plane mode of a clamp-widened string shown in Figure 3.11(c). Mechanical properties of
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higher-order modes can be obtained as well. The validity of this approach will be made even

clearer in the following section.

3.4.2 Quality Factor

Simulations of the mechanical quality factor are central to the results given in Chapter 4 and
will also be employed for the analysis of certain results in Chapter 5. The necessity to simu-
late Qs stems from the lack of analytical models of dissipation dilution for geometries other
than uniform strings and membranes [16]. For nontrivial geometries, a numerical approach is
currently the most effective way to predict Qs. More specifically, the parameter that is sim-
ulated is the dissipation dilution factor, meaning that this approach is only valid for strained

resonators. The method works by evaluating the energies of the system, as was first shown
analytically by Unterreithmeier et al. [37]. Recalling the discussion in Section 2.2.4, the

dissipation dilution factor αdd in the linear regime, i.e. for small vibrational amplitudes, is
given by the ratio of the energy stored in the tension Wten to the energy stored in the bend-

ing Wbend. Given that Wten � Wbend, it means that Wten can be equivalently defined as the
total stored energy W. Employing Rayleigh’s method, which states that the energy commutes

completely between its kinetic and potential state, the total stored energy can be assumed to
also be equal to the maximal kinetic energy Wkin of the system, W = Wkin. Both Wbend and

Wkin can be calculated directly using the simulated mode shape of the resonance of interest,
and the dissipation dilution factor is then given as αdd = Wkin/Wbend.

Once αdd is known, the Q can be estimated using Equation (2.74), which states that
Q ≈ αddQint, with Qint being the intrinsic quality factor. Qint can then be made as a fit

parameter, which can account for variations in Q from sample to sample, with this variation
possibly resulting from fabrication related issues. Alternatively, a guess of Qint can be made

by using Equation (2.72), Qint =
�
Q−1

mat + Q−1
surf

$−1
, using the parameters of bulk losses Qvol

and thickness-dependent surface losses Qsurf for SiN [48]

In order to show the rationale behind this approach, a comparison between FEM simu-
lations and analytical calculations of Q for uniform resonators is plotted versus frequency in

Figure 3.12. The case of a string resonator with dimensional parameters L = 1 mm, w = 5 µm,
and h = 50 nm is displayed in Figure 3.12(a), where the Q of the first 10 out-of-plane modes

have been simulated and compared with Equation (2.81). Evidently, the simulated results
agree with the analytical values to within 3%. The small discrepancy could be a result of

the mesh not being dense enough at the anchors of the string, which is the region of largest
curvature and therefore has the biggest influence on the Q (see Figure 2.6(b)).

Simulated Qs for the first 10 harmonic (n = j) modes of a square membrane with L =
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Figure 3.12: Finite element method simulations of the quality factors of strained resonators.
(a) Simulated Qs for the first 10 out-of-plane modes of a string resonator with dimensional
parameters L = 1 mm, w = 5 µm, and h = 50 nm. Calculations using the analytical model
for dissipation dilution of a string are shown as well [16]. (b) Simulations of Q for the first 10
harmonic (n = j) modes of a square membrane with L = 1 mm and h = 50 nm, along with a
comparison to the dissipation dilution model for a membrane. Assumed material parameters
for the SiN are E = 250 GPa, ν = 0.23, ρ = 3000 kg/m3, and σfilm = 200 MPa.

1 mm and h = 50 nm can be seen in Figure 3.12(b). The simulations are compared with

analytical calculations of Q using the αdd given in Equation (2.84). Good agreement is ob-
served between the two sets of data, which shows the accuracy and flexibility of this approach.

Application of the method to nontrivial geometries is discussed in Chapter 4.

3.4.3 Phononic Bandgap

Phononic crystal membranes are employed for part of the investigation shown in Chapter 5

and central to the results in Chapter 7. All PnC samples employed in this thesis were fabri-
cated in-house using the methods discussed in Section 3.1. FEM simulations are essential to

the proper design and control of the frequencies of PnC membranes and the simulation setup
will therefore be discussed in this section. At the same time, this section provides a detailed

description of the PnC membrane design used here.
The chosen phononic crystal design employed in this thesis is taken from the work of

Tsaturyan et al., since this is the first and most well-studied soft-clamped phononic crystal
system [39]. For this design, the rectangular unit cell resulting in the honeycomb lattice of

the PnC membranes is shown in Figure 3.13(a). Evidently, the PnC is defined by its lattice
constant a, the size of the unit cell in the x-direction, and hole radius r, which has a fixed

relation to the lattice constant given as r ∼ 0.26a. The unit cell size in the y-direction is
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1.54a, while the tether width size is set to 0.04a.
A template for the simulation of the phononic band structure of a given unit cell has in fact

been provided by COMSOL themselves [186]. The simulations performed here were based
on this template as well. To simulate phononic bandgaps, an eigenfrequency study is required.

However, as shown by Tsaturyan et al., the redistribution of the stress, as a result of the narrow
tethers in the unit cell, has to be simulated as well. If the stress is assumed to be homogeneous

throughout the resonator, the size of the bandgap is significantly overestimated [147]. As such,
a stationary study step is included prior to the eigenfrequency step. For the stationary analysis,

the displacement at the unit cell edges is set to zero, i.e. fixed constraint is applied. In the
eigenfrequency study, which now contains the correct stress distribution, the fixed constraint

is replaced by a Floquet-Bloch periodicity in both the x- and y-directions. The wavevector
is then swept across the first Brillouin zone, which can also be seen in Figure 3.13(a). An

exemplary simulation of the phononic band diagram for the first four bands can be seen in
Figure 3.13(b). For this simulation, a lattice constant a = 140 µm was chosen. The phononic

bandgap can be observed in the frequency region f ∼ 0.68 − 0.82 MHz. A complete bandgap
is not achieved, which is a consequence of the extreme ratio of membrane thickness to lattice

constant [187], as has been reported in previous investigations [39, 77, 188]. Only stiff in-
plane modes persist in the bandgap, which should not influence the properties of the out-of-

plane modes of interest. As result, the term quasi-bandgap is often used to describe the band
structure of such resonators.

In order to built a finite-sized PnC membrane, the rectangular unit cell is repeated over an
area A ∼ (20.5 × a)2, with an as-built PnC membrane geometry shown in Figure 3.13(c). At

the membrane center, some holes are displaced and removed to form a central defect in the
PnC. A number of mechanical modes are then localized to the defect, and therefore given the

term defect modes. These modes will display the soft clamping effect, which was introduced
in Section 2.2.4.3, and are therefore of interest for high-Q applications [39, 40, 77]. The

chosen amount of unit cells in a membrane is similar to that of Tsaturyan et al. [39], ensuring
that the displacement completely decays at the edges of the membrane.

Defect modes are simulated in a similar dual-step manner to the phononic bandgap, i.e.
first employing a stationary step to obtain the stress redistribution, followed by an eigenfre-

quency analysis. In this case, fixed constraints are applied to the edges of the PnC membrane
for both the stationary and eigenfrequency study steps. Given that defect modes are higher-

order modes of the PnC membrane, one has to search for eigenfrequencies around the bandgap
region. As will be made more clear in Chapter 7, the frequencies of both bandgaps and defect

modes follow a behavior similar to that of uniform membranes [16]. Based on fits to simu-
lated bandgap and defect mode frequencies, an effective frequency can be defined, allowing

the simulation of defect modes without the need of first simulating the phononic bandgap.
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Figure 3.13: Finite element method simulations of phononic bandgaps and defect modes. (a)
Rectangular unit cell of the PnC design used here along with the corresponding first Brillouin
zone, similar to the design of Tsaturyan et al. [39]. (b) Simulated band diagram for a unit cell
of lattice constant a = 140 µm. (c) Sketch of a phononic crystal membrane built by repeating
the unit cell over an area A ∼ (20.5 × a)2, surrounding an engineered defect at the membrane
center. (d) Simulation of the displacement field for the fundamental defect mode of a PnC
membrane with a = 140 µm. Material parameters for the simulations shown in (b) and (d) are
E = 250 GPa, ν = 0.23, ρ = 3000 kg/m3, and σfilm = 200 MPa.

A simulated displacement field for the fundamental defect mode of a PnC membrane with
a = 140 µm is shown in Figure 3.13(d). The displacement can be observed to be largest at the

defect center, while exponentially decaying in the PnC, thus validating the FEM simulation
approach to studying soft clamped membranes.
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3.4.4 Thermal Responsivity

The last type of FEM simulation performed in this thesis is of the thermomechanical prop-
erties of nanomechanical resonators. More specifically, the main property to simulate is the

relative responsivity δR, since maximizing this quantity is essential to thermal sensor perfor-
mance. Furthermore, since this parameter is measured directly (see Section 3.2.5), it can be

used to assess the credibility of the simulations. These simulations are of significant relevance
to the results shown in Chapter 7.

For thermal response simulations, the shell interface can be used again to simulate the
mechanical properties. The thermomechanical properties are simulated by adding a secondary

physics interface, namely the Heat Transfer in Shells Interface, which is a part of the Heat

Transfer Module of COMSOL [105]. As the name would suggest, this interface is specifically

designed to simulate heat transfer in layered materials, enabling the modeling of heat transfer
through conduction, convection, and radiation. In order to perform these simulations, the

following material parameters need to set as well: Coefficient of thermal expansion α, thermal
conductivity κ, and specific heat capacity cp.

Given that most experiments are performed in a high vacuum, heat transfer through con-
vection is not included in the simulations. Emission of thermal radiation has been shown

to potentially dominate the heat transfer in large SiN membranes and therefore needs to be

accounted for [103]. This is achieved by adding a Surface-to-Ambient Radiation node to the
Heat Transfer interface. For this reason, one has to define the surface emissivity �λ as an

additional material parameter in the simulations.
It is crucial to set the correct boundary conditions for these simulations since these have

to match those of the experiments in order to get accurate results. For all heat transfer simu-
lations, the rim of the resonators is assumed to be at a fixed temperature, similar to the case

for the analytical models discussed in Section 2.3. Given that sample heating is mainly per-
formed using lasers focused on the resonator center, this should be a reasonable assumption.

It could be argued that one should simulate the entire sample chip and not the resonator alone,
to account for heat transfer from the resonator into the chip. However, in the case of SiN res-

onators on Si substrates, previous investigations have shown a negligible change in simulated
thermal properties when including the sample chip in the simulations [106]. As such, only

heat transfer in the resonator alone is simulated, with the resonator rims being fixed at room
temperature.

The last step is to define a suitable heat source. Specifically for the case of laser heating,
COMSOL has designed a Deposited Beam Power node in the Heat Transfer interface, which

has a number of built-in beam profiles, as well as allowing one to define custom profiles. For
the simulations performed here, the built-in Gaussian profile of the node is employed, which
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Figure 3.14: Finite element method simulations of the ratio of the relative thermal respon-
sivity to its maximum value δR/δRmax versus the size w0 of the pointlike Gaussian source,
shown both for a uniform membrane and a PnC membrane of size L ≈ 0.6 mm and h = 50 nm.
Material parameters for the simulations are E = 250 GPa, ν = 0.23, ρ = 3000 kg/m3,
σfilm = 200 MPa, α = 2.2 × 10−6 K−1, κ = 3 W/(m·K), cp = 700 J/(kg·K), and �λ = 0.05.

should provide an accurate description of the experimental laser beam profiles. Using the
built-in Gaussian profile, one has to set the deposited beam power, beam origin and orienta-

tion, and the radius of the beam w0. The beam radius has not been accurately determined in
the experiments and therefore needs to be given additional consideration in the simulations.

As such, a sweep of the beam radius was performed within experimentally reasonable val-

ues and its influence on the simulated relative thermal responsivity δR given in Figure 3.14.
The plot shows the percentage change of δR to its maximum value δRmax acquired for a

w0 = 1 µm, both for the case of a uniform square membrane and a PnC membrane. Dimen-
sional parameters of the membranes were L ≈ 0.6 mm and h = 50 nm, which represents the

smallest lateral membrane size investigated in Chapter 7 and therefore the most sensitive to
beam size [102]. Evidently, relative changes smaller than 1% and 10% can be observed for

the uniform and PnC membrane, respectively. Given that this represents a lower extreme in
membrane size, the beam size can be seen to have a negligible influence on δR. A beam size

w0 = 1 µm is therefore chosen for all FEM simulations of the thermomechanical properties.





4
Influence of Clamp-Widening on Q

This chapter presents an investigation into the effect of clamp-widening on the quality fac-

tor of nanomechanical string resonators. The introduction presents the motivation behind the
shown string geometry, while the following sections present both measurements and simula-

tions of the mechanical properties. Results presented in this chapter are based on Paper II
[189].

4.1 Introduction

Despite great promise and ultrahigh achievable quality factors employing phononic crystal
membranes and strain engineering, as highlighted in Section 2.2.4.3, a number of drawbacks

present themselves. Given the typical resonance frequencies of nanomechanical resonators
based on silicon nitride (100 kHz - 1 MHz), unit cell sizes on the order of at least tens of

micrometers are required. This size requirement typically results in devices with lateral di-

mensions of several millimeters, meaning one would have to work with higher-order mechan-
ical modes, despite a preference for the fundamental mode in cavity optomechanics due to

having lower background noise [190, 191]. Combining the large size with a thickness on the
order of tens of nanometres, such samples are highly fragile and the fabrication yield mostly

very small. Additionally, due to the complexity of the geometries, studies thus far have been
limited to only optical transduction, as the addition of electrodes can possibly tamper with the

phononic bandgap.
An alternative method of achieving ultrahigh Qs was presented by Norte et al. for high-

stress nanomechanical trampoline resonators [46]. For the fundamental out-of-plane mode of
a trampoline of diagonal length Ld ∼ 1 mm, Qs as large as ∼ 108 were observed, an order

of magnitude larger than what is expected from the dissipation dilution formalism [37, 38,
93]. The enhancement was attributed to the curved widening of the clamping region of the

85
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trampolines to widths larger than the tether width, resulting in a reduction of the stress at the
clamp, while enhancing it in the narrow tethers. Other studies employing a similar clamp-
widening technique on nanomechanical trampolines have similarly achieved large Qs, but the
values were all explainable within the framework of dissipation dilution [192, 193].

Investigations into the effect of engineering the clamping region of nanomechanical string
resonators have been done prior by Bereyhi et al. [194]. The results turned out to be in

the negative, i.e. clamp-widening was found to only have a deteriorating effect on the Q.
On the other hand, clamp-tapering was shown to enhance the Qs by more than a factor of

two. A theoretical model employing dissipation dilution displayed good agreement with both
clamping configurations. As a result, the origin of the ultrahigh Qs observed for trampoline

resonators was put into question.
An important difference between the investigations by Norte et al. and Bereyhi et al. is

the orientation of the resonators relative to the supporting silicon frame. In the work by Norte
et al., the tethers of the trampolines were oriented diagonally relative to the frame, while the

strings used by Bereyhi et al. had a perpendicular orientation. The results presented here
further investigates the effect of widened clamps on the Q of nanomechanical resonators by

comparing the widened geometry for strings oriented both diagonally and perpendicularly
with respect to the Si frame. Focus will be on the influence of clamp-widening on both the

resonance frequency and Q of the fundamental out-of-plane mode of the strings. In addi-
tion, results for higher-order mechanical modes are shown as well. All measured results are

compared to finite-element method simulations.

4.2 Material Parameters for Simulations

The simulated data shown here were acquired using the procedure presented in Sections 3.4.1
and 3.4.2. A list of all chosen dimensional and material parameters are given in Table 4.1.

Since the strings for the two clamping configurations come from two different fabrication
batches, their thickness and initial tensile stress differ. In particular, the initial tensile stress,

or film stress, σfilm, which represents the stress of the deposited SiN film before release, is
of crucial importance to the simulated results. In fact, this is the value given as a parameter

for the simulation of the stress redistribution in the strings. The σfilm-values given in Ta-
ble 4.1 were extracted from measurements of the resonance frequencies of the strings without

clamp-widening in either configuration, which are analytically described according to Equa-
tion (2.32). From this frequency, the string stress σ can be extracted, which in turn can be
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used to calculate the film stress according to

σfilm =
σ

1 − ν , (4.1)

with ν being Poisson’s ratio. Despite high-stress samples being of greater interest to the op-

tomechanics field as a result of enhanced dissipation dilution for higher stress values, previous
investigations have shown an increase in acoustic radiation losses for high-stress resonators

[48, 72, 74]. The effect typically manifests itself as a decrease of the Qs of lower frequency
mechanical modes. Given that the focus here is mainly on the fundamental mode, it is nec-
essary to minimize the radiation losses. Since the acoustic mismatch between the resonator

and substrate is inversely proportional to the tensile stress, as shown in Equation (2.55), all
samples presented here are made from low-stress silicon-rich SiN.

Clamping configuration

Assumed material parameters Diagonal Perpendicular

Young’s modulus (E) 250 GPa
Mass density (ρ) 3000 kg/m3

Poisson’s ratio (ν) 0.23
String central width (w) 5 µm
String thickness (h) 50 nm 56 nm
Film stress (σfilm) 0.14 GPa 0.47 GPa

Table 4.1: Material parameters used in the finite element method simulations for both clamp-
widened string configurations. Geometric dimensions and tensile stress are extracted from
measurements of string samples, while the rest are assumptions based on previous literature
on the properties of silicon nitride [101]. Table adapted from [189], with the permission of
AIP Publishing.

As already discussed in Section 3.4.2, Qs are not simulated directly, but instead the dis-
sipation dilution factors are simulated. This is achieved by simulating the maximum kinetic

energy Wkin, which, according to Rayleigh’s method, can be assumed to be equal to the total
stored energy in the string, and the energy stored in the bending Wbend. With this approach,

the dissipation dilution factor can be calculated as αdd = Wkin/Wbend. In order to account for
the intrinsic losses, Equation (2.72) is used to calculate the intrinsic quality factor Qint. For

SiN, the bulk losses are given as Qvol = 28000 ± 2000, while the surface losses are calculated
using Qsurf = βh, with the factor β = (6 ± 4) × 1010 m−1 [48]. For a sample of 50 nm thick-

ness, one can estimate Qsurf = 3000. As such, for the samples studied here, bulk material
losses can be neglected and Qint ≈ Qsurf.
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4.3 Clamp-Widened String Geometries

The two string geometries investigated here are presented in Figure 4.1. Strings are anchored
in either a diagonal or perpendicular configuration, as can be seen on the optical micrographs

in Figures 4.1(a) and 4.1(d), respectively. The diagonal orientation is inspired by the trampo-
line research of Norte et al., while the perpendicular is similar to Bereyhi et al. Zoom-ins of

the clamping region are also provided for each configuration, which highlights how the width
of the clamp is defined through a clamping radius R. FEM simulations of the tensile stress

profile show a strong localization of the stress to the central, uniform-width part of the string,
while the clamping region just outside the uniform region displays a much lower stress.

Figures 4.1(b) and 4.1(e) show line profiles of the stress along the length of the strings for
the diagonal and perpendicular configuration, respectively, for R = 0 µm (uniform string) and

R = 50 µm. It can be observed how the stress outside the central region reduces to ∼ 16%
and ∼ 20% the value in the string center for the diagonal and perpendicular configuration,

respectively. In comparison, the uniform strings display no notable change in stress along
the length of the string. Such stress engineering techniques combined with phononic crystals

have already been successfully employed to achieve ultracoherent nanomechanical resonators
[40].

Figure 4.1: Clamp-widened string geometries investigated here. (a) Optical micrograph of a
diagonally-oriented string resonator with an opening window size Lw = 500 µm. A close-up
of the clamping region is given along with a finite element method simulation of the ten-
sile stress for the same region. (b) Stress profile along the length of a diagonal string. (c)
Curvature along the length of a diagonal string. (d) Optical micrograph of a perpendicularly-
oriented string geometry with Lw = 500 µm, along with close-ups of the clamping region. (e)
Stress profile along the length of a perpendicular string. (f) Curvature along the length of a
perpendicular string. Figure adapted from [189], with the permission of AIP Publishing.
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As discussed in Section 2.2.4.1, the energy stored in the bending of the string can ana-

lytically be shown to be divided into a sinusoidal bending term and a term arising from the
exponential edge shape [16]. Given that the edge shape term of Wbend is proportional to

√
σ

(see Equation (2.77)), one would expect a reduction of this term with reduced stress at the

clamping, translating into reduced bending at the clamping. Indeed, this is what is observed
through FEM simulations of the curvature along the string length, as can be observed in Fig-

ure 4.1(c) for the diagonal case and in Figure 4.1(f) for the perpendicular case. Again, for both
configurations, results with and without clamp-widening are shown. Similar to the case of the

stress, the maximum curvature in the clamp-widened case reduces to < 20% the maximum of
the case without widening.

Overall, the clamp-widened string geometry appears to present two advantages compared
to the case of a uniform string, namely enhanced stress in the string center and reduced bend-

ing at the clamping. Both effects directly result in enhanced dissipation dilution [16]. While it
would appear that clamp-widening only presents benefits to dissipation dilution, the widening

also means that more material is bending. Thus, more energy is required to bend the string,
which counteracts the previously mentioned effects. Therefore, a combination of experiment

and theory is required in order to determine which effects dominate the dissipation in the
strings.

4.4 Resonance Frequency of the Fundamental Mode

As mentioned earlier, the SiN film stress was determined through measurements of the res-
onance frequency of uniform strings. Using the extracted σfilm value, FEM simulations of

the mechanical properties of the clamp-widened strings could be performed. Measured and

simulated resonance frequencies fr of the clamp-widened string geometries are presented in
Figure 4.2. Results for diagonally and perpendicularly configured strings are shown in Fig-

ure 4.2(a) and 4.2(b), respectively, for increasing clamp radii R. Both sets of data are for
strings with an opening window Lw = 500 µm.

For both configurations, increasing R can be observed to initially result in an increase
of fr, until the frequency starts to drop at larger values of R. This trend can be understood

through a closer look at the evolution of the string geometry with increasing R. Initially, the
widening results mainly in stress enhancement, while the overall mode shape remains similar

to that of a uniform string, thus the frequency increases. At larger R, however, the low-stress
clamping region accounts for a larger percentage of the geometry and, since the string-like

mode extends through the clamping region, the frequency decreases. The FEM simulations
display good agreement with the measured values, serving as validation of the approach in
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Figure 4.2: Resonance frequencies fr versus clamp radius R of the fundamental out-of-plane
mode for string resonators oriented diagonally (a) and perpendicularly (b) with respect to the
supporting silicon frame. Each data point corresponds to a measurement of an individual
string sample, while the solid lines are finite element method simulations. Schematics of the
respective configuration are given on each plot for clarity. Figure adapted from [189], with
the permission of AIP Publishing.

describing the mechanical properties of the clamp-widened strings. For the perpendicular

configuration, strings with R = 100 µm displayed compressive stress locally in the clamping
region. As a result, Qs plummeted, rendering comparison with FEM simulations difficult. In

the following section, results for Q are only shown up to R = 50 µm for the perpendicular

geometry.

4.5 Influence on Q

Having confirmed that the FEM simulations accurately reproduce the measured resonance

frequencies, the next step is to investigate the effect of clamp-widening on the Q. These
results are divided into two cases: Fundamental out-of-plane mode and higher-order modes.

Both cases are discussed separately.

4.5.1 Fundamental Mode

Figure 4.3 shows Qs of the fundamental out-of-plane mode of the clamp-widened string ge-

ometries versus clamp radius R. The data are for the same samples presented in Figure 4.2.
Each measured data point is an average of 5 measurements of the Q of one string in order

to account for fluctuations in the vibrational amplitude. For diagonally-oriented strings, as
shown in Figure 4.3(a), an increase in Q is observed for smaller R-values with a maximum
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enhancement of ∼ 23% for R = 25 µm compared to the case of a uniform string. At larger
R, the Q starts to roll-off until a minimum is reached at R = 100 µm. FEM simulations are
presented on the graph as well for a nominal Qint = Qsurf = 3000 for a string of 50 nm thick-

ness. In addition, the uncertainty of Qint is shown as well as a grey-shaded region in order

to account for the dispersion in Q-values from sample to sample. The simulations appear to
describe the measured trends very well, including predicting a slight Q-enhancement at lower

R-values.

Figure 4.3: Quality factors Q of the fundamental out-of-plane mode of clamp-widened string
resonators in a diagonal (a) and perpendicular (b) configuration. Both sets of data are pre-
sented as a function of increasing clamp radius R and for a window size Lw = 500 µm.
Each individual data point is an average of 5 measurements of the same Q. The solid
lines represent FEM simulations and the grey-shaded regions indicate the uncertainty of
Qint = h ·



(6 ± 4) × 1010 m−1

�
[48]. Schematics of the respective clamping configuration

are given on each plot for clarity. Figure adapted from [189], with the permission of AIP
Publishing.

Measured and simulated data for the perpendicular configuration are given in Figure 4.3(b).

In contrast to the diagonal strings, Q only deteriorates for increasing R in the perpendicular
case. FEM simulations qualitatively agree with the measurements. The uncertainty in Qint

additionally appears to explain the spread in Qs from string to string very well.
As evident from the data presented above, the orientation of the string has a non-negligible

influence on the Q for clamp-widened strings. The results from the perpendicular configu-
ration are in agreement with the findings of Bereyhi et al., i.e. a steady decrease in Q with

increasing clamp radius [194]. On the other hand, diagonally-oriented strings display a slight

increase in Q for lower values of R. A possible interpretation of the underlying mechanism
can be made through a closer inspection of the energies in the system.

As mentioned earlier, the simulated dissipation dilution factor is defined through the ki-
netic energy Wkin and the bending energy Wbend. Plotting of the individual energies can there-
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fore shed some more light on the observed trends in Q, as can be seen in Figure 4.4. These

plots correspond to the energies used to generate the simulations presented in Figure 4.3. In
the diagonal case, which is plotted in Figure 4.4(a), Wkin can be observed to increase by as
much as ∼ 45% for smaller R, while Wbend displays an initially slow rise. This in turn trans-

lates into an initial rise in αdd for the diagonally-oriented strings. For 40 µm ≤ R ≤ 85 µm,
Wkin begins to drop and Wbend has a steeper rise, which explains why Q begins to deterio-

rate compared to the uniform string case. Finally, since Wkin appears to increase again for
R > 85 µm, this can explain the flattening of Q for the largest R-values.

Figure 4.4: Simulated kinetic (Wkin) and bending (Wbend) energies of clamp-widened strings.
(a) Energies of diagonally-oriented string versus clamp radius R for strings with an opening
window size Lw = 500 µm. (b) Same as (a) for perpendicularly-oriented strings. Schematics
of the respective configuration are given on each plot for clarity.

A distinct difference is observed for the energies of perpendicular strings, as shown in

Figure 4.4(b). For this configuration, Wkin displays a smaller maximum increase of ∼ 19%
compared to the uniform string case. In addition, Wbend steeply increases at lower R and thus

leads to an immediate drop in αdd with increasing R.
The exact reason behind this discrepancy in the two configurations is not entirely under-

stood. An increase in Wkin in both cases is a result of increased stored tensile energy due to
the stress enhancement resulting from the clamp-widening. An explanation for the smaller

increase in the perpendicular case can be shown to be a result of reduced stress enhance-
ment compared to the diagonal case. On the other hand, simulations of Wbend reveal that the

clamp-widening method only increases the bending energy, as opposed to what was initially
expected. This increase in Wbend shows how the increased material bending resulting from the

clamp-widening dominates the bending energy. Interestingly, Wbend displays different trends

for increasing R depending on the clamping configuration, which might be a result of how the
strain is distributed in the two cases. Additionally, for equal tensile stress and clamp radius,

simulations indicate that perpendicular strings always exhibit a significantly higher curva-
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ture compared to the diagonal case. It would appear that the diagonal configuration is more
energetically favorable.

In any case, the results presented here cannot explain the observations made by Norte et al.,

namely a significant Q-enhancement resulting from clamp-widening of trampoline anchors

[46]. Furthermore, the authors observed a steady increase of Q with increasing R, which goes
against the rolling off of Q at larger R observed here. It should, however, be mentioned that

the range of R-values studied by Norte et al. were relatively small compared to the range
presented here, meaning that a similar trend might have been observed, if larger Rs were

studied as well.

4.5.2 Higher-Order Modes

Thus far, the focus of dissipation dilution engineering, in general, has mainly been on the

fundamental mode due to the lower background noise, as mentioned in Section 4.1. Nonethe-
less, to further investigate the influence of clamp-widening and in order to further support the

FEM simulation of αdd approach, Qs of higher-order string modes were investigated as well,
as shown in Figure 4.5. Data for the first 5 string-like out-of-plane modes is given for both

configurations with a Lw = 500 µm.

Figure 4.5: Quality factors of higher-order out-of-plane modes of clamp-widened string
resonators. (a) Data for strings in a diagonal configuration without (R = 0 µm) and with
(R = 25 µm) a widened clamp for strings with an opening window size Lw = 500 µm. Each
data point is an average of 5 measurements of the same resonance. Solid lines are FEM sim-
ulations, while dashed lines are calculations based on the dissipation dilution equation for
uniform strings. (b) Same as (a) for perpendicularly-oriented strings, but with the clamp-
widened string having a R = 20 µm. For both configurations, Qint = 3000 in the theoretical
calculations. Schematics of the respective configuration are given on each plot for clarity.
Figure adapted from [189], with the permission of AIP Publishing.
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Figure 4.5(a) presents measured and simulated Q data for diagonal strings without (R =
0 µm) and with (R = 25 µm) clamp-widening. Each measured data point corresponds to an
average of 5 measurements of the same resonance. In addition, a calculation of Q based on the
analytical model of dissipation dilution (Equation (2.81)) for uniform strings is given as well.

A Qint = 3000 is chosen both for the simulations and the analytical calculations. Evidently,
only the fundamental mode is enhanced as a result of clamp-widening, while the Q deterio-

rates for higher-order modes at a rate significantly faster than for a uniform string. In the case
of perpendicular strings, as shown in Figure 4.5(b), Qs of clamp-widened strings are smaller

for all modes compared to uniform strings, as expected from the data shown in Figure 4.3(b).
Additionally, it appears that Q decreases more gradually compared to diagonally-oriented

strings. For this configuration, a nominal Qint = 3000 was chosen for the simulations and
calculations as well.

It would seem that clamp-widening presents no advantage to higher-order modes regard-
less of the configuration. Decreasing Q with mode number is to be expected from dissipation

dilution in general as a result of the increased amount of antinodes [37]. Still, it appears
clamp-widened strings display a steeper decrease in Q with mode number. Larger R-values

were not investigated, due to the difficulty in finding string-like higher-order modes, i.e. where
the clamping region only bends out-of-plane synchronously with the central region. Local vi-

brations at the clamping start to occur in parallel with the central string vibrations and these
two sets of vibrations can couple in multiple ways, thus rendering a comparison with uniform

strings difficult.
FEM simulations display good agreement with measurements in both configurations. Fur-

thermore, the analytical string model fits well with the simulations for uniform strings. These
findings highlight the practicality of FEM simulations in predicting the Qs of resonators sub-

ject to dissipation dilution. The method is flexible and can be employed to more complicated
geometries as well as to other materials. Only the intrinsic losses have to be set as a fit param-

eter. One can either use the surface loss limit employed here or possibly estimate Qint through
measurements of unstrained resonators implemented in the same fabrication batch.

4.5.3 Interpretation

From all the results presented above, clamp-widening only leads to marginal Q-enhancement
and only for diagonally-oriented strings. As such, these results, in conjunction with those of

Bereyhi et al. calls for a reinterpretation of previous results on trampoline resonators [46,
194]. One important observation of the measurements made by Norte et al. is an increase

in Q for narrower trampolines. While dissipation dilution indeed enhances for thinner res-
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onators, this benefit is cancelled out by increased surface friction [48]. As such, this would

indicate that the observed large Qs of trampolines are a result of reduced surface friction,
which might be a result of certain steps made during the fabrication process. In particular, the
importance of sample cleanliness throughout the fabrication was highlighted by J. P. Moura in

his dissertation [148]. The addition of various cleaning steps between each process might lead
to reduced surface friction and thus a larger intrinsic Q than that expected from Qsurf = βh.

Alternative means of reducing surface friction are the main focus of the following chapter.

4.6 Summary and Outlook

In conclusion, the influence of the clamp-widening approach on the quality factors of nanome-

chanical silicon nitride string resonators has been investigated. Emphasis was made on the
difference between the orientation of the strings relative to the supporting silicon frame. For

clamp-widened strings in a diagonal configuration, the Q of the fundamental out-of-plane
mode was found to be slightly enhanced compared to the uniform string case for smaller val-

ues of the clamp radius. In contrast, Q only deteriorated for perpendicularly-oriented strings,
an observation in agreement with previous investigations into the topic [194]. Higher-order

out-of-plane modes were investigated as well in both configurations, in which no visible en-
hancement of Q could be observed for both configurations. Finite element method simula-

tions of the dissipation dilution factor qualitatively predicted the measured trends in Q, while
quantitative prediction of Q was made by assuming surface friction as the main intrinsic loss

source. The minimal enhancement observed from clamp-widening can thus not explain the
large Qs observed in previous investigations of trampoline resonators [46].

Certain advantages do present themselves for clamp-widened strings in a diagonal config-

uration compared to normal ones. As evident from the clamp radius dependence observed
in Figures 4.2(a) and 4.3(a), Q remains relatively unchanged up to a R = 50 µm, but the

resonance frequency is increased for the same span of R. As such, the Q × fr product is
increased, which is beneficial for cavity optomechanics applications [23]. For force sensing

applications, increasing Q and f reduces force noise (see Equation (2.113)), in addition to
an enhancement of the force responsivity resulting from larger Q [16]. Further increase of

the properties mentioned above can possibly be achieved through additional optimization of
R and σfilm combinations.





5
Reduced Surface Losses

The focus of this chapter will be on Q-enhancement of nanomechanical resonators through

elimination of surface friction. An introduction to the current state-of-the-art methods for
enlarging Q, and how these results can be further improved by reducing surface losses, is

given first. Then, results from high-temperature annealing of various types of nanomechanical
resonators, including uniform strings, membranes, and soft-clamped membranes, at ultrahigh

vacuum pressures are presented. Finally, a summary of the current state of this investigation
is given and steps to move the research forward suggested.

5.1 Introduction

5.1.1 State-of-the-Art Qs at Room Temperature

The results discussed in the previous chapter presented one way of enhancing the quality fac-
tor of stressed silicon nitride resonators through optimization of the dissipation dilution effect.

Nonetheless, the clamp-engineering techniques, be it tapering or widening, do not present the
level of Q-enhancement required for room temperature quantum optomechanics. In order to

significantly enhance dissipation dilution, one would need to look to more complicated en-
gineering of resonators, such as the patterning of phononic crystals into the resonators, as

already demonstrated for membrane and string resonators [39, 77]. Not only does this ap-
proach shield against radiation losses, the evanescent decay of the localized modes into the

phononic crystal practically removes the large curvature at the clamping of the resonator (see
Figure 2.8(b)), which is the main limitation in the dissipation dilution formula. The term soft

clamping was coined for this approach, leading to Qs around two orders of magnitude greater
than uniform resonators of similar frequency. Combining soft clamping with strain engineer-

ing, Qs approaching 1 billion at room temperature as well as Q × fr products greater than

97
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1015 Hz have been achieved [40].
It would seem that the current state-of-the-art is a full optimization of dissipation dilution

in silicon nitride. The edge shape term has been removed using soft clamping and the stress
enhanced, through tapering of the localized modes, to values close to the yield strength of

the material. Therefore, as was already touched upon in Section 4.5.3, the next logical step
for enhancing Q would be to minimize intrinsic loss mechanisms [32]. The thickness of

the resonators employed in ultrahigh Q applications is normally in the submicron regime.
For such samples, as a result of their large surface-to-volume ratio, surface friction has been

shown to be the dominant intrinsic loss mechanism [48].
A number of investigations into the surface losses of mechanical resonators have already

been performed. Early investigations showed how Qs of both silicon beams [31] and sili-
con nitride cantilevers [81] were reduced as the surface-to-volume ratio was increased. This

size-dependence of intrinsic losses was inferred to be universal based on thorough literature
studies by both Mohanty et al. [32] and Villanueva et al. [48]. In particular, a linear de-

pendence of Qint on the resonator thickness characterizes surface losses (see Section 2.2.3.2).
For stressed resonators, the decrease in Qint counteracts the increased dissipation dilution for

reduced thickness [16]. Despite surface losses being universally accepted as the limiting loss
mechanism for nanomechanical resonators, few investigations into reducing said losses exist.

Yang et al. investigated loss mechanisms of submicron Si cantilevers and showed how these
losses could be reduced through annealing of resonators in an ultrahigh vacuum, achieving

Q-enhancements greater than an order of magnitude [82]. Tao et al. showed how to perma-
nently increase Qint by means of chemically passivating the surface of Si cantilevers [85]. If

these surface loss reduction techniques can be applied to state-of-the-art stressed resonators,
this could potentially present the final step towards performing quantum optomechanics ex-

periments at room temperature.

5.1.2 Mechanisms of Q-enhancement

The limiting sources of dissipation in the strained nanomechanical resonators studied here,

along with the procedure through which the Q is enhanced, will be outlined in this section.
Various types of SiN resonators are measured, but the mechanisms responsible for the increase

in Q are assumed to be the same. Current state-of-the-art Qs are measured in a high vacuum
(p ∼ 10−6 mbar), as shown on the left side of Figure 5.1. At such pressures, the two main

sources of dissipation are intrinsic losses and gas damping.
Intrinsic losses are dominated by surface friction, which manifests itself through a linear

dependence of Qint on resonator thickness. The exact sources of this surface loss are not
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Figure 5.1: Principle of Q-enhancement through performing experiments in an ultrahigh
vacuum. At a moderate to high vacuum (p ≥ 10−6 mbar), a native oxide layer along with
adsorbates are present on the resonator surface. In addition, gas damping resulting from air
molecules persisting in the vacuum further limits the Q. By reducing the pressure to the
ultrahigh vacuum regime (p ∼ 10−10 mbar) and annealing the sample, both surface losses and
gas damping can be negated and the Q enhanced as a result.

entirely understood, but some assumptions can be made. One source of this loss could be the
presence of a native oxide layer on top of the SiN, as has been experimentally measured in

different studies [86, 195, 196]. This surface layer has been shown to be compressive, which
counteracts the tensile nature of the SiN. Defects in this surface layer could be an explanation

for the large surface loss observed in thin resonators. Furthermore, material interaction losses
can also occur at the interface between the oxide and the resonator. In addition to the native

oxide layer, adsorbates on the resonator surface are another possible source of dissipation
[82]. Adsorbates are assumed to be present both beneath and on top of the native oxide.

These can occur during various fabrication steps, such as KOH residues during wet etching of
the Si substrate. Adsorbates can also deposit on the surface during unavoidable exposure to

air. Additional sources of surface loss include surface roughness [32] and defects/impurities
[81].

Gas damping occurs as a result of the interaction of the resonator with air molecules in
the vacuum. This type of loss is highly dependent on the dimensions and frequency of the

resonator [16]. While some models have been developed in order to describe gas damping,
in particular for squeeze-film damping, these become increasingly inaccurate as the resonator

geometry is made complicated [68, 197]. Experimental investigations into gas damping of
nanomechanical resonators have been performed for the case of doubly-clamped beams [198],

including strings [62, 199], and membranes [200, 201]. Interestingly, for highly strained
nanomechanical resonators, a consequence of the intrinsic losses being diluted, is that the
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transition between the fluidic and ballistic regimes (see Section 2.2.1) occurs at much lower
pressures [33]. As such, gas damping can possibly be the dominant loss mechanism for soft-
clamped resonators due to having Qs on the order of 108 [39, 40].

How the loss mechanisms can be negated is illustrated on the right side of Figure 5.1.

Similar to Yang et al., high-temperature annealing of the samples is performed [82]. Depend-
ing on the chosen annealing temperature, both surface adsorbates, as well as native oxide,

can be removed from the SiN surface. Furthermore, surface defects might also be minimized
resulting from the heat treatment, due to a rearrangement of atoms in the SiN. Annealing

samples should therefore eliminate surface friction, reducing intrinsic losses to the limit set
by bulk material losses [48]. Crucial to this approach is to anneal samples in an ultrahigh

vacuum environment. As previous investigations have shown, native oxide begins to form
almost immediately upon air exposure for both Si [202] and SiN [203]. According to Lang-

muir adsorption theory, a monolayer of gas would adsorb on a surface within 1 second at a
pressure p ∼ 10−6 mbar [204]. While this theory cannot be applied to exactly calculate the

adsorption time, it serves to tell that in order to keep the sample surface clean long enough to
perform experiments, one requires pressures on the order of p ∼ 10−10 mbar. In terms of gas

damping, this loss mechanism will naturally also be minimized due to the reduced pressure
of the vacuum.

5.1.3 Chapter Outline

This chapter presents measured mechanical properties of strained SiN resonators with reduced
surface losses. Different geometries are investigated, starting with uniformly stressed strings

and membranes, and then moving into soft-clamped membranes. Focus will be on how the in-
trinsic losses are reduced due to annealing in an ultrahigh vacuum. For each type of geometry,

the annealing temperature is varied and its influence on the mechanical properties presented.
Besides intrinsic losses, the influence of gas damping on the Q is also discussed. At the end

of the chapter, an overview of the results is given, highlighting the current state of research
and what the next steps should be.

5.2 Strings

The first part of the investigation will be on nanomechanical string resonators. Narrow strings

in general suffer little from radiation losses and are therefore a good platform for fundamen-
tal studies [38]. The methods, with which the measurements are performed and the data

extracted, are presented in this section and will apply to the remainder of the chapter as well.
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5.2.1 Intrinsic Quality Factor Determination

Essential to the interpretation of the results presented here is to extract the intrinsic quality
factor. A general approach to measuring Qint of strained resonators is therefore outlined in this

section. Figure 5.2(a) shows a scanning electron micrograph of the type of string resonators
measured here. These are similar to those used by Schmid et al. for various investigations on

the mechanical properties of strings [38]. Each chip contains 25 strings of fixed length and
thickness, but 5 different widths varying from 3 µm to 50 µm, with 5 strings for each width.

The Q of resonators subjected to dissipation dilution can be expressed in the general form:

Q−1 = (αddQint)−1 + Q−1
gas + Q−1

rad, (5.1)

with Qrad being radiation loss. Other sources of dissipation, such as those coming from the
transduction technique used, are assumed to be negligible [55, 56]. From Equation (5.1),

it is clear that one has to be intrinsically limited in order to accurately determine Qint. As
such, resonators have to be chosen which maximize both Qgas and Qrad. For doubly-clamped

beams, analytical models have been derived, which predict a general trend Qrad ∝ L/w [70].
As such, only the narrowest strings will be employed in order to minimize radiation losses.

Furthermore, low-stress samples are employed to further reduce radiation losses, similar to
what was done for the clamp-widening results (see Chapter 4). Minimizing Qgas is expected

to occur resulting from the ultrahigh vacuum pressures. However, the role of Qgas is not as
clear as expected, as will be discussed further below. Nonetheless, for the extraction of Qint,

it is assumed to be negligible.
Assuming both radiation losses and gas damping to be minimized, Equation (5.1) re-

duces to the dissipation dilution formula, which, in the case of strings, corresponds to Equa-
tion (2.81). Material parameters assumed for the silicon-rich SiN are E = 250 GPa, ρ =

3000 kg/m3, and ν = 0.23. The tensile stress is determined from measurements of the res-

onance frequency for various mode numbers. Fitting Equation (2.32) to the measured fre-
quency data allows one to determine σ by setting it as a fit parameter. An example of such a

measurement is given in the top part of Figure 5.2(b) for the first 15 modes of a string with
L = 510 µm, w = 3 µm, and h = 340 nm. This measurement was performed at a pres-

sure p = 1 × 10−5 mbar in the regular vacuum chamber used for the vibrometer setup (see
Figure 3.3), prior to moving the sample into the UHV chamber. Equation (2.32) accurately

describes the frequency data, with a σ = 209 MPa extracted from the fit. The intrinsic quality
factor is then determined by fitting measured Qs to the dissipation dilution formula, employ-

ing the assumed material parameters and the measured σ, while setting Qint as a fit parameter.
Figure 5.2(b) shows such a Qint measurement for the same string discussed above. From the
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Figure 5.2: Extraction of the tensile stress and intrinsic quality factor of strings. (a) Scan-
ning electron micrograph of the type of strings investigated here. (b) Measurements of the
resonance frequency and quality factor versus mode number for a string of L = 510 µm,
w = 3 µm, and h = 340 nm, along with model fits used for the extraction of σ and Qint.

fit, a Qint = 9600 can be extracted. Some Qs can be observed to be much lower than the fit,
which is most likely due to radiation losses resulting from coupling to mechanical modes of
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the sample mounting structure. Such outliers are omitted from the model fits. For all results
shown in this chapter, where the above approach can be applied, a minimum of 5 mechanical
modes are measured for the determination of Qint.

5.2.2 Influence of Pressure

The first part of this investigation is to discuss the influence of reducing the vacuum pres-
sure. As already discussed, gas damping can potentially be the dominant loss mechanism
depending on the size and frequency of the resonator [62]. Therefore, a comparison between
Qs measured in high and ultrahigh vacuum is made. A comment on the ultrahigh vacuum
pressures used in this chapter should be made. The presented results were acquired over a

span of three years and more vacuum equipment was added over time. Furthermore, the UHV
chamber bakeout process was also optimized in this time frame. As such, the pressures at

which the measurements are performed will vary throughout the chapter.
Figure 5.3 shows a comparison of the Qs of the first 5 out-of-plane modes for the same

string resonator discussed in Figure 5.2(b), upon reducing the pressure from p = 1 × 10−5 mbar
to p = 3 × 10−9 mbar. Fits to the dissipation dilution equation are also given in both cases. A

∼ 60% enhancement of Qint can be observed, increasing from Qint = 9600 to Qint = 15800.
In order to ensure that this increase is of intrinsic nature and not due to reduced interaction

with air molecules, calculations using the gas damping formalism was performed as well.
Gas damping in the ballistic regime, where the Knudsen number Kn > 1, has been an-

alytically described prior [67–69, 205]. These models are generally not entirely accurate,
since gas damping is highly geometry-dependent [62]. Nonetheless, they can be used to

roughly estimate the pressure at which gas damping dominates over intrinsic losses. For
this purpose, Qgas is calculated using the squeeze-film damping model provided in Equa-

tion (2.49) [68]. An estimate of the intrinsic losses can be made using Equation (2.72) [48].
Setting Qvol = 28000 and Qsurf = βh = 20400 for a thickness h = 340 nm, one arrives

at Qint =
�
Q−1

vol + Q−1
surf

$−1
= 11800. One can then calculate the pressure-dependence of the

quality factor using Q =


(αddQint)−1 + Q−1

gas

�−1
, with such a calculation shown for the fun-

damental mode in the inset of Figure 5.3. From this calculation, the pressure at which the Q

transitions between the two damping regimes appears to be p ∼ 10−2 mbar, significantly larger

than either of the pressures at which measurements were made. As such, the Q-enhancement
observed upon reducing pressure in this case cannot be attributed to reduced gas damping and

should therefore be of intrinsic nature.
A possible explanation could be the constant adsorption/desorption of adsorbates on the

resonator surface, which occurs regardless of the pressure. At lower pressures, however, the
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Figure 5.3: Measurements of quality factors for the first five out-of-plane modes of a string
resonator with L = 510 µm, w = 3 µm, h = 340 nm, and σ = 209 MPa, acquired at a pressure
of p = 1 × 10−5 mbar and p = 3 × 10−9 mbar. Fits to the dissipation dilution equation are
shown as well for each pressure. The inset shows the calculated pressure-dependence of the
quality factor using Q =



(αddQint)−1 + Q−1

gas

�−1
, where Qint was estimated using a surface-loss

formalism [48] and Qgas calculated assuming squeeze-film damping [68].

chance of a particle landing on the resonator decreases, and thus surface losses will be de-
creased. For this particular measurement, the sample was kept inside the ultrahigh vacuum

chamber during the bakeout process, meaning it was heated for a couple of days at temper-
atures on the order of 100 °C. This could result in an annealing effect, leading to the slow

desorption of surface adsorbates, which slightly enhances Qint [206, 207].

5.2.3 Annealing at 1000 °C

The next step of this investigation is to anneal samples at high temperatures in a UHV in

order to minimize surface losses. As a first try, a string sample is annealed to the maximum
temperature of 1000 °C for 2 hours. Such temperatures should ideally remove both adsorbates

and native oxide from the SiN [82]. For these experiments, strings with L = 340 µm, w =

6 µm, h = 177 nm, and σ ≈ 179 MPa were employed. Measurements of Q for an annealing

temperature Tanneal = 1000 °C can be observed in Figure 5.4. The first 6 out-of-plane modes
of two identical strings on the same chip are measured in order to ensure that the effect is
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reproducible for multiple samples. The strings are here labeled string 1 and string 2, with

their respective data sets shown in Figures 5.4(a) and 5.4(b). In Figure 5.4(a), the temperature
label of 25 °C refers to the measurements before annealing.

Figure 5.4: Annealing nanomechanical string resonators at Tanneal = 1000 °C for 2 hours at
a pressure p = 1 × 10−9 mbar. (a) A comparison between the Qs of the first six out-of-plane
modes of a string resonator with L = 340 µm, w = 6 µm, h = 177 nm, and σ ≈ 179 MPa,
before and after annealing. (b) Same as (a) for an identical string on the same chip. (c) Q× fr
products versus frequency for the strings measured in (a) and (b) before and after annealing.
Calculations using the dissipation dilution equation are shown as well, with the Qint-values
calculated from the average of the two strings before and after annealing.

For both strings, an overall enhancement of most Qs can be observed after the annealing
process. From fits to the dissipation dilution equation, Qint increases by nearly a factor of

2 for both strings. The exact source of this enhancement cannot be deduced from this ex-
periment, i.e. it can be both a result of the removal of adsorbates as well as native oxide.

Since the frequencies of both strings increased slightly after annealing, characterized by a
tensile stress increase to σ ≈ 191 MPa, this could indicate that a compressive layer on top

has been removed [86]. However, despite the enhancement of Qint, this value is still far below

the limit set by bulk material losses in SiN, Qvol = 28000 [48]. As such, this indicates that
surface losses have not been eliminated entirely. One explanation for this could be the pres-

sure at which this annealing and subsequent measurement was performed, which was around
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p = 1 × 10−9 mbar. At such pressures, one can expect a monolayer to redeposit within a quar-
ter of an hour according to Langmuir adsorption theory [204]. Since the string frequencies

continuously shift during changing temperatures, post-annealing measurements of Q can only
be done once the sample temperature has stabilized to a value near room temperature. For this

reason, the duration from the end of the annealing to starting the measurements was around
half an hour, which might have been enough time for a monolayer to form on the surface.

Besides studying the effect on the intrinsic losses, a more important quantity for quan-
tum optomechanics experiments is the product of the quality factor and the frequency [23].

Therefore, the effect of annealing on the Q × fr product for both string resonators is shown
in Figure 5.4(c). The results are plotted versus frequency in order to show the slight increase

in fr for each mode resulting from the annealing. Besides the measurements, calculations
using the dissipation dilution formalism are given as well, calculating Qint before and after

annealing from the average of the two strings. Since the string frequencies only marginally
increase, the Q × fr product overall gets doubled after annealing resulting from the doubling

in Qint. For higher-order resonances, the Q × fr product begins to decrease again, indicating
an optimum for the 6th out-of-plane mode. Despite the observed Q-enhancement, these types

of strings are far below the theoretical limit for performing room temperature quantum exper-
iments, Q × fr = kBTroom/h ≈ 6 × 1012 Hz with kB the Boltzmann constant, Troom = 300 K,

and h the Planck constant [30].
A pronounced decrease in Q can be observed for the 5th mode before and after anneal-

ing. Given that this decrease occurs for both strings, it is most likely the result of radiation
losses. This loss source possibly comes from interference effects resulting from coupling to

resonances in the setup. Support for this argument comes from the fact that the 5th mode Q

reduces further after annealing, where the frequency has slightly increased, indicating that the

mode frequency lies closer to the resonance in the setup. A reason for this strong coupling
could be that the samples are tightly clamped to the sample holder to ensure good thermal con-

tact, which has previously shown to result in significant radiation losses for string resonators
[38].

5.2.4 Annealing at Various Temperatures

Having established that UHV annealing can result in enhanced Qs for string resonators, the
next step is to investigate the influence of the annealing temperature on the mechanical prop-

erties. This can possibly shed more light on what happens to the SiN film during the annealing
process. Measurements of both the intrinsic quality factor and the tensile stress for increasing

values of Tanneal are given in Figure 5.5. A low-stress string was employed with the dimen-
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sional parameters L = 440 µm, w = 6 µm, and h = 177 nm. The presented results are based
on measurements of first 10 out-of-plane modes of the string resonator, with the data extracted
using the method shown in Figure 5.2(b). For further clarity, the theoretical limit of intrinsic

losses estimated using Qint =
�
Q−1

vol + Q−1
surf

$−1
is shown alongside the measured Qint-data in

the top panel of Figure 5.5 as well [48]. Annealing was performed for 1 hour at each tempera-
ture and the measurements done after the sample had cooled down to room temperature. The

pressure during the annealing process was p = 2 × 10−9 mbar. Data points for Tanneal = 25 °C
refer to measurements done prior to annealing.

Figure 5.5: Annealing a nanomechanical string resonator for 1 hour at various temperatures.
Measurements of both Qint (top panel) and σ (bottom panel) for increasing Tanneal are shown.
Both sets of data are based on the measurement of the 10 first out-of-plane modes of the string.
High vacuum and ultrahigh vacuum indicate measurements performed at pressures of p =
1 × 10−5 mbar and p = 2 × 10−9 mbar, respectively. Tanneal = 25 °C refers to measurements
performed before annealing. The theoretical limit of Qint is shown in the top panel as well.
Dimensions of the string are L = 440 µm, w = 6 µm, and h = 177 nm.

As a starting point, a measured Qint = 9200 acquired at a high vacuum pressure p =

1 × 10−5 mbar is used as a baseline measurement in order to estimate the degree of Q-

enhancement achieved from annealing in an ultrahigh vacuum. The effect of placing the
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sample in a UHV is a ∼ 19% increase in Qint, which is similar to the observation made in
Figure 5.3. Upon annealing the sample, Qint gradually increases for increasing Tanneal, with
a maximum Qint = 18000 reached for Tanneal = 700 °C. This is nearly a factor of two

enhancement compared to the initial value, which is attributed to reduced surface friction.

Interestingly, further increasing the temperature to Tanneal = 900 °C leads to a slight reduction
of the intrinsic Q to a value Qint = 16600.

In order to understand the observed decrease, the focus is shifted towards the tensile stress
measurements shown in the bottom panel of Figure 5.5. The high vacuum measurement

of stress is omitted since the value was significantly larger (σ = 289 MPa) than for the
ultrahigh vacuum data, possibly a result of different actuation laser powers used for both sets

of measurements. For Tanneal ≤ 700 °C, a slight increase in σ is observed for increasing
Tanneal. This increase can arise for multiple different reasons. One explanation is that the high

temperatures slowly remove compressively stressed surface adsorbates and possibly parts of
the native oxide, though the latter is not expected at these temperatures. However, one can

also attribute the effect to film densification, which has been argued to increase the tensile
stress due to rapid thermal annealing of LPCVD SiN films [208]. Finally, given the different

thermal expansion coefficients of Si [209] and SiN [210], and the fact that the Si substrate
is in direct contact with the sample holder and therefore at a higher temperature than the

SiN resonator, the Si expands more than the SiN, which increases the tensile stress. If the
Si substrate permanently expands after the annealing even after the sample has cooled down,

one can imagine a larger stress in the SiN film.
For the largest Tanneal = 900 °C employed here, a stark decrease in the tensile stress

from σ = 273 MPa to σ = 256 MPa is observed. This is the largest relative change in
stress for a single annealing temperature observed here, indicating that a new effect comes

into play at these temperatures. The decrease in stress also goes against the expectation from
removal of compressive surface layers. An investigation into annealing of Si-rich SiN films by

Andersen et al. have shown significant Si out-diffusion from the substrate into the resonator
for annealing temperatures greater than 1100 °C [211]. Since the final value of the stress has

an inverse relation to the Si content in the SiN, this could explain the observed stress reduction
[136]. Furthermore, Si diffusion might increase bulk material losses due to creating impurity

defects in the SiN films, which can explain the reduction of Qint observed. Nonetheless, the
maximum annealing temperature used for these results were Tanneal = 900 °C, which is still

much lower than the 1100 °C used in the study of Andersen et al. One should also keep
in mind that the SiN resonator is only in contact with the Si substrate through the anchors

of the resonator, which would mean significantly less Si contamination in comparison to the
case, where the SiN is in direct contact with the substrate uniformly. The exact origin of the

reduced Qint for the largest Tanneal remains unknown but is most likely a result of changes to
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the material properties of the SiN film.

5.3 Uniform Membranes

This section focuses on measurements of the Qs of uniform square membranes in an ultrahigh

vacuum. Important here is to show the effect of the annealing temperature on the intrinsic
quality factor for membranes, an experiment which is repeated for all types of resonators

studied in this chapter.

5.3.1 Radiation Loss

Before showing annealing data for the uniform membranes, a comment on radiation losses

should be given. Results in support of radiation losses have already been shown in Figure 5.4,
where some mechanical modes plummeted to values far below that expected from dissipation

dilution, despite the fact that narrow and low-stress strings were chosen for the experiments.
In order to determine the origin of this loss mechanism, the effect of clamping the sample

to the ultrahigh vacuum sample holder is investigated. Low-stress uniform square membrane
resonators are employed for this investigation, with an optical micrograph of a fabricated

sample given in Figure 5.6(a). The membranes employed in this section are of dimensional
parameters L = 810 µm and h = 50 nm.

Figure 5.6(b) shows measured Qs for the first 10 harmonic (n = j) out-of-plane modes of
a membrane with σ = 161 MPa. For clarity, this membrane is given the label membrane 1.

The membrane chip was placed unclamped on the regular sample holder of the MSA vacuum
chamber and the Qs measured at a pressure p ∼ 10−5 mbar. Harmonic modes are chosen,

since radiation loss has been shown to be suppressed for such modes (see Equation (2.54))
[48]. A similar observation is made here, given that the unclamped sample Qs appears to
be well-described by fitting to the dissipation dilution equation. Only the fundamental mode
seems to be limited by radiation loss, in agreement with previous investigations, which have

shown that lower-order modes typically suffer more from radiation losses [42, 48].
Upon clamping the membrane chip to the sample holder, all the Qs of membrane 1 plum-

meted and could not be measured, which might itself be a result of radiation losses. Despite
the chip containing 12 identical membranes, no other membranes were measured unclamped,
meaning a different membrane had to be used for the comparison. Measurements of Q for a

secondary membrane (labeled membrane 2) clamped to the UHV sample holder can be seen
in Figure 5.6(c). A σ = 197 MPa was extracted for this membrane and the measured data

was acquired at a similar pressure to the unclamped case. The discrepancy in stress between
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Figure 5.6: Radiation losses in uniform square membrane resonators. (a) Optical micrograph
of a uniform membrane similar to the ones studied here. (b) Qs of the first 10 harmonic
(n = j) out-of-plane modes of a uniform membrane not attached to any sample holder, along
with a fit to the dissipation dilution equation. (c) Same as (b) for a membrane clamped on the
ultrahigh vacuum sample holder. The measured membranes were located on the same chip,
with the dimensional parameters L = 810 µm and h = 50 nm, and tensile stress values of
σ = 161 MPa and σ = 197 MPa for (b) and (c), respectively.

the two membranes is most likely a result of the LPCVD growth of the SiN, resulting in

a non-uniform stress across the chip, which was confirmed through measurements of many
membranes on the chip.

Evidently, the Qs of several modes for the clamped membrane seem to be radiation loss-
limited. The effect appears to be more pronounced for lower-order modes, as would be ex-

pected [48]. As such, the radiation losses observed both for strings and membranes can be
attributed to a strong mechanical coupling between the resonators and the sample mounting

structure, which is enhanced due to clamping the membrane to the sample holder. This was
confirmed by measuring the Qs of multiple membranes on the clamped chip, all of which
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displayed similar trends to membrane 2. Since clamping is necessary to maximize thermal

contact between the sample and the sample holder, this loss mechanism could not be avoided
here. Measuring much higher-order (n,m > 10) modes can suppress radiation losses. How-
ever, the limited laser power available for the optical actuation rendered measurements of

higher-order modes difficult. Intrinsic quality factors are therefore extracted by fitting the
envelope of maximal Qs, as is done in Figure 5.6(c).

5.3.2 Annealing at Various Temperatures

The next step is to anneal uniform membranes in an ultrahigh vacuum, in order to see if the

enhancement observed for strings is universal for all types of resonators. For these measure-

ments, membrane 2, which was discussed above, will be employed. The sample was annealed
at temperatures ranging from 100 °C to 1000 °C in steps of 100 °C. For each temperature,

the annealing time was set to 1 hour, and the mechanical properties measured after the sample
had cooled down to around room temperature. The pressure in the chamber at the time of

these measurements was p < 1 × 10−10 mbar, but an exact value could not be determined due
to being beyond the range of the available pressure measurement equipment, which was listed

in Section 3.3.1.
Measurements of both Qint and σ for increasing values of Tanneal are plotted in Figure 5.7.

Both sets of data are extracted from measuring the first 10 harmonic modes of the membrane.
Data acquired at a high vacuum pressure p = 1 × 10−5 mbar are given as well. The label

Tanneal = 25 °C indicates measurements made before annealing the sample. Given the thick-
ness of this membrane being h = 50 nm, one can assume that surface losses will dominate the

intrinsic losses and therefore Qint ≈ Qsurf [48]. The theoretical limit of Qsurf is shown in the
plot containing the Qint data as well.

Similar to the case for strings, the high vacuum measurement of Qint = 2200 will be
used as the baseline to establish the degree of Q-enhancement. Placing the sample inside the

UHV environment increases the intrinsic quality factor from Qint = 2200 to Qint = 3450,
which is a larger increase than what was observed for the string in Figure 5.5. Calculations

based on gas damping can once again not explain this observation, meaning its origin must
be intrinsic. Since surface losses are larger for thinner membranes, this could explain why the

corresponding enhancement is greater for this membrane compared to the strings. Annealing
the sample at increasingly high temperatures initially leads to a gradual increase of Qint. A

maximum enhancement greater than a factor of 5 is achieved for a temperature Tanneal =

800 °C. For Tanneal > 800 °C, Qint begins to deteriorate for each increasing temperature step.

The observed behavior of the intrinsic quality factor is in agreement with the experiments
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Figure 5.7: Annealing a uniform membrane resonator for 1 hour at various temperatures.
Measurements of both Qint (top panel) and σ (bottom panel) are given and plotted as a func-
tion of Tanneal. Both sets of data are based on measurements of the first 10 harmonic out-of-
plane modes of the membrane. The labels high vacuum and ultrahigh vacuum refer to data ac-
quired at pressures p = 1 × 10−5 mbar and p < 1 × 10−10 mbar, respectively. Tanneal = 25 °C
indicate measurements performed before annealing. The theoretical limit for surface losses
has been indicated in the top panel as well. Dimensional parameters of the membrane are
L = 810 µm and h = 50 nm.

conducted on string resonators (see Figure 5.5), in which case a maximum Qint was achieved

for Tanneal = 700 °C, while decreasing for Tanneal = 900 °C. However, the enhancement factor
achieved for the uniform membrane is greater than that achieved using strings, which can be

attributed to the thickness of the membrane. Since Qsurf is proportional to h, while the limit
set by bulk losses is fixed at Qvol = 28000, one can obviously expect greater enhancements for

thinner samples. Another cause of the larger enhancement factor could be that the membrane
had more annealing steps, thus leading to the sample being heated for a longer time. The

exact influence of time and temperature requires further investigation, i.e. whether a similar
increase in Qint could be achieved by annealing the sample at 800 °C for a longer time and

skipping the lower temperature steps is currently not known.
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Investigating the tensile stress for increasing annealing temperatures, as shown in the bot-

tom panel of Figure 5.7, again provides valuable information for the interpretation of the
Q-data. A steady increase in σ for Tanneal ≤ 900 °C is observed, while a sharp drop is ob-
served for Tanneal = 1000 °C, indicating a change in the properties of the SiN resonator.

While these observations are in agreement with those made for string resonators, the addition
of more heating steps shows what appears to be a transition between two mechanisms. For

Tanneal ≤ 700 °C, the tensile stress gradually increases for each annealing step, which can pos-
sibly be attributed to the aforementioned film densification [208]. At larger temperatures, σ

appears to saturate, before dropping significantly at 1000 °C, which indicates another process
comes into play, such as Si out-diffusion into the SiN [211].

Another point to discuss for uniform membranes is the influence of annealing on the Q× fr
product. Measurements of Q versus Tanneal for the (4,4) and (9,9) modes of the membrane

discussed in Figure 5.7 are shown in Figure 5.8. These two modes were among the few
mostly unaffected by radiation losses throughout the measurements and can therefore clearly

show the effect of reduced intrinsic losses. The baseline data points at Tanneal = 25 °C are the
ultrahigh vacuum measurements prior to annealing. As a result of the annealing, the Q × fr
product increases by maximum factors of approximately 6 for both mechanical modes. The
UHV annealing in fact enhances the Q × fr product to values beyond the limit for quantum

coherency at room temperature, as has been highlighted in the figure as well. An overall
larger Q × fr product is achieved for the (9,9) mode, which can be expected for uniform

square membranes [48]. These results show that even low-stress SiN samples can overcome
the quantum limit at room temperature by reducing surface friction.

5.4 Phononic Crystal Membranes

Having established reproducible quality factor enhancement as a result of ultrahigh vacuum

annealing, it is time to combine this method with resonator designs exhibiting optimal dissipa-
tion dilution. For this purpose, phononic crystal membranes of the type invented by Tsaturyan

et al. are employed, since this is the first and most well-studied soft-clamped resonator sys-
tem [39]. The different defect modes available for this PnC design are first presented, before

moving into measurements of the mechanical properties in an ultrahigh vacuum.

5.4.1 Defect Modes

The unit cell of the chosen phononic crystal design was already introduced in Section 3.4.3,

including how the FEM simulations of both the phononic bandgap and defect modes are
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Figure 5.8: Q × fr product versus annealing temperature for the (4,4) and (9,9) modes of
the uniform membrane investigated in Figure 5.7. The room temperature quantum coherency
limit has been indicated as well.

performed. Here, measurements of fabricated samples are shown, which reveals the presence
of multiple defect modes in the bandgap. An optical micrograph of a successfully fabricated

sample is shown in Figure 5.9(a). The PnC membranes are characterized by their lattice
constant a. Though the rectangular unit cell of this design translates into a slightly rectangular

PnC membrane, one can assume the membrane to be square to a good approximation. In this
way, the lateral size L of the membrane scales with the lattice constant at the fixed ratio

L ∼ 20.5 × a. For the membrane shown in Figure 5.9(a), with a lattice constant a = 340 µm,
a lateral size L ≈ 7 mm can be calculated.

The mechanical properties of the PnC membranes are measured by focusing the probe laser
of the vibrometer on the central defect. Measured Brownian motion spectra are displayed in

Figure 5.9(b) for a PnC membrane with a = 140 µm (L ≈ 2.9 mm) and σfilm = 150 MPa.
The phononic bandgap region is characterized by a significantly lower density of mechanical

modes when compared with the surrounding forest of modes. Depending on the location
of the probe laser, different defect modes can be measured, with a total of 5 different defect

modes identified for this PnC membrane design. FEM simulations of the corresponding defect
mode shapes are shown in Figure 5.9(c). Mode 1 is also called the fundamental defect mode

due to resembling the fundamental mode of a uniform membrane, while the modes labeled
2-5 are higher-order resonances. The defect modes are actuated using radiation pressure,
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Figure 5.9: Defect modes of the phononic crystal membrane design employed here, taken
from the work of Tsaturyan et al. [39]. (a) An optical micrograph of a fabricated PnC mem-
brane sample with a = 340 µm, corresponding to a membrane side length L ∼ 20.5 × a ≈
7 mm. (b) Brownian motion spectra of a PnC membrane with a = 140 µm (L ≈ 2.9 mm)
for different locations of the probe laser, as outlined on the optical micrographs in the inset.
The phononic bandgap is indicated by the grey-shading, while the labels 1-5 designate the
different defect modes. (c) Finite element method simulations of the mode shapes for the five
defect modes highlighted in (b).

which is achieved by focusing the actuation laser on an antinode of a given resonance (see
Section 3.2.2.1), similar to the probe laser.

Thus far, the focus of this chapter has been on low-stress SiN samples, due to the reduced
influence of radiation losses for lower stress values [72, 74]. However, besides soft-clamping,

the phononic crystal serves to shield the defect modes from phonon tunneling out of the res-
onator and into the surrounding substrate. Therefore, this section will focus on high-stress SiN

samples, with initial tensile stress values σfilm = 1.1 GPa. In this way, dissipation dilution is
maximized and the results achieved can be compared to state-of-the-art Qs of nanomechanical
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resonators.

5.4.2 Different Loss Mechanisms

PnC membranes have previously been shown to be susceptible to gas damping to pressures
beyond the high vacuum regime (p < 10−6 mbar) [147]. As such, the effect of reducing the

vacuum pressure will be emphasized in this section as well. For this purpose, a PnC mem-
brane of a = 260 µm (L ≈ 5.3 mm) is employed. Both the fundamental mode and mode 2

were initially measured at a pressure p = 1 × 10−6 mbar, with Qs of ∼ (16 ± 1) × 106 and
∼ (19 ± 2) × 106 extracted for the two modes, respectively. These values are already signif-

icantly larger than any Qs measured for strings and uniform membranes, directly showing

the effect of soft-clamping [39]. This membrane is then placed inside the UHV chamber and
measured at various pressures.

Upon measuring the sample inside the UHV, the Q of the fundamental mode plummeted
to such low values that any further characterization is rendered meaningless. This behavior

was observed for the fundamental defect mode of many samples and can perhaps be traced
back to the clamping of the samples to the sample holder. Any such clamping might change

the stress of the membrane, which shifts the mode outside the bandgap and the Q therefore
significantly reduced. Such behavior was rarely seen for the higher-order modes, which are

located much deeper inside the bandgap. For this reason, all Q-measurements shown in this
section are for higher-order modes.

Measured Q-values for mode 2 of the PnC membrane discussed above for various pres-
sures are shown in Figure 5.10(a). A clear enhancement in Q can be observed, with a factor of

∼ 8 increase when reducing the pressure from 1 × 10−6 mbar to 1 × 10−10 mbar, resulting in
a Q = (145 ± 6) × 106. This enhancement is much larger than what was observed for strings

and uniform membranes, indicating it cannot simply be a result of reduced surface losses and
is therefore attributed to reduced gas damping. The lack of pressure control in the UHV cham-

ber means that Q could not be measured in the regime from 1 × 10−6 mbar to 1 × 10−9 mbar.
However, the apparent saturation of Q for p ≤ 1 × 10−9 mbar indicates a transition from a gas

damping limited to an intrinsically limited regime. From FEM simulations of the dissipation
dilution factor, a Qint ≈ 3250 can be extracted for the data point at p = 1 × 10−10 mbar, which

fits within the uncertainty of theoretical calculations using Qsurf = βh [48]. These results
show that for PnC membranes, it is crucial to measure in a UHV in order to fully maximize

the Q regardless of surface friction.
Assuming the sample to be limited exclusively by surface friction at p = 1 × 10−10 mbar,

the next step would be to anneal the sample in the UHV. Therefore, the membrane was an-



117 5.4. PHONONIC CRYSTAL MEMBRANES

Figure 5.10: Quality factor enhancement of defect modes. (a) Pressure-dependence of Q for
mode 2 of a PnC membrane with a = 260 µm (L ≈ 5.3 mm) and σfilm = 1.1 GPa. The
dashed line is a guide to the eye. A simulation of the displacement field for the measured
mode is given in the inset for clarity. (b) Ringdown measurements of mode 2 before and after
annealing the sample for 2 hours at 800 °C.

nealed at the optimal temperature Tanneal = 800 °C, as deduced from the measurements in
Figure 5.7, for 2 hours. The annealing results are shown in Figure 5.10(b) in the form of

ringdown measurements of the vibrational amplitude z, normalized to the maximum ampli-
tude zmax. Annealing the sample enhances the Q by approximately a factor of 2 to value of

Q = (284 ± 47) × 106. This corresponds to a total increase of a factor of ∼ 15 compared to
the initial value measured at p = 1 × 10−6 mbar. The Q × fr product for the largest measured

Q is (2.79 ± 0.46) × 1014 Hz, which is comparable to the results achieved by both Tsaturyan
et al. [39] and Ghadimi et al. [40]. In order to further enhance the Q through reduced sur-

face losses, another annealing step was performed at Tanneal = 1000 °C. Unfortunately, the
Q decreased significantly after this second heating step for unknown reasons and no further

investigation of this sample was performed.

5.4.3 Annealing at Various Temperatures

Since ultrahigh Qs have been shown to be attainable for PnCs measured in a UHV, the anneal-

ing procedure needs to be optimized. The results for uniform membranes shown in Figure 5.7
indicate enhancements greater than a factor of 5 possible under the right conditions. There-

fore, a PnC membrane was annealed for 1 hour at various temperatures, in a similar manner
to what was already done for both strings and uniform membranes. The measured results

are shown in Figure 5.11. A PnC membrane of a = 280 µm (L ≈ 5.7 mm) is employed
and measurements are shown for defect modes 2 and 3. For these measurements, the base
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pressure inside the UHV chamber slowly increased due to a possible leak or contamination.
As such, the pressures at which annealing was performed rose from p = 6 × 10−10 mbar to
p = 2 × 10−9 mbar between the initial and final measurement.

Measured Q-data, as shown in Figure 5.11(a), show a gradual increase for annealing tem-

peratures Tanneal < 1000 °C, in reasonable agreement with the data shown for strings and
membranes earlier in the chapter. However, upon annealing at Tanneal = 1000 °C, the Q of

mode 2 deteriorates, while that of mode 3 is enhanced. The behavior of mode 3 is unlike pre-
vious temperature variation experiments, prompting a secondary annealing step at 1000 °C,

but this time for 2 hours. This secondary annealing step results in another ∼ 25% enhance-
ment in the Q of mode 3, while mode 2, which initially decreased upon annealing at 1000 °C,

now gets enhanced by a factor of 2 as well. The final measured quality factors for modes 2
and 3 were Q = (168 ± 14) × 106 and Q = (210 ± 14) × 106, respectively, resulting in overall

enhancements of factors ∼ 6 and ∼ 7 compared to the initial values at Tanneal = 25 °C. These
are the largest Q-enhancements achieved using annealing in this investigation, approaching

an order of magnitude enhancement.
The underlying mechanism responsible for the additional enhancement resulting from the

secondary annealing step is currently not understood. For strings and uniform membranes,
Qs began to deteriorate already at Tanneal = 900 °C, while no such limiting temperature is

observed for PnC membranes. Observing the resonance frequency data for the two defect
modes, as given in Figure 5.11(b), the behaviour is similar to that observed for strings and

uniform membranes, namely a steady increase for temperatures Tanneal < 900 °C, while de-
creasing for Tanneal = 1000 °C. This observation could support the Si out-diffusion hypothesis

since more and more Si would diffuse with time, which explains the frequency decreasing fur-
ther down for the second annealing step at 1000 °C. However, the fact that the Q increases at

1000 °C would indicate a secondary mechanism coming into play, which influences the Q re-
gardless of the resonance frequency. This could be a result of the oxide layer slowly desorbing

from the SiN surface, which increases Qint. Support for this contribution from two separate
mechanisms would be the fact that the Q of mode 2 initially decreases for Tanneal = 1000 °C.

Following the second annealing step at 1000 °C, the enhancement achieved through increas-
ing Qint must be greater than the reduction resulting from reduced dissipation dilution due to

the reduced stress, thus leading to an overall Q-enhancement. A decrease in Qint resulting
from Si diffusion could also be expected, but appears also to be outweighed by the reduced

surface losses.
In Figure 5.11(c), the Q× fr product for modes 2 and 3 are shown, displaying a similar en-

hancement to the Q-data, despite the reduction in frequency for Tanneal = 1000 °C. Therefore,

the annealing approach shown can directly improve previously published results and thus po-
tentially allow room temperature quantum experiments. If this enhancement was applied to
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Figure 5.11: Annealing a phononic crystal membrane at various temperatures. Measurements
of quality factor (a), resonance frequency (b), and Q× fr product (c) for the higher-order defect
modes 2 and 3 are shown as a function of Tanneal with each annealing step being of 1 hour
duration. Darker-shaded data points indicate a secondary 2 hour annealing step at Tanneal =

1000 °C. Tanneal = 25 °C refers to measurements performed before annealing. The parameters
of the measured PnC membrane are a = 280 µm (L ≈ 5.7 mm) and σfilm = 1.1 GPa.
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the sample studied in Section 5.4.2, with an initial Q = (145 ± 6) × 106, the final Q would

potentially be greater than 1 billion and thus set a new record at room temperature. Unfor-
tunately, the sample investigated in Figure 5.11 had an initial Qint ≈ 550, as deduced from

FEM simulations, which is far below that expected from Qsurf [48]. While this low Q can be

attributed to fabrication induced defects, it could also be a result of a slight contribution from
gas damping, since the base pressure here was larger than for the measurements discussed in

Section 5.4.2.

5.4.4 Effect of Air Exposure

Throughout this chapter, focus has been on enhancing the Q of nanomechanical resonators

through UHV annealing. While results in support of reduced intrinsic losses have been shown,
the origin of this reduction has only been proposed to be a result of reduced surface friction,

but no solid evidence has been provided. At this point, the observed enhancements might
simply be the result of an annealing effect, unrelated to the surface friction. Therefore, this

section will display measurements aiming to explain the origin of said Q-enhancements.
For the following investigation, the PnC membrane sample displayed in Figure 5.11 will

be employed. After the secondary annealing step at 1000 °C, the sample was taken out of
the UHV chamber and placed inside the load lock chamber of the UHV system. Then, the

UHV gate valve was closed and the load lock vented until reaching atmospheric pressure.
The sample was then left at this pressure overnight. Upon reloading the sample into the

UHV chamber, the Qs of modes 2 and 3 had decreased significantly, with mode 3 being
immeasurable due to the very low Q. However, mode 2 could be measured and results for

both Q and fr are given in Figures 5.12(a) and 5.12(b), respectively.
Evidently, the Q of mode 2 reduces from Q = (168 ± 14) × 106 to Q = (44 ± 2) × 106 af-

ter having been exposed to air overnight, strongly supporting that adsorbates have readsorbed
on the resonator surface, in addition to regrowth of native oxide. Reannealing the sample at

Tanneal = 900 °C for 1 hour results in an enhancement to Q = (79 ± 2) × 106. This suggests
that the deterioration resulting from air exposure is a reversible effect, further supporting re-

duced surface friction as being the origin of the observed Q-enhancement. Inspecting the
frequency data, a decrease in fr is also observed after air exposure, which suggests growth

of compressive layers on the surface of the SiN [86]. Annealing the sample in a UHV again
increases fr, which would imply desorption of adsorbates and possibly a native oxide layer on

the surface. Running the annealing process for a longer time could potentially allow the sam-
ple to reach its frequency prior to air exposure, provided the temperature Tanneal < 1000 °C.
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Figure 5.12: Effect of air exposure on the quality factor (a) and the resonance frequency (b) of
mode 2 for the PnC membrane investigated in Figure 5.11. The x-axis is labeled "time", high-
lighting the various steps taken in the experiment. "Annealed" corresponds to measurements
conducted prior to air exposure. Dashed blue lines are a guide to the eye.

5.5 Summary and Outlook

In conclusion, this chapter has shown a detailed investigation into reducing intrinsic losses of
nanomechanical resonators. The method used to reduce intrinsic losses was to anneal samples

up to temperatures of 1000 °C in an ultrahigh vacuum environment. Various resonator geome-
tries were investigated, including strings, uniform membranes, and softly-clamped phononic

crystal membranes. It was shown how placing samples inside an ultrahigh vacuum alone
could result in a slight intrinsic quality factor enhancement for strings and uniform mem-

branes, assumed to be a result of various adsorbates desorbing from the resonator surface.
The enhancement resulting from reducing the vacuum pressure was significantly larger for

PnC membranes, which was attributed to reduced gas damping. Upon annealing the sam-
ples in the UHV, the intrinsic quality factors were enhanced for all resonator designs, with

the enhancement being ascribed to reduced surface friction. This was confirmed by exposing
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a sample to air overnight and remeasuring it in the UHV, in which case the Q had reduced
significantly.

Figure 5.13 shows the current state of the investigation by repeating Figure 2.5 initially
used for the theoretical discussion of surface friction in Section 2.2.3.2. The plot shows the

theoretical intrinsic quality factor based on Equation (2.72) as a function of resonator thick-
ness, including the expected limits from surface losses and bulk losses. For the theoretically

calculated Qint-values, the uncertainty resulting from Qsurf is given as well (grey-shaded area).
Overlaid on the theoretical curves are measured intrinsic Qs before and after UHV annealing

for the samples shown in Figures 5.5, 5.7, and 5.11. In all cases, Qint can be observed to be
enhanced beyond the surface loss limit, highlighting the reduction in surface losses. The en-

hancement factor can also be observed to increase for thinner resonators, which makes sense,
given that surface losses affect thinner resonators greater. However, in none of the cases pre-

sented does the final Qint approach the theoretical limit set by Qvol = 28000, indicating that
surface losses have not been completely negated in any case [48].

Figure 5.13: Enhancement of the intrinsic quality factor achieved in this investigation. The
figure is fundamentally the same as Figure 2.5, but with measured values of Qint acquired in
this chapter given as well for all investigated resonator geometries, both before (black points)
and after (red points) annealing in an ultrahigh vacuum.

No conclusion can currently be made for why surface losses could not be removed entirely.

In order to explain what happens, measurements of the resonance frequency/tensile stress
were given throughout the chapter as well. For the largest available annealing temperature
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of 1000 °C, the resonance frequency of all resonators decreased, indicating a change of the
material properties. Considering that removal of compressive native oxide should increase the
frequency, this suggests changes to the bulk properties of the SiN. One possible explanation

would be the out-diffusion of Si atoms from the substrate and into the SiN resulting from the

annealing [211]. Increasing the Si content in the SiN could explain the reduced frequencies
since the tensile stress reduces for increasing amounts of Si [136]. Furthermore, this diffusion

could potentially create defects in the SiN resonator and thus decrease Qint, which would
explain why the theoretical limit of Qvol could not be reached.

The next step would be to determine the origin of the reduced surface losses shown here.
For that purpose, surface characterization techniques would have to be performed in conjunc-

tion with the Q-measurements, such as energy-dispersive X-ray spectroscopy (EDX) or X-ray
photoelectron spectroscopy (XPS). These techniques could highlight the content of Si, SiN,

and SiO2 both in the bulk as well as the surface of the resonator, thus showing both the poten-
tial removal of native oxide in addition to any Si contamination occurring resulting from the

annealing. Removing any sample from the UHV and transporting it to suitable characteriza-
tion equipment would almost immediately contaminate the surface. Therefore, a secondary

annealing chamber would be needed, one which is directly connected to suitable measure-
ment equipment. Techniques such as atomic force microscopy (AFM) could also be used to

check the surface roughness before and after annealing.
Besides characterizing the resonator surface, the annealing procedure needs to be opti-

mized. The problem of time versus temperature requires further investigation, i.e. if similar
enhancements to that observed for Tanneal = 1000 °C could be achieved by annealing at

Tanneal = 800 − 900 °C for a longer duration. However, annealing temperatures on the order
of 1000 °C are needed to remove native oxide, which is required in order to completely negate

surface losses. Therefore, one could perhaps place a protective layer between the SiN and Si
substrate, which would accept all Si atoms diffusing out of the Si substrate. Finally, the an-

nealing temperatures reported here are measured at the sample holder surface. It is very likely
that the resonator is at a lower temperature than the sample holder, which has to be accounted

for in order to properly anneal samples.
Despite the questions left unanswered, the largest enhancements in Qint reported here

would be enough to potentially achieve Qs greater than 1 billion at room temperature if ap-
plied to resonators which maximize dissipation dilution [39, 40]. The reduction in the reso-

nance frequency upon annealing at 1000 °C had negligible influence on the Q × fr product,
which was enhanced similarly to the Q. As such, the results presented here could pave the

way towards performing room temperature quantum experiments.





6
Frequency Fluctuations in High-Q Resonators

In this chapter, an investigation into the frequency stability of high quality factor nanome-

chanical string resonators is presented. Firstly, an introduction into how the frequency stabil-
ity is measured, both in open- and closed-loop configuration, is given, including a definition

of the noise sources and how these manifest themselves in the frequency fluctuations. Then,
the influence of various experimental parameters on the frequency stability in open-loop con-

figuration is shown and compared to theory-based calculations. Finally, closed-loop measure-
ments and calculations are presented as well and weighted against the open-loop case. The

results and associated discussions presented in this chapter are based on Paper VII [170].

6.1 Introduction

Until now, the focus of the thesis has been to enhance the quality factor for fundamental re-
search applications. However, one of the main reasons behind the huge amount of research

into nanomechanical resonators has been their potential application as sensors. The reduction
in resonator dimensions leads to increased responsivity towards a number of physical quan-

tities, including mass [17, 172, 173, 212–214], force [18, 215–218], and temperature [95,
151, 219–222]. For most nanomechanical sensors, the main principle of detection has been

through a shift of the resonance frequency fr. The minimum detectable frequency shift δ f is
determined by the precision of the resonance frequency measurement. A simple expression

quantifying the average relative frequency stability in the white noise limited regime is the
so-called Robins’ formula [108, 223]:�

δ f
fr

�
=

1
2Q

1
SNR

, (6.1)
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where SNR is the signal-to-noise ratio, i.e. the ratio of the maximum driven signal to the
noise floor. From Equation (6.1), it is apparent that minimizing the system noise results in
optimized frequency stability. Various intrinsic noise sources can result in frequency fluc-

tuations, with prominent examples provided in Section 2.4. Given that most of these noise

sources are predictions based on theory with only few experimental observations [112], the
most fundamental limit turns out to be thermomechanical noise [113–115, 125, 126]. A the-

oretical description of this noise source was provided in Section 2.4.1.
For frequency precision measurements, an important factor is the relation between the

measurement bandwidth BW of the readout electronics and the resonance linewidth Γ of
the resonator. Most studies and theoretical models thus far have assumed a regime where

BW � Γ, which is the white noise limited regime [112, 223]. However, as a result of Equa-
tion (6.1), a lot of attention has been placed on maximizing Q for optimum sensor perfor-

mance. With the recent demonstrations of optimal dissipation dilution using soft clamping
and strain engineering, resonators routinely achieve Γ � 1 Hz [39, 40, 77]. Operation of

such resonant sensors would therefore require BW’s as small as a few mHz in order to remain
within the BW � Γ regime. Such slow detection speeds are impractical for many sensor

applications, which require high-speed detection of minute amounts of a quantity.
A number of investigations into the frequency stability of high-Q resonators have been

previously published, yielding different conclusions in terms of the effects of raising Q. Fong
et al. studied the frequency and phase noise of high-Q SiN resonators, arguing that observed

frequency fluctuations were a result of defect motion with a broad distribution of relaxation
times [224]. Furthermore, it was concluded that increasing Q results in an increased suscep-

tibility towards the intrinsic frequency noise of the resonator. On the other hand, Roy et al.
reported enhanced frequency stability of silicon resonators as Q was lowered, when driving

the resonator at the onset of Duffing nonlinearity in the thermomechanically limited regime
[225, 226], where Q ∝ 1/SNR [227]. This observation was attributed to a flattening of the

phase noise spectrum at low frequencies. The same scenario was thoroughly investigated
theoretically by Demir et al., who found no Q-dependence of the frequency stability [125].

This chapter presents a detailed investigation into the frequency fluctuations of high-Q
nanomechanical SiN string resonators [170]. All presented measurements are performed in

the thermomechanically resolved regime and the focus will be on the case where BW � Γ.
Measurements are given in both open-loop and closed-loop tracking configurations, showing

how these compare with one another in terms of noise level and speed. Influence of var-
ious experimentally controllable parameters on the frequency fluctuations is presented and

discussed. Measured data are corroborated by computations based on a theoretical model
throughout the chapter.
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6.2 Fundamental Definitions

In order to better explain the measured results, certain fundamental definitions have to be
given, as shown in Figure 6.1. The samples studied here are high-stress nanomechanical

string resonators made from SiN. A false-colored scanning electron microscopy image of the
strings is given in Figure 6.1(a), including a zoom-in on one such string for clarity. The

dimensional parameters of the strings are length L = 1 mm, width w = 6 µm, and thickness
h = 312 nm. Only the fundamental out-of-plane string mode is investigated, which has a

frequency fr = 264 kHz, from which a tensile stress σ = 0.85 GPa can be extracted. Quality
factors Q of this mode typically lie in the 105 regime at high vacuum.

Frequency stability measurements are performed in either an open-loop or closed-loop
configuration, the principle behind both already described in Section 3.2.3.1, using a lock-

in amplifier. For either type of measurement, the driven response is first measured in order
to determine the nominal fr, with illustrations given in Figure 6.1(b). A piezo is here used

to drive the resonance, the strength of the drive being quantified through the piezo driving
voltage U. The maximum driven signal is the vibrational amplitude at resonance zmax. In

addition, Figure 6.1(b) comparatively shows the resolution bandwidth BW of the low-pass
filter and resonance linewidth Γ, emphasizing the fact that BW � Γ. For all the measurements

presented here, a BW = 3598 Hz is chosen, while the sampling rate is set to 28784 Sa/s,
which is a factor of 8 greater than the BW.

A typical phase response around the resonance frequency is shown in Figure 6.1(c). Open
loop measurements are performed by actuating the sample at resonance and then recording

the phase φ (t) over time. In order for this approach to work, thermal drifts have to be small
enough that the phase stays within the linear phase regime. If this criteria is met, conversion

from a phase shift Δφ to a frequency shift Δ f can be made using the slope of the phase
response at resonance (see Section 2.1.1):

Δφ =
2Q
fr
Δ f . (6.2)

For the closed-loop case, both the resonance frequency and the phase at resonance are given

as parameters in the phase-locked-loop control of the lock-in amplifier and used to track the

frequency f (t) directly.
For the analysis of the frequency fluctuations data, it is essential to identify the noise

sources of the system [126]. These noise sources can also be measured through the lock-in
amplifier by measuring the square root of the power spectral density PSD1/2 around fr with

the piezo drive turned off. A sketch of the PSD1/2 is given in Figure 6.1(d), allowing the
identification of the two main noise sources present in the system, namely the thermomechan-
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Figure 6.1: Data acquisition and fundamental definitions. (a) False-colored scanning electron
micrograph of the nanomechanical string resonators studied here, which have a length L =
1 mm, width w = 6 µm, and thickness h = 312 nm. Inset shows a close-up of one of the string
resonators. (b) Definition of the driven vibrational amplitude zmax, resonance linewidth Γ, and
resolution bandwidth BW. (c) Open-loop measurement of frequency fluctuations by driving
the sample at resonance and tracking the phase over time. The phase can then be converted to
frequency through the slope of the phase response at resonance. (d) Illustration of the square
root of the power spectral density PSD1/2 around resonance, highlighting the two sources of
noise: Thermomechanical noise Nth and detection noise Nd. The plots in (b) and (d) are only
sketches made for clarity and do not display actual measurements.

ical noise of the resonator Nth and the detection noise of the optical transduction scheme Nd.
Figure 6.1(d) also demonstrates how the detection noise limit can be reduced by increasing

the vibrometer laser power P.
The frequency stability is here quantified using the Allan deviation σA, the definition of

which is given in Section 2.4.2. As a consequence of BW � Γ, in the case where thermo-
mechanical noise can be clearly resolved above the detection noise, two separate white noises

are present in the system. How the noise sources manifest themselves in the open-loop Allan
deviation is shown through an exemplary measurement plot in Figure 6.2. The closed-loop

case is slightly different and will be discussed in Section 6.6. Evidently, σA is separated into
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Figure 6.2: Manifestation of the noise sources in the Allan deviation, with the different noise
regimes being separated by the resonator time constant τr = 1/ (πΓ) = Q/ (π fr). For τ > τr,
the resonator is predominantly thermomechanically limited, except for the largest τ-values, in
which case thermal drift becomes the dominant limitation, while for τ < τr, the resonator is
mainly limited by detection noise. Figure adapted from [170].

a detection noise and a thermomechanical noise regime. The integration time at which the

noise transitions between the two regimes is the intrinsic resonator time constant τr defined
as:

τr =
1
πΓ
=

Q
π fr
. (6.3)

This relation was already shown during the discussion of ringdown measurements in Sec-

tion 3.2.4 (see Equation (3.5)). For τ > τr, the resonator is mainly limited by thermome-

chanical noise, indicated by the white-shaded region in Figure 6.2. The resonance frequency
typically also drifts over time, either through variations of the temperature in the laboratory,

or due to drifts in the laser power, as will be discussed further below. As such, for very large τ-
values, thermal drift typically increases σA. The detection noise limited regime (grey-shaded

region in Figure 6.2) is then defined as the region where τ < τr. At even smaller τ-values, a
secondary drop in σA occurs, which is due to the limit of the low-pass filter bandwidth. This

part is intentionally left out of Figure 6.2 and all other σA plots in this chapter to make the
data visualisation clearer, as already discussed in Section 3.2.3.2.

Theory-based Allan deviation curves are shown alongside measurements throughout the
chapter. Such curves are generated using the integral given in Equation (2.121), which require
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experimental knowledge of fr, Q, zmax, Nth, and Nd [125]. In the regime where additive white

noise dominates the frequency stability, the Allan deviation is given as:

σA =
1

2Q
Nl

zmax

.
1
τ
, (6.4)

where Nl is the (white) noise level of the system, defined as the square root of the one-sided
noise spectral density, which in this case can be thermomechanical noise (Nl = Nth) or de-

tection noise (Nl = Nd). The term Nl/zmax is the signal-to-noise ratio, with the noise being
in units of X/Hz and that of the driven amplitude in X, with X representing units of voltage,

displacement, etc.

6.3 Laser Power Fluctuations

Before diving into the frequency fluctuations of the string resonators, the noise of the vi-

brometer laser is characterized. Since all the frequencies are optically transduced, unavoid-

able fluctuations of the laser power present an additional limitation to the frequency stability.
For this purpose, the vibrometer laser power is measured using a silicon photodiode (S120C

from Thorlabs GmbH) connected to a digital power meter console (PM100D from Thorlabs
GmbH). The analog output of the power meter is then connected to the auxiliary input of

the lock-in amplifier so that the power can be tracked over time with similar settings as the
rest of the measurements. This in turn is made possible due to the fast response time of the

photodiode (< 1 µs, provided by the manufacturer).
The lock-in amplifier provides a measured voltage, which is initially converted into a pho-

todiode current, and afterward to a power using the responsivity of the photodiode at the laser
wavelength (λ = 633 nm). A 5 minute recording of the largest available vibrometer laser

power is given in Figure 6.3(a). Important here is to note that the power drifts over time, an
unavoidable consequence of using the vibrometer laser. For very thermally responsive sam-

ples, this drift can dominate the entire Allan deviation. The problem can be minimized by
turning the laser on for some hours before performing measurements.

In order to convert the laser noise into frequency noise of the resonator, knowledge of the
relative thermal responsivity δR is required. While an analytical model exists, the wavelength-

and thickness-dependent optical absorption coefficient A for this batch of SiN strings is un-
known, rendering a meaningful calculation of δR difficult. As such, δR is instead determined

experimentally by measuring the resonance frequency versus laser power. Measurements of
fr for each of the vibrometer power steps is given Figure 6.3(b). A nonlinear shift is observed,

which is in contrast to the linear dependence expected from theory (see Equation (2.94)). As
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Figure 6.3: Measurement of the power fluctuations of the vibrometer laser. (a) A recording
of the laser power for a 5 minute measurement duration. (b) Measured resonance frequencies
of a string sample for each power step of the vibrometer laser. Two slopes can be identi-
fied as a result of emission of thermal radiation. (c) Measured resonance frequency response
versus modulation frequency of a secondary diode laser along with the envelopes of the mea-
surement. (d) Upper envelope from (c), showing how the thermal response frequency fth is
extracted.

discussed in Section 2.3.1.2, this is a result of emission of thermal radiation, which, in the

case of pure SiN strings, results in a nonlinear frequency detuning, even at very low powers.
An approximation can be made by defining two slopes and then, depending on the chosen vi-

brometer power step, calculating laser power fluctuations according to one of the two slopes.
With the knowledge of the laser power fluctuations δP and the relative thermal responsivity

δR, frequency fluctuations of the string can be calculated using [16, 170]:�
δ f
fr

�
= δR · δP. (6.5)

One can then take the Allan deviation of the curve generated using Equation (6.5). The

frequency response of the resonator to the laser power fluctuations comes from photothermal
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heating. As such, knowledge of the time it takes the strings to reach thermal steady state,
defined as the thermal time constant τth, is required. With the recent discoveries of radiative
heat transfer in SiN membranes, an up-to-date analytical model for the thermal time constant

of strings currently lacks. Therefore, τth has to be experimentally determined.

The procedure with which τth is measured is similar to that reported by Piller et al. [103].
Firstly, the resonance frequency of the string has to be locked using the PLL of the lock-in

amplifier, and then the response to a temperature modulation recorded. For this purpose, a
secondary diode laser is amplitude modulated, and the detuning of the string resonance fre-

quency Δ f recorded as function of the modulation frequency fmod. Important here is to mea-
sure at a high vacuum, in order to minimize heat transfer to surrounding air molecules [62].

A plot of the measured frequency response is given in Figure 6.3(c) along with the envelopes
of the measurement. The detuning can be observed to initially be constant for fmod � 2 Hz,

but then starting to decay at higher frequencies. Evaluation of τth can be made with either
of the envelopes, with the upper envelope given in Figure 6.3(d). If the maximum detuning

is named fmax, then the thermal time constant is evaluated at the modulation frequency fth
where the detuning has decreased by 3 dB, f-3dB = fmax/

√
2. The thermal time constant can

be calculated from the thermal response frequency: τth = 1/ (2π fth) ≈ 33.8 ms. The raw fre-
quency fluctuations data generated using Equation (6.5) is then low-pass filtered with a pass

frequency fpass = fth before the Allan deviation is evaluated. Such an Allan deviation curve
will be shown in the following section.

6.4 Influence of Signal-to-Noise Ratio in Open-Loop

The effect of the signal-to-noise ratio of the open-loop Allan deviation is investigated first.

As explained in Figure 6.1, one can control the SNR either by increasing the vibrometer
laser power, which reduces the detection noise, or through increasing the piezo drive, which

increases the vibrational amplitude, i.e. the driven signal. Measured and theory-based σA

curves for various SNRs are given in Figure 6.4. Each measured plot is for a fixed drive U,

while P is increased from 1.5 µW to 270 µW. Measurements of the vibrational amplitudes
and noise levels in the electrical domain are converted from volts to meters using the decoders

of the vibrometer and then used to generate the theoretical σA curves. Calculations based on
Equation (6.4) are given as well in the case of thermomechanical noise (green dotted lines)

and detection noise (red-shaded dashed lines). Vertical dashed lines on each plot correspond
to the resonator time constant τr = 0.34 s. All these measurements were performed in a high

vacuum p ∼ 1 × 10−5 mbar.
Figure 6.4(a) presents curves for the lowest employed U = 5 µV, which represents a case
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Figure 6.4: Effect of varying detection noise on the Allan deviation in open-loop configu-
ration. Measured Allan deviations were recorded by varying the vibrometer laser power P
from 1.5 µW to 270 µW, for a fixed piezo driving voltage U = 5 µV (a), U = 50 µV (c),
and U = 500 µV (e). Corresponding theory-based calculations are given in (b), (d), and (f),
respectively. Calculations using Equation (6.4) are given as well for Nl = Nth (green dot-
ted lines) and Nl = Nd (red-shaded dashed lines). The black vertical dashed lines indicate
τ = τr. In (e), a curve generated from laser power fluctuations corresponding to P = 270 µW
is shown as well (blue dashdotted curve), which has been low-pass filtered at a frequency
corresponding to the thermal time constant τth (blue vertical dashdotted line). Figure adapted
from [170].
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where the resonator is driven well within the linear regime. The thermomechanical and detec-

tion noise regimes can be clearly distinguished with the transition occurring around τ = τr,
as expected. In addition, the decrease in Nd correctly explains the decrease in σA at lower

τ-values, which is confirmed through the white noise asymptote calculations. The thermome-

chanically limited regime is unaffected by the increase in P, which makes sense since only the
detection noise is altered by P. Thermal drift appears to increase with increasing laser power,

which can be attributed to the laser power fluctuations discussed in the previous section, with
additional support of this argument given below.

Upon increasing the drive to U = 50 µV, σA can be observed to be improved by an
order of magnitude, indicating that the sample is still driven in the linear regime. Further

increase to U = 500 µV results in behavior that cannot simply be explained as an increase in
SNR. The thermomechanical asymptote is far below the measured σA, meaning that the res-

onator is limited by an additional noise source. Since the string was still behaving linearly, as
confirmed through frequency sweeps of the vibrational amplitude around resonance, Duffing

nonlinearity can be ruled out as the origin of the observed limit. The observation that only the
thermomechanical regime is affected, i.e. the detection noise regime continuously decreases

with increasing P, supports that this is a noise source affecting the resonator intrinsically.
In fact, it turns out that the limit is a result of the aforementioned frequency fluctuations

arising from fluctuations in the laser power. Besides the Allan deviation curves coming from
tracking the string resonance frequency, an additional curve generated using Equation (6.5)

is given in Figure 6.4(e) as well (blue dashdotted curve). This particular measurement cor-
responds to the data presented in Figure 6.3(a), i.e. for the largest available vibrometer laser

power. A blue vertical dashdotted line is shown as well and indicates τ = τth. Laser power
fluctuations appear to decently describe the observed limit, both quantitatively and in terms of

reproducing the measured trends. The slope of the blue σA curve at large τ fits with that of the
other curves, which suggests that the thermal drifts observed here come from the laser as well.

A slight offset in σA can be seen and is most likely due to laser aging since the laser noise was
measured two years after the string measurements were performed. Back then, a P = 270 µW

was measured, which is much larger than the average value seen in Figure 6.3(a). These find-
ings strongly support laser power fluctuations as the origin of the observed frequency stability

limit observed here.
Theory-based computations are shown in Figures 6.4(b), 6.4(d), and 6.4(f) [125]. The

effect of reducing detection noise appears to be accurately reproduced by the theory. Laser
power fluctuations have not been incorporated into the theoretical model, hence why the Allan

deviation remains thermomechanically limited for τ > τr. For the same reason, thermal drifts
at large τ are not observed in the theoretical curves.

Returning the focus to the SNR, the next step is to observe the behavior of σA for a
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fixed laser power, but varying piezo drive. Both measured and theory-based σA’s of this

sort are given in Figure 6.5. For the measurements, which are shown in Figure 6.5(a), the
piezo drive was increased from U = 5 µV to U = 1.5 mV, while the laser power was kept

at P = 17 µW. Increasing U can be observed to initially result in a linear reduction of

σA for all τ, until a limit is reached in the thermomechanical regime for larger U-values.
Given that this hard limit occurs at similar σA’s and with a similar thermal drift slope to

the measurements in Figure 6.4(e), this can also be attributed to laser power fluctuations.
The theoretical curves given in Figure 6.5(b) display good agreement with measurements at

lower vibrational amplitudes, but start to diverge for larger amplitudes, since laser power
fluctuations have not been incorporated into the model.

Figure 6.5: Influence of piezo drive voltage on the Allan deviation in open-loop configura-
tion. (a) Measured Allan deviations for drive voltages ranging from U = 5 µV to U = 1.5 mV.
(b) Theory-based Allan deviations for driven amplitudes corresponding to the measurements
in (a). Red-shaded dashed lines indicate calculations based on Equation (6.4) for Nl = Nd.
Black vertical dashed lines indicate the resonator time constant τr. Figure adapted from [170].

6.5 Influence of Q in Open-Loop

Having investigated the effect of SNR on the frequency stability in open-loop configuration,
the next step is to study the effect of changing the quality factor. For this purpose a needle

valve attached to the vacuum chamber is employed to slowly increase the pressure from p =

3 × 10−6 mbar up to p = 20 mbar, which in turn deteriorates the Q due to gas damping [62].

Measured and theory-based Allan deviation curves for decreasing values of Q can be found
in the left and right column of Figure 6.6, respectively. All measurements were recorded for

a fixed laser power, but increasing piezo drives. Due to high levels of laser-induced thermal
drifts on the day of the measurements, the measured σA-curves for p = 3 × 10−6 mbar were
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acquired at a P = 17 µW. For the rest of the measurements, a maximum value of P = 270 µW

was employed, ensuring that the thermomechanical noise could be resolved. Each measured
plot states both the pressure at which the measurement was made in addition to the resonance

linewidth.

As the Q is reduced, a clear shift in the transition region between the detection and thermo-
mechanical noise regimes to lower integration times can be discerned. The point of transition

between the two regimes consistently lies around τ = τr, and a linear dependence of said
region on Q can be extracted, as expected from the analytical definition of the response time

given in Equation (6.3). As Γ starts to approach the BW of the measurement, σA becomes
thermomechanically limited for all τ in the span of the measurements. The laser power fluctu-

ations remains a hard limit in the thermomechanical regime for all Qs, most evident through
the limits for Γ = 3.59 Hz and Γ = 36.3 Hz being of similar magnitude, in addition to the ther-

mal drift appearing at large τ for all Γ-values. However, a quantitative estimate of the limit for
each Γ would require measuring the thermal responsivity at each pressure. Since the thermal

conductivity of air begins to increase significantly for p ≥ 10−1 mbar [158], convection starts
to play a more dominant role in the heat transfer and therefore δR reduces. Since δR was

only measured at a high vacuum, a quantitative estimate of the laser fluctuations limit cannot
be given for the data in Figure 6.6.

Theoretical Allan deviations once again capture most of the experimental dynamics except
for the limit set by laser power fluctuations. For larger linewidths, the asymptotes apparently

start to deviate from the theoretical curves. The reason for this behavior is that the asymptotes,
as defined in Equation (6.4), assume only one source of white noise alone. In cases where

the ratio between Nth and Nd is small, or when Γ approaches BW, both of which is the case
for the lowest Qs in Figure 6.6, the two noise regimes cannot be cleanly separated. In these

cases, Nth (Nd) has a non-negligible contribution for small (large) τ.
The Q-dependence of τr observed in Figure 6.6, which can be indirectly inferred from σA,

can also be directly measured through the response of the phase to external stimuli, be it mass,
force, or temperature. An apparent misconception in the nanomechanical sensors field is that

the phase/frequency should respond instantaneous to stimuli, while the amplitude displays a
transient response. In fact, both the amplitude and phase exhibit a transient response, with a

response time in open-loop determined by the intrinsic resonator time constant τr [126, 170,
174]. Measurements of the transient phase response for different Qs are given in Figure 6.7.

By varying the piezo drive frequency within the linear phase regime, a step response of the
phase can be acquired, with an example of a measurement given in Figure 6.7(a). An expo-

nential decay of the type φ (t) = φ0e−t/τr + c is fitted to the step response of the phase in order
to extract τr. As shown in the inset of Figure 6.7(a), five measurements of the step response is

made for each Q, with the final value of τr being an average of the measurements. A plot of
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Figure 6.6: Q-dependence of the frequency stability in open-loop configuration. Measured
(left column) and theory-based (right column) Allan deviations for resonance linewidths of
0.67 Hz (a), 3.59 Hz (b), 36.3 Hz (c), 363.6 Hz (d), and 1869 Hz (e). Green dotted and red-
shaded dashed lines are calculations using Equation (6.4) for thermomechanical and detection
noise limits, respectively. Black vertical dashed lines mark τ = τr. Figure adapted from [170].
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τr-values extracted using the fitting procedure for various values of Q is given in Figure 6.7(b)

and compared to values calculated using Equation (6.3). Good agreement can be observed,
showing that the phase has a transient step response with a time constant given by τr. In addi-

tion, this method provides an alternative method for extracting the Q of mechanical resonators

(see Section 3.2.4).

Figure 6.7: Transient response of the phase in open-loop configuration. (a) Extraction of
the response time from an exponential fit to the step response of the phase. Inset shows
that the response is recorded from an average of five measurements of the phase step. (b)
Comparison of response times acquired through the procedure shown in (a) and that calculated
using Equation (6.3). Figure adapted from [170].

Some general comments on the open-loop tracking of the resonance frequency can be

made based on the measurements presented in this and the previous section. For high-Q res-
onators, the Allan deviation becomes separated into two regimes depending on the ratio of

BW to Γ. Since the regime where τ < τr is limited by detection noise, σA at times becomes

even smaller than the thermomechanical limit. Nonetheless, this does not represent the actual
performance limit of the resonator. In reality, the resonator itself filters the phase response in

addition to the filtering done by the low-pass filter of the demodulator, which reduces σA in
the detection noise regime. However, the resonator phase is unable to respond to any stimuli

occurring at time scales faster than τr. As such, the frequency stability remains fundamen-
tally limited by thermomechanical noise, in agreement with theoretical investigations on the

subject [125, 126].
From the measurements shown in Figure 6.6, it would appear that the main effect of Q on

σA is to shift τr. As a matter of fact, lowering Q increases the measurement bandwidth by
increasing Γ, enabling high-speed applications. Since the curves at different pressures were

recorded with similar SNRs, no apparent dependence of the frequency stability on Q can be
observed. However, these results cannot be used as a counter-argument to the findings of Roy
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et al., since the measurements presented here were not acquired in the Duffing-limited regime

[227]. Evidently, laser power fluctuations arising from the optical readout present a limit to
the stability in the thermomechanical regime measured here.

6.6 Closed-Loop Measurements

The final focus of this chapter will be on the closed-loop tracking of the resonance frequency.

While open-loop configuration can help provide an understanding of fundamental limits to
frequency stability, the method is limited by intrinsic properties of the resonator. The main

drawback is the measurement range, which is limited to the linear phase regime. Any event
that causes resonance frequency shifts beyond Γ will immediately render the measurement

meaningless, be it thermal drifts or stimuli (mass, force, temperature, etc.). For this purpose,
closed-loop schemes exist, in which a feedback constantly changes the drive frequency to

always be near fr, as already discussed in Section 3.2.3.1. Closed-loop Allan deviations of
the nanomechanical strings will therefore be presented and discussed below. It should be

mentioned that a method has been proposed to infer the closed-loop frequency stability limit
from open-loop measurements, however, this methodology is not pursued further here [228].

For the closed-loop experiments presented here, the PLL of the lock-in amplifier is used
to lock on to the phase and in this way track the resonance frequency directly. In addition to

the filter bandwidth, an additional bandwidth for the closed-loop system has to be set, which
will be named the target bandwidth (TBW) here. This bandwidth should be set larger than

the expected shifts in the resonance frequency, but typically smaller than the BW of the filter
in the demodulator. A desired value of TBW can be chosen by adjusting the feedback gain

parameters of the controller accordingly, which in this study is a proportional-integral (PI)

controller [125].
The effect of varying TBW from 0.25 Hz to 719.6 Hz on σA is shown both in the ex-

perimental and theory-based cases in Figures 6.8(a) and 6.8(b), respectively. A filter BW of
3598 Hz was chosen, while the sampling rate was set to 28784 Sa/s, in order to keep the

settings similar to the open-loop configuration. An additional recording of σA in open-loop
configuration is shown for comparison. Calculations based on Equation (6.4) for thermome-

chanical and detection noise limits are given as well. Evidently, the closed-loop response
time is determined by the TBW of the system, in contrast to the open-loop case, in which

the intrinsic resonator properties set the response time. As the TBW is increased, the point
of transition between the two noise regimes shifts towards lower integration times. Another

observation is that σA reduces in the detection noise regime with decreasing TBW, despite the
noise remaining unchanged throughout the measurements. For the smallest TBW = 0.25 Hz,
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satisfying the condition TBW < Γ, the detection noise limit is even lower than in the open-

loop measurement.

Figure 6.8: Closed-loop measurements of the frequency fluctuations of nanomechanical
string resonators. Measured (a) and theory-based (b) Allan deviations for target bandwidths
of (from bottom to top): 0.25 Hz, 0.5 Hz, 1 Hz, 2.5 Hz, 5 Hz, 10 Hz, 25 Hz, 50 Hz, and
719.6 Hz. Blue dashdotted line is an open-loop measurement. Calculations using Equa-
tion (6.4) are given as well in the case of thermomechanical (green dotted line) and detection
(red dashed line) noise limits. Figure adapted from [170].

If the condition TBW < Γ is met, the detection noise gets filtered by the loop in addition
to the filtering provided by the intrinsic response of the resonator and the demodulator, which

reduces the detection noise σA as a result. Nonetheless, similar to the open-loop case, the per-
ceived improvement of frequency stability in the detection noise regime is merely resulting

from the choice of BW relative to Γ. Regardless of the TBW chosen, σA remains thermome-
chanically limited for τ greater than the response time. Any frequency shift occurring at time

scales in the detection noise regime would not be detected as the loop will be unable to re-
spond. In the case of TBW = 0.25 Hz, where the detection noise is at its lowest, the response

of the loop would be even slower than the intrinsic τr. As such, closed-loop tracking offers
flexibility in terms of measurement speed at the expense of increased noise. It should be noted

that for the largest TBWs in Figure 6.8, the noise at smaller τ, but above the response time,
appears to exhibit a τ−1 slope in addition to the τ−1/2 slope expected for pure white noise.

This secondary slope is possibly a result of the smoother cut-off of the TBW compared to the
filter BW, which results in the detection noise being mixed with the thermomechanical noise

for large TBWs [228].
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6.7 Summary and Outlook

A thorough investigation of the frequency fluctuations of high-Q string resonators has been
presented here. Emphasis was placed on the regime where the resonance linewidth is sig-

nificantly smaller than the resolution bandwidth, a condition often satisfied for resonators
subjected to dissipation dilution [37, 38]. The frequency stability was here characterized us-

ing the Allan deviation, which was calculated from recordings of the phase in open-loop or
the resonance frequency in closed-loop tracking configurations. Based on open-loop mea-

surements, it was shown how the Allan deviation gets separated into two regimes, one limited
by thermomechanical noise of the resonator and the other by detection noise of the optical

transduction scheme. Quantification of these regimes was made through experimental vari-
ation of the signal-to-noise ratio, either by reducing the detection noise floor or increasing

the driven vibrational amplitude, and comparing with white noise asymptotes of the Allan
deviation. The regimes were found to be separated at an integration time corresponding to

the intrinsic response time of the resonator in the open-loop case. Controlled reduction of the
resonator Q showed a linear dependence of τr on Q. While thermomechanical noise was the

fundamental noise source at lower driven amplitudes, laser power fluctuations arising from
the optical readout set a hard limit on the frequency stability at larger amplitudes. Finally, in

the closed-loop configuration, τr was found to no longer be intrinsically limited but instead
given by the measurement bandwidth of the loop itself. Computed Allan deviations based on

theory were shown throughout and found to agree well with measurements for both tracking
configurations.

The results presented here are not limited to SiN strings, but apply to all kinds of high-Q
resonant sensors. While the detection noise regime of the Allan deviation would hint at sta-

bilities beyond the thermomechanical limit, this was argued to be an artifact of the relation
between resolution bandwidth and resonance linewidth. The response time always sets the

lower limit for speed of detection regardless of tracking configuration, meaning that thermo-
mechanical noise remains the most fundamental limit of detection [125]. Since the theoretical

Allan deviations accurately predict the thermomechanical and detection noise limits, this can
be used for the design and optimization of future nanomechanical resonant sensors with un-

precedented sensitivity.
An original goal of this investigation was to experimentally characterize the ultimate fre-

quency stability limits of high-Q resonant sensors and how these would depend on the Q.
This would require the ability to operate at the onset of Duffing nonlinearity in the thermo-

mechanically resolved regime for all Qs. The Duffing limit could not be reached here, due
to the lower stability limit set by the laser power fluctuations. While this issue can possi-

bly be circumvented by employing lower laser powers, this in turn can increase the detection
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noise level to the point that the thermomechanical noise becomes buried within the detection

noise. Future studies could try to recreate the measurements employing a more power-stable
readout laser. Additionally, samples with even lower relative responsivities would be benefi-

cial for minimizing the laser-induced noise. Finally, alternative means of transduction can be

implemented, such as capacitive [150] or inductive [151].



7
Thermal Response of Phononic Crystal
Membranes

This chapter focuses on the thermomechanical properties of localized defect modes em-

bedded in phononic crystal membranes. Firstly, a description of the thermal response of
phononic crystal membranes based on simulations is given, showing how these fare com-

pared with uniform membranes. Measurements of the relative thermal responsivity of defect
modes are then given for various membrane sizes. Subsequently, a special case of a phononic

crystal engineered into a trampoline resonator is shown, which further enhances the thermal
response. Finally, defect mode and bandgap tuning measurements are presented, demonstrat-

ing a defect mode exiting the bandgap completely resulting from photothermal heating. The
results and associated discussions presented in this chapter are based on Paper VI [102].

7.1 Introduction

Having established methods of minimizing the mechanical dissipation and characterized the

frequency fluctuations in strained silicon nitride resonators, the next logical step would be the
demonstration of their sensing performance. As mentioned in Section 6.1, nanomechanical

resonators can be employed to detect a number of physical quantities [16]. In the case of
SiN resonators, one of the most promising applications is as temperature sensors [95]. The

principle of detection is a change of the tensile stress in response to a changing temperature,
which translates into a thermal detuning of the resonance frequency. An emerging subfield

of thermal sensors based on SiN resonators is photothermal sensing, where the source of heat
is the absorption of electromagnetic radiation by the resonator. This effect allows such res-

onators to be employed as radiation detectors [151, 229]. Any sample placed on the resonator
will absorb additional light, causing a larger detuning of the frequency. Sensors based on this

143
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detection principle have been successfully employed to detect complex chemical compounds
[97, 99, 100, 230], single nanoparticles [96, 98, 152, 231], and single molecules [101], high-
lighting the flexibility of the technique.

The current state-of-the-art resonator design is that of uniform membranes, due to being

more robust, easier to align with and larger coupling to optical sources, and allowing imple-
mentation of multiple transduction schemes when compared to string resonators [100, 101,

151]. These advantages come at the expense of a significantly reduced thermal responsivity
compared to strings due to the larger number of pathways for heat to flow off the membrane

[16]. Nonetheless, a number of paths to enhance the thermal responsivity present themselves.
Firstly, the thermal response is limited by material parameters, such as the thermal conduc-

tivity κ and the tensile stress σ (see Section 2.3.2). Possible solutions to these issues have
already been demonstrated in the literature, such as perforating the resonator to reduce the ef-

fective κ [100] and oxygen plasma treatment as a method of reducing σ [86]. Secondly, given
that many of the aforementioned applications rely on coherent sources with beam diameters

significantly smaller than the resonator, essentially acting as a point source, the temperature
profile is highly localized to the center of the membrane [232]. A finite element method

simulation of the temperature profile of a uniform membrane heated centrally by a Gaus-
sian source of 1 µm radius, essentially a pointlike source, is shown in Figure 7.1(a). When

comparing this profile with the displacement field of the fundamental out-of-plane mode of a
uniform membrane, as shown in Figure 7.1(b), minimum overlap between the two fields can

be observed.
In this chapter, a solution to the minimum overlap problem is presented using soft-clamped

phononic crystal membranes [39, 102]. While the main focus of such resonators has been to
enhance the Q for optomechanical purposes [22], the displacement field of localized defect

modes of PnC membranes, given in Figure 7.1(c), displays an obviously larger overlap with
the temperature field given in Figure 7.1(a). Furthermore, the addition of holes to the mem-

brane reduces the effective κ, which localizes the temperature to the central defect. As a result
of these two benefits, one can expect a localized higher average temperature in the PnC de-

fect, which results in an enhanced thermal response. It should, however, be mentioned that
the localized temperature is not a result of phonon localization resulting from the PnC itself,

as has been previously reported using PnCs engineered into various materials, in particular
for the case of Si [233–238]. Since the wavelength of heat transporting phonons (on the order

of nanometers) is significantly smaller than the lattice constants used here (≥ 30 µm), the PnC
cannot control the heat flow coherently. Thermal isolation from the PnC is only a result of the

reduced thermal conductivity due to the perforation [239–241].
Various properties of localized modes in low-stress PnC membranes will be presented.

First, numerical simulations of the phononic band structure of the PnC are shown and how the
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Figure 7.1: Finite element method simulations of the overlap between the temperature and
displacement fields of uniform and phononic crystal membranes. A temperature profile of
a uniform membrane heated with a central pointlike source (a) is compared with the dis-
placement field of the fundamental mode of a uniform membrane (b) and the fundamental
defect mode of a PnC membrane (c). The line profiles are made along the diagonal of the
membranes. Note that the line plot of the PnC displacement is a polynomial fit through the
simulated values for clarity. Figure adapted from [102].

frequency and width of the bandgap is affected by lowering the tensile stress. Attention is then
shifted towards the thermal properties of PnC membranes and how these compare with uni-

form membranes without any PnCs. Both measured and simulated thermal responsivities are
shown for increasing lateral membrane dimensions. A PnC engineered into a nanomechanical

trampoline resonator is then presented and the effect on the thermal response discussed. Fi-
nally, photothermal detuning of the defect mode to frequencies outside the phononic bandgap

is experimentally demonstrated.

7.2 Phononic Bandgap of Low-Stress PnC Membranes

All samples employed here are made from 50 nm thick silicon-rich SiN. The chosen phononic

crystal design employed is the one from Tsaturyan et al., which was given a detailed intro-
duction in Section 3.4.3. As evident from the theoretical discussion provided in Section 2.3,

minimizing the tensile stress is essential for maximizing the thermal response of stressed res-
onators, since the thermal responsivity is inversely proportional to the stress [16]. Therefore,

in order to employ soft-clamped PnC membranes for thermal sensing, it is essential that a

phononic bandgap remains even at very low stress values. For this purpose, FEM simulations
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of the phononic band structure were performed for increasingly low values of the initial ten-
sile stress σfilm. A list of material parameters employed for the bandgap simulations can be
found in Table 7.1. An exemplary band diagram for the case of σfilm = 30 MPa is given in
Figure 7.2(a) for a unit cell with a = 140 µm. Evidently, a quasi phononic bandgap remains,

as evidenced by the lack of out-of-plane modes in the frequency region f ∼ 0.27−0.32 MHz.

Assumed material parameters

Membrane thickness (h) 50 nm
Young’s modulus (E) 250 GPa
Mass density (ρ) 3000 kg/m3

Poisson’s ratio (ν) 0.23
Coefficient of thermal expansion (α) 2.2 × 10−6 K−1

Thermal conductivity (κ) 3 W/(m·K)
Specific heat capacity (cp) 700 J/(kg·K)
Surface emissivity (�λ) 0.05

Table 7.1: Fixed material parameters used for the finite element method simulations of low-
stress phononic crystal membranes. For the bandgap simulations, only the membrane thick-
ness, Young’s modulus, mass density, and Poisson ratio are needed, while for simulations of
the thermal response, all parameters are used. Membrane thickness and surface emissivity are
extracted from measurements, while the rest are assumptions based on previous literature on
the properties of silicon nitride [101].

While the simulations predict that a bandgap persists even at very low stress values, it is
of course necessary to confirm this observation experimentally. For this reason, Figure 7.2(b)

shows a measurement of the Brownian motion spectrum for a PnC membrane with similar
parameters to the one simulated in Figure 7.2(a). The simulated phononic bandgap is high-

lighted by the grey region on the plot. A visibly low density of mechanical modes can be
observed in the predicted bandgap region, highlighting that a phononic bandgap persists even

at very low stress and that the simulations accurately predict the phononic bandgaps.
Figure 7.2(c) shows simulated phononic bandgaps versus σfilm for a PnC with a = 140 µm.

Simulations were performed for σfilm-values from 30 MPa to 990 MPa in steps of 30 MPa.
The grey-shaded region highlighting the bandgap is generated by fitting the simulated bandgap

edges with a function proportional to
√
σfilm. Evidently, both the width and center frequency

of the bandgap scales with
√
σfilm, which is the expected behavior of the eigenfrequency of

resonators under tensile stress [16]. The measured bandgap edges extracted from the Brow-
nian motion spectrum shown in Figure 7.2(b), along with a similar measurement for a mem-

brane with σfilm = 150 MPa, are overlaid on the simulations. For both stress values, good
agreement is observed both in terms of bandgap width and center frequency. Additionally,

simulated fundamental defect mode frequencies are given, in order to highlight a similar rela-
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Figure 7.2: Phononic bandgaps in low-stress SiN membranes. (a) Finite element method
simulation of the band diagram for a unit cell of lattice constant a = 140 µm and initial stress
σfilm = 30 MPa. (b) Measured Brownian motion spectrum of a PnC membrane with the
same mechanical properties as the one simulated in (a). The red-colored peak with the label
1 corresponds to the fundamental defect mode of the membrane. (c) Influence of σfilm on
the width and center frequency of the phononic bandgap for a fixed a = 140 µm. The sim-
ulated bandgap edges are marked by the grey-shaded region, underlining the proportionality
with

√
σfilm. Blue diamonds are measured bandgap edges, while red squares correspond to

simulated fundamental defect mode frequencies. Figures (a) and (c) adapted from [102].

tion to σfilm and that the mode remains within the bandgap for all stress values. These results
show that PnC membranes maintain a quasi-bandgap even at very low initial stresses and

should therefore be readily applicable for thermal sensing applications.

7.3 Thermal Properties of Defect Modes

Based on the simulated band structures, it is clear localized modes can persist in the phononic

bandgap despite increasingly low tensile stress values. The next step is to investigate the ther-
mal response of PnC membranes and how these compare with uniform membranes without

any perforation. This section will present both measured and simulated results of the ther-

mal properties of square PnC membranes. Parameters used for the numerical simulations are
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shown in Table 7.1. For the remainder of the chapter, focus will only be on membranes of
film stress σfilm = 30 MPa. Given that comparisons are made to uniform square membranes,
it should be repeated that the lateral size of the PnC membranes is approximately given by
L ∼ 20.5 × a.

7.3.1 Temperature Localization

Figure 7.3 presents FEM simulations of the thermal properties of PnC membranes. All of

the simulated results were acquired by heating the membranes at the center with a Gaussian
source of 1 µm radius, comparable in size to the laser beams employed for the measurements.

A temperature distribution plot for a PnC membrane with a = 140 µm (L ≈ 2.9 mm) for an

absorbed power Pabs = 0.6 µW can be seen in Figure 7.3(a). The temperature can be observed
to be highly localized to the central defect with a maximum temperature Tmax, while quickly

approaching room temperature Troom in the surrounding PnC. A line profile of the temperature
along the diagonal length Ld of the membrane is shown in Figure 7.3(b), which is compared to

the case of a uniform membrane of equal size. Clearly, the PnC membranes result in increased
temperatures at the center, with Tmax of the PnC membrane being ∼ 3 K larger than for the

uniform membrane. The localization in the defect is also apparent from the line profile in that
the temperature rises more rapidly in the center compared to in the PnC.

Simulations of Tmax for increasing values of Pabs are shown in Figure 7.3(c), both for
a PnC membrane and an equally sized uniform membrane. A linear dependence on Pabs

is observed in both cases, which is the expected behavior for membrane resonators [100].
However, a steeper rise is observed for PnC membranes, underlining their larger thermal

response compared to uniform membranes. These results are not limited to PnC membranes,
but are rather consequences of the perforation reducing the effective κ.

A FEM simulation of the resonance frequency detuning for increasing Pabs can be seen in
Figure 7.3(d) for the fundamental defect mode of a PnC membrane with the same parameters

as the one displayed in Figure 7.3(a). The frequency initially shifts linearly for Pabs < 1 µW,
which is indicated by the linear fit, but starts to deviate from linearity for larger Pabs. Similar

simulations performed for the fundamental mode of uniform membranes in the same power
range remain linear [103]. As such, this is a property exclusive to defect modes, resulting

from the mode shifting out of the bandgap due to the heating. Support for this hypothesis is
given in Figure 7.3(d), where the region of the plot encompassing the bandgap has been given

a grey-shading.
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Figure 7.3: Thermal properties of phononic crystal membranes. (a) Finite element method
simulation of the temperature distribution of a PnC membrane with a = 140 µm (L ≈ 2.9 mm)
and σfilm = 30 MPa, for an absorbed power Pabs = 0.6 µW. The maximum temperature at the
defect center is Tmax, while the membrane boundary temperature is set to Troom = 293.15 K.
(b) Line profile of the temperature along the diagonal length Ld for the PnC membrane shown
in (a) compared with a uniform membrane of similar size. For the PnC membrane profile, full
lines have been drawn through the holes of the membrane for clarity. (c) Comparison of Tmax
versus Pabs for a PnC membrane and a uniform membrane. (d) Simulated absorbed power-
dependence of the resonance frequency fr for the fundamental defect mode of the membrane
shown in (a) along with a linear fit to the data for Pabs < 1 µW. The dashed line serves as a
guide to the eye, while the grey-shaded region highlights the phononic bandgap. Figures (a)
and (d) adapted from [102].

7.3.2 Mode Delocalization

How the fundamental defect mode shape changes resulting from detuning out of the phononic

bandgap can be seen in Figure 7.4. The shown simulations correspond to the last five power
steps given in Figure 7.3(d). As a result of the defect mode slowly exiting the bandgap, the
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displacement field starts to penetrate further into the PnC with each increasing power step. For

the largest absorbed power Pabs = 5 µW, the mode has completely delocalized and extends
throughout the membrane. The lack of an abrupt delocalization from one power to another

is probably a result of the bandgap also detuning due to the increased heating. Both defect

mode and bandgap detuning will be experimentally demonstrated in Section 7.5.

Figure 7.4: Finite element method simulations of the fundamental defect mode shape for
increasing absorbed power values. These mode shapes correspond to the last five power steps
in Figure 7.3(d). Figure adapted from [102].

7.3.3 Enhanced Thermal Responsivity

Having numerically established enhanced thermal response of localized modes on phononic

crystal membranes, the next step is to characterize samples experimentally. The key parame-
ter characterizing the performance of thermal sensors is the relative thermal responsivity δR,

which was shown in Section 2.3 to be the relative frequency shift δ f = Δ f / fr, caused by a
detuning Δ f of the resonance frequency fr, per absorbed power Pabs [16]. If heat transfer

is assumed to be dominated by thermal conduction, δR of membranes can be predicted an-
alytically using Equation (2.108) [100]. In the case of PnC membranes, where the stress is

nonuniform resulting from the perforation, an effective stress would have to be used in place
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of the relaxed resonator stress in order to properly use the equation.

Even though the analytical model predicts a lack of dependence of δR on the lateral size
L, recent investigations into the thermal transport of nanomechanical SiN membranes have,
however, shown a non-negligible contribution from radiative heat transfer [103, 104]. This ef-

fect becomes more pronounced as the size of the membrane is increased and can significantly
reduce δR compared to that predicted from Equation (2.108). A numerical demonstration of

this reduction in δR was provided in Section 2.3.2.2 for a uniform square membrane. Given
the lateral size of the PnC membranes studied here, which can be on the order of several

millimeters, emission of thermal radiation needs to be taken into account. Therefore, all heat
transfer simulations presented in this chapter include surface emissivity �λ as a property of

the material. A nominal �λ = 0.05 is chosen, taken from the work of Piller et al. [103], which
was based on measured optical data of 50 nm thick SiN membranes [242]. Both the analytical

model given in Equation (2.108) as well as the FEM simulations are only valid in the high
vacuum regime, where convective heat transfer can be neglected. Convection plays a more

dominant role at larger pressures, which results in a deterioration of δR [102].
The thermal response of low-stress PnC membranes can be observed in Figure 7.5. Rela-

tive responsivities are measured by varying the power of a secondary diode laser focused on
the membrane center and fitting a linear function to the detuning of the resonance frequency.

This approach is valid at low powers since the frequency response remains linear for small
temperature changes [103]. Simulated responsivities are similarly acquired from the linear

detuning regime shown in Figure 7.3(d). Measured and simulated values of δR for the funda-
mental defect mode as a function of L can be seen in Figure 7.5(a). In addition, simulated δRs

of the fundamental out-of-plane mode of uniform membranes are shown for comparison. An
enhanced thermal response can be observed for defect modes, with a minimum enhancement

factor of 5 compared to uniform membranes of equal size. The observed size dependence is a
result of the aforementioned radiative heat transfer, which reduces δR for larger membranes.

Interestingly, the decrease in δR appears less prominent for defect modes, which is possibly
a result of the smaller effective size of the defect mode compared to the fundamental mode of

uniform membranes. FEM simulations agree well with measurements, including reproducing
measured trends, which strongly support emission of thermal radiation being the cause of the

observed size dependence of δR.
To ensure that the observed enhancement of δR is caused by an increased overlap be-

tween the temperature and displacement fields for defect modes and not simply a result of a
reduced κ due to the perforation, a comparison between δR of the fundamental defect mode

and the fundamental out-of-plane mode of the entire PnC membrane is made, as shown in
Figure 7.5(b). Both measured and simulated δRs can be observed for both sets of data. Re-

gardless of the membrane size, δR of the defect mode remains larger than the fundamental
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Figure 7.5: Thermal response of 30 MPa phononic crystal membranes. (a) Measured (blue
dots) and simulated (blue solid line) relative thermal responsivities of the fundamental defect
mode of PnC membranes versus lateral size L, compared to simulated responsivities (red
solid line) of equally sized uniform membranes. (b) Comparison between δR of fundamental
defect modes (blue data) and the fundamental out-of-plane mode of the entire PnC membrane
(magenta data) for increasing L. Figure adapted from [102].

PnC membrane mode. Furthermore, the fundamental PnC mode appears to roll off faster with
increasing L, which is most likely a result of the reduced overlap with the temperature field.

It should be noted that δR of the fundamental PnC membrane mode is still larger than that
of uniform membranes, which can be attributed to a reduced effective κ resulting from the

perforation [239–241]. The presented results show that localized modes of PnC membranes
display enhanced thermal response compared to equally sized uniform membranes, owing to

the combined effect of reduced thermal conductivity and increased overlap of the displace-
ment field to the temperature field.

7.4 Geometrical Stress Reduction

As discussed in Section 7.1 and evident from Equation (2.108), minimizing the tensile stress

presents another way of enhancing the thermal responsivity. Since a quasi bandgap remains
regardless of the tensile stress, reduction of σfilm presents the next step of increasing δR.

Given the difficulty in accurately controlling the tensile stress of SiN during the LPCVD
process, alternative means of stress reduction have to be used. One possibility would be to

reduce the stress using an oxygen plasma [86], which has successfully enhanced the response
of uniform square membranes [101]. However, given the fragility of PnC membranes and a

lack of precise control of the final stress, this method was not employed here.
An alternative method to reduce the tensile stress is geometric strain engineering. By
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carefully engineering regions of narrow width into a resonator, one can localize the stress in
certain regions, while minimizing it in others. Such an approach was employed to increase
the stress in soft-clamped string resonators, which enhanced the dissipation dilution effect
and thus unprecedentedly large Qs at room temperature were achieved [40]. Geometric strain

engineering has also demonstrated two orders of magnitude enhancement of the fundamental
mode Q of fractal-like resonators [243, 244].

The goal of this study, however, is to geometrically reduce the stress of the resonator in or-
der to enhance δR. One possible solution is to employ nanomechanical trampoline resonators.

The four narrow tethers of a trampoline ensure high stress localization to the tethers while
minimizing the stress in the central pad [46]. Increased thermal isolation is also achieved as

a result of the narrow tethers. Owing to these key features, trampoline resonators have pre-
viously been employed for thermal sensing applications, using silicon [245], graphene [246],

and silicon nitride [247] as the resonator material. Trampolines made from silicon nitride
have additionally been demonstrated to work as position-sensitive detectors [152].

Here, the reduced stress and increased thermal isolation of trampoline resonators are com-
bined with the benefits of localized modes on PnC membranes, by engineering a PnC di-

rectly into the central pad of a trampoline. An optical micrograph of a successfully fabricated
trampoline PnC is shown in Figure 7.6(a). The opening window size of the trampoline is

Lw ≈ 1.5 mm and a tether width w = 20 µm at the corners of the window. A lattice constant
a = 30 µm is chosen for this trampoline size. The rounding of the central pad edges is not

randomly chosen, but optimized to achieve an even stress distribution [152]. A FEM simula-
tion of the tensile stress along the diagonal length of a uniform trampoline without any PnC

of equal dimensions to that in Figure 7.6(a) can be seen in Figure 7.6(b). The PnC region
of the trampoline has been marked on the plot for clarity. As expected, the stress is signifi-

cantly lower in the central pad compared to the tethers, with an average stress σ = 2.7 MPa
calculated in the region of the pad covering the PnC. This is approximately an order of mag-

nitude lower than the initial stress of the SiN, meaning an enhanced thermal response is to be
expected.

Figure 7.6(c) shows a measurement of the Brownian motion of the trampoline PnC in a
frequency region around the bandgap. A narrow and badly developed bandgap can be deduced

in the frequency range f ∼ 600 − 700 kHz, with the fundamental defect mode resonance
located at a frequency f ≈ 603 kHz. Unlike the bandgaps observed for PnCs engineered

into square membranes, a lot of small peaks can be observed inside the bandgap, as well as
a lack of clear bandgap edges. The most likely reason behind this observation is the stress

distribution in the trampoline central pad, which is not perfectly uniform, as evident from
Figure 7.6(b). Since the properties of the quasi bandgap are determined by the tensile stress,

one can imagine nonuniform average stress in the PnC having deteriorating effects on the
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Figure 7.6: Phononic crystal engineered into a nanomechanical trampoline. (a) Optical mi-
crograph of a trampoline PnC with a = 30 µm and σfilm = 30 MPa. (b) Line profile of
the tensile stress along the diagonal length of the trampoline. The region of the trampoline
containing the PnC is indicated in the plot. (c) Measured Brownian motion around the fun-
damental defect mode. (d) Relative frequency shift of the fundamental defect mode of the
trampoline PnC. A linear fit to the data is given as well, with a |δR | = 530 W−1 extracted
from the fit. Figure adapted from [102].

bandgap [39]. Furthermore, at such low stress values, the bandgap width will be minimal,
which might also explain the lack of a well-defined bandgap. An additional observation is that

a forest of modes appears to surround the fundamental defect mode. Since this measurement

was recorded with a larger vibrometer laser power, in order to properly resolve the bandgap, it
could be that the mode is beginning to shift out of the bandgap, as will be discussed further in

the next section. As such, measured thermal responsivities are acquired at lower vibrometer
laser powers to ensure that the defect mode is located within the bandgap.

A measurement of the relative frequency shift for the fundamental defect mode of the tram-
poline PnC for increasing laser powers focused on the defect center is given in Figure 7.6(d).
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From the linear fit to the recorded relative frequencies, a |δR | = 530 W−1 can be extracted.
This is the largest measured δR reported here, being approximately a factor of 2.5 greater

than the δR of a square PnC membrane of equal lattice constant. One can qualitatively at-
tribute the enhancement to the reduced tensile stress of the trampoline pad, which is an order

of magnitude lower than σfilm of the as-deposited SiN film. Nonetheless, a FEM simulation
of the relative thermal responsivity for a square PnC membrane with σfilm = 2.7 MPa resulted

in a |δR | ≈ 1400 W−1, significantly larger than what was measured for the trampoline PnC.
This discrepancy is most likely a result of the uneven stress in the PnC of the trampoline.

However, this could also be a sample-specific issue, with the very low fabrication yield for
trampoline PnCs rendering a statistical average difficult.

7.5 Thermal Defect Mode and Bandgap Tuning

The final part of this chapter will focus on defect mode and bandgap tuning of PnC mem-
branes. When heating with a central point source, the temperature of the PnC membrane is

localized to the defect, as was shown through FEM simulations in Figure 7.3(a). As such,
the local thermal expansion of the defect mode causes a local reduction in the stress, which

is much larger than the overall stress reduction of the entire PnC membrane. One would

therefore expect the defect mode frequency to detune faster than the bandgap, to the point
where the mode would completely exit the bandgap. This property has already been observed

through simulations given in Figure 7.3(d) and Figure 7.4.
Here, an experimental demonstration of temperature localization is given using a square

PnC membrane with a = 60 µm (L ≈ 1.2 mm), with the results presented in Figure 7.7. Two
cases are compared: Locally heating the defect center using a laser and heating the entire PnC

membrane using a white light source. In either case, the detuning of the fundamental defect
mode frequency and the bandgap center frequency is measured. The case of laser heating

is shown in Figure 7.7(a). Measurements of the displacement in a frequency span covering
the phononic bandgap are shown for increasing laser powers focused on the defect center.

Logarithmic values of displacement are given in order to more clearly discern the bandgap
region, and measurements recorded at higher powers are shifted vertically for clarity. The

defect mode can be seen to detune faster than the bandgap with increasing P, appearing to have
completely exited the bandgap for the largest value of P. This can be deduced not only from

the fact that the defect mode shifts beyond the lower edge of the bandgap, but also because the
resonance peak decreases in amplitude and becomes comparable to the surrounding forest of

modes. Additionally, a nonlinear P-dependence of the defect mode detuning can be deduced.
This nonlinearity is more pronounced in Figure 7.7(b), which shows the relative frequency
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Figure 7.7: Photothermal detuning of the fundamental defect mode and bandgap frequen-
cies. (a) Logarithmic displacement versus frequency for a PnC membrane with a = 60 µm
(L ≈ 1.2 mm) and σfilm = 30 MPa for increasing laser powers. Measurements recorded at
increasing laser powers have been shifted vertically for clarity, while the fundamental defect
mode is highlighted in red. (b) Relative frequency shift versus laser power for the defect mode
and the bandgap center frequency, along with linear fits to both sets of data. (c) Same as (a)
for increasing powers of the vibrometer white light source. (d) Relative frequency shifts for
increasing white light powers. Drawings in (b) and (d) illustrate laser and white light heating,
respectively, for clarity. Figure adapted from [102].

shift of both the defect mode and bandgap center frequency as a function of laser power. The
source of this nonlinearity is the detuning of the defect mode to frequencies outside of the

bandgap, similar to what was observed through simulations in Figure 7.3(d). In comparison,
the bandgap center frequency appears to detune linearly with power. Linear fits to both sets

of data are given, which describes the bandgap data well but deviates for the defect mode at
larger P due to the mode exiting the bandgap.

An alternative to heating with a point source would be to heat the entire PnC membrane
uniformly. In such a scenario, one would expect the defect mode and bandgap frequencies

to detune equally since the temperature localization associated with a point source would
not come into play. Here, uniform heating is achieved using the white light source of the
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vibrometer, which, for the chosen microscope objective, covers the entire L ≈ 1.2 mm mem-

brane. Such uniform heating measurements are shown in Figure 7.7(c) for increasing white
light powers Pw. A slight detuning to lower frequencies is observed for both the defect mode

and the bandgap center, but the location of the defect mode relative to the lower edge of the

bandgap remains nearly unchanged. Plots of the relative frequency shift can further support
this argument, as shown in Figure 7.7(d). Both sets of data display a linear shift for increasing

Pw, with only a marginally faster detuning for the defect mode. This difference could be re-
sulting from the fact that the frequencies are still being recorded with the vibrometer, meaning

a constant laser heating of the defect center remains in addition to the white light heating.

7.6 Summary and Outlook

To conclude, this chapter demonstrated how localized modes on phononic crystal membranes

can be employed for photothermal sensing applications. Finite element method simulations of
the phononic band structure showed that a quasi-bandgap remains even for a very low initial

tensile stress, which was confirmed through measurements of the Brownian motion spectra
of PnC membranes. Simulated temperature profiles of PnC membranes heated at the center

defect showed a strong temperature localization to the defect, resulting from a reduction of
the effective thermal conductivity of the membrane due to the perforation. This localization

translates into a larger maximum membrane temperature for a given absorbed power when
compared to uniform membranes of equal size. An additional consequence of temperature

localization is a larger overlap of the temperature field and the displacement field for defect
modes, which should further increase their thermal response.

Measurements of the relative thermal responsivity of the fundamental defect mode for

various defect sizes confirmed an enhanced thermal response of defect modes compared to
the fundamental out-of-plane mode of uniform membranes, with the potential of more than

an order of magnitude enhancement. Furthermore, it was shown that smaller PnC membranes
result in larger relative responsivities as a result of reduced cooling due to radiative heat

transfer. FEM simulations corroborated the experimental results very well. Geometric strain
engineering was employed to reduce the initial tensile stress even further, which was achieved

by embedding a PnC membrane inside a nanomechanical trampoline. A relative responsivity
of |δR | = 530 W−1 was extracted for the fundamental defect mode of a trampoline PnC,

which is a factor of 2.5 greater than the largest value reported for square PnC membranes.
Finally, defect mode and bandgap tuning of PnC membranes was experimentally demon-

strated through laser heating of the center defect. It was shown how the defect mode responds
much stronger to laser heating compared to the bandgap center frequency, to the point where
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the mode completely exited the bandgap. This was attributed to a much larger temperature in
the defect compared to the surrounding PnC, serving as experimental confirmation of temper-
ature localization in PnC membranes. FEM simulations could reproduce the observed exiting

of the defect mode from the bandgap, where it was observed that the displacement field of the

defect mode slowly delocalizes until extending throughout the PnC. Further confirmation of
temperature localization was achieved by uniformly heating the entire PnC membrane using

the white light source of the vibrometer. In this case, the defect mode and bandgap center
frequency shifted almost equally as a response to the heating.

While the results presented in this chapter show the great promise of defect modes on PnC
membranes as thermal sensors, there is still plenty of room for improvement. Strain engineer-

ing using nanomechanical trampolines could enhance the thermal response, but the nonuni-
form stress distribution appeared to deteriorate the isolation of the bandgap, which resulted

in a smaller enhancement than theoretically expected. A straightforward solution would be to
increase the size of the central pad relative to the PnC, so that the PnC is located completely

within the uniform stress region of the trampoline center. The tethers of the trampoline can
also be made narrower, which increases thermal isolation.

A general problem associated with stress reduction is a significant narrowing of the PnC
bandgap width. As the bandgap gets narrower, combined with enhanced thermal responsivity

due to reduced tensile stress, less power is required to detune the defect mode to frequen-
cies outside the bandgap, limiting the range of powers in which the PnC membranes can be

employed. While higher-order defect modes can be used [39], the fundamental defect mode
displays the largest overlap between temperature and displacement fields and is therefore pre-

ferred. A more promising solution would be to change the PnC design. As shown by Reetz et

al., increasing the mass contrast of the PnC widens the phononic bandgap and therefore im-

proves defect mode localization [248]. The main consequence of this approach is a reduction
of soft clamping and therefore reduced quality factors, which should not influence the thermal

responsivity [16].
Finally, a drawback of using pure SiN resonators for photothermal sensing is the low

optical absorption coefficient of A ≈ 0.5% [101]. Increasing the absorption would allow
more light to be converted to heat and thus a larger frequency detuning for a given incident

power. A possible solution would be to deposit a suitable absorbing layer on top of the SiN,
which not only enhances the thermal response but also increases the spectral range of the

sensor [151, 242]. Combining the mentioned suggestions for improving the thermal response
of PnC membranes, this could pave the way for a new generation of broad range thermal

sensors with unprecedented sensitivities.
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